
Yusheng Xue
Yuping Zheng
Antonio GÓMEZ-EXPÓSITO   Editors

Proceedings 
of the 7th PURPLE 
MOUNTAIN FORUM 
on Smart Grid 
Protection and 
Control (PMF2022)



Proceedings of the 7th PURPLE MOUNTAIN
FORUM on Smart Grid Protection and Control
(PMF2022)



Yusheng Xue · Yuping Zheng ·
Antonio Gómez-Expósito
Editors

Proceedings of the 7th
PURPLE MOUNTAIN
FORUM on Smart Grid
Protection and Control
(PMF2022)



Editors
Yusheng Xue
NARI Group Co., Ltd.
Nanjing, Jiangsu, China

Antonio Gómez-Expósito
Department of Electrical Engineering
University of Sevilla
Seville, Spain

Yuping Zheng
NARI Group Co., Ltd.
Nanjing, Jiangsu, China

ISBN 978-981-99-0062-6 ISBN 978-981-99-0063-3 (eBook)
https://doi.org/10.1007/978-981-99-0063-3

© State Grid Electric Power Research Institute 2023
This work is subject to copyright. All rights are solely and exclusively licensed by the Publisher, whether
the whole or part of the material is concerned, specifically the rights of translation, reprinting, reuse of
illustrations, recitation, broadcasting, reproductiononmicrofilmsor in anyother physicalway, and transmission
or information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors, and the editors are safe to assume that the advice and information in this book
are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the
editors give a warranty, expressed or implied, with respect to the material contained herein or for any errors
or omissions that may have been made. The publisher remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

The excellent papers of the conference will be recommended to «Journal of Modern Power Systems and Clean
Energy», «Automation of Electric Power Systems» for publication.

This Springer imprint is published by the registered company Springer Nature Singapore Pte Ltd.
The registered company address is: 152 Beach Road, #21-01/04 Gateway East, Singapore 189721, Singapore

https://doi.org/10.1007/978-981-99-0063-3


Contents

Design and Implementation of Twin Operation and Maintenance System
for Power Grid Dispatching and Control System . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

Lacheng Pang, Xiaosong Zhu, Li Zhao, Shuibao Han, Zhanhua Lin,
and Wenzong Liu

Compressed Sensing Algorithm for Short Data Window in Distribution
Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

Yuhan Cao, Tonghua Wu, Wei Chen, Xiang Zeng, and Bing Luo

A Comparison Study of Mixed-Integer Formulations for Hydro-Thermal
SCUC Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

Li Chang, Yanguang Chen, Jianjun Gao, Wen Wang, and Zhendong Zang

Robust Optimal Dispatching Method for Electric Vehicles-Integrated
Microgrid Under Uncertainties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

Siyang Shao, Xiang Ma, Wei Yuan, Kaiyu Zhang, Xiaofei Fu,
and Chenhong Huang

Marginal Unit Location Method Based on Dual Simplex Sensitivity
Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

Yantao Zhang, Li Chang, Rongzhang Cao, Wen Wang, Zhendong Zang,
and Shuomin Wu

The Analysis of AC Faults in AC/DC Hybrid Distribution System with SOP . . . 75
Peng Jin, Tonghua Wu, Hai Wu, Guo Hu, and Qian Shen

Low Carbon Economic Operation of Integrated Energy Systems
Considering Power-to-Gas Thermal Recovery and Demand Response . . . . . . . . . 92

Xiaoyue Zhang, Jin Wang, Ting Liu, Shuhao Zhao, Bing Gao,
and Huajian Wu

Multi-objective Optimization Planning for Integrated Electricity and Gas
System Considering Dynamics of Gas System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

Wang Chunyi, Liu Lei, Yang Xiaoting, Zhang Lele, Huang Qingqiang,
Chen Miao, and Zhao Qi

Correlation Analysis Method of Load Change Between Different
Intelligent Cables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

Ran Hu, Bing Li, Siyong Huang, Jinyang Wang, Zhenyu Lin,
Xianghao Li, Zhidong Wang, and Ling Yang



vi Contents

Security and Stability Checking Method of Dispatching Plan Considering
Uncertainty of New Energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

Zhou Haifeng, Sha Licheng, Pan Qi, Xu Wei, Li Yinghao, Xia Xiaoqin,
and Liu Jiacheng

Identification of Redundant Security Constraints in Robust SCUC Problems . . . 147
Qia Ding, Zizhuo Wang, Meng Zheng, Yantao Zhang, and Chunling Lu

Architecture Design of Embedded EMS Based on Control Optimization
Configuration and Automatic Differentiation Technology . . . . . . . . . . . . . . . . . . . . 161

Shufeng Dong, Zhenchong Wu,Xinyi Zheng,Chengsi Xu,Mingyang Ge,
Kunjie Tang, and Kaicheng Lu

Prediction of Day-Ahead Electricity Price Based on N-BEATSx Model
Optimized by SSA Considering Coupling Between Features . . . . . . . . . . . . . . . . . 178

Feihong Xu, Xianliang Teng, Jixiang Lu, Tao Zheng, and Yulong Jin

Adaptability Analysis of Asynchronous Interconnected LCC-HVDC
with Additional Frequency Control Strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195

Yifei Jin, Lin Ye, Yongning Zhao, Wei Chen, Yuqi Han, and Yunche Su

Coordinated Frequency Regulation Method for Offshore Wind Farm
Connected Through an HVDC Link Based on Droop Control . . . . . . . . . . . . . . . . 207

Qiang Li, Huachun Han, and Weijia Tang

Research on Orderly Charging Strategy of Electric Vehicles
in Charging-Swapping-Storage Integrated Station Based on Demand
Transfer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221

Jiarui Wang, Dexin Li, Rongqing Yi, Chang Liu, Qixiang Wang,
and Jingweijia Tan

Research on the InfluenceMechanism of Carbon Trading on the Behavioral
Decision-Making of Power Market Entities in Jiangsu Province . . . . . . . . . . . . . . 234

Xiujia Yan, Chen Wu, and Guiyuan Xue

A Fast Calculation Method of SCUC Based on Deep Learning . . . . . . . . . . . . . . . 247
Lizhang Cong, Jianxue Wang, Hongrui Yin, Qian Yang,
Zhengting Jiang, and Xuxia Li

A Time-Series Decomposition Algorithm for Long-Term
Security-Constrained Unit Commitment Considering Energy
Storage System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 260

Ziqiang Wang, Lizhang Cong, Qian Ma, Yang Xiao, Chunxiao Liu,
and Jianxve Wang



Contents vii

Online Transient Stability Control Strategy Matching Method Based
on Time-Varying Index of Power Grid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 271

Zhongqing Sun, Fusuo Liu, Feng Xue, Zhaowei Li, and Wei Li

A Distribution Grid Accessible Distributed PV Capacity Measurement
Method Based on Local Consumption . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 283

Tingting Lin and Guilian Wu

Analysis of Low Carbon Operation of High Penetration Renewable Energy
System Considering Energy Storage Configuration . . . . . . . . . . . . . . . . . . . . . . . . . 292

Yuehan Wang, Haiyang Wan, and Wenxia Liu

Research on Early Warning Method of Power System Operation Risk
Based on Chaos Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 304

Shang Dai, Tao Zhu, Bo Lun Wang, Yu Yang Wang, and Xiao Xiang Lu

Reactive Power Optimization Control Method for Wind Farms to Actively
Participate in Grid Voltage Regulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 323

Lin Yang, Jingbo Liu, Jie Su, Linlin Wu, and Yan Li

Black-Start Scheme for the Interdependent Power and Natural Gas
Transmission Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 344

Lingyu Guo, Yang Du, Zhongguang Yang, Boyuan Cao, Xingang Yang,
Xianghong Xiong, Jun Kan, and Zhaoqi Huang

Analysis Method of Fragmented Storage and Dynamic Loading
of Distribution Network Topology Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 358

Sheng-zhi Yang, Wei Cheng, Shi-jin Liu, Feng You, Feng Lin, Sen Peng,
Shen-liang Wang, Sheng-sheng Li, and Cheng-long Xu

Optimal Dispatch of Integrated Energy System with Low-Carbon
Complementation of Source Side and Load Side . . . . . . . . . . . . . . . . . . . . . . . . . . . 375

Zhongqi Jiang, Xiwei Zheng, and Qiang Chen

Trading Mechanism of Virtual Power Plants Participating in the Electricity
Spot Market . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 390

Tao Yu, Yaxuan Han, Wei Wang, Yupeng Huang, Heping Jia,
and Dunnan Liu

A Reliability Prediction Method Based on the Barrel Theory
for Engineering Applications for Key Components of Relay Protection . . . . . . . . 402

Zheng Xu, Hualiang Zhou, Yu Xia, Yunhua Gan, and Zhiyang Zou



viii Contents

A Real-Time Dispatch Algorithm for PEV Aggregators for V2G
Regulation Under the Performance-Based Compensation Scheme . . . . . . . . . . . . 416

Dapeng Chen, Qing Liu, Yu Ding, and Haiwang Zhong

Bayesian Network Modeling for New Power System Carbon Emission
with Natural Disaster Chain and Carbon Change Estimation . . . . . . . . . . . . . . . . . 431

Jianmin Zhang, Yukuan Wang, Kang Chang, Feng Xue, and Yusheng Xue

Dynamic Loading and Rendering Method for Large-Scale Power Grid
Spatial Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 449

Wei Cheng, Shenliang Wang, Feng You, Feng Lin, Shijin Liu, Sen Peng,
Chenglong Xu, Shengsheng Li, and Yu Pang

Low-Carbon Economy of Electricity-Heat-Gas-Hydrogen Integrated
Energy System Considering P2G Research on Dual Objective Scheduling . . . . . 462

Hui Wang, Xu Liao, Shuaishuai Lv, Yuliang Zhang, and Chengdong Yang

Research on Congestion Management Based on Distribution Locational
Marginal Price . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 476

Zhiwei Wang, Rui Liu, Xiuli Wang, Wenzhuo Wang, Xin Liu,
and Yifei Wang

Research on Real-Time LVRT and Off-Grid Discrimination Technology
for the PV Power Station . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 488

Wei Chen, Xindong Li, Daojun Zha, Yichuan Bai, Xiaofan Hou,
and Dan Wu

Deep Reinforcement Learning for Strategic Bidding in Incomplete
Information Market . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 499

Qi Wu, Caixin Yan, and Zhifeng Qiu

Reliability Analysis of Complex Stability Control System Based on GO
Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 518

Yuan Sun, Juan Wang, Yuting Song, and Guosen Lin

A ConvLSTM-Based Approach to Wind Turbine Gearbox Condition
Prediction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 529

Liu Jin, Hao Wenbo, Ji You, Wang Lei, and Jing Fei

Integrated Energy System Expansion Planning Considering Concentrating
Solar Power Plants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 546

Xingquan Ji, Kaixuan Wang, Yumin Zhang, Xingshang Bai, Yingye Zhu,
and Xiaohu Liu



Contents ix

Microgrid Real-Time Decision Control Method Based on Behavior Trees . . . . . . 561
Wang Jingsong

Research on Impact of Inverter-Interfaced Distributed Generator on Local
Feeder Automation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 575

Zhihui Dai and Lirui Yu

Impact of Energy Storage Access on Short-Circuit Current and Relay
Protection of Power Distribution Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 591

Tianchi Wang, Guofang Huang, Wei Dai, Zhonglang Wang,
and Zheng Wei

Deep-Learning Based Reactive Voltage Control of Regional Power Grids
Integrated with Renewable Energy Resources . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 608

Haozhe Wang, Jixiang Lu, Tao Zhang, Jianhua Chen, Ningkai Tang,
and Jiao Shu

Design and SimulationModeling of±800 kVHVDCProject for Improving
Power Transfer Capability of Renewable Energy in Xinjiang-Qinghai
Region . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 623

Lin Zhu, Li Tu, Zhiwei Mi, Ruitong Liu, and Fangwei Duan

Research on Batch Fault Prediction Model of Intelligent Electric
Energy Meter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 638

Ling Lu

Study of Peer-to-Peer Auto-negotiation Algorithm Based Mechanism
in Substation Security Communication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 652

Youjun Li, Guanghui Xu, Zhihao Shen, Xinxin Dai, Ji Zhang,
and Zheng Liu

Risk Assessment of Multi Scenario Blackout Considering Different
Proportions of New Energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 666

Yu Qun, Xiao Songqing, He Jian, and Zhang Jianxin

A Fault Ranging Method Applicable for the Four-Terminal Lines . . . . . . . . . . . . . 684
Hong Yu, Liangkai Sun, Tonghua Wu, Xiaohong Wang, Pingyi Yang,
and Yuan Jiang

Method of Conjugate Vectors for the Analysis
of Single-Phase-to-Ground-Faulted Grid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 697

Xing Liu, Jiabing Hu, Yingbiao Li, and Weizhong Wen



x Contents

Multi-objective Optimal Planning for Park-Level Integrated Energy
System Coupling with Electric Vehicle Charging Stations . . . . . . . . . . . . . . . . . . . 711

Meng Wang, J. H. Zheng, Yiqian Sun, Guang Cheng, Zhigang Li,
and Q. H. Wu

Automatic Generation and Incremental Update Method of Single Line
Diagram of Distribution Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 725

Peng Sen, You Feng, Cheng Wei, Liu Shi-jin, Xu Cheng-long,
Zheng Hao-quan, and Zhang Miao

Influence and Dominant Factors Determination of Errors in the Parameter
Identification of Three-Winding Transformer with PMU Data . . . . . . . . . . . . . . . . 740

Jing Ma, Haiyan Hong, Lei Gu, He Kong, Feiyang Xu, and Ancheng Xue

A Reliability Prediction Model for the Relay Protection Device and Its
Internal Modules Considering Thermal Effect . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 755

Ziyang Jing, Minghao Ouyang, Jiahuan Zhang, and Ancheng Xue

Optimal Expansion Planning of Distributed Energy Resources
with Peer-to-Peer Transactions Among Prosumers . . . . . . . . . . . . . . . . . . . . . . . . . . 768

Yuerong Zhu and Yunpeng Xiao

Analysis and Prospects of Status of Broadband Oscillation and Suppression
Methods for New Energy Stations Connected to Power System . . . . . . . . . . . . . . . 782

Xinyu Lei, Wei Wang, Zheng Wei, Xiaojun Deng, Quanquan Huang,
and Dongmei Yang

A Cooperative Control Strategy for Distributed Multi-region Networked
Microgrids . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 806

Yongjun Xia, Ping Xiong, Dan Liu, Fan Xiao, and Yanying Li

Research on Optimal Scheduling of Virtual Power Plant Considering
the Cooperation of Distributed Generation and Energy Storage Under
Carbon Rights Trading Environment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 818

Haiyao Wang, Gang Du, Tao Zheng, Yulong Jin, and Tao Jing

Research and Application of Configuration Animation Technology
for Power Grid Dispatching and Control Systems Based on CIM/G . . . . . . . . . . . 835

Zhen Yan, Hua Xu, Zhimeng Lv, Xia Yin, Xiongwei Bao, and Kun Huang

Lightweight Detection Algorithm of Substation Instrument Based
on Improved YOLOv4 Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 846

Fanglong Niu, Yao Cui, Bo Yu, and Xiaoqiang Zhu



Contents xi

Clustering of Daily Load Curve Based on Improved Deep Embedded
Clustering Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 858

Jiawen Chen, Zhang Zhengwei, Suying Wang, and Rui Shi

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 871



Design and Implementation of Twin Operation
and Maintenance System for Power Grid

Dispatching and Control System

Lacheng Pang1, Xiaosong Zhu2(B), Li Zhao2, Shuibao Han3, Zhanhua Lin2,
and Wenzong Liu2

1 NARI Nanjing Control Systems Co., Ltd, Nanjing 211106, China
2 Beijing Kedong Electric Power Control System Co., Ltd, Beijing 100192, China

chris.zhu@163.com
3 Central China Branch of State Grid Corporation of China, Wuhan 430077, China

Abstract. Lack of real verified environment and difficult remote maintenance
are two main challenges for power grid dispatching and control system, in this
paper, we approached these challenges by constructing a digital twin operation and
maintenance system based on virtualization technology. It migrates all application
nodes of the control system to virtual hosts by P2V technology, sets embedded
monitoring probes and does regular synchronization between the control system
and the twin system, adopts the virtualized snapshot and clone technology to
provide a multi-copy and multi-branch test environment for the twin operation
and maintenance system, hundreds of virtual images are grouped to realize the
centralized management of multiple twin operation and maintenance systems on
the same platform. The system migration, synchronization, version management
and centralized management of multiple twin systems are then completed on
an experimental system. The experimental results demonstrate that the proposed
twin platform can provide a real verification and practical environment for remote
operation and maintenance.

Keywords: Digital twin · Virtualization · P2V · Snapshot · Embedded probes
synchronization · Remote operation and maintenance

1 Status of Operation and Maintenance for Power Grid
Dispatching and Control System

The power grid dispatching and control system is the core support system of smart
grid. Since 2009, the power grid dispatching and control system D5000 has been widely
used in 34 provincial and above dispatching control centers and hundreds of ground
dispatching control centers [1–5]. As more and more power grid dispatching and control
systems are put into operation, there are many more different versions and branches
due to various demands. Therefore it is really nearly impossible to simulate the real
online system, and perform centralized operation and maintenance for multiple systems.
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There are two ways to simulate the dispatching and control systems. One is to manually
build an independent test verification environment for a specific system manually, and
synchronize data according to test needs. However, building a simulation test system
typically requires longer leadtime and significant amount of hardware resources. The
other alternative is to build a typical environment and simulate operation data to provide a
general verification platform for functions and performance testing [6–9]. However, one
typical environment cannot simulate the online system of different dispatching control
centers. While the independent test environment can not keep evolving with the online
system, some modules and even the entire system need to be rebuilt, when it is deployed
to operation.

Given the recent development of Digital Twin [10–14], it provides a new perspective
for building operation and maintenance systems. In addition to building twin models
for power equipment [15], could we establish a twin environment for the smart grid
dispatching and control system? Build a highly consistent twin operation and mainte-
nance system, determine the embedded probes for physical system, synchronize changes
during the whole life cycle of the physical system. In turn, the twin system provides a
virtual consistent environment for practicing [16, 17], major changes verification„ and
specific scenario reviews for the physical system.

This paper is concentrated on how to design and build a twin operation and mainte-
nance system based on a virtualized platform. First it introduces the status and oppor-
tunities of system maintenance. In Sect. 2 it proposes two design schemes for 1:1 and
1:N twinning operation and maintenance systems to meet the needs of the dispatching
control center and the remote support center. Follow up in Sect. 3, it answers three
implementation questions, how to build a prototype twin system, how to maintain the
consistency of the twin system, and how to provide multi-version management for the
software environment. Section 4 shows the prototype of the 1: N twin operation and
maintenance system. Finally, Sect. 5 concludes the apper with an outlines of future
work.

2 Twin Operation and Maintenance System Design

2.1 1:1 Twin Operation and Maintenance System Design

1:1 twin operation and maintenance system is designed to fulfill the needs to build a
real experimental verification environment for one real dispatching and control system.
Figure 1 shows the architecture of 1:1 twin operation and maintenance system, which is
composed with two parts: the twin operation and maintenance system platform and the
software environment synchronization system.

The twin operation and maintenance system platform adopts open source software
or domestic virtualization software to build the underlying virtualization management
platform. The nodes of real dispatching and control system then migrated from physical
to virtual through a migration module on the proxy server, which can find all the pub-
lic nodes in the environment and migrate the whole node including operating system,
applications and relevant data. After migration, the virtual machine is saved on the vir-
tualization platform as a qemu2 image. In addition, the twin operation and maintenance
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Fig. 1. Architecture diagram of twin operation and maintenance system.

system platform includes three core modules: synchronization module, version manage-
ment module and view management module. The synchronization module receives the
synchronous files from the software environment synchronization system and updates to
the target host image by automatic matching. The version management module provides
synchronous backup management and version management for virtual nodes based on
snapshot. The view management module can orchestrate the virtual machines according
to the application requirements, which is much convenient for user to do bulk operation
on multiple virtual machines with relevant properties.

The software environment synchronization system includes several agent modules
on application nodes and one acquisition module with one synchronization module on
the proxy server. The acquisition module communicates with agent modules on the
application nodes for probe monitor and change capture. The synchronization module
regularly synchronizes the changed software environment to the twin operation and
maintenance system platform in the form of files.

2.2 1:N Remote Twin Operation and Maintenance System Design

The twin operation andmaintenance systemplatform is also designed to provide 1:N cen-
tralized remote maintenance management for multiple dispatching and control systems
in the operation and maintenance center.

The remote operation andmaintenance center connects the dispatching control center
area III through the integrated data network. As shown in Fig. 2, there are two interacting
modes: mode 1, the remote twin operation and maintenance system directly interacts
with the embedded probes of the control system across the area I/III and integrated data
network; mode 2, if there is a local twin operation and maintenance system, the remote
twin operation and maintenance system interacts with the local twin system.

In the initial construction stage, there aremany servers need to be converted.Whether
it is converted from a real system by P2V (Physical to virtual) or migrated from the local
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Fig. 2. Architecture diagram of remote twin operation and maintenance system.

twin system by V2V (Virtual to virtual), it is recommended to do export in the local
proxy server first and do import in remote operation and maintenance after all the data is
ready. If the real control system doesn’t support migration, there’s another way to build
the virtualized environment by template installation and script-based configuration.

For the deployment of remote synchronization system, the synchronization module
needs to be deployed on the proxy server in both area I and area III for mode 1. While
for mode 2, a remote synchronization agent is deployed on the local twin system, and
when the local twin system is synchronized, the synchronization information will also
be sent to the remote twin operation and maintenance platform.

Actually not all the twin systems keep running on the twin operation andmaintenance
system platform. Most of them are usually saved in the platform in the state of static
images. The virtual images belonging to the same control system are classified into a
group, and isolated via VLAN or SDN. When the specific operation and maintenance
environment needs to be started, the entire group can be startup in bulk, and the twin
virtual environment is independent of each other.

3 Twin Operation and Maintenance System Implementation

3.1 Integrated Migration

To consistent with the online system in greatest extent, the P2V technology was tried for
the first time in the dispatching and control system host nodes migration. The physical
nodes in the running system were migrated from physical to virtual one by one. The
operation system, applications and related data are exported from the hard disk as awhole
image and imported into the virtual environment through the proxy server automatically
[18, 19].

VMware Converter is a well-known P2V tool that converts physical machines into
VMware virtual machines [20]. The twin operation and maintenance system platform
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is designed on the domestic virtual platform or open source software. For example, the
open source virtualization management platform Proxmox VE is used in the experimen-
tal environment, while the open source hard disk cloning tool Clonezilla is integrated to
achieve the overall export and import of the hard disk or partition. At the same time, we
collaborated with two domestic operating system partners in P2V development and test-
ing. KylinSec export the hard disk into qcow2 image through qemu-img, while Beijing
Linx Software do P2V through remote disk mapping and qemu-img convert. Now the
image can be imported into virt-manager quickly, and the function will be integrated into
the Linx cloud platform soon. The following table shows the P2V migration efficiency
of three virtualized platforms (Table 1).

Table 1. Virtualization Platform P2V Comparison.

Platform Proxmox VE KylinSec cloud Virt-manager (Beijing Linx)

Physical machine OS: Rocky4.2
Disk: 600 G
used: 61 G
SW: SCADA

OS: Kylin 3.2
Disk: 465 G
used: 21 G
SW: DM 7

OS: Rocky 4.2
Disk: 500 G
used: 21 G
SW: MYSQL

Image size 5.7 G 9.2G 6.6 G

Export time 22 m 19 m 18 m

Import time 27 m 6 m 1 m

The system also provides a template-based migration for dispatching control centers
who do not support P2V migration. First it needs to build templates for different appli-
cation servers, such as scada server and db server etc., then clone the virtual nodes from
the different templates, and customize the configuration parameters for auto-configure.

3.2 Embedded Probes Synchronization

To ensure the long-term consistency of the twin operation and maintenance system and
the online system, some key positions of the application node are detected by agent [21].
The embedded probes include the system software versions, environment variables,
system logs, and D5000 executable files, dynamic libraries, configuration files, model
data, etc., and self-defined directories and files are also supported.

Figure 3 shows the entire process of embedded probes synchronization. The agent
on application node collects the version information of key positions regularly and sends
them to the proxy server for version comparison. When a version change is found, proxy
server sends a synchronization request to the twin operation and maintenance platform.
After confirmation, the proxy server asks for the changes from the application node and
pushes them to the twin system by means of change files, installation logs and database
table synchronization etc. The twin operation andmaintenance platformfinds the specific
virtual node to synchronize and the embedded probes information table will be updated
afterwards synchronization. The twin system platform also supports manually triggered
system synchronization.
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Fig. 3. Monitoring point synchronization process diagram.

3.3 Version Management

Regular backup is important for long-running systems, but it always takes a long time
and occupies a large amount of disk. While snapshot provides a new way to preserves
the state and data of a running virtual machine at a specific point in time, especially
incremental snapshots, which can be done within a few seconds [22]. The essence of
snapshot is to save a copy of the metadata (inode table) instead of data blocks. Therefore,
the snapshot is really small in creating and will increase automatically with the change
of the system.

Due to the low cost of snapshots, the twin operation and maintenance platform
makes a snapshot before some important synchronization. It prevents the update failure
from affecting the system; on the other hand it keeps different versions of the system,
and people can enter the system in different periods through version management. The
system also customizes the group-based batch snapshot, so people can generate several
test environments at the same time and do testing for different versions or in different
scenarios on the same platform.

Fig. 4. Mis-operation on scd2.

As shown in Fig. 4, a maintenance person deleted the lib directory in the virtual
machine scd2 during program upgrade by mistake, but since the snapshot version1 was
made for scd2 before the operation, the system can be restored by rolling back to the
snapshot version1.
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Fig. 5. Snapshot rollback for scd2.

On the other hand, the version management also provides the clone function, which
can make a real copy for a host or a twin system. This is super convenient for engineers
to create a testing environment in minutes.

4 Testing Result

The twin operation and maintenance system platform built in the laboratory is based on
the Proxmox VE. Table 2 lists the hardware configuration of the test environment.

Table 2. Hardware environment of Proxmox.

Machine 3Pve2 Pve3 Pve4 Pve5

CPU 24*Xeon E52620v3@2.4 GHz

Memory 224 G 192 G 128 G 64 G

Disk 300 G + 4T 300 G + 2T 300 G + 2T 300 G + 2T

Clonezilla, an open source hard disk clone tool, is used to do off-line P2V migration
for SCADA nodes and database nodes from the test environment. It took about 2 h to
migrate 3 nodes. Other nodes are installed through templates. It took about half day
for template customization, and roughly 20 min for virtual node installation through
template. It is more efficient to build systems in P2V than reinstallation, and the most
important thing is the software environment created by P2V is highly consistent with the
online system. Figure 6 shows all the virtual nodes of the twin system, which includes 1
databasenode, 2SCADAnodes, 2FESnodes, 2file service nodes and aHMIworkstation.

Customized the Proxmox pool management function provides a way to manage
different twin systems on one platform. There are three twin systems containing more
than 50 virtual nodes that are configured on the platform, and the entire twin operation
andmaintenance system (guodiao) includes an operation systemandD5000 environment
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Fig. 6. Twin operation and maintenance systems group management.

of 8 nodes can be started in tenminutes. Figure 7 shows theHMI homepage of the system
login from the PC virtual terminal.

Fig. 7. HMI from PC virtual terminal.

5 Concluding Remarks

A method for constructing a twin operation and maintenance system is proposed in
this paper. It supports both P2V and template based migration for twin system creation,
enables embedded probes synchronization between the control system and the twin sys-
tem regularly, provides centralized management of multiple twin systems on the same
platform, and offers node-based and group-based version management. The twin oper-
ation and maintenance system platform can not only work as a realistic software testing
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system for local maintenance, but also provide a verified environment for remote support
centers. Now more than 50 engineers around the country can do practical operation and
maintenance exercises on the twin platform. Givenmore research on the fault monitoring
of the control system, it will provide a fault scenario simulation function for the control
system in the future.

Acknowledgements. This work was supported by the Science and Technology Projects of State
Grid Corporation of China under Project “Research on Digital Twin Platform of Dispatching and
Control System and Construction Technology of Typical Scenarios”.
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Abstract. To effectively cope with the problems of surging data volume, high
data acquisition cost, and congested communication transmission in distribution
networks containing distributed new energy sources, this paper proposes a short
data window data acquisition and intercommunication scheme based on com-
pressed sensing theory and builds a corresponding model with the distribution
network longitudinal differential protection data intercommunication process as a
specific research scenario. The paper analyzes the shortcomings of the Gaussian
randommatrix, a universal observation matrix commonly used in traditional com-
pressive sensing, in the distribution network, and constructs a deterministic matrix
for the current signal characteristics of the distribution network to solve the prob-
lem of data reconstruction in the application of compressive sensing in the field
of the power system. The problem of unstable recovery is solved. In addition, a
sparse base satisfying the constrained isotropy condition is selected from the com-
monly used sparse bases for the constructed deterministic observation matrix, and
a tracking algorithm with unbiased estimation is combined to design a targeted
data compression reconstruction algorithm that can apply the compressive sensing
theory to the distribution network longitudinal differential protection information
intercommunication scenario in a more suitable way. This algorithm has a signifi-
cant improvement in reconstruction accuracy, and the reconstruction time is short
and adaptable to the real-time current signal of the distribution network.

Keywords: Compressed Sensing · Reconstruction · Observation matrix

1 Introduction

1.1 Compressed Sensing

Compressed sensing can complete sampling and compression of signalswith sparse char-
acteristics at a lowsampling rate, realizing the projectionof the original high-dimensional
signal directly to the low-dimensional observed signal, and then the reconstruction algo-
rithm accurately recovers the original signal, greatly reducing the pressure of sampling,

© State Grid Electric Power Research Institute 2023
Y. Xue et al. (Eds.): PMF 2022, Proceedings of the 7th PURPLE MOUNTAIN FORUM
on Smart Grid Protection and Control (PMF2022), pp. 11–23, 2023.
https://doi.org/10.1007/978-981-99-0063-3_2

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-0063-3_2&domain=pdf
https://doi.org/10.1007/978-981-99-0063-3_2


12 Y. Cao et al.

transmission, and storage. The reconstruction algorithm is the key to the practical appli-
cation of compressed sensing theory, and how to improve the performance of the recon-
struction algorithm (reconstruction effect, reconstruction speed, anti-interference ability,
etc.) has been a hot topic of research [1–3].

In the traditional sense, signal processing usually goes through two processes: sam-
pling and compression: firstly, the analog signal is digitized at a rate of not less than
twice the signal bandwidth following the Nyquist sampling criterion, and the sampled
digital signal contains all the information of the original analog signal; then the Fourier
Transform (FT) or Wavelet Transform (WT) is applied to the signal. Transform (FT) or
Wavelet Transform (WT) to adjust the transform domain of the sampled signal, and then
only the key information of the recovered signal is retained in the new transform domain
to achieve the purpose of compression [4–8]. The compressed perception theory com-
bines the sampling process and the compression process to achieve a direct projection of
the original high-dimensional signal to the low-dimensional observed signal, and then
the reconstruction algorithm accurately recovers the original signal. The compressed
signal can be stored or transmitted more conveniently and can be recovered close to the
original signal by the inverse operation of the transformation in the compression process
[9, 10]. A comparison of the traditional data sampling and compression framework and
the data sampling and compression framework based on compression-awareness theory
is shown in Fig. 1 and Fig. 2.

Line Current Signal
samplingSampling

Compressed Data

Storage Or Transport Data ReconstructionCompress

Fig. 1. Traditional data sampling compression framework.

Line Current Signal
samplingCompressed Sampling Storage Or transport 

Compressed Data

Storage Or Transport Data Reconstruction

Fig. 2. Data sampling compression framework based on compressed sensing.

The basic principle of compressed perception theory: let the original signal x can be
considered as a high-dimensional data sequence, and let the original signal x be sparse
under the sparse basis ϕ, then x can be expressed as:

x = ϕs (1)

y = φx (2)

y = As (3)

where ϕ is a sparse basis matrix of order n × n and φ is an observation matrix of order
m × n; n is the dimensionality of the signal x and m is the dimensionality of the signal x
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after compression. The theoretical process of compressed perception is shown in Fig. 3
below.

The original signal is passed through the observation matrix to complete the projec-
tion of the data from high to low dimensions, which is the compression process of the
signal, and the compressed data is transmitted afterward. Because the high-dimensional
original signal does not contain information in all dimensions in the sparse transform
domain, there are many non-zero values, so although it is an underdetermined equation
solving problem, the compressed signal can be recovered to the original signal by the
optimization-seeking algorithm or convex relaxation algorithm [11–15]. One issue that
needs to be noted here is that the greedy algorithm-based optimization algorithm is close
to unbiased estimation when the signal-to-noise ratio is high, but the convex relaxation
algorithm must be a biased estimation algorithm, so the reconstruction algorithm in this
paper uses a greedy class of algorithms [16].

1.2 Purpose of the Paper

The purpose of this paper is to propose a data compression recovery algorithm applied to
the distribution network line longitudinal differential protection data intercommunica-
tion scenario, which is different from the existing research content that directly applies
the pervasive compression-aware theory to the collection and compression recovery pro-
cess of electrical quantity data in power systems. Instead, by analyzing the mechanism
of the universal random observation matrix, i.e., the Gaussian random matrix for most
signals, and then combining it with the characteristics of the specific real-time current
signal of the distribution network, a deterministic observationmatrix containing the Uni-
tary matrix is proposed, which is characterized by the closing two ends of the matrix
consisting of the Unitary matrix, and the number of columns of the Unitary matrix is
determined by the sparse observation matrix.

Signal Measurement 
Matrix

1n×

Compressed 
Signal

Sparse Matrix

n n×

×
Sparse

K nonzero 
entries

m n×

1m×

Measurement 
Matrix

m n× 1n×

××

Fig. 3. The theoretical process of compressed perception.

Another point worth noting is that the real-time current signal sampled by the short
data window is compressed and reconstructed, that is, sampled at a sampling frequency
of f = 4000 Hz, and the 80-point sampling value of a period of 0.02 s is compressed to
16 points for data interconnection between longitudinal differential protection and data
recovery and reconstruction. The fence effect can be solved by period extension and
interpolation of missing data, but the goal of this paper is to compress the time domain
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sampled values as accurately as possible for transmission and reconstruction recovery, so
the construction of the unitary matrix and the selection of sparse bases in the compressed
sensing theory is to take advantage of the fence effect of electrical quantities in power
systems. In the selection of the sparse basis, according to the constructed observation
matrix, the discrete Fourier transform basis or the discrete cosine basis is chosen to
compare the sparsity s of both, and it is found that the difference in the value of the
sparsity s is not significant after the analysis of the simulation results, at which time
it is considered that the discrete Fourier transform basis contains complex numbers,
which will bring a certain degree of reconstruction algorithm to the next Finally, in
the selection of reconstruction algorithm, due to the large signal-to-noise ratio of the
real-time current signal of the distribution network, the greedy class algorithm is used,
which can minimize the error and achieve the effect of close to unbiased estimation by
using the least-squares method and orthogonal projection principle to find the best. At
the end of this paper, the simulation platform of longitudinal differential protection of
the distribution network with new energy is built to test the performance of the algorithm
and determine whether the protection is operating.

2 Observation Matrix Combined with Electrical Characteristics

2.1 Selection of Observation Matrix

According toNyquist’s sampling theorem: “The sampling frequency shall be greater than
twice the highest frequency in the signal.“ Thismeans that with equally spaced sampling,
the frequency domain will be extended with a period of 1/τ , , and a low sampling
frequency will cause period aliasing. In distribution network longitudinal differential
protection devices, real-time current signals are usually sampled equally spaced (80
points of data are collected in 0.02 s of a cycle) obeying Nyquist’s sampling law. If one
wants to reduce the sampling frequency and reduce the amount of data that the protection
device needs to transmit interchangeably, while still retaining as much information as
possible contained in the real-time current signal, then unequal spacing sampling is
required, which is the key step of compressive sensing theory, random subsampling.
This is described mathematically as the selection of the observation matrix.

The observation matrix is an M × N matrix (M > N) for sampling and compression
of sparse signals. The observation matrix in compressive sensing directly determines
the information obtained after sampling and compression, which in turn affects the
uniqueness of reconstruction and reconstruction accuracy. Therefore, the selection of a
suitable observationmatrix is a necessary foundation for the application of a compressive
sensing framework. For the conditions that need to be satisfied by the observation matrix
in compressed sensing, Candes and Tao et al. proposed the finite isometric property
(RIP)[17], which is described as follows:

If δk ∈ (0, 1), any signal with k sparsity, its parameters satisfy Eqs. (1–3) in the
compressive sensing framework, then it means that the corresponding sensing matrix A
satisfies the k-order finite isometric property.

1 − δk‖θ‖22 ≤ ‖Aθ‖22 ≤ 1 + δk‖θ‖ 2
2

(4)
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where θ ∈ ∑
k {θ : ‖θ‖0 ≤ k}, δk is the finite isometric constant of the sensing matrix

A.
However, the RIP coefficients of the observation matrix are difficult to be found

computationally, therefore, literature proves that the equivalence condition of RIP is that
the observation matrix� is uncorrelated with the sparse basisψ. It is shown that most of
the uniformly distributed random matrices are not mutually representable with almost
all of the sparse transformation matrices, satisfying the RIP property, and can be used for
the observation of signals. There are three types of commonly used observationmatrices:
first, the elements in thematrix obey some random distribution, such asGaussian random
matrix, and Bernoulli random matrix; second, some rows in the orthogonal matrix are
randomly selected to form the matrix, such as partial Fourier matrix, partial Hadamard
matrix, etc.; third, the matrix applied to a specific signal, such as the circular matrix,
Toplitz matrix proposed in the literature.

In particular, it should be noted that for analog signals, the sampling process is the
measurement process and the sampled value is the measured value. Most of the signal
observation processes obtained in compressive sensing are non-adaptive, which means
that the selection of the observation vector does not depend on the specified signal. The
real-time current signal on the feeder in the distribution network has its characteristics,
so the observation matrix should be designed to be adaptive to the signal characteristics
for the observation of the new road signal in the distribution network.

2.2 Adaptive Observation Matrix for Distribution Network

The current research applying compressive sensing theory to the field of power system
data compression usually directly applies a Gaussian random matrix as the observation
matrix, which usually causes two problems because of the characteristics of the original
sampling data of the distribution network line current: first, the sampling value of the
distribution network line current does not contain white noise with random distribution,
and second, the use of a circumferential 0.02 s as the sampling observation window will
lead to The fence effect occurs after converting the real-time sampled data for the time
domain signal to the frequency domain.

To better understand the impact of the two features on the observation matrix, it is
important to first understand the reasons for the previous large-scale use of the Gaussian
random observation matrix in the communication field, and then to conduct a targeted
analysis in conjunction with the characteristics of the distribution network itself.

(1) In the communication field, the Gaussian random matrix is usually used as the
observation matrix, but this is because the original signal to be compressed in the com-
munication field contains effective information signals and white noise, and when the
Gaussian random matrix is used as the observation matrix for subsampling, the fre-
quency domain is not extended with a fixed period, but a small part of the spectrum is
moved haphazardly, and the frequency leakage is uniformly distributed throughout the
frequency domain, where a large part of the effective information A large portion of the
valid information can be detected by setting a threshold, and the remaining valid infor-
mation can be recovered by a special tracking algorithm that analyzes the interference
values and then restores the original signal. The detailed process is illustrated in the
following figure.
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Understanding the compression-aware process from a random subsampling perspec-
tive is shown in the figure above. For most signals, they usually contain white noise,
which itself is uniformly distributed in the frequency domain, so it can be separated out
during the tracking process.

This is simple to understand. Let’s start with the observation model for compressed
perception

y = Ax + n (5)

where y is the observed signal, A is the observation matrix, x is the original signal, and
n is the white noise.

Knowing the observed signal y and the observation matrix A, we try to recover the
original signal x with several observations much smaller than the sampling theorem. To
solve this underdetermined problem, we need to assume that x itself (or in the transform
domain) has a simple structure, for example, if x is a vector we assume that it is sparse
to get; if x is a matrix we assume that it is low-rank. This result is generally satisfied in
practice. Thus the optimization problem becomes

min‖x‖sigs.t.‖y − Ax‖ ≤ δ (6)

where xsig is the constraint that x has a simple structure.
In this case, the observed signal is noisy, and since the purpose of our optimization is

tofind the solution of the one that satisfies the condition of being the simplest, compressed
perception can achieve the effect of denoising.

In the distribution network, the current data collected in real-time whether steady
state or transient data, line current sampling values converted to the frequency domain
does not have a uniform distribution of white noise. This means that the observation
model of the power system

y = Ax (7)

where y is the observed signal, A is the observation matrix, and x is the original signal,
which does not contain white noise or bounded observation noise. Then the use of
Gaussian random matrix as the observation matrix to eliminate the effect of white noise
is not necessary, can be constructed by the specific circumstances of the observed signal
in the frequency domain to adapt to the observation matrix of real-time current sampling
data.

(2) The data is interchanged between protection devices at an interval of 0.02 s, and
the use of a perimeter of 0.02 s as a sampling observation window will lead to a fence
effect when the real-time sampling data for the time-domain signal is converted to the
frequency domain.

2.3 Construct Deterministic Observation Matrix

Taking the sampling frequency f = 4000 Hz and 80 points per cycle as an example,
the following figure shows the time domain waveform of current for normal opera-
tion, fault operation and the waveform after Fourier transform and Discrete Cosine
Transform(DCT).
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(a) Line current in normal operation    (b) Single-phase grounding fault line current

Fig. 4. Time domain current waveform of a cycle in distribution network.
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(b) Line current in normal operation    (b) Single-phase grounding fault line current

Fig. 5. Frequency domain current waveform transformed by FFT.
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Fig. 6. Current waveform transformed by DCT.

Observing the above Fig. 4, Fig. 5 and Fig. 6, it is found that the current time-domain
waveform shows fence effect after sparse basis discrete transform for normal operation,
in-zone fault or out-of-zone fault, so the observation matrix can be constructed to target
the effective information transmission. The observation matrix is constructed as shown
in the following figure.

Φ = [
Bt, 0 . . . 0, BH

t

]
(8)

where Bt = [b1, . . . , bt], Bt is the m × t order unitary Bt matrix, satisfying BH
t Bt =

BtBH
t = E, noted asBt ∈ Ut×t ,

⇀

bi ism×1 dimensional columnvector i ∈ [1, t], t denotes
the number of data points containing valid information under the sparse transform base.

3 Selection of the Sparse Basis

The sparse representation of current sampling values is the basis for applying compressed
sensing theory to compress real-time sampling data, and it is necessary to select a suitable
sparse transform base for the sparse representation of current signals. The sparsity of
the current sampling value can be considered as the number of non-zero elements in
the current sampling value itself, or the sampling value after sparse transformation. If
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the number of non-zero elements is small, the signal is considered sparse. Obviously,
under normal operating conditions or common fault conditions in power systems, there
are only a finite number of values after transforming the current sampled values to the
frequency domain, i.e., the current sampled values have good sparsity in the frequency
domain.

Given that the compressed sensing theory requires that the observation matrix and
the sparse basis cannot be sparsely represented to each other (otherwise, they cannot
be solved), almost all the sparse basis matrices cannot represent the random observa-
tion vector. It is worth noting that the observation matrix containing the unitary matrix
constructed in the previous section for the characteristics of the real-time current data
of the distribution network is deterministic, so the selection of the sparse basis should
be extra cautious. Considering that the distribution network current data is sparse in the
frequency domain, the sparse basis matrix of the current sampling values usually uses a
unit Fourier matrix, cosine matrix, or wavelet transform, etc. The selection of the sparse
basis has a small range.

When choosing the sparse basis of variation, wavelet transform faces the problem
of determining the wavelet basis, and the sparse result may change due to the change of
wavelet basis, so this paper mainly compares the effect of Fourier transform basis and
discrete cosine basis of variation on the sparse representation of current sampling value.

Since the observation matrix Φ contains the unitary matrix Bt which is used to store
the valid information in the current signal after the sparse transformation, the t in the
unitary matrix Bt is determined according to the number of non-zero sampling points
after the sparse transformation. If the number of non-zeros in the current signal after
sparse transformation is more, the larger t is; if the number of non-zeros in the current
signal after sparse transformation is less, the smaller t is.

As shown in the above Fig. 4, 5 and 6, under the discrete cosine transform base, the
Unitary matrix t should be at least greater than 7; under the discrete Fourier transform
base, the Unitary matrix t should be at least greater than 7. The calculation of the
Unitary matrix t is determined by the number of points containing information after the
conversion of the time domain waveform to the discrete sparse basis transform domain
and considering the frequency leakage problem, the value of t is usually left with a
certain safety margin. Under FFT sparse transformation basis in Fig. 5, the number
of points containing effective information in frequency domain signals is t = 2 under
normal conditions and T = 7 under fault conditions. The number of sampling points
t containing valid information under the DCT sparse transform base of Fig. 6 is t = 5
for normal operation and t = 7 for fault operation, respectively; therefore, the following
conclusions can be drawn.

It can be seen that the difference between discrete cosine transform base and Fourier
transform base for sparse representation of real-time current sampling signal is not large,
and it is reasonable to use discrete cosine transform base or Fourier transform base as
the sparse base of real-time current signal for compressed data.

It is worth noting that when the FFT is used for the sparse transform, since the unit
Fourier matrix is a complex matrix, the calculation containing complex numbers will
bring difficulties to the design process of the reconstruction algorithm, so in the case that
the difference between the FFT transform and the DCT transform on the observation
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matrix is not large, it is recommended that the DCT is preferred as the sparse transform
matrix.

In addition, in the compressed sensing theory, if there are only M non-zero values
after transforming the current sampling value to the sparse domain, or the modulus of
some non-zero values is much larger than other non-zero values, the sparsity of the
current sampling value is M. Let the number of current sampling values in a certain
window be j, and the number of signals after compressing the observation matrix is i,
there isM < i � j.A segment of current sampling values of length j can be represented
by the sparse basis Ψ T = [Ψ 1,Ψ 2, . . . ,ΨM] for sparse representation, i.e., x = ΨK.

4 Reconstruction Recovery Algorithm

4.1 Mathematical Optimization Model

After the protection of the original data is compressed by the observation transformation,
it still needs to be reconstructed to be restored to the protection of the original data. The
reconstruction process is essentially an optimization problem, i.e., solving the original
data after sparse representation with the compressed measurement value y as a known
quantity. And the dimension of the measurement value y is greater than the sparse value
K, the reconstruction process is the process of solving the y = φΨK = AK underdeter-
mined equation, where A is the compressed sensing matrix, and the optimization model
is as in Eq.

{ θ̂ = argmin‖θ‖0
s.t.y = Aθ

(9)

The optimization model shown is a nonconvex combinatorial optimization model,
and solving θ is an NP-hard problem, and the value theta cannot be obtained using
analytical or numerical means. Solving this type of NP-hard problem usually uses greedy
algorithms and othermeans to transform the nonconvex optimizationmodel into a convex
optimization model.

4.2 Recovery and Reconstruction Algorithm

The idea of the greedy algorithm is to reduce the error theta valuable in the iterative update
of local optimization, and when the error is less than the specified range, the original
signal can be considered to be restored. The following solution steps are designed based
on this idea.

Input.

(1) The sensing matrix AM×N
(2) observation vector YN×1
(3) The sparsity K of the signal

Output.
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(1) Signal sparsity indicates the sparse estimate θ̂

(2) N × 1 dimensional residuals rK = y − Ak × θ̂

In the following flow: t represents the number of iterations, ηt denotes the set of
indexes (column ordinal numbers) of t iterations, γt denotes the index (column ordinal
number) found in the tenth iteration, aj denotes the jth column of matrix A, At denotes
the set of columns of matrix A selected by index ηt (matrix of sizeM × t).

Steps.

(1) Initialize r0 = y, η0 = ∅, t = 1;
(2) Find the index γt such that

γt = arg max
j=1,2,...,N

∣
∣rt−1, aj

∣
∣ (10)

(3) Let ηt = ηt−1 ∪ (γt), At = At−1 ∪ aγ t ;
(4) Find the least squares solution for y = Atθ t

θ t

∧

= argmin
θt

‖y − Atθ t‖ = (
AT
t At

)−1
Aty;

(5) Updating the residuals.

rt = y − At θ̂ t = y − At
(
AT
t At

)−1
Aty (11)

(6) t = t+1, returning to step (2) if t ≤ K , otherwise stopping the iteration to step (7).
(7) The reconstructed θ̂ has a non-zero term at ηt , whose value is the value obtained

from the last iteration θ̂ .

5 Simulation Analysis

5.1 Simulation Platform

This paper uses MATLAB to simulate and verify the differential protection algorithm
based on compression sensing, and the simulation model is shown in Fig. 7. Distribution
network has distributed power supply with new energy, bus voltage is 11 kV. The sam-
pling frequency is set to f = 4000 Hz, and the number of per cycle waveform sampling
points is 80 points. Figure 7 model in the normal operating conditions of line 1, the
midpoint F in the region of the phase A grounding fault simulation data, select one of
the per cycle current sampling values, a total of 80 sampling values in the reconstruction
window.
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Fig. 7. Distributed distribution network topology with new energy.

5.2 Experimental Results and Analysis of Compressed Reconstruction Algorithm

The compressive reconstruction algorithm tested in this paper consists of three parts,
firstly, the deterministic observation matrix constructed in Sect. 2 for the electrical quan-
tity characteristics of the distribution network, secondly, the sparse basis matrix obtained
from the discrete cosine transform composition, and finally, the data recovery recon-
struction algorithm proposed by orthogonal matching tracking based on the orthogonal
projection principle.

The experimental results consist of two parts, one is the data compression and recon-
struction for the normal operation of the distributionnetwork, and the reconstruction error
is calculated, and the other is the data compression and reconstruction for the case of
phase A ground fault occurred in the distribution network line, and the reconstruction
error is calculated.

The error of the reconstruction result is expressed by the mean squared difference
signal-to-noise ratio, MSE mean squared error, a statistical parameter that is the mean
value of the sum of squares of the corresponding points of the original data and the
compressed reconstructed data, calculated as follows:

MSE = 1
n

m∑

i=1
wi

(
y − yi

∧)2
(12)

In Eq. (12), where yi is the original signal data, yi
∧

is the compressed reconstructed
data, and wi > 0. From here, it can be seen that as the MSE gets closer to 0, the better
the compressed reconstructed performance of the model is.

The threshold coefficient in the reconstruction algorithm is 0.6, the error limit τ =
10−8, and the maximum number of iterations tmax = 16. After several simulations, it
is found that the upper limit of iterations is not reached, which is due to the fact that
multiple compressed sensing vectors are selected at the same time in each iteration to
significantly reduce the number of cycles. Therefore, the upper limit of 16 iterations can
basically satisfy the error limit τ = 10−8.

The sparsity k is taken as 5, because k indicates the number of points that contain
valid information in the new transform domain of the sparsely transformed signal. The
You matrix in the observation matrix is an n × t dimensional matrix, and both the left
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and right ends of the observation matrix contain You matrices, so the maximum value
of sparsity k is 16. Of course, when the sparsity k is greater than 16, data compression
reconstruction can also be performed, but there may be cases of low reconstruction
accuracy, considering that the performance limit of the algorithm is not the focus of this
paper, so we will not go into too much detail here.

1.5 2 2.5 3 3.5 4 4.5 5
nPeak

-60

-50

-40

-30

-20

M
S
E
/d
B

rg-omp-fft
rc-omp-fft
rg-omp-dct
rc-omp-dct

Fig. 8. Algorithm reconstruction error.

As can be seen from Figs. 4, 5 and 6, the current in normal operating conditions
contains only the fundamental waveform, so at this time npeak= 1, when a single-phase
ground fault occurs, taking into account the spectral leakage problem, according to the
value of the sampling points on the sparse transform domain, the effective information
is considered to leak to five points, at this time npeak = 5.

In Fig. 8 rc denotes the observation matrix as the deterministic matrix designed in
this paper, rg denotes the Gaussian random observationmatrix, omp is the reconstruction
algorithm, fft and dct represent different sparse basis matrices.

Analysis of Fig. 8 shows that the error of the compressed reconstruction algorithm
after adapting the electrical quantity characteristics of the distribution network is below
−50dBboth under normal operating conditions and in the presence of ground faults,with
superior performance compared to the results under the Gaussian observation matrix or
when the fft transform base is used. It can even be considered non-existent.

6 Conclusion

Compressed sensing theory should consider the characteristics of the electrical quantities
of the power system itself when applied to the data in the field of power system, and
the algorithm directly applied to the communication field in the distribution network
not only has poor performance of the algorithm for data compression and unstable
recovery results, but also does not play the essence of the subsampling process in the
compression-aware theory. The observation, sparsification, and reconstruction recovery
algorithm of compressed sensing data based on the electrical quantity characteristics of
the distribution network mentioned in this paper has a very high reconstruction accuracy
and simple algorithm implementation, which provides a good research basis for the
intercommunication of information between longitudinal differential protection in the
future in the 5G communication environment.
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Abstract. This paper studies the mixed-integer linear programming (MILP)
Reformulation of the hydro-thermal SCUC problem. On recognizing that the effi-
ciency of the MILP solution scheme strongly depends on the model formulations,
we propose several equivalent reformulation techniques for both the objective
function and the constraints. For the objective function, we propose the convex
hull-based reformulation and the dual representation-based reformulation. These
formulationsmay either reduce the decision variable or tighten the problem.As for
the constraints, we propose a tight reformulation for the vibration area constraints.
We show that using the continuous relaxation of some binary decision variables
in the start-stop constraint also returns the binary solution. We also rewrite the
ramping constraints and propose a heuristic cut for the minimum ON and OFF
time constraints. Based on the parameters from practical application, we provide
computational results by comparing the above reformulationswith the original for-
mulation. The experiment results demonstrate that the proposed reformulations
may substantially improve the efficiency of the MILP solver.

Keywords: Hydro-thermal SCUC · Reformulation · Piece-wise linear function ·
SOS · Compact model

1 Introduction

The security-constrained unit commitment (SCUC) model plays an essential role in the
weekly and day-ahead planning in power systems. As a special case of this type of
model, the hydro-thermal SCUC problem aims to find the optimal use of the available
bulk generation resources for both thermal generating units and the hydroelectric units
during the scheduling period (see, e.g., [1–5]). In the real world’s applications, although
there are different power generation modes including thermal power units, hydropower
units, wind power units, and nuclear power units, the thermal power and hydropower
units are the mainstream power generation modes in the current power industry. The
large-scaled hydro-thermal SCUC is notorious hard to solve. This is due to the different
characteristics of the different type of power generations [6–9, 25]. The inconsistency
of the modeling methods of different power generation models can lead to non-compact
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modeling formulation, which often leads to the low efficiency for the solution scheme.
Therefore, it is necessary to study the efficiency of various formulations (see e.g., [26–28]
for related research).

Themixed-integer linear programming (MILP) has become themost popularmethod
to solve the hydro-thermal SCUC scheduling problem [6] largely due to the recent devel-
opment in the MILP solution techniques. The seminar work [28] shows that different
formulations of theMILP problemsmay lead to significant difference in the performance
while solving the classical unit commitment (UC) problem. From a computational point
of view, a reformulation with tighter continuous relaxation bound has a positive impact
on the performance of a mixed-integer programming solver [10, 11]. That motivates
efforts to obtain tighter reformulations of unit commitment problems in the sense of
tighter continuous relaxation bound, for example see [12–14]. For the problem of similar
structures, tighter reformulations are also extensively investigated in the literature [15–
17]. However, tighter reformulations always require additional constraints. Even worse,
the size of the reformulations may be larger than the original model. To overcome this
drawback, under some restrictive assumptions, [18] creates a tighter reformulation of the
same size as the original problem, based on the “inherent piecewise nature” discussed
in [19]. Reference [17] proposes an alternative tighter reformulation of the original size
based on the lifting-and-convexification technique. The two tighter reformulations of the
original size can help improve the performance of mixed-integer programming solver
for unit commitment problems and are still not feasible when the size of unit commit-
ment problems grows large. Also, researchers often use SOS constraints to formulate the
constraints of some hydropower-related vibration regions [20]. If these constraints bring
in a large number of binary variables without compaction, the excessive scale of the
model will also result in the model being difficult to solve. As for the thermal unit-based
UC problem, [27] and [28] study the various tight and compact formulations which are
promising in computational results.

Motivated by the previous research, in this paper,we propose different reformulations
of the classicHydro-thermal SCUCmodel, and test the efficiency of these reformulations
in large scaled problems with randomly generated demands. We propose several equiv-
alent reformulation techniques for both objective function and the constraints. For the
objective function, we propose the convex hull based the reformulation and the dual rep-
resentation based the reformulation. These formulations may either reduce the decision
variable or tighten the problem. As for the constraints, we propose a tight reformulation
for the vibration area constraints. We show that the using the continuous relaxation of
some binary decision variables in start-stop constraint also returns the binary solution.
We also rewrite the ramping constraints and propose a heuristic cut for the minimum
ON and OFF time constraints. We then evaluate these reformulations in computational
experiments. Note that, the objective function, the vibration-area constraints of hydro-
power units, the reconstruction of the ramping constraints and the proposed heuristic
cut are new in the literature. Based on the modeling we described, we propose a novel
modeling reconstruction method and analyze the impact of the reformulation of each
type of constraints above, and finally prove that the combination of these reformulations
may accelerate the solution process through a series of numerical experiments.
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This paper is organized as follows. In Sect. 2, we present the classical mathematical
model for the hydro-thermal SCUC problem. In Sect. 3, we propose various refor-
mulations for the objective functions and constraints. We then conduct the numerical
experiments in Sect. 4. Finally, some concluding remarks are given in Sect. 5.

2 Classical Hydro-Thermal SCUC Model Formulation

The SCUC problem aims to determine a scheduling of the generating units to meet
the forecasted demand, which is considered as a mathematical programming problem,
and due to the shutdown/ startup action, the binary variable is unavoidably brought into
the problem, which makes this problem to be the mixed-integer linear programming
problem (MILP). In this section, we provide the standard MILP formulation of the
Hydro-thermal SCUC problem. For convenience of illustration, we adopt a simplified
version of the formulation of the standard hydro-thermal SCUC formulation studied
in [21, 22]. More complicated hydro-thermal SCUC model can be found in [23–25].
Note that, although our formulation is a simplified version, it includes all the essential
constraints commonly used in the hydro-thermal SCUC problem. The basic parameters
and the decision variables are as follows.

2.1 Notations

• Input Parameters (Table 1):

Table 1. The definition of the parameters.

Parameter Definition

G Index set of the thermal power generator

Gh Index set of the hydropower generator

T Total number of periods;

L Number of lines

Ci,t,m Pricing of the unit i ∈ G in the m − th output interval at time t ∈ T
TOn
i Minimum-ON duration for generator i ∈ G

T
off
i Minimum-OFF duration for generator i ∈ G

Dt Total demand at time t ∈ T
NSi Maximum number of startup action for generator i ∈ G
NDi Maximum number of shutdown action for generator i ∈ G
SUi,t Unit startup cost for generator i ∈ G and time t ∈ T
SDi,t Unit shutdown cost for generator i ∈ G and time t ∈ T
PUi and PLi Maximum and minimum generation for unit i ∈ G

(continued)
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Table 1. (continued)

Parameter Definition

RDi and RUi Ramp-down and ramp-up rate for unit i ∈ G
Rmax
i and Rmin

i Maximum and minimum reserve for unit i ∈ G
Rt Total reserve requirement of all generators

Pl Power generation of l-th line in the power flow constraints, l ∈ L
Qj,max and Qj,min Maximum and minimum of water discharge for unit j ∈ Gh

Xj,max and Xj,min Maximum and minimum of water storage for unit j ∈ Gh

GSFi,l Generation shift distribution factor by generators i to the grid line l

�k,j Time delay corresponding to water transporting from hydropower

generator j to generator k, j, k ∈ Gh

Jj(t) Natural inflow for hydropower generator j ∈ Gh and time
t = 0, 1, . . . ,T

• Decision Variables (Table 2):

Table 2. The definition of the variables.

Variable Definition

Pi,t ∈ R Output power of thermal unit i ∈ G at time t ∈ T
Pi,t,m ∈ R Allocated power of the unit i ∈ G in the m − th output interval at time t ∈ T
Ii,t ∈ {0, 1} On/off status of i-th thermal unit, i ∈ G and t ∈ T ; If Ii,t = 1, the i-th generator

is online; Ii,t = 0, otherwise;

Wi,t ∈ {0, 1} Startup status of i-th thermal unit, i ∈ G and t ∈ T
Yi,t ∈ {0, 1} Shutdown status of i-th thermal unit, i ∈ G and t ∈ T
Ri,t Amount of total reserve, i ∈ G and t ∈ T
Xj(t) Amount of water storage of hydropower generator j ∈ Gh at the time t ∈ T
Qj(t) Amount of water discharge of hydropower generator j ∈ Gh at the time t ∈ T
δj,l,t The binary variable represents whether the generation of hydropower generator

j ∈ Gh at the time t ∈ T falls in the l-th interval
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2.2 The Objective Function of the Hydro-Thermal SCUC Model

The objective function of our Hydro-thermal SCUC model is formulated as

min
∑

i∈G

T∑

t=1

[
Fi,t

(
Pi,t

) + SUi,tWi,t + SDi,tYi,t + fr,i
(
Ri,t

)]
(1)

where the cost function Fi,t(·) is a piece-wise linear function and the function fr,i(·)
is a linear function which characterize the costs of operations and penalty of energy
reservation, respectively. Specifically, the objective function includes four terms, i.e.,
the first term is the cost of power generation, the second term is the start-up cost, the
third term is the shutdown cost, and the last one is the cost related to reverse.

The function Fi,t(·) is the cost function for pricing of units. Suppose there are J
intervals for the bid prices, i.e. (�0 = 0,�1,�2, ...,�J ). The unit price is given as Cj

for these intervals (see Fig. 1). Tomodel this cost, we first introduce the pricing function,
which is typically modeled by a piecewise linear function, e.g., the pricing function f (P)

has the following form,

fi(P) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

Ci,1 if �i,0 ≤ P ≤ �i,1

Ci,2 if �i,1 ≤ P ≤ �i,2

...

Ci,J if �i,J−1 ≤ P ≤ �i,J

(2)

Fig. 1. The bid price

In this this pricing function, the unit price Cj, j = 1, 2, ..., J is a strictly increasing
sequence as follows,

Ci,1 ≤ Ci,2 ≤ Ci,3 ≤ · · · ≤ Ci,J (3)
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As the pricing function is a piece-wise linear function, the cost function Fi,t(·) can
be expressed as follows,

Fi,t
(
Pi,t

) =
J∑

m=1

Ci,t,mPi,t,m, 0 ≤ Pi,t,m ≤ Pmax
i,m − Pmin

i,m (4)

Ci,t,1 ≤ Ci,t,2 ≤ Ci,t,3 ≤ · · · ≤ Ci,t,J (5)

Pi,t =
J∑

m=1

Pi,t,m (6)

where the Ci,t,mPi,t,m represents the cost in interval [�i,t,m−1,�i,t,m] in our Hydro-
thermal model. In this formulation, one continuous decision variable is introduced for
each interval. Thus, there are J variables for single plant in one time stage. Equality (4)
represents that the cost equals to the price of each segment multiplied by the output value
of each segment of units. Constraints (5) indicates that the price is a strictly increasing
sequence. Equality (6) denotes Pi,t as the summation of output of each segment of units.

2.3 The Basic Thermal Constraints of the Hydro-Thermal SCUC Model

There are three categories of constraints, namely, the unit commitment constraints for
the thermal power generator, the security constraints, and the hydro-power constraints.
As for the unit commitment constraint, we adopt the standard formulation which uses
three types for binary variables to model the status of the generator, i.e.,

The basic start-stop constraints of thermal power units are as follows:
∑

i

Pi,t = Dt, t ∈ T , (7)

Ii,t − Ii,t−1 = Wi,t − Yi,t, t ≥ 2, t ∈ T ,∀i ∈ G, (8)

Wi,t + Yi,t ≤ 1, t ≥ 2, t ∈ T , ∀i ∈ G, (9)

min
{
T − t,TOn

i − 1
}

· Wi,t ≤
t+min

{
T−t,TOn

i −1
}

∑

k=t

Ii,t,

t ≤ T − 1, t ∈ T ∀ i ∈ G,

(10)

min
{
T − t,Toff

i − 1
}

· Yi,t +
t+min

{
T−t,Toff

i −1
}

∑

k=t

Ii,t ≤

min
(
T − t,Toff

i − 1
)
, t ≤ T − 1, t ∈ T ,∀i ∈ G,

(11)

T∑

t=1

Wi,t ≤ NSi, ∀i ∈ G, (12)
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T∑

t=1

Yi,t ≤ NDi, ∀i ∈ G, (13)

Wi,t ∈ {0, 1}, Yi,t ∈ {0, 1}, t ∈ T , ∀i ∈ G. (14)

I0,i = Ii,Init, ∀i ∈ G, Ii,t ∈ {0, 1}, (15)

Constraint (7) represents that the total power generation should satisfy the total
load (or power demand). Constraints (8) and (9) use three sets of decision variables to
characterize generators’ status and the on/off actions. Variable Ii,t represents start-stop
status of the unit i at time t; variableWi,t = 1 represents that the unit i should be turned
on at time t and Yi,t = 1 means oppositely. Constraints (10) and (11) are the minimum
ON time constraint and minimum OFF time constraints, respectively. Constraints (12)
and (13) limit the total number of the start-up action and shut-down actions. Constraint
(14) and (15) define the bound of the binary decision variables.

The basic ramping constraints are the second group of constraints. Ramping con-
straints generally limit the solution domain of the model, related to the upward ramping
rate and the downward ramping rate, as well as the upper and lower generation limits of
the units. These constraints are as follows.

Pi,t − Pi,t−1 ≤ RUiIi,t−1 + PL
i (Ii,t − Ii,t−1) + PU

i (1 − Ii,t) (16)

Pi,t−1 − Pi,t ≤ RDiIi,t − PL
i (Ii,t − Ii,t−1) + PU

i (1 − Ii,t−1), t ∈ T ,∀i ∈ G, (17)

In the above formulation, when the unit is in normal operation, the range of lifting
output of units is determined by RUi and RDi; when the unit is at the time of startup or
shutdown, the range of lift output of units is determined by PL

i or PU
i .

We then turn to the security constraints of thermal power units, which are given in
the following formulation,

Ii,t × PL
i ≤ Pi,t ≤ PU

i × Ii,t, t = 1, . . . ,T ,∀i ∈ G, (18)

Ii,t × Rmin
i ≤ Ri,t ≤ Rmax

i × Ii,t, t = 1, . . . ,T ,∀i ∈ G, (19)

Ri,t + Pi,t ≤ PU
i , t = 1, . . . ,T ,∀i ∈ G, (20)

∑

i

Ri,t ≥ Rt, t = 1, . . . ,T , (21)

Pl +
∑

i

GSFi,l · �Pi,t ≤ PU
i , t = 1, . . . ,T , l ∈ L, (22)

where the security constraints (18), (19) and (20) limit the upper and the lower bounds
for the power and the reserve of the i-th generator, respectively. Constraint (21) provides
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the lower bound of the total reserve at time t. . Constraint (22) imposes the bound for
grid line of the transmit power.

The third class of constraints are for the Hydro-power Units. Roughly speaking,
the hydro-power unit constraints are pure linear constraints which are simpler than
the thermal generator. Such a simplification is from the fact that the startup/shutdown
decisions can ignored without bringing large approximation error for hydro units. Even
though, there are some difficulties arising from the water balancing constraints. As we
need to record the water flow to limit the units water level, it results the following
constraints,

Xj(t + 1) = Xj(t) + Jj(t) − Qj(t) +
∑

k∈Q

[
Q

(
t − �k,j

)]
,

t = 1, 2, . . . ,T ,∀j ∈ Gh,

(23)

PHG,j(t) = FHG,j
(
Qj(t),Xj(t)

)
, t = 1, 2, . . . ,T , (24)

Qj,min ≤ Qj(t) ≤ Qj,max, t = 1, 2, . . . ,T , (25)

Xj,min ≤ Xj(t) ≤ Xj,max, t = 1, 2, . . . ,T , (26)

Xj(1) = Xj,1 ,∀j ∈ Gh, (27)

where the constraints (23) represent water balancing equation, i.e., the amount of water
stored at t + 1 is equal to the amount of water stored at time t plus the natural inflow
Jj(t) and minus the dischargeQj(t) and plus the amount from other hydropower stations.
Constraint (24) describes the fact that the power generated by hydropower generation
is the function of amount of water stored and discharged. To simplify the discussion,
we assume that the function FHG,j(Q,X ) is linear function with respect to Q and X . .
Constraints (25)–(27) impose the bounds of Xj(t) and Qj(t) for j ∈ Gh and t ∈ T .

The vibration-area constraints of hydro-power units represents the fact that the power
generation of hydro-power units is not continuous, i.e., there are some areas of power
generation PHG,j(t) which can not reach. Typically, the vibration-area constraint is
formulated as,

PHG,j(t) = δj,1,tPj,min + δj,2,tP
u
j,1 + · · · + δj,M+1,tP

u
j,M + Pj,1,t + Pj,2,t + · · · + Pj,M ,t

(28)
⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

0 ≤ Pj,1,t ≤ (Pd
j,1 − Pj,min)δj,1,t

0 ≤ Pj,2,t ≤ (Pd
j,2 − Pu

j,1)δj,2,t

...

0 ≤ Pj,M+1,t ≤ (Pj,max − Pu
j,M )δj,M+1,t

(29)

M+1∑

l=1

δj,l,t ≤ 1 (30)
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where the constraint (28) means that the power generation of hydro-power units is
determined by start and end points of vibration zones. Constraints (29–30) indicate that
the power generation only belongs to a certain period of interval. Figure 2 plots the
typical shape of the cost function, when the vibration zone is considered.

Fig. 2. Vibration zones of power generation of hydro-power units.

3 Compact Hydro-Thermal SCUC Model Formulation

In this section, we propose some novel equivalent formulations of the objective func-
tion and constraints, which may enhance the computational efficiency of the mixed-
integer programming solver. Although the hydro-thermal SCUC problem considered
in this paper ignores some constraints, these reformulations can be easily extended to
the more sophisticated models. In the following parts, we mainly propose two groups of
reformulations, one group is for the objective function and the other is for the constraints.

3.1 Alternative Formulations of the Objective Function

In the original standardMILP formulation, the objective function (e.g., Eq. (1)) is a piece-
wise linear function. To model such a piece-wise linear function, we need to introduce
a decision variable for each small interval. Such a formulation can be improved in the
sense that the piece-wise linear objective can be represented with fewer variables. We
propose two methods, the first one is based on the convex hull representation of the
piece-wise linear function, which we called ‘PWL’ in the following part, and the second
one is based on the Special-order-set, which is named the ‘SOSR’ method.
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(I) In the ‘PWL’ method, we replace the decision variables Pi,t,m in basic model by
variables Pi,t . Indeed, we can eliminate the indexm and decrease the number of decision
variable. Based on the Eqs. (4–6), we can replace the function in the objective function
by the following piecewise linear function,

Fi,t
(
Pi,t

) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ci,t,1Pi,t Pi,t ∈ [Pmin
i,1 ,Pmax

i,1 ]
Ci,t,1Pmax

i,1 + Ci,t,2(Pi,t − Pmin
i,2 ) Pi,t ∈ [Pmin

i,2 ,Pmax
i,2 ]

...
k−1∑
j=1

Ci,t,jPmax
i,j + Ci,t,k(Pi,t − Pmin

i,k ) Pi,t ∈ [Pmin
i,k ,Pmax

i,k ]
...

(31)

To better illustrate this method, we adopt the following simplified formulation of the
function (31). Clearly, function (32) is equivalent the function (31).

F(P) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

a1p + b1 �0 ≤ p ≤ �1
...

ajp + bj �j−1 ≤ p ≤ �j
...

(32)

It is not hard to verify that function F(p) is a convex function with respect to pwhen
the conditions (3) or (5) hold. Then this piece-wise linear convex function, can be further
represented as the maximum of a series of linear functions as follows,

F(p) = max
j=1,2,···{ajp + bj} (33)

The above representation is also known as the convex hull of the piece-wise linear
convex function. Using the formulation (33) we may rewrite the objective function
Fi,t

(
Pi,t

)
in the following form,

min{φi,t |φi,t ≥ ajPi,t + bj, j = 1, 2, . . . ,m} (34)

Clearly, using the formulation (34) we may eliminate the index m in the original
formulation, which may reduce the number of the decision variables.

(II) We then study the second formulation of the objective function. Comparing with
the ‘PWL’ method, this method takes advantage of the dual formulation the piece-wise
linear function. Due to the convexity of the objective function, any points in the convex
set can be represented by the linear combination of the vertices of the convex set. We
then introduce additional auxiliary variables λi,j,t, j = 0, 1, 2, . . .. We then use �j to
denote each endpoint of the segment for the upper bound and lower of the power, i.e..,
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Pmin
i.k ,Pmax

i,k .Thus, the decision variable of the power generation can be expressed as,

s.t

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

Pi,t =
m∑
j=1

�jλi,j,t + �0λi,0,t

m∑
j=0

λi,j,t = αi,t

λi,j,t ≥ 0, j = 1, 2, . . . ,m.t = 1, 2 . . .

(35)

We then adopt the formulation of special-order-set to rewrite the cost function in the
following form,

Fi,t
(
Pi,t

) =
m∑

j=1

λi,j,t(aj�j + bj) + λi,0,t(a1�0 + b1) (36)

Different from the classic special order set techniques, this formulation doesn’t con-
sider new binary variables due to SCUC’s special construction. Furthermore, due to the
special structure of the SCUC problem, it can be easily verified that only two elements
of the optimal solution λi,j,t can be positive number while the other elements are zero
for every thermal unit. This method can be denoted as “SOSR”.

3.2 Reformulations of the Constraints

We then focus on the constraints. We propose the following methods to write the
constraints of hydro-power units, the start-up constraints for thermal power units, the
ramping constraints for the thermal unit, and the minimum ON time and OFF time
constraints.

1) The reformulation of vibration-area constraints of hydro-power units

The constraints of the vibration-area, e.g., constraints (28–30) have the similar structure
as the piecewise linear function. Thus, we may adopt the similar technique adopted
for the objective function to rewrite such constraints. One advantage of this method
is that it can reduce the number of decision variables. Note that to use this method,
the power generation range of the hydro-power unit can be identified through the data
preprocessing. In the following part, we call this reformulation as ‘VCR’. Overall, the
constraints (28–30) are reformulated as,

∑
m

δi,m,tPd
i,m ≤ Pi,t ≤ ∑

m
δi,m,tPu

i,m (21) (37.1)

M+1∑
l=1

δi,l,t + δi,l,0 = Ii,t, δi,l,t ∈ {0, 1} (22) (37.2)

The Constraints (28–30) can also be reformulated as SOS constraints (38.1–38.3).
A Special-Ordered Set, or SOS constraint, is a highly specialized constraint that places
restrictions on the values that variables in a given list can take. There are two types
of SOS constraints. In an SOS constraint of type 1 (an SOS1 constraint), at most one
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variable in the specified list is allowed to take a non-zero value. In an SOS constraint
of type 2 (an SOS2 constraint), at most two variables in the specified, ordered list are
allowed to take a non-zero value, and those non-zero variables must be contiguous in
the list. By introducing a new continuous variable δi,l,0 to form a new SOS1 constraint,
the reformulation can be easily handled by the solver’s internal algorithm. The method
to reformulate is defined as ‘VCRSOS’ shown as below.

PHG,j(t) = δj,1,tPj,min + δj,2,tP
u
j,1 + · · · + δj,M+1,tP

u
j,M + Pj,1,t + Pj,2,t + · · · + Pj,M ,t

(38.1)
⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

0 ≤ Pi,1,t ≤
(
Pd
i,1 − Pi,min

)
δi,1,t

0 ≤ Pi,2,t ≤
(
Pd
i,2 − Pu

i,1

)
δi,2,t

...

0 ≤ Pi,M+1,t ≤
(
Pd
i,max − Pu

i,M

)
δi,M+1,t

(38.2)

M+1∑

l=2

δi,l,t + δi,l,0 = 1

M+1∑

l=2

δi,l,t + δi,l,0 ∈ SOS

δi,l,t ∈ R

(38.3)

2) The Reformulation of the Start-Stop Constraints of Thermal Power Units

The constraints (8–9) define the basic logic for the ON and OFF decision of each thermal
unit. Reference [28] has showed that these three sets of binary state variables combining
with other thermal unit constraints provide the most the efficient way in modeling the
unit commitment problem.We take onemore step further by relaxing the binary decision
variables Wi,t,Yi,t as the continuous variables in the unit interval. Our computational
experiments show that, although we relax these variables as the continuous variable,
these variables take the binary value automatically at the optimal solution. Clearly, such
a transformation may reduce the number of binary variables significantly. By using this
method, the constraints (8–9) become

⎧
⎨

⎩

Wi,t − Yi,t = Ii,t − Ii,t−1

Wi,t + Yi,t ≤ 1
Wi,t,Yi,t ∈ R+ ∪ {0}

(39)

Note that in the above formulation the state variable I still only takes the binary
value. In the following part, we refer the above formulation as ‘SCR’.

3) The Reformulation of the Ramping Constraints of Thermal Power Units

The ramping constraints defined in (16–17) introduce some redundant binary decision
variables. We are able to reformulate these constraints in a more concise and compact
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formwith fewer binary variables. More specifically, some binary variables in constraints
(16–17) can be eliminated without damaging the logic of these constraints, i.e., it has,

Pi,t − Pi,t−1 ≤ RUiI i,t−1 + (1 − Ii,t−1)P
L
i

Pi,t−1 − Pi,t ≤ RDiI i,t + (1 − Ii,t)P
L
i

(40)

In the following part, we refer the above reformulation of the ramping constraints as
‘RCR’ method.

1) The Reformulation of the Minimum on Time and Minimum Off Time Con-
straints

The constraints (10–11) model the logic of the minimum ON and OFF decision for
the thermal units. Typically, the number of binary decision variables involved in these
constraints are extreme large. We may reformulate constraints (10–11) in the following
way, which may force the constraints to be more compact,

Ii,t − Ii,t−1 ≤ Ii,τ , τ ∈ [t + 1,min(t + Ton
i − 1,T )] (41)

Ii,t−1 − Ii,t ≤ 1 − Ii,τ , τ ∈ [t + 1,min(t + Toff
i − 1,T )] (42)

In practical implementation, the above formulation can be further strengthened by
theminimumONandOFF cut.More specifically, if there are special thermal units whose
minimum and maximum time, Ton

i and Toff
i , are greater than T , then the unit status of

the entire time period T can only be changed once. The logic means that the following
inequality should hold,

T∑

t=1

Yi,t +
T∑

t=1

Wi,t ≤ 1 (43)

The above constraint provides a deep-cut on these binary variables. We then rewrite
the above constraint (43) into two constraints, which takes advantage of the unit initial
turn-on or turn-off status, i.e., it can be written as

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

T∑
t=1

Wi,t ≤ 1,
T∑
t=1

Yi,t = 0 if Ii,1 = 0

T∑
t=1

Yi,t ≤ 1,
T∑
t=1

Wi,t = 0 if Ii,1 = 1

(44)

We refer this reformulation of the minimum on time constraints and minimum off
time constraints is as the ‘MTR’ method.

4 Numerical Test

To discuss the issue of the actual efficiency of the proposed reformulations, we conduct
some computational experiment experiments. This section aims to test efficiency of
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reformulations and compare the proposed reformulation problemwith original problem.
The numerical tests are run on system equipped with Intel(R) Core (TM) i7-10510U
CPU@2.30 GHz with memory 16 GB. We use Solver GUROBI 9.0. Default settings
except that we set the time limit to 3,600 s. We use the python API of GUROBI 9.0
to change each constraint needed reconstructed after each reformulation. After the new
dataset is input, we will solve the model and collect the optimal results.

Our experiment is mainly based on the dataset adjusted from a certain real grid in
China which also contains hydropower-related data. The scale of the dataset is described
as containing 3200 nodes, 292 thermal power units, 423 hydropower units and about
600 lines. Taking the generation period of the 5-stage of units as an example, there are at
least 418464 continuous variables, at least 165312 binary variables, and at least 716,900
constraints in our hydro-thermal model, in which the demand is within the interval
of [100000, 150000] with 96 stages one day. This dataset includes the parameters of
basic properties of the generators, such as the switching cost, the minimum continuous
switching time, the upper and lower limits of active power generator, the upper and lower
limits of reactive power. It also includes grid topology, the backup data of the grid and
the pricing data of power generation costs. The unit’s number is 715 and the dimension
of calculation is every 15 min and 24 h all day, which is a larger scale compared to the
thermal problem. All these unit configs come from the real world.

To test the efficiency of various formulations of the objective functions and con-
straints, we randomly generate the testing cases by sampling the demand for 96 stages
for one day. In this demand vector, each element represents the demand for one time
stage which is draw from the interval of [100000, 150000] uniformly. We generate 20
tested cases and solve these problems by using various formulations.

To isolate the impact of different reformulations, we first exam three formulations of
the objective function, namely, the original MILP objective function (given in Sect. 2.2),
the convex hull based on piece-wise linear function (given in Sect. 3.1), and the SOS-
based objective function (given in Sect. 3.2). In the following part, we call the above
formulations of the objective function as the ‘Original’, ‘PWL’ and ‘SOSR’, respec-
tively. Note that, in all these models, we only change the objective function, all the
other constraints are identical to the original MILP formulation. Although these three
reformulations are equivalent to each other, the number of decision variable introduced
in the model and the number of the auxiliary constraints are different to each other.
Table 3 reports the size of three reformulations. We can see that the all these three refor-
mulations introduce similar number of binary decision variables. The SOSR has less
constraints and the PWL has less number of continuous decision variables comparing
with the original formulation.

We check the computational results for these reformulations. Table 4 shows the
computation time and the objective function for 20 randomgenerated instances. All these
problems are solved by GUROBI 9.0. The columns ‘time’ represents the computational
time (the unit is second) and the columns ‘fval’ means the best objective value returned
by the solver under the limited computational time (e.g., the maximum computational
time is 3600 s). In Table 4, we can see that the objective values of these formulations are
identical to each other for all the tested cases, which verifies the equivalence of these
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Table 3. The size of test problems

Formulation Number of continuous
variable

Number of binary variable Number of constraints

Original 418464 165312 716990

SOSR 446496 165312 576830

PWL 334368 165312 716990

Table 4. Comparison results of different Reformulation for Objective Function.

Prob. Original PWL SOSR

Time Fval Time Fval Time Fval

1 2432.43 2.828E + 10 2736.32 2.828E + 10 2332.64 2.828E + 10

2 3600.41 2.834E + 10 3047.34 2.834E + 10 2789.46 2.834E + 10

3 2785.69 1.413E + 11 873.25 1.413E + 11 3600.47 1.413E + 11

4 3600.32 2.731E + 10 2123.78 2.731E + 10 3600.81 2.731E + 10

5 2697.45 1.327E + 11 3124.34 1.327E + 11 2647.68 1.327E + 11

6 2510.32 1.131E + 11 2800.75 1.131E + 11 2073.56 1.131E + 11

7 2677.34 5.656E + 10 2893.28 5.656E + 10 2635.48 5.656E + 10

8 2758.45 1.138E + 11 2545.48 1.138E + 11 2032.72 1.138E + 11

9 3600.39 2.652E + 10 3411.12 2.652E + 10 2571.69 2.652E + 10

10 2345.65 1.145E + 11 1123.45 1.145E + 11 1448.32 1.145E + 11

11 3343.35 8.484E + 10 3013.24 8.484E + 10 2767.08 8.484E + 10

12 3600.14 5.453E + 10 3600.35 5.453E + 10 3600.87 5.453E + 10

13 3431.42 8.679E + 10 2854.34 8.679E + 10 2765.12 8.679E + 10

14 2734.80 5.327E + 10 2167.34 5.327E + 10 2589.46 5.327E + 10

15 2629.38 2.836E + 10 3324.34 2.836E + 10 2789.82 2.836E + 10

16 3105.34 6.354E + 10 2967.64 6.354E + 10 3343.54 6.354E + 10

17 3435.35 4.539E + 10 2932.65 4.539E + 10 3600.23 4.539E + 10

18 2946.24 5.362E + 10 3033.24 5.362E + 10 2876.56 5.362E + 10

19 2629.18 2.453E + 11 2403.72 2.453E + 11 2804.34 2.453E + 11

20 2728.38 4.357E + 10 2545.78 4.357E + 10 3600.34 4.357E + 10

three formulations (Note that, for some cases, the solver is stopped by the maximum
running time, however the GUROBI still returns the best feasible solution).
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Table 5. Comparison stats of different reformulation for objective function.

Stats Original PWL SOSR

Mean 2979.60 2676.09 2823.51

Std. 427.18 669.95 583.34

Min. 2345.65 873.25 1448.32

Medium 2772.07 2873.81 2778.27

Max. 3600.41 3600.35 3600.87

To better see the efficiency of these reformulations, we summarize some statistics
of the computational time in Table 5. All of these statistics are computed from these 20
test instances. In Table 5, the row ‘mean’ and row’std’ denote the mean value and the
standard deviation value of the computational time of the 20 test instances, respectively.
Similarly, the ‘medium’, ‘min’, and ‘max’ correspond to the medium value, minimum
value and maximum value of the computational time. The reformulation of the objective
function is the key factor for speeding up the solution process of Hydro-thermal SCUC
problems. From Table 4 and Table 5, we can see that both reformulations provide a
better result, i.e., the computational time of the two formulations is less than the original
formulation. In detail, we can see that the reformulation ‘PWL’ provides significantly
better mean and min computational time (i.e., the minimum computational time is 873s
1428s, and 2345s for the ‘PWL’, ‘SOSR’ and ‘Original’ methods). The reason that
‘PWL’ has a larger standard deviation is that it improves some cases dramatically, e.g.,
the reformulation ‘PWL’ provide some impressive improvement on case 3, which is
almost 4.5 times better than the original formulation.

Table 6 shows the definition of different notations of different formulations, facilitat-
ing readers to better understand. The reconstructed model is based on the original model
which is defined as “Original” and the reformulated problem is defined as “Original
+ X” where X represents different formulation of constraints like “PWL”, “SOSR”,
“VCR” or others.

Table 7 shows which of the two modeling methods we test in Sect. 3.3 is better,
reformulating on the basis of the original modeling. Twenty cases above are tested. The
average solution time for 20 cases is calculated shown as the Table 7 The average solution
time of “VCR” is about 200 s less than the average solution time of “VCRSOS”. Hence,
we finally decide to adopt the first reformulation method VCR.

Table 8 and Table 9 respectively represent the average index of different reformula-
tions of 20 cases especially the solving time indicating the improved solving efficiency.
For the same case, the solution accuracy is with certain guarantee for the same optimal
objective value. The difference is that themodel in the PWLmethod hasmore constraints
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Table 6. The definition of different notations of different formulations.

Formulation Definition

Original The original modeling

PWL The objective function reformulation by piece-wise linear function

SOSR The objective reformulation by special order set

VCR The first reformulation of vibration-area constraints of hydro-power units

SCR The reformulation of the start-stop constraints of thermal power units

RCR The reformulation of the ramping constraints of thermal power units

MTR The reformulation of the minimum on time constraint and minimum off time
constraints

VCRSOS The second reformulation of vibration-area constraints of hydro-power
units(SOS)

Table 7. The definition of different notations of different formulations.

Formulation Time Fval Number of
continuous
variables

Number of binary
variables

Number of
constraints

Original +
VCR

2534.36 7.708E + 10 377856 165312 595076

Original +
VCRSOS

2748.25 7.708E + 10 540288 84096 716990

but less continuous variables, while the model in the SOSR method has more continu-
ous variables and fewer constraints. The number of continuous variables of “PLW” is
32% less than the one of “SOSR”, while the number of constraints of “PLW” is 21%
more than the one of “SOSR”. The number of 0–1 variables is basically the same for
both. We can observe that the solution efficiency of the final reformulation of the model
increases about 65% to 80% so that the solving time nearly decreases by half for
some observed cases. As for the problem size, the number of constraints have relatively
smaller impact, while the number of variables has a greater impact on the solution time.
However, reducing either one of these factors and increasing the other factor does not
necessarily reduce the solution time. However, when the number of constraints and the
number of 0–1 variables and continuous variables are reduced, the solution time of the
problem will decrease significantly.
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Table 8. Average index of different reformulation for 20 cases(Based on PWL).

Formulation Time Fval Number of
continuous
variables

Number of
binary variables

Number of
constraints

Original 2979.60 7.708E + 10 418464 165312 716990

PWL 2676.09 7.708E + 10 334368 165312 716990

PWL + VCR 2235.46 7.708E + 10 293760 165312 595076

PWL + VCR +
SCR

2210.40 7.708E + 10 349824 109248 595076

PWL + VCR +
SCR + RCR

1975.54 7.708E + 10 349824 109248 595076

PWL + VCR +
SCR + RCR +
MTR

1803.45 7.708E + 10 349824 109248 651140

Table 9. Average index of different Reformulation for 20 cases(Based on SOSR)

Formulation Time Fval Number of
continuous
variables

Number of binary
variables

Number of
constraints

Original 2979.60 7.708E + 10 418464 165312 716990

SOSR 2823.51 7.708E + 10 446496 165312 576830

SOSR + VCR 2434.36 7.708E + 10 405888 165312 455006

SOSR + VCR +
SCR

2339.42 7.708E + 10 461952 109248 455006

SOSR + VCR +
SCR + RCR

2210.34 7.708E + 10 461952 109248 455006

SOSR + VCR +
SCR + RCR +
MTR

2103.04 7.708E + 10 461952 109248 511070

In different reformulation methods, it’s obvious that the reformulation of vibration-
area constraints of Hydro-power Units (VCR) and the reformulation of the minimum on
time constraint and minimum off time constraints (MTR) play a key role in improving
solving efficiency by decreasing half-time. See Fig. 3.Method x refers to the first column
of Table 8 and Table 9. The “Fval”, the number of continuous variables, binary variables
and constraints keep the same with one arbitrary case.
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Fig. 3. Comparison results for both reformulations based on PWL and SOSR

5 Conclusion

In this paper, we propose various MILP reformulations for the hydro-thermal SCUC
problem. For the objective function, we propose the convex-hull-based and duality-based
reformulation, which may reduce the continuous decision variables. For the constraints,
we propose the reformulation of vibration-area constraints, the start-stop constraints of
thermal power units, the ramping constraints of thermal power units, and the minimum
ON-time and minimum OFF-time constraints. Combining these novel reformulations
may either reduce the size of the problem or make the model form compact for the
solver. The preliminary computational results show that the proposed reformulations
could help improve the performance of MILP solvers for SCUC problems significantly.
As our standard model ignores some complicated constraints in hydro-thermal SCUC, it
will be interesting to investigate which reformulations may improve the computational
efficiency when these complicated constraints are involved.

Acknowledgement. This work is supported by Nanjing NARI Group Corporation Open Project:
Research and application of domestic security constrained unit commitment and economic
dispatch algorithm for large-scale power grids, NARI Group Co., Ltd. Funded projects.

References

1. Orero, S.O., Irving, M.R.: A genetic algorithm modelling framework and solution technique
for short term optimal hydrothermal scheduling. IEEE Trans. Power Syst. 13(2), 501–518
(1998)

2. Gil, E., Bustos, J., Rudnick, H.: Short-term hydrothermal generation scheduling model using
a genetic algorithm. IEEE Trans. Power Syst. 18(4), 1256–1264 (2003)

3. Piekutowski, M., Rose, I.A.: A Linear programming method for unit commitment incorporat-
ing generator configurations, reserve and plow constraints. IEEE Trans. Power Appar. Syst.
12, 3510–3516 (1985)

4. Bansal, R.C.: Optimization methods for electric power systems: An overview. Int. J. Emerg.
Electric Power Syst. 2(1) (2005)



A Comparison Study of Mixed-Integer Formulations for Hydro-Thermal 43

5. Fu, Y., Li, Z., Wu, L.: Modeling and solution of the large-scale security-constrained unit
commitment. IEEE Trans. Power Syst. 28(4), 3524–3533 (2013)

6. Fu, Y., Shahidehpour, M.: Fast SCUC for large-scale power systems. IEEE Trans. Power Syst.
22(4), 2144–2151 (2007)

7. Su, C., Yuan, W., Cheng, C., et al.: Short-term generation scheduling of cascade hydropower
plants with strong hydraulic coupling and head-dependent prohibited operating zones. J.
Hydrol. 591, 125556 (2020)

8. Kong, J., Skjelbred,H.I., Fosso,O.B.: An overview on formulations and optimizationmethods
for the unit-based short-term hydro scheduling problem. Electric Power Systems Research
178, 106027 (2020)

9. Cheng, C., Wang, J., Wu, X.: Hydro unit commitment with a head-sensitive reservoir and
multiple vibration zones using MILP. IEEE Trans. Power Syst. 31(6), 4842–4852 (2016)

10. Zheng, X., Sun, X., Li, D., et al.: Lagrangian decomposition and mixed-integer quadratic
programming reformulations for probabilistically constrained quadratic programs. Eur. J.
Oper. Res. 221(1), 38–48 (2012)

11. Zheng, X., Sun, X., Li, D.: Improving the performance of MIQP solvers for quadratic pro-
grams with cardinality and minimum threshold constraints: a semidefinite program approach.
Informs J. Comput. 26(4), 690–703 (2014)

12. Frangioni, A., Gentile, C.: Perspective cuts for a class of convex 0–1 mixed integer programs.
Math. Program. 106(2), 225–236 (2006)

13. Frangioni, A., Gentile, C., Lacalandra, F.: Tighter approximated MILP formulations for unit
commitment problems. IEEE Trans. Power Syst. 24(1), 105–113 (2008)

14. Frangioni, A., Furini, F., Gentile, C.: Approximated perspective relaxations: a project and lift
approach. Comput. Optim. Appl. 63(3), 705–735 (2016)

15. Aktürk,M.S.,Atamtürk,A.,Gürel, S.:A strong conic quadratic reformulation formachine-job
assignment with controllable processing times. Oper. Res. Lett. 37(3), 187–191 (2009)

16. Günlük, O., Linderoth, J.: Perspective reformulations of mixed integer nonlinear programs
with indicator variables. Math. Program. 124(1), 183–205 (2010)

17. Wu, B., Sun, X., Li, D., et al.: Quadratic convex reformulations for semicontinuous quadratic
programming. SIAM J. Optim. 27(3), 1531–1553 (2017)

18. Frangioni, A., Gentile, C., Grande, E., et al.: Projected perspective reformulations with
applications in design problems. Oper. Res. 59(5), 1225–1232 (2011)

19. Tawarmalani, M., Sahinidis, N.V.: Semidefinite relaxations of fractional programs via novel
convexification techniques. J. Global Optim. 20(2), 133–154 (2001)

20. Zhao, Z., Cheng, C.T., Yan, L.: An efficient and accurate Mixed-integer linear programming
model for long-term operations of large-scale hydropower systems. IETRenew. Power Gener.
15(6), 1178–1190 (2021)

21. Diniz A L. Test cases for unit commitment and hydrothermal scheduling problems[C]//IEEE
PES General Meeting. IEEE, 2010: 1–8

22. Amjady,N., Ansari,M.R.: Security-constrained unit commitment considering hydro units and
ac network modeling by a new hybrid solution method composed of benders decomposition
and outer approximation. Electric Power Compon. Syst. 40(13), 1445–1469 (2012)

23. Norouzi, M.R., Ahmadi, A., Nezhad, A.E., et al.: Mixed integer programming of multi-
objective security-constrained hydro/thermal unit commitment. Renew. Sustain. Energy Rev.
29, 911–923 (2014)

24. Alvarez, A.M., Louveaux, Q., Wehenkel, L.: A machine learning-based approximation of
strong branching. Informs J. Comput. 29(1), 185–195 (2017)

25. Zhou, B., Geng, G., Jiang, Q.: Hydro-thermal-wind coordination in day-ahead unit commit-
ment. IEEE Trans. Power Syst. 31(6), 4626–4637 (2016)

26. Ostrowski, J., Anjos,M.F., Vannelli, A.: Tightmixed integer linear programming formulations
for the unit commitment problem[J]. IEEE Trans. Power Syst. 27(1), 39–46 (2011)



44 L. Chang et al.

27. Morales-España, G., Latorre, J.M., Ramos, A.: Tight and compact MILP formulation for the
thermal unit commitment problem. IEEE Trans. Power Syst. 28(4), 4897–4908 (2013)

28. Carrión, M., Arroyo, J.M.: A computationally efficient mixed-integer linear formulation for
the thermal unit commitment problem. IEEE Trans. Power Syst. 21(3), 1371–1378 (2006)



Robust Optimal Dispatching Method
for Electric Vehicles-Integrated Microgrid

Under Uncertainties

Siyang Shao1,2(B), Xiang Ma1,2, Wei Yuan1,2, Kaiyu Zhang3, Xiaofei Fu3,
and Chenhong Huang3

1 NARI Group Corporation (State Grid Electric Power Research Institute), Nanjing 211106,
China

shaosiyang@sgepri.sgcc.com.cn
2 NARI Nanjing Control System Co., Ltd., Nanjing 211106, China

3 State Grid Shanghai Municipal Electric Power Company, Shanghai 200122, China

Abstract. To address the uncertainties caused by renewable energy generation
and load demand in microgrids, a novel robust optimal dispatching method is pro-
posedwith the consideration of “Vehicle toGrid”. Themodel of disordered electric
vehicles (EVs) charging and also the model of ordered EVs charging\discharing
are firstly established. After that, the optimal dispatching model considering the
uncertainties of renewable energy generation and load demand is proposed to
minimize the operating cost of the microgrid. The column constraint generation
algorithm is used to determine the worst-case scenario and then compute the opti-
mal dispatching strategy. Case study is presented to demonstrate the effectiveness
of the proposed method.

Keywords: Microgrid · Electric vehicles · Disordered charging · Ordered
charging\discharging · Robust optimization · Column constraint generation

1 Introduction

To mitigate the impacts of large scale electric vehicles (EVs) integration into the power
grids, the idea of “Vehicle to Grid” (V2G) is proposed in [1]. In V2G mode, EVs can
serve as energy storage systems (ESSs) to discharge so as to provide power support to the
power grid when necessary. Therefore, the ordered charging\discharging mechanism of
EVs can improve the economical and environmental benefits of the microgrids [2, 3]. A
bi-level optimization model is proposed in [4] for ordered charging\discharging of EVs.
In [5], an improved model is proposed considering the time-of-use pricing mechanism
in order to mitigate the negative impacts on the economical efficiency of microgrid
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operation. However, the renewable energy generation and load demand in microgrids
have shown the characteristics of intermittency and uncertainty, which will deteriorate
the effectiveness of the dispatching strategy under the forecasting errors [6].

Stochastic optimization [7, 8] and robust optimization [9–12] are usually used in
microgrid economical dispatching under uncertainties. Considering the uncertainty of
renewable energy generation, a fuzzy chance-constrained programming model is pro-
posed in [7] to maximize the operating benefit of the microgrid. On the basis of [7], the
uncertainty of load is also included in [8] and the improved stochastic chance constrained
programming model is proposed. However, to evaluate the probability distribution accu-
rately, a large number of sampling is needed for stochastic optimization, which makes
stochastic optimization methods computationally burdensome. Robust optimization is
proposed to address the above-mentioned shortcoming of stochastic optimization and
to reduce the risk of performance degradation of the microgrid under the worst-case
scenarios. In [10], the uncertainty of the intermittent renewable energy is introduced and
a novel multi-objectives robust dispatching model is proposed to accommodate the large
scale integration of renewable energy. In [12], the Benders decomposition method is
used to compute the multi-scenario robust dispatching strategy for microgrid operation.

In this paper, the idea of V2G is employed in the operation of grid-connected micro-
grid with the integration of EVs, ESSs, controllable distributed generation (CDG), and
renewable energy generation (REG). Two models are established respectively to simu-
late the characteristics of disordered EV charging and ordered EV charging\discharging.
After that, considering the uncertainties of renewable energy generation and load
demand, a novel robust dispatching model is proposed to minimize the operating cost
of the microgrid. The column constraint generation (CCG) algorithm is used to solve
this robust dispatching model. Case study is presented to demonstrate the effectiveness
of the proposed method.

2 Modelling of Microgrid

As is shown in Fig. 1, microgrids usually consist of controllable distributed generation,
energy storage systems, renewable energy generation, conventional loads and electric
vehicles. Besides, the central coordinator of the microgird generates the dispatching
strategy by flexibly adjusting the active power exchange of all the above-mentioned
components to meet the load demands.

2.1 Electric Vehicles

Only the private-owned electric vehicles are considered in this paper. So it canbe assumed
that these EVs have their regular travelling patterns. The capacities of the lithium battery
of these EVs CEV are equally 21.6 kWh, while the upper and lower limits of the state of
charge (SOC) are 90% and 20% respectively. The demands of charging and discharging
of EVs can be determined by Monte Carlo simulation [13].
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Fig. 1. Demonstration of the structure of the microgrid

The Temporal-Spacial Characteristic of EVs. The probabilistic density function of
the travelling range S of EVs is given in (1):

fs(x) = 1

xσs
√
2π

exp

[
− (lnx − μs)

2

2σ 2
s

]
(1)

where μs = 8.92 and σs = 3.24 as is proposed in [14].

Assuming that the instance of EV returning is also the instance that the EV charging
starts, the probabilistic density function of the starting instance t0 is given in (2):

ft(x) =
⎧⎨
⎩
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exp
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]
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exp
[
− (ln x−(μt−24))2

2σ 2
t

]
, 0 < x < μt − 12

(2)

where μt = 17.47 and σt = 3.41.

Disordered EV Charging. In this case, the demand of EV charging is determined only
by the owner’s preference, without obeying any dispatching strategy. The duration of
EV charging Tch is given in (3):

Tch = SW

100Pchηch
(3)

whereW is the power consumption every 100 km,Pch is the active power of EV charging,
and ηch is the coefficient of charging efficiency.

Based on the starting instance t0 and the duration of charging Tch, the demand of EV
charging can be generated by Monte Carlo simulation (Fig. 2).
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Fig. 2. Simulation of the load demand of disordered EV charging

Ordered EV Charging\Discharging. In V2G mode, EVs serve as a special kind of
ESSs and can be used for peak shaving in power grids [15]. Then the maximum duration
of EV discharging Tmax

dis is given in (4):

Tmax
dis = �SOC · CEV

Pdis
− SW

100Pdis
(4)

where �SOC is the difference between the upper and lower limits of the SOC. Pdis is
the active power of discharging. Considering the dispatching period as T ∈ [0, 24], the
practical duration of discharging Tdis is determined by (5):

Tdis =
{
24 − t0, t0 + Tmax

dis > 24
Tmax
dis , t0 + Tmax

dis ≤ 24
(5)

Also, the duration of EV charging Tch is defined in (6):

Tch = PdisTmax
dis − PdisTdis
Pchηch

(6)

Based on the starting instance t0, the practical duration of discharging Tdis and
the duration of charging Tch, the demand of ordered EV charging\discharging can be
generated by Monte Carlo simulation as is shown in Fig. 3. It should be noted that, the
positive value represents the state of charging while the negative value represents the
state of discharging.

2.2 Controllable Distributed Generations

In this paper, the diesel generator is considered as the CDG, whose operating constraint
is given in (7):

Pmin
g ≤ Pg(t) ≤ Pmax

g (7)
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Fig. 3. Simulation of the load demand of ordered EV charging\discharging

where Pg(t) is the active power generation of the diesel generator at t instance, while
Pmax
g and Pmin

g represent the upper and lower limits of the active power generation.
The cost function for the operation and maintenance of the diesel generator is given

in (8):

Cg(t) =
(
cog + cmg

)
Pg(t) (8)

where Cg(t) is the total cost of the diesel generator at t instance, while cog and c
m
g are the

cost coefficients for operation and maintenance.

2.3 Energy Storage Systems

The operating constraints for ESS are given in (9–10):

0 ≤ Pec(t) ≤ ζe(t)P
max
ec (9)

0 ≤ Ped (t) ≤ [1 − ζe(t)]P
max
ed (10)

where Pec(t) and Ped (t) are the active power of charging and discharging of the ESSs
at t instance, while Pmax

ec and Pmax
ed are the upper limits for charging and discharging.

ζe(t) denotes the operating state of ES, with ζe(t) = 1 representing charging state and
ζe(t) = 0 representing discharging state.

The remaining capacity of the ESS is also constrained by (11) and (12):

Emin
e ≤ Ee(0) + ηec

∑T

t∗=1

[
Pec

(
t∗

)
�t

] − 1

ηed

∑T

t∗=1

[
Ped

(
t∗

)
�t

] ≤ Emax
e (11)

ηec
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[
Pec

(
t∗

)
�t

] = 1

ηed

∑T

t∗=1

[
Ped

(
t∗

)
�t

]
(12)

As is in (11), the remaining capacity of the ESS needs to obey its upper and lower
limits. Ee(0) denotes the initial capacity of the ESS, ηec and ηed denote the efficiency
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of charging and discharging respectively, while Emax
e and Emin

e denote the maximum
and minimum remaining capacity. Based on (12), the charging capacity is equal to the
discharging capacity so as to make the ESS to maintain the initial capacity Ee(0) for the
next dispatching period.

The operating cost of the ES is given in (13):

Ce(t) = coe [Pec(t) + Ped (t)] (13)

where Ce(t) is the operating cost of the ESS at t instance and coe is the cost coefficient.

2.4 Renewable Energy Generation and Loads

The photovoltaic (PV) generation is considered as the renewable energy generation in
the microgrid. The uncertainties of PV and load can be modeled by (14):

U =

⎧⎪⎨
⎪⎩
u = [Pl(t),Pr(t)] ∈ R

T×2, t = 1, · · · ,T

Pf
l (t) − �l(t) ≤ Pl(t) ≤ Pf

l (t) + �l(t)

Pf
r (t) − �r(t) ≤ Pr(t) ≤ Pf

r (t) + �r(t)

⎫⎪⎬
⎪⎭ (14)

where Pl(t) and Pr(t) are the load demand and the PV generation at t instance, Pf
l (t)

and Pf
r (t) are the forecasting value at t instance, while �l(t) and �r(t) are the ranges of

the forecasting errors.
According to [16], Eq. (14) can be linearized and then transformed into (15):

U =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

u = [Pl(t),Pr(t)] ∈ R
T×2, t = 1, · · · ,T

Pl(t) = Pf
l (t) − τl(t)�l(t)

Pr(t) = Pf
r (t) − τr(t)�r(t)

0 ≤ ∑T
t=1 τl(t) ≤ �l

0 ≤ ∑T
t=1 τr(t) ≤ �r

⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭

(15)

where τl(t) and τr(t) are the auxiliary variables, while �l and �r are the margin of
uncertainty. Microgird operators can regulate the value of �l and �r according to their
preference to risk and robustness.

2.5 The Interaction Between the Microgrid and the Distribution System

When there is power surplus or shortage in the microgrid, the microgrid needs to interact
with the distribution system to meet the power balance as is given in (16):

Pg(t) + Pr(t) + Ped (t) − Pec(t) + Pgrid ,b(t) − Pgrid ,s(t) = Pl(t) + Pevs(t) (16)

where Pgrid,b(t) and Pgrid ,s(t) represent the purchasing and selling power at t instance.
Apart from the constraint in (16), the following constraints also need to be met:

0 ≤ Pgrid ,b(t) ≤ ϕgrid (t)P
max
grid ,b (17)
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0 ≤ Pgrid ,s(t) ≤ [
1 − ϕgrid (t)

]
Pmax
grid ,s (18)

where Pmax
grid ,b and Pmax

grid ,s are the maximum limits of purchasing and selling power.
ϕgrid (t) denote the state of power exchange, with ϕgrid (t) = 1 representing the state of
purchasing and ϕgrid (t) = 0 representing the state of selling.

The cost for power exchange with the distribution system is given in (19):

Cgrid (t) = ω(t)
[
Pgrid ,b(t) − Pgrid ,s(t)

]
(19)

where Cgrid (t) is the cost for power exchange and ω(t) is the spot price for electricity at
t instance.

3 Robust Dispatching Model of Microgrid with EVs

The objective for the proposed robust dispatching model is to minimize the operating
cost for the microgrid. The objective function is given in (20):

minC =
∑T

t=1

[
Cg(t) + Ce(t) + Cgrid (t)

]
(20)

Meanwhile, the constraints that are defined in (7), (9–12), and (15–18) are considered
in the proposed robust dispatching model.

For simplicity, the above-mentioned optimal dispatching model is rewritten in the
form of matrix:

min
x

{
max
u∈U min

y∈�(x,u)
qT y

}
(21)

Dy ≥ d (22)

Ny = n (23)

Fx + Gy ≥ h (24)

Ry = u (25)

where⎧⎨
⎩
x = [

ζe(t), ϕgrid (t)
]

y = [
Pg(t),Pl(t),Pr(t),Pevs(t),Pec(t),Ped (t),Pgrid ,b(t),Pgrid ,s(t)

]
t = 1, · · · ,T

(26)

The proposedmodel is a bi-level optimization problem. The discrete variables x, such
as the operating state of ESS and the state of power exchange, are determined by the
outer level problem. Meanwhile, the max-min problem in the inner level is computed to
solve the continuous variables u and y and to search for the optimal dispatching strategy
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to cope with the worst-case scenario under the uncertainties of PV generation and loads.
The constraints in (7) and (11) are represented by (22). The equality constraints in (12)
and (16) are represented by (23). The constraint in (15) is represented by (25). The other
constraints are now represented by (24).

The column constraint generation algorithm [17] is used to compute the bi-level
robust optimization model in (21)–(25). This optimization problem is decoupled into a
main problem (MP) and a sub problem (SP). The main problem is given in (27)–(32):

min
x,∂

∂ (27)

∂ ≥ qTyν,∀ν ≤ k (28)

Dyν ≥ d,∀ν ≤ k (29)

Nyν = n,∀ν ≤ k (30)

Fx + Gyν ≥ h,∀ν ≤ k (31)

Ryν = uν∗,∀ν ≤ k (32)

where k is the number of iterations. yν represents the auxiliary variables after the νth
iteration and uν∗ represents the worst-case scenario solved by the sub problem after the
νth iteration.

The sub problem is given in (33)–(37):

max
u∈U min

y∈�(x∗,u)
qT y (33)

Dy ≥ d (34)

Ny = n (35)

Fx∗ + Gy ≥ h (36)

Ry = u (37)

where x∗ represents the decision variable of the outer level. Based on the sub problem,
the worst-case scenario u and the continuous variables y can be solved.

The strong duality theorem [19] is used to transform this bi-level sub problem into a
single-level problem. Then the main problem and the sub problem are solved iteratively
until the convergence is reached. The procedure is demonstrated in Fig. 4
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Fig. 4. Demonstration of the procedure of solving the robust optimal dispatching model by the
CCG algorithm

4 Case Study

4.1 Description of Testing Microgrid

The grid-connected microgrid in Fig. 1 is used for case study. The overall period of
dispatching is 24 h. The uncertainties of PV generation and load demands are consid-
ered. There are 150 EVs integrating to this community-wise microgrid. The margins
of uncertainty are set as �l = 12 and �r = 6. The parameters of the diesel generator
and the energy storage system are listed in Table 1 and Table 2 respectively. The rated
capacity of the ESS is 1 MW·h while the initial available capacity is 500 kW·h.

Table 1. Parameters of the diesel generator

Component Pming Pmaxg cog cmg

Diesel Generator 40 kW 400 kW 0.52 Yuan/kW 0.15 Yuan/kW

According to historical data, the forecasting errors of PVgeneration and load demand
are set as ±15%, as is shown in Fig. 5. The spot price for power exchange between the
microgrid and the distribution system is shown in Fig. 6.

4.2 Comparative Results on Different EV Charging\Discharging Strategies

To compare the impacts of different EV charging\discharging strategies on the efficiency
of microgrid operation, the following strategies are simulated:
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Table 2. Parameters of the energy storage system

Component Pmaxec Pmaxed Emin
e

ESS 250 kW 250 kW 300 kW·h

Emax
e ηec ηed coe

1000 kW·h 0.95 0.95 0.32 Yuan/kW
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Fig. 5. The forecasting curves of PV generation and load demand
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Fig. 6. The spot price of power exchange with the distribution network

Strategy 1: The disordered charging mode is adopted so the EVs only participate in
the microgrid dispatching like conventional loads.

Strategy 2: The ordered charging\discharging mode is adopted so the EVs discharge
during the peak-load period like the ESS.

The simulation results under these two strategies are shown in Fig. 7 and Fig. 8
respectively. It should be noted that the positive active power of ESS represents the
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state of charging and vice versa. Also, the positive value of power exchange means the
microgrid exports active power to the distribution network.
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Fig. 7. Dispatching results under disordered charging strategy of EVs

0 2 4 6 8 10 12 14 16 18 20 22 24
time/h

-800

-400

0

400

800

po
w
er
/k
W

Pg
Pec-Ped
Pgrids-Pgridb
Pch-Pdis
Pr

Fig. 8. Dispatching results under ordered charging\discharging strategy of EVs

The major difference between these two strategies is discussed as follows. Under
the strategy of ordered EV charging\discharging (Strategy 2), the EVs discharge during
the peak-load period from 18:00 to 24:00 and charge during the valley-load period from
0:00 to 7:00. But for the strategy of disordered EV charging (Strategy 1), the EVs charge
during the peak-load period from 18:00 to 24:00, which inevitably increase the operating
cost of the microgrid.
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The comparison of the operating cost under different strategies is shown in Table 3.
It can be seen that, under the ordered EV charging\discharging strategy, the EVs charge
during the valley load-period and discharge like the ESS during the peak-load period.
Therefore, the ordered EV charging\discharging strategy has the advantage of peak
shaving and valley filling, which in turn reduces the cost of electricity purchasing from
the distribution system when the spot price is relatively higher during the peak-load
period. In comparison, the cost under the ordered EV charging\discharging strategy has
reduced by about 20%, which significantly enhance the economical efficiency of the
microgrid.

Table 3. Comparison of the economics of the two strategies

Strategy 1-disordered EV charging 2-ordered EV charging\discharging

Cost 1789.2 Yuan Yuan

4.3 Sensitivity Analysis on Uncertainties of Renewable Energy and Loads

To study the influence of the uncertainties of PV generation and load demand on the
economical efficiency of themicrogrid, the sensitivity analysis is carried out by adjusting
the margin of uncertainty. The following cases are considered:

Case 1: �l = 0 and �r = 0
Case 2: �l = 12 and �r = 6

In Case 1, the value of PV generation and load demand is equal to the forecasting
result. In other words, the uncertainties are not considered. But in Case 2, the value of
PV generation deviates from the forecasting results in 6 periods, and the value of load
demand generation deviates from the forecasting results in 12 periods.

Under the above-mentioned cases, the operating costs of the microgrid are shown
in Table 4. When the ordered EV charging\discharging mode (Strategy 2) is adopted,
the cost of microgrid dispatching in day-ahead planning is 1454.4 Yuan under Case 2
(�l = 12 and �r = 6), which is much higher than the cost of 363.5 Yuan under Case 1
(�l = 0 and �r = 0). However, as the uncertainty is not taken into consideration, higher
regulation cost is needed in real-time operation for Case 1. As a result, the total cost for
Case 1 is 1852.7 Yuan, while the total cost for Case 2 is 1697.2 Yuan. The economical
efficiency of Case 2 is increased by 8.3%, which demonstrates that the uncertainties
of renewable energy generation and load demand should be considered in day-ahead
planning stage, which can address the impact of forecasting error on the microgrid and
reduce the operating cost in real-time operation.
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Table 4. Comparison of the simulation results under different setting of the margin of uncertainty
(units: Yuan)

Strategy Case 1: �l = 0 and �r = 0 Case 2: �l = 12 and �r = 6

Day-ahead
planning

Real-time
regulation

Total cost Day-ahead
planning

Real-time
regulation

Total cost

1 734.2 1433.5 2167.7 1789.2 248.1 2037.3

2 363.5 1489.2 1852.7 1453.4 243.8 1697.2

5 Conclusion

In this paper, a novel robust optimal dispatching method is proposed. The model of
disordered EV charging and also the model of ordered EV charging\discharing are firstly
established. After that, the optimal dispatching model considering the uncertainties of
renewable energy generation and load demand is proposed to minimize the operating
cost of the microgrid. The column constraint generation algorithm is used to determine
the worst-case scenario and then compute the optimal dispatching strategy. Numerical
results show that:

1) Under the guidance of ordered EV charging and discharging strategy, EVs will dis-
charge like energy storage systems during the peak-load period and then charge dur-
ing the valley-load period. This makes the best of the time-of-use pricingmechanism
and results in the peak shaving and the operating cost reduction of the microgrid.

2) By considering the uncertainties of renewable energy generations and load demands
in day-ahead operation planning, the massive compensation that is caused by fore-
casting error during the operating stage can be avoided, which will enhance the
robustness and economical effectiveness of microgrids.
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Abstract. With the continuous settlement and trial operation in the domestic
power spot market, the price volatility analysis scenarios of the LMP widely used
by power spot pilot provinces have gradually increased, and the real-time nature
has gradually increased. Since LMP is affected by many factors, and different fac-
tors are coupled with each other, it is impossible to quickly and accurately analyze
the reasons for node price fluctuations and pricing units. Therefore, combinedwith
the domestic spot market clearing and pricing two-stage optimization strategy and
the mature dual simplex theory, a marginal unit location method based on dual
simplex sensitivity analysis is proposed. The method supports different scenarios
such as unit independent pricing, unit, and constraint slack variable joint pricing,
etc. The rationality of the positioning method is verified by the PJM 5 node and
practical example. The results show that the method is universal and has been
applied to several spot pilots.

Keywords: Marginal unit · Locational marginal price · System marginal price ·
Network congestion · Sensitivity analysis

1 Introduction

Since 2019, the first batch of 8 pilot provinces in the domestic power spot market have
carried out long-term continuous settlement trial operation, and the overall operation
is in good condition. Except for Inner Mongolia and Fujian, other pilot provinces have
adopted the locational marginal price (LMP). The theory of LMP originates from the
concept of real-time electricity price proposed by F.C.Schweppe of MIT in 1980 [1],
which represents variation in generation and transmission cost to the variation in load
at the considered node [2–5]. LMP reflects the nodal price to deliver a supplementary
increment of power to the other node with no breach of the system constraints [6].
Because of its space-time characteristics, it can effectively solve the congestion problem
in complex power grids, such as ring main grids and power grids with many blocked
lines [7, 8]. Recently, in order to solve the problem of congestion, the Inner Mongolia
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power spot market has gradually transformed from the average electricity price model
that is cleared by replacement of power generation rights to LMP model that is cleared
by full power centralized bidding.

With the continuous trial operation of long-term uninterrupted settlement in the first
batch of power spot pilot provinces, the fluctuation of LMP has become the focus of mar-
ket participants. Therefore, analyzing the influencing factors of LMP and grasping the
reasons for the fluctuation of LMP have become the key to the safe and stable operation
of the power spot market. Literature [9–15] analyzes its impact on LMP from the aspects
of data quality, Grid-connected new energy units, unit declared capacity and price, load
forecast, line transmission capacity, and incoming water. Literature [16] classified and
summarized the influencing factors of LMP, and analyzed and quantitatively verified the
influencing factors of LMP from three levels: power supply side, grid side and load side.
References [17, 18] analyzed the relationship between LMP and constraints such as the
maximum and minimum output of units, slopes and landslides, and system reserve, and
decomposed LMP into electricity price components related to unit operation constraints.

Although domestic and foreign scholars have conducted in-depth research on many
influencing factors of LMP[9–18], due to too many influencing factors and the more
complex constraints and clearing pricing methods involved in the actual operating sys-
tem, market participation cannot quickly analyze the real-time fluctuations of LMP.
Therefore, it is urgent to study the positioning method of the marginal units of the sys-
tem, and to quickly grasp the trend of LMP by intuitively monitoring the changes of the
marginal units of the system at different time, so as to effectively supervise the market
participants with market power.

In this paper, combined with the two-stage optimization strategy of clearing and
pricing in the current power spot market pilot provinces, and aiming at the application
defects of the marginal unit identification method, a marginal unit location method
based on dual simplex sensitivity analysis is proposed. This method can be applied
to the rapid positioning of marginal units under different market models and different
trading varieties. After the marginal units of the system are determined, visualization
technology [19] is used to visually and quickly display the relationship between the
marginal unit quotation and LMP, which provides a fast and effective auxiliary decision-
making analysis method for LMP fluctuation andmarket power supervision in the power
spot market.

2 Two-Step Optimization Strategy

The domestic power spot market pilots generally adopt a two-step optimization strategy
of market clearing and pricing. The main reasons include the following three: 1) The
algorithm relaxation penalty coefficients are different in the two steps of clearing and
pricing; 2) The day-ahead market clearing model includes 0/1 variable, the shadow price
cannot be calculated; 3) The LMPs of some pilot provinces adopt the pricing strategy
of time decoupling.

The rules of the electricity spotmarket clearly stipulate that it is necessary to adhere to
the safe, high-quality and economical operation of the power system to ensure continuous
and reliable power supply. Therefore, in order to improve the robustness of the market
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clearing algorithm to ensure that the global optimal solution can be found in extreme
cases, the rationality of the boundary data is checked and the constraint slack variable is
introduced to expand the feasible region to ensure the existence of the optimal solution.
The constraint slack variable can also be understood as a virtual resource, which can be
given a higher penalty price to make it tend to zero. In order to ensure that the clearing
results meet the requirements of safe operation of the power grid, the power balance and
network security constraints in the market clearing model select a high-order relaxation
penalty coefficient to avoid virtual resources winning bids. However, once the virtual
resource wins the bid, the penalty factor of the virtual resource is priced, which is
seriously higher than the price of scarce electricity acceptable to the market. Therefore,
after the market is cleared, the LMP is calculated by setting the virtual resource penalty
coefficient acceptable to the market based on the winning result of the market clearing.

The power spot market includes the day-ahead market and the real-time market.
The decision-making variables of the day-ahead market include the commitment status
and output power of unit, and the real-time market decision variable only includes
unit output. Since the commitment status of the unit is a 0/1 variable, the type of the
day-ahead market clearing model is mixed integer linear programming model. Since
the shadow prices of various constraints cannot be directly given, it is necessary to
introduce the LMP calculation model to calculate the price after the market is cleared.
Fixed the commitment status of units based on the results of the market clearing model,
the LMP calculation model becomes a linear programming model that can calculate
various constrained shadow prices.

The market clearing model takes the maximization of social welfare as the opti-
mization objective, and comprehensively considers constraints such as unit operation,
network security, and system operation. Most of the constraints are time-period decou-
pling constraints, and only the unit ramping up and down constraints are time-period
coupling constraints, so that the LMPprice components conduct each other between time
periods. It increases the complexity of node price analysis and weakens the transparency
of node price. Aiming at the above problems, a pricing method of time decoupling is
proposed. Based on the winning bid results of market clearing, this method decouples
the coupling of unit ramping up and down constraints to calculate LMP.

3 Spot Market Clearing Model

3.1 Objection Function

At present, the domestic spot pilot provinces generally adopt one-side clearing on the
power generation side. Therefore, the optimization objective is to minimize the cost of
power generation. After further introducing the slack variables of power balance and
network security constraints, it can be expressed as:

min
N∑

i=1

T∑

t=1

[
Ci,t(Pi,t) + CU

i,t

]
+

T∑

t=1
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[
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t
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[
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[
SL+
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s,t

]
(1)
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where N and T are the numbers of units and time periods, respectively. pi,t is the power
output of unit i at time t. Ci,t(Pi,t) is the operating cost of unit i at time t. CU

i,t is the

start-up cost of unit i at time t. SL+
l,t and SL

−
l,t are the positive and negative slack variables

of network security constraints in branch l at time t. SL+
s,t and SL−

s,t are the positive and
negative relaxation variables of network security constraints of section s at time t. Ml
and Ms are the relaxation coefficients of branch l and section s, respectively. LB+

t and
LB−

t are the positive and negative slack variables of power balance constraint at time t.
Mb are the relaxation coefficients of power balance constraint at time t.

3.2 Constraints

Constraints mainly include system operation constraints, unit operation constraints and
network security constraints.

1) System operation constraints

System operation constraints include power balance constraint. It can be expressed as:

N∑

i=1

Pi,t = Dt+LB+
t − LB−

t (2)

where Dt is the predicted system load at time t.

2) Unit operation constraints

The unit operation constraints includemaximumandminimumpower output constraints,
ramping up and down constraints, minimum down-time and up-time constraints, etc.,
and their expressions are as follows:

αi,tPmin
i,t ≤ Pi,t ≤ αi,tPmax

i,t

yi,t − zi,t = αi,t − αi,t−1

yi,t + zi,t ≤ 1
t−1∑

k=t−TU

αi,k ≥ zi,tT u
i

t−1∑
k=t−TD

(1 − αi,k) ≥ yi,tT d
i

Pi,t − Pi,t−1 ≤ �PU
i

(
1 − yi,t

) + Pmin
i,t yi,t

Pi,t−1 − Pi,t ≤ �PD
i

(
1 − zi,t

) + Pmin
i,t zi,t

(3)

where Pmax
i,t and Pmin

i,t are the maximum and minimum power limits of unit i at time t,

respectively.αi,t is the commitment status of unit i at time t.�PU
i and�Pd

i aremaximum
ramp up and down capacity of unit i, respectively. Tu

i and Td
i are the minimum up-time

and down-time of unit i. yi,t represents that the unit i changes from the offline status to
the online status at time t. zi,t represents that the unit i changes from the online status to
the offline status at time t.
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The unit operating cost is expressed as follows:

Pi,t =
M∑

m=1
Pi,t,m

Pmin
i,m ≤ Pi,t,m ≤ Pmax

i,m

Ci,t(Pi,t) =
M∑

m=1
Ci,t,mPi,t,m

CU
i,t = yi,tCU

i

(4)

where Pi,t,m is the clearing power of unit i in the quotation interval m at time t. Ci,t,m is
the price of the unit i in the segmented quotation interval m at time t. Pmin

i,m and Pmax
i,m are

the power of the left and right endpoints of the quotation interval m of unit i. CU
i is the

start-up cost of unit i.

3) Network security constraints

The network security constraints are expressed as follows:

−Pmax
l ≤

N∑
i=1

Gl−iPi,t −
K∑

k=1
Gl−kDk,t − SL+

l,t + SL−
l,t ≤ Pmax

l

−Pmax
s ≤

N∑
i=1

Gs−iPi,t −
K∑

k=1
Gs−kDk,t − SL+

s,t + SL−
s,t ≤ Pmax

s

(5)

where Pmax
l and Pmax

s are the capacity of transmission line l and section s, respectively.
Gl−i is the generation shift factor (GSF) of unit i with respect to line l. Gl−k is the GSF
of node k with respect to line l. Dk,t is the predicted bus load at node k and time t. Gs−i

is the GSF of unit i with respect to section s. Gs−k is the GSF of node k with respect to
section s.

4 LMP Calculation Model

The LMP calculationmodel fixes the operating state of the unit, adjusts the slack variable
penalty price in the optimization objective, and decouples the unit ramping up and down
constraints. In order to avoid the large adjustment of the unit output due to the different
penalty coefficients in the LMP calculation, the upper and lower limits of the unit output
are reset to a small bandwidth based on the market bid results.

4.1 Objection Function

The optimization objective of the LMP calculation model is same as that of the spot
market clearing model. Since the unit commitment status of the unit is fixed, there is no
need to consider the start-up cost.
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min
N∑

i=1

T∑

t=1

[
Ci,t(P

lmp
i,t ) + CU

i,t

]
+

T∑

t=1

Mb
[
LB+

t + LB−
t

]

+
NL∑

l=1

T∑

t=1

Ml
[
SL+

l + SL−
l

] +
NS∑

s=1

T∑

t=1

Ms
[
SL+

s,t + SL−
s,t

]
(6)

wherePlmp
i,t is the output of unit i at time t;Mb,Ml andMs are set as themarket acceptable

penalty price for the calculation of the scarcity pricing.
The LMP calculation model can also use the slack variable results of the spot market

clearing model to correct the system load and transmission section limits, so that the
power balance constraints and network security constraints are strictly established, and
only the power generation cost is retained in the optimization objective. This price
calculation method is not introduced in this paper.

4.2 Constraints

System operation, generation costs and grid security constraints are the same as in the
market clearing model and will not be repeated here. Since the commitment status of the
unit is fixed, there is no need to consider constraints such as the minimum start and stop
time. However, it is necessary to correct the maximum and minimum output constraints
of the unit, as well as unit ramping up and down constraints.

1) Maximum and minimum output constraints of the unit

Plmp
i,t ≤ min

(
Pmax
i,t ,Pi,t + δ

)

Plmp
i,t ≥ max

(
Pmin
i,t ,Pi,t − δ

) (7)

where δ is the upper and lower adjustment range of the unit output power.

2) Unit ramping up and down constraints

Plmp
i,t − Pi,t−1 ≤ �Pu

i

Pi,t−1 − Plmp
i,t ≤ �Pd

i

(8)

In the formula, the time period decoupling of the unit output is realized by constructing
the ramping up and down constraints of the unit output Plmp

i,t of the node price calculation
model and the unit output of the market clearing model Pi,t−1. This constraint can be
kept the same as themarket clearingmodel for the spot pilot provinces with time-coupled
pricing, but then the marginal units in each time period are not only composed of units in
the current time period, but also include units whose output is adjusted in other related
time periods. In order to clearly illustrate the principle of marginal unit positioning, this
paper adopts the method of time decoupling to introduce.
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5 Marginal Unit Positioning Method

5.1 Marginal Unit Identification Method

At present, the commonly used marginal unit location method is the marginal unit iden-
tification method, and its basic principle is the basic definition of LMP. Since there is no
blockage in the node, if the load of a node increases by 1 MW, it will be provided by a
unit in the node, so the node price is equal to the output price of the unit, and this unit
can be called the marginal unit of the node. Therefore, it is only necessary to search for
all units whose bid price is equal to the node price to obtain all possible marginal unit
sets, and then filter out the units with limited constraints to obtain the marginal unit set.

From the basic principle of the marginal unit identification method, the premise of
the establishment of this method is that the decision variable in the node electricity price
calculation model only includes the unit output and does not include the slack variable.
Therefore, when the network security constraints in the LMP calculation model are
strictly established, the conclusion that the number of marginal units is equal to the
number of blocking sections plus 1 can be obtained. When the LMP calculation model
contains slack variables and the slack variables are not zero, the above conclusion no
longer holds. At this time, the marginal unit identification method cannot accurately
locate, so this paper proposes a marginal unit location method based on dual simplex
sensitivity analysis.

5.2 Dual Simplex Sensitivity Analysis Method

In order to facilitate the derivation of the conclusion, the nodal price calculation model
is abstracted and written in the standard form of linear programming:

min Z1 = CX
AX = b
X ≥ 0

(9)

where A is the constraint condition coefficient matrix (composed of constraint condition
coefficients such as system operation, unit operation, network security, etc.). b is the
constant term on the right side of the constraints (such as the system load in the power
balance constraints, the network security constraints, etc.). C is the price coefficient
(including unit declared price, relaxation constraint penalty coefficient, etc.). X repre-
sents decision variables (including unit output, slack variables, etc.). The above model
is called problem P1, and the model type is linear programming model.

Construct problem P2 based on problem P1, see (10) for details:

min Z2 = CX
AX = b+d

X ≥ 0
(10)

where d can be regarded as the disturbance vector of the constant b on the right side of
the constraint condition, for example, the system load disturbance on the right side of
the power balance constraint is 1MW.
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Next, write the dual problems of problem P1 and problem P2, which are called dual
problems DP1 and DP2 respectively. See (11) for details.

DP1 DP2
maxW1 = Yb maxW2 = Y (b + d)

YA = C YA = C
Y ≥ 0 Y ≥ 0

(11)

It can be seen from Eq. (11) that the dual problems DP1 and DP2 have the same
feasible domain. If y∗ is assumed to be the optimal solution to the dual problem DP1,
it is also a feasible solution to the dual problem DP2. According to the weak duality
theorem, the objective value of any feasible solution of the dual problem DP2 is less
than the optimal value of the original problem P2. The specific expression is shown in
(12):

min Z2 ≥ y∗(b + d) = y∗b + y∗d = min Z1 + y∗d (12)

Assuming that only the j-th element dj in the disturbance vector d is greater than
zero (which can also be understood as the system load disturbance dj at time j), and
other elements are all zero, then Eq. (12) can be further simplified as Eq. (13):

(min Z2 − min Z1)
/
dj ≥ y∗d/

dj = y∗
j (13)

In formula (13), if dj=1, it can be understood that after the electricity load on the
right side of power balance constraint in problem P1 increases by 1MW and becomes
problem P2, the change in power generation cost is greater than or equal to the shadow
price y∗ of the power balance constraint at time j. Therefore, it cannot be guaranteed that
the optimal value change after the system load disturbance on the right side of the power
balance constraint is equal to the shadow price of the power balance constraint (that
is the energy price, which can also be called the reference nodal price). Therefore, the
winning unit with output force change obtained by the system load disturbance cannot
be determined as a marginal unit.

Although the power balance constraint shadow price is defined as the change in
power generation cost caused by the small disturbance of the system load on the right
side, the scope of the small disturbance is not clearly defined. Therefore, the first problem
is to clarify the disturbance range of the system load on the right side, and ensure that
the Eq. (13) is established when the disturbance is within this range. That is to say, to
ensure that the optimal basis of the problems P1 and P2 are the same, the optimality
criterion should satisfy the formula (14):

B−1b ≥ 0
CN − CBB−1N ≤ 0

(14)

where B is the optimal basis matrix of the problem P1;N is the non-optimal basis matrix;
CN is the price coefficient of the non-optimal basis variable; CB is the price coefficient
of the optimal basic variable; B−1 is the optimal basis Inverse matrix.
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It can be seen fromEq. (14) that after the constant termperturbation d on the right side
of problem P1 becomes problem P2, to ensure that the optimal basis remains unchanged,
it only needs to satisfy Eq. (15):

B−1(b + d) ≥ 0 (15)

Since b is a constant term, the optimal basis inverse matrix B−1 has been calculated
in the nodal price calculation model, so the maximum disturbance amount ϑ of the
disturbance vector d can be calculated by formula (15), only the disturbance amount
If d is within ϑ, the optimal basis can be guaranteed to remain unchanged, that is, the
Eq. (13) is established. At this time, the cost change obtained by the small disturbance
of the system load on the right side of the power balance constraint is the shadow price
of the power balance constraint after normalization.

Since the disturbance amount d is disturbed within ϑ to obtain the problem P2 with
the same optimal basis as the problem P1, the optimal solution of the problem P2 is
B−1(b + d), see Eq. (16):

B−1(b + d)=B−1b + B−1d (16)

In formula (16), since B−1b is the optimal solution of problem P1, the variation of
problem P2 relative to the solution of problem P1 is B−1d , so the non-zero elements in
B−1d are marginal units. If the decision variables are not all units, for example, there
are slack variables in power balance constraints and network security constraints. Then
the non-zero elements may be composed of units and slack variables. In this case, the
marginal unit identification method cannot be used to locate.

6 Case Analysis

In order to verify the validity of the results in this paper and clearly explain the rationality
of the results, this paper uses the PJM 5-node and practical example to build calculation
scenarios for testing. Through the comparative analysis of themarginal unit identification
method and the sensitivity analysis method, the effectiveness and universality of the
sensitivity analysis method are illustrated.

6.1 Basic Parameters of Standard Case

The PJM 5-node system is shown in Fig. 1, G1 ~ G5 are generator sets, LA, LB, and LC
are bus loads, and node A is set as the reference node. The marginal unit identification
method and the sensitivity analysis method are respectively used to locate the marginal
units to verify the validity of the results in this paper.

The branch parameters, unit parameters, and sensitivity data information of the
calculation case are shown in Table 1, 2, and 3.
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Fig. 1. PJM 5-node system

Table 1. Branch parameters and limit information

Branch R/% X/% J0.5B/(10^−3) Limit/MW

A-B 0.281 2.81 3.56 120 (Scenario 2)

A-D 0.304 3.04 3.29
—

A-E 0.064 0.64 15.63
—

B-C 0.108 1.08 9.26
—

C-D 0.297 2.97 3.37
—

D-E 0.297 2.97 3.37 250 (Scenario 1)

Table 2. Unit parameter information

Unit Upper limit/MW Lower limit/MW Quotation/(RMB/MWh)

G1 110 0 200

G2 100 0 210

G3 520 0 320

G4 200 0 300

G5 600 0 180

6.2 Standard Scenario 1 Comparative Analysis

Standard case scenario 1 sets the branch D-E transmission limit to 250 MW. In the
clearing results, the constraints are not relaxed. The blocking price of branch D-E is −
244.2 RMB/MWh, and the shadow price of the power balance constraint (that is, the
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Table 3. Sensitivity data information

Branch Node A Node B Node C Node D Node E

A-B 0 −0.6698 −0.5429 −0.1939 −0.0344

A-D 0 −0.1792 −0.2481 −0.4376 −0.0776

A-E 0 −0.1509 −0.2090 −0.3685 −0.8880

B-C 0 0.3302 −0.5429 −0.1939 −0.0344

C-D 0 0.3302 0.4570 −0.1939 −0.0344

D-E 0 −0.1509 −0.2089 −0.3684 0.1120

reference node price) is 210 RMB/MWh. The winning bid results of each unit are shown
in Table 4:

Table 4. Unit winning bid results

Unit Output/MW Node Nodal price/(RMB =/MWh) Quotation/(RMB/MWh)

G1 110 Node A 210 200

G2 93.14 Node A 210 210

G3 0 Node C 261.04 320

G4 96.86 Node D 300 300

G5 600 Node E 182.66 180

1) Marginal Unit Identification Method

As shown inTable 4, according to the principle of themarginal unit identificationmethod,
it can be known that the electricity price of the nodes G2 and G4 is equal to the unit
quotation and the unit constraints are not limited, so these two units form a marginal
unit set. In order to verify whether G2 and G4 are marginal units, the load disturbance
of reference node A can be selected by 1MW, and the output disturbance of the two
marginal units can be calculated to verify whether the cost change is equal to the node
price. The verification method is as follows [18]:

�P2 + �P4 = 1
0 × �P2 − 0.3684�P4 = 0

(17)

where �P2 and �P are the output changes of units G2 and G4, respectively. After
calculation, �P4 = 0,�P2 = 1, , and the cost changes are:

nodal price of node A = 210 = 1 × 210 (18)

It can be seen from Eq. (18) that the cost change caused by the output change of G2
unit is equal to the price of node A, so G2 is a marginal unit.
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2) Sensitivity Analysis Method

Since the price of the reference node is the shadow price of the power balance constraint,
the price of reference node A is used as a case to verify for the sake of convenience.
Since the market clearing model is unconstrained and relaxed, so the market clearing
model is the same as the node price calculation model. For details as follows:

max 200x1 + 210x2 + 320x3 + 300x4 + 180x5⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

x1 + x2 + x3 + x4 + x5 = 900
x1 + y1 = 110
x2 + y2 = 100
x3 + y3 = 520
x4 + y4 = 200
x5 + y5 = 600

−0.20896x3 − 0.36850x4 − 0.36849x5 + y6 = 31.381233

(19)

The first line is the optimization objective, the second line is the power balance
constraint, the 3rd to 7th lines are the output upper limit constraint, and the last line is
the branch A-B transmission limit constraint. Among them, xi, i = 1, · · · 5 represent the
output of units G1 ~ G5, and yj, j = 1, · · · 6 are non-negative variables introduced by
the upper limit constraint of unit output from inequality to equality. After the node price
calculation is completed, xb = (x1, x2, x4, x5, y2, y3, y4) is the optimal basis vector. The
optimal basis inverse matrix B−1 is shown in Table 5:

Table 5. Scenario 1 optimal base inverse matrix

900
resource
restriction

110
resource
limitation

100
resource
restriction

520
resource
limitation

200
resource
restriction

600
resource
restriction

31.48
resource
constraints

0 1 0 0 0 0 0

1 −1 0 0 0 −1.304 2.714

0 0 0 0 0 0.304 2.714

0 0 0 0 0 1 0

−1 1 1 0 0 1.304 −2.714

0 0 0 1 0 0 0

0 0 0 0 1 −0.304 2.714

It is easy to know from formula (19) that b = (900, 110, 100, 520, 200, 600, 31.48)
is the right constant vector, B−1b = xB = (110, 93.14, 96.86, 600, 6.86, 620, 103.14)
is the optimal solution. Since the decision variable y2 is the output upper limit constraint
residual quantity of the unit G2, the sum of y2 and x2 is equal to the maximum technical
output of the unit G2, and other units are similar.

Next, use Eq. (15) to analyze the sensitivity of the power balance constraint, and
analyze the disturbance range of the constant on the right side. Solving the equation
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system is easy to obtain the load disturbance range on the right side of the power balance
constraint [900, 907]. When the load disturbance is less than 7MW, the optimal basis
can be guaranteed to remain unchanged. Suppose the load disturbance is 1MW, that is,
set d = (1, 0, 0, 0, 0, 0, 0), then B−1d=(0, 1, 0, 0,−1, 0 , 0). Currently, comparing with
the elements of the optimal basis vector, it is easy to know that the disturbance of unit
G2 is 1 MW, so G2 is a marginal unit, and its quotation of 210 RMB/MWh is the power
balance constraint shadow price, that is, the reference node price.

6.3 Standard Scenario 2 Comparative Analysis

In the standard case scenario 2, the transmission limit of branch A-B is set to 120 MW.
In the clearing result, the network security constraints of branch A-B are relaxed. The
blocking price of branch A-B is −600 RMB/MW (relaxation penalty coefficient), and
the shadow price of power balance constraint is 159.37 RMB/MWh. The blocking and
clearing results of each unit are shown in Table 6:

Table 6. Unit winning bid results

Unit Output /MW Node Nodal price/(RMB/MWh) Quotation/(RMB/MWh)

G1 0 Node A 159.37 200

G2 0 Node B 561.26 210

G3 520 Node D 485.12 320

G4 0 Node D 27572 300

G5 380 Node E 180.00 180

1) Marginal Unit Identification Method

As shown inTable 6, according to the principle of themarginal unit identificationmethod,
the price of the node G5 of the unit is equal to the price of the unit, so it is a marginal
unit. Since there is only one marginal unit, the price of the reference node should be
equal to the quoted price of unit G5 of 180 RMB/MW, which is different from the price
of the reference node of 159.37 RMB/MW. Therefore, the marginal unit identification
method cannot accurately locate the marginal unit at this time.

2) Sensitivity Analysis Method

In the market clearing model, the safety constraint slack of branches A-B is used, so
the market clearing model is different from the node price calculation model. The node
price calculation model adopts the market acceptable penalty price of 600. The specific
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model is:

max 200x1 + 210x2 + 320x3 + 300x4 + 180x5+600∗xplusA−B⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

x1 + x2 + x3 + x4 + x5 = 900
x1 + y1 = 110
x2 + y2 = 100
x3 + y3 = 520
x4 + y4 = 200
x5 + y5 = 600

−0.54290x3 − 0.19392x4 − 0.03438x5 + y6 − xplusA−B = −301.9901967

(20)

where xplusA−B is the network constraint relaxation variable of branch A-B. After
the node price calculation is completed, the optimal basis vector is xb =(
x3, x5, y1, y2, y4, y5, x

plus
A−B

)
, and the optimal basis inverse matrix B−1 as shown in

Table 7:

Table 7. Scenario 2 Optimal Base Inverse Matrix

900
resource
restriction

110
resource
limitation

100
resource
restriction

520
resource
limitation

200
resource
restriction

600
resource
restriction

−301.99
Resource
constraints

0 0 0 one 0 0 0

1 0 0 −1 0 0 0

0 1 0 0 0 0 0

0 0 1 0 0 0 0

0 0 0 0 1 0 0

−1 0 0 1 0 1 0

−0.035 0 0 −0.509 0 0 1

It can be seen from formula (20) that b= (900, 110, 100, 520, 200, 600, 301.99) is the
right constant vector,B−1b = xB = (520, 380, 110, 100, 200, 220, 6.615) is the optimal
solution. It can be seen that the output upper limit constraints of units G1, G2, G4, and
G5 all have surplus, and the sum of the output and the winning bid is the maximum
output. The network security constraint slack xplusA−B=6.615 MW of Branch A-B.

Next, use Eq. (15) to analyze the sensitivity of the power balance constraint, and
analyze the disturbance range of the constant term on the right side. The load distur-
bance range on the right side of the power balance constraint is easily obtained by
solving the system of equations [900, 1092]. Therefore, when the load disturbance is
less than 192 MW, the optimal basis can be guaranteed to remain unchanged. Suppose
the load disturbance on the right side is 1 MW, that is, set d = (1, 0, 0, 0, 0, 0, 0),
then B−1d=(0, 1, 0, 0, 0,−1 , −0.03438). Comparing with the elements of the optimal
basis vector, it is easy to know that the disturbance amount of unit G5 is 1 MW, so G5 is
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a marginal unit. In addition, the disturbance amount of the slack variable of branch A-B
is xplusA−B= − 0.03438MW , , and the penalty price coefficient in the optimization objec-
tive is 600 yuan/MWh. Therefore, the electricity price of the reference node is jointly
determined by the physical unit G5 and the safety slack (virtual unit) of the branch A-B.
The specific calculation formula is:

180 × 1+0.03438 × 600=159.37 (21)

It can be seen from Eq. (21) that the sensitivity analysis method can accurately locate
the scenario where marginal units and branch network security constraint slack variables
(virtual units) are jointly priced, and it is more universal.

6.4 Practice Scenario Analysis

Considering the data confidentiality of the pilot provinces of the power spot market,
only the application effect of the actual calculation example is given here. The energy
price at a certain time in a pilot province is 21 RMB/MWh. Currently, there are 5 out-
of-limit sections, and the marginal unit identification method finds 4 marginal units. The
energy price cannot be obtained from the marginal unit set. The reason for the inability
to accurately locate at this time is that the energy price is not purely priced by the unit.
To solve this problem, the pilot provinces usually used sensitivity analysis method to
locate marginal units and marginal sections.

Looking at the spot system positioning results, the energy price is jointly deter-
mined by a marginal unit and a marginal section. The price of the marginal unit is 289
RMB/MWh, the additional 1MW is 289 RMB, so the optimization target is increased
by 289 RMB. The sensitivity of the marginal unit to the positive over-limit marginal
section is −0.268, so the additional 1 MW of the unit can reduce the over-limit section
by 0.268 MW. Since the cross-section over-limit penalty coefficient is 1000, the opti-
mization objective decreases by 268 RMB due to the reduction of the over-limit limit.
The increase in the unit cost minus the decrease in the slack cost of the section is the
target change of 21 RMB, which is equal to the energy price.

7 Conclusion

Aiming at the problem that the marginal unit identification method cannot adapt to the
LMP calculation model with constrained slack variables, this paper deduces the calcula-
tion method and discriminant principle for accurate positioning of marginal units based
on the mature dual simplex algorithm theory and sensitivity analysis method. Because
the method uses the optimal basis inverse matrix in the linear programming solution
for calculation, the scene characteristics of the LMP calculation model of the electricity
spot market are shielded. Therefore, this method is suitable for the marginal positioning
problem of linear programming models in all industries, and has good universality. At
the same time, the method can quickly and accurately locate the marginal units and
marginal slack variables. The conventional provincial power grid 12-period marginal
unit positioning calculation time only takes 2 s, which provides a fast and effective
auxiliary analysis method for the rolling operation of the real-time market cycle.



74 Y. Zhang et al.

Acknowledgement. This work is supported by Nanjing NARI Group Corporation Open Project:
Research and application of domestic security constrained unit commitment and economic
dispatch algorithm for large-scale power grid (WBS: 524609200122).

References

1. Schweppe, F.C., Tabors, R.D., Kirt Ley, J.L., et al.: Home static utility control. IEEE Trans.
Power Apparat. Syst. 99(3), 1151–1163 (1980)

2. Li, Z., Daneshi, H.: Some observations onmarket clearing price and locational marginal price.
In: 2005 IEEE Power Engineering Society General Meeting, pp. 2042–2049. IEEE (2005)

3. Pan, J., Kai, X.: Optimization principle of locational marginal pricing. Autom. Electric Power
Syst. 30(22), 38–42 (2006)

4. Fu, Y., Li, Z.: Different models and properties on lmp calculations. In: 2006 IEEE Power
Engineering Society General Meeting. IEEE (2006)

5. Boyle, G.: Locational marginal price. https://www.pjm.com/, 01 June 2004
6. Bohn, R., Caramanis, M., Schweppe, F.: Optimal pricing in electrical networks over space

and time. Rand J. Econ. 15(3), 360–376 (1984)
7. Sun, K., Lan, Z., Lin, Z., et al.: Transmission congestion management mechanism of typical

international power markets and possible guidance for China’s power market. Power Syst.
Prot. Control 48(12), 170–177 (2020)

8. Zhang, J., Zhang, G., Yuan, S., et al.: Research on real-time operation congestionmanagement
based on node marginal price. Electr. Appl. 37(21), 78–86 (2018)

9. Jia, L., Kim, J., Thomas, R.J., et al.: Impact of data quality on real-time locational marginal
price. IEEE Trans. Power Syst. 29(2), 627–636 (2014)

10. Sensfu, F., Ragwitz, M., Genoese, M.: The merit-order effect: a detailed analysis of the price
effect of renewable electricity generation on spot market prices in Germany. Energy Policy
36(8), 3086–3094 (2008)

11. Zhou, B., Zhao, W., Xuan, P., et al.: Research on the key influencing factors of power spot
market locational marginal price. Guangdong Electric Power 33(2), 86–92 (2020)

12. Dhayalini, K., Deepu,M.S., Sathiyamoorth, S., et al.: Analysing the economics of wind power
based on locational marginal prices using restructured power systems. In: 2013 International
Conference on Circuits, Power and Computing Technologies. IEEE (2013)

13. Dhabai, P.B., Tiwari, N.: Computation of locational marginal pricing in the presence of uncer-
tainty of solar generation. In: 5th IEEE International Conference on Recent Advances and
Innovations in Engineering- ICRAIE 2020. IEEE (2020)

14. Choi, D.H., Xie, L.: Impact analysis of locational marginal price subject to power system
topology errors. In: IEEE SmartGridComm 2013 Symposium - Architectures and Models for
the Smart Grid. IEEE (2013)

15. Li, Z., Zeng, Y., Zhou, C., et al.: Analysis of effect factors of nodal price based on electric
spot market clearing simulation. Electr. Technol. 21(5), 41–47 (2020)

16. Zhao, S., Wang, S., Yang, X., et al.: Study on the Influence of “source-grid-load” factors on
the locational marginal price of power spot market. (5), 41–47 (2020)

17. Thatte, A.A., Choi, D.H., Xie, L.: Analysis of locational marginal prices n look-ahead
economic dispatch. In: 2014 Power Systems Computation Conference. IEEE (2015)

18. Shi, X., Zheng, Y., Xue, B., et al.: Effect analysis of unit operation constraints on locational
marginal price of unit nodes. Power Syst. Technol. 43(8), 2658–2664 (2019)

19. Qin, H., Wang, Q., Chen, X.: The analysis and visualization of locational marginal pricing.
Power Syst. Technol. 20(6), 12–15 (2007)

https://www.pjm.com/


The Analysis of AC Faults in AC/DC Hybrid
Distribution System with SOP

Peng Jin1, Tonghua Wu1, Hai Wu1, Guo Hu1(B), and Qian Shen2

1 NARI Group Co., Ltd., State Key Laboratory of Smart Grid Protection and Operation Control,
Nanjing 211000, China

huguo@sgepri.sgcc.com.cn
2 School of Automation, Nanjing University of Science and Technology, Nanjing 210094, China

Abstract. AC/DC hybrid distribution system becomes increasingly necessary
for integration of distributed renewable energy resources (DER) and manage-
ment of carbon emissions. However, the fault characteristics of AC/DC hybrid
power distribution network are vastly different from traditional AC distribution
system for their varied structures. Considering the strong capability in controlling
power flow and fault current of soft open point (SOP), this paper establishes the
model of AC fault sequence network of hybrid distribution system with SOP, in
which positive and negative separation control strategy is adopted by the con-
verter. The model includes traditional AC equivalent network, DC equivalent net-
work, back-to-back converter and its control system, based on which the AC fault
characteristics in AC/DC hybrid distribution system are analyzed. Through uti-
lizing PSCAD/EMTDC, different simulation scenarios are carried out to verify
the effectiveness of AC fault modeling and analysis method of AC/DC hybrid
power distribution system with SOP, thus providing a theoretical basis for AC
side protection scheme of AC/DC hybrid system.

Keywords: AC/DC hybrid distribution system · AC fault · Positive and negative
separation control · Sequence network · Fault characteristic analysis

1 Introduction

With the rapid development of power electronics, flexible DC transmission and distri-
bution technology has gradually become a research hotspot at home and abroad [1, 2].
Among them, the research on flexible HVDC transmission system is relatively sufficient,
and some practical projects have been put into operation [3, 4], while the research on DC
distribution network is still in the stage of exploration and development. Some countries
such as the United States, Japan and China have proposed their respective development
directions and typical architectures [5–7]. Compared with the traditional AC distribu-
tion network, the flexible DC distribution network has the advantages of low loss, high
power supply capacity, high reliability. Besides, it can realize power flow control among
DERs and DC loads [8–10]. Based on the existing mature theory of AC distribution
network, AC/DC hybrid distribution system can make full use of the advantages of the
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DC distribution network, so it has gradually become the development trend of the future
distribution system [11, 12].

The SOP, which is also termed as flexible AC/DC hybrid device or back-to-back
converter, is usually used between two distribution lines instead of the tie switch. The
introduction of SOP not only improves the capability in controlling of power flow and
fault current, but also brings many new challenges such as the effective analysis of fault
characteristics and reliable operation of traditional relay protection [13]. According to
the fault location, the faults in AC/DC hybrid power distribution system mainly include
DC faults and AC faults. Among them, the research on the DC faults mainly focus on
the response mechanism of the flexible AC/DC device and its protection and control
strategy. For example, literature [14] divides and analyzes the DC fault characteristics of
a single converter station in a multi-terminal AC/DC system. Reference [15] designs a
DC protection scheme based on a communication system and DC circuit breaker, which
can effectively identify the faults inside and outside the area. Reference [16] uses a
single-pole ground fault as an example to verify the proposed LC injection effectiveness
of offline fault location methods. For AC faults (including AC grid-side fault and AC
valve-side fault) in the AC/DC hybrid distribution system, the output characteristics of
the SOP mainly depend on the control strategy adopted by the internal converter, which
means that traditional AC fault equivalent analysis model is no longer applicable to the
AC/DC hybrid system [17]. Therefore, it is necessary to study AC faults considering the
control strategy of SOP, which can be used as the theoretical basis for formulating the
AC side protection scheme of the AC/DC hybrid distribution system.

At present, the commonly used control methods of SOP include master-slave control
[1], droop control [18] and margin control [19], among which the master-slave control
method is an relatively easier way to realize the stable operation of the hybrid distribution
network compared with other methods [20]. Therefore, this paper conducts specific
research based on this control method, that is one converter adopts DC voltage and
reactive power control (referred to as VQ control), and the other converter uses active
and reactive power control (referred to as PQ control).When a symmetrical typeAC fault
occurs, theAC side voltage keeps three-phase symmetry, whilewhen an asymmetric type
AC fault occurs, the symmetry of the AC side voltage will be broken and it will contain
a large number of negative sequence components. The converter adopting conventional
control method will output negative sequence current, which will not only aggravate the
asymmetry of the grid and affect the fault recovery of the power grid, but also bring
double frequency harmonic component to the DC bus voltage and affect the safe and
stable operation of the system [12]. Therefore, in order to suppress the negative-sequence
current component under asymmetric conditions, it is necessary to introduce positive
and negative sequence separation control.

Therefore, this paper studies the AC side fault characteristics of flexible AC/DC
hybrid power distribution system with SOP. Firstly, the AC fault characteristics are
analyzed for both of the constant power end and constant voltage end according to the
positive and negative sequence separation control strategy adopted by the converters.
Secondly, the AC fault complex sequence network of the AC/DC hybrid distribution
system with SOP is established, and the theoretical analysis of the fault characteristics is
carried out. Finally, the simulation model of a typical AC/DC hybrid distribution system
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is built in PSCAD/EMTDC, and the rationality of the AC fault analysis in this paper is
verified through simulation examples.

2 Output Characteristics Analysis of SOP

Figure 1 shows the structure of a typical AC/DC hybrid distribution system with SOP.
HV1 and HV2 are 110 kV high-voltage AC busbars, MV1 and MV2 are 10 kV medium-
voltage AC busbars, T1 and T2 are 110 kV/10 kV transformer, C is the capacitor on DC
side for voltage stabilization, f 1 and f 2 are the faults on the AC valve side, and f 3 and f 4
are the faults on the AC grid side, T3 and T4 are the optional coupled transformer, which
usually uses connection mode of�/Y so as to block the circulation of the zero-sequence
component between the AC and DC systems [21].

T1

Converter 1
T2

HV1 HV2

C C

f3 f4

MV1 MV2

T3 T4f1 f2

Converter 2

Fig. 1. Structure of typical AC/DC hybrid distribution system with SOP

2.1 Analysis of Positive and Negative Sequence Separation Control Method

In order to achieve a faster dynamic response, the converters at the constant power end
and the constant voltage end both introduce a current inner control loop, in which the
PI regulator controls the Id and Iq of the actual current to track the reference current
Idref and Iqref respectively under the d-q synchronous rotating coordinate system. Then,
the reference voltage signals Vα and Vβ are obtained from dq-αβ transverter block.
At last, the drive signals of the switching devices are generated through Space Vector
Modulation (SVM).

When the positive and negative sequence separation control method is considered,
in order to suppress the negative sequence current generated by the converter during
asymmetric AC fault without affecting the overall control effect, the negative sequence
current reference values Idref(2) and Iqref(2) is set to 0, and the positive sequence current
reference values Idref(1) and Iqref(1) are still determined by the output of the PQ or VQ
outer loop controller. Figure 2 shows the double-loop control block diagram considering
voltage feedforward and current coupling.Ud andUq are the AC valve side voltage com-
ponents under the d-q axis, and the subscripts 1 and 2 represent the positive sequence and
negative sequence components of each variable respectively. Ls is the filter inductance,
and the power frequency angular frequency ωn = 314 rad/s.
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Fig. 2. Diagram of positive and negative double control loop

2.2 Analysis of AC Fault on the Constant Power Side

When an AC fault occurs at the constant power end, the d-axis component Ud(1)_1
of the positive sequence voltage and the active power P1 of the converter will drop
instantaneously. In order to ensure that P1 tracks its given value Pref, the active power
outer-loop controller responds quickly, thus leading to an increase in its output Idref(1)_1.
With the control of the current inner-loop controller, the positive sequence current d-
axis component Id(1)_1 will also rise up. Due to the limited overcurrent capability of the
converter, a current limiter is introduced. If Ud(1)_1 drops and the corresponding target
current exceeds the limit range, Idref(1)_1 will remain at the limit value to ensure that the
current will not exceed the maximum allowable value.

In addition, to fully utilize the power transfer capability of SOP, Qref_1 is usually
set to 0. Before the AC fault, the reactive power Q1 of the converter is maintained near
zero under the reactive power controller, and the drop ofUd(1)_1 during the fault will not
cause the change of Q1. Therefore, the control effect of the positive sequence current
q-axis component Iq(1)_1 remains unchanged regardless of whether the AC side the fault
occurs on.

2.3 Analysis of AC Fault on the Constant Voltage Side

When an AC fault occurs at the constant voltage side, the voltage Ud(1)_2 and the active
power P2 also drops instantaneously. Due to the power support of the converter on the
other side, P1 can remain unchanged from that before the fault, so part of the power
reduced by the converter on this side is absorbed by the DC-side capacitor, which causes
the DC-side voltageEdc to fluctuate or even unstable. In order to makeEdc track its given
value E as much as possible, the voltage outer loop controller causes its output Idref(1)_2
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to fluctuate. Also due to the current limiter, no matter how Ud(1)_2 drops, Id(1)_2 is
always maintained within the limiting range. Similar to the reactive power control of the
converter at the constant power side, sinceQref_2 is generally set to 0, the characteristics
of this control loop remain unchanged regardless of whether the AC side the fault occurs
on.

In conclusion, with the positive and negative sequence separation control method
introduced, when an AC side fault occurs, it can be equivalent to a positive sequence
current source, and its current is affected by the positive sequence voltage on the valve
side, and limited by the amplitude.

3 AC Fault Analysis of AC/DC Hybrid System with SOP

Combined with the traditional fault sequence network analysis of AC distribution net-
work given in the literature [22], the equivalent model of SOP and different types of AC
faults in AC/DC hybrid distribution system are theoretically analyzed, including three-
phase short fault, two-phase short fault, two-phase grounding fault and single-phase
grounding fault.

3.1 Characteristic Analysis of Three-Phase Short Fault

ZAC(1) ZDC(1)

Us Rf

If

Icon
Uf

Fig. 3. Positive sequence network of three-phase short fault

Taking the direction from AC side to DC side as the positive direction of the current,
the positive sequence network of a three-phase short fault is shown in Fig. 3. Since the
fault is a symmetrical fault, no other sequence networks need to be involved. Us is the
fault virtual voltage source, Rf is the transition resistance, Icon is the equivalent positive
sequence current source of the converter, and ZAC(1) is the positive sequence impedance
of the AC side, ZDC(1) is the positive sequence impedance of the DC side. It can be seen
from Fig. 3 that when a three-phase short fault occurs, the fault current and voltage can
be expressed as

If = Us+ZAC(1)Icon
ZAC(1) + Rf

Uf = If Rf

(1)

Compared with the same fault in the traditional AC distribution network, the change
of the fault current is closely related to the magnitude of Rf, which means the smaller
the Rf is, the greater the drop of the AC positive sequence voltage, and the greater the
amplitude of Icon, and the larger the coefficient k1 = ZAC(1)/(ZAC(1) + Rf), the more
obvious the fault current change is.
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3.2 Characteristic Analysis of Two-Phase Short Fault

ZAC(1) ZDC(1)

Us
Rf

If1

ZAC(2)

Icon

If2Uf2

Uf1

Fig. 4. Compound sequence network of tow-phase short fault

Figure 4 shows the compound sequence network of two-phase short fault, where ZAC(2)
is the negative sequence impedance of the AC side at the fault point. It can be seen from
the figure that under the condition that the positive and negative sequence impedances
are regarded as equal, the fault sequence current and voltage of two-phase short fault
can be expressed as

If 1 = Uf +ZAC(1)Icon
2ZAC(1) + Rf

If 1 = −If 2
If 0 = 0

Uf 1 = Uf 2 = If 1ZAC(1)

(2)

Similar to Sect. 3.1, compared with the same fault in the traditional AC distribution
network, the change of the fault current is also related to the magnitude of Rf and Icon,
which will not be repeated here.

3.3 Characteristic Analysis of Two-Phase Grounding Fault
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Icon
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Rf /2
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3RgZAC(0)

If2

If0

Uf1
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Uf0

Fig. 5. Compound sequence network of two phase grounding fault
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Figure 5 shows the compound sequence network of two-phase grounding fault, where
ZAC(0) is the zero-sequence impedance of the AC side, ZDC(0) is the zero-sequence
impedance of theDC side, andRf is short transition resistance,Rg is the ground transition
resistance. It can be seen from the figure that under the condition that the positive and
negative sequence impedances are regarded as equal, the fault sequence current and
voltage of two-phase grounding fault can be expressed as

If 1 = Uf +ZAC(1)Icon
ZAC(1) + Rf /2 + (ZAC(1) + Rf /2)//Z�(0)

If 2 = −If 1
Z�(0)

ZAC(1) + Rf /2 + Z�(0)

If 0 = −If 1
ZAC(1) + Rf /2

ZAC(1) + Rf /2 + Z�(0)

Uf 1 = Uf 2 = Uf 0 = If 1
(ZAC(1) + Rf /2)Z�(0)

ZAC(1) + Rf /2 + Z�(0)

(3)

The Zero-sequence equivalent impedance Z�(0) can be expressed as

Z∑
(0) = (3Rg + ZAC(0))//ZDC(0) (4)

Compared with the same fault in the traditional AC distribution network, the change
of the fault current is closely related to the configuration of coupled transformer and the
grounding impedance of the DC side. When the fault is located on the AC grid side,
ZDC(0) can be regarded as infinite and ZAC(0) is zero as the connection mode of the
coupled transformer, which means the fault current distribution is exactly the same as
that of the traditional AC distribution network. While, when the fault point is on the AC
valve side, ZAC(0) is regarded as infinite, and ZDC(0) is closely related to the grounding
method of the neutral point of the DC side. The greater the grounding impedance and
the greater the ZDC(0), the more obvious the fault current change will be.

3.4 Characteristic Analysis of Single-Phase Grounding Fault

ZAC(1) ZDC(1)
Us

3Rf

If1

ZAC(2)

Icon

ZDC(0)ZAC(0)

Uf1

Uf0

Uf2

If2

If0

Fig. 6. Compound sequence network of single-phase grounding fault

Figure 6 shows the compound sequence network of single-phase grounding fault. It can
be seen from the figure that under the condition that the positive and negative sequence
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impedances are regarded as equal, the fault sequence current andvoltage canbe expressed
as

If 1 = Us + ZAC(1)Icon
2ZAC(1) + 3Rf + Z�(0)

If 1 = If 2 = If 0
Uf 1 = Us − ZAC(1)(If 1 + Icon)

Uf 2 = −If 1ZAC(1)

Uf 0 = −If 1Z�(0)

(5)

The Zero-sequence equivalent impedance Z�(0) can be expressed as

Z�(0) = ZAC(0)//ZDC(0) (6)

Similar to Sect. 3.3, compared with the same fault in the traditional AC distribution
network, the change of the fault current is also related to the connection of the coupled
transformer and the grounding method of the DC side, which will not be repeated here.

4 Simulation

In order to verify the rationality of the theoretical AC fault characteristic analysis of
AC/DC hybrid distribution system with SOP above, the PSCAD/EMTDC simulation
software is used to build a system model as shown in Fig. 1. Among them, inverter
1 adopts PQ control, inverter 2 adopts VQ control, and the neutral point of the main
transformer adopts an ungrounded mode. The settings of the simulation parameters are
shown in Table 1.

Table 1. Setting of simulation parameters.

Simulation parameters Settings

AC side rated voltage/kV 10

DC side rated voltage/kV 20

DC side voltage regulator capacitor C/μF 500

AC side inductance/H 0.01

Rated active power of converter at constant
power end/MW

5

Current limit/kA ±1.0

4.1 Simulation of Three-Phase Short Fault

At 0.3 s, a three-phase short fault f 1 occurs on the AC grid side of the constant power
terminal, and the transition resistance Rf is 10 �. The simulation waveforms are shown
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in Fig. 7. It can be seen that Ud(1)_1 drops after the fault occurs, and after the dynamic
response of the control loop is stabilized, the current Id(1)_1 of the converter 1 rises from
the original 0.56 kA to 0.74 kA. P1 and Q1 can be maintained approximately equal to
those before the fault due to the power controller, and Edc is maintained the rated value
by the opposite side converter voltage controller. When the fault occurs in the traditional
AC distribution network under the same conditions, the fault phase current is 1.42 kA,
while the fault phase current in the AC/DC hybrid distribution network with SOP is 1.24
kA, which is 12.7% lower than the former.
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Fig. 7. Simulation waveforms of three-phase short fault in the constant power terminal (Rf = 10
�)

In the scenario before, since the drop of Ud(1)_1 does not make Id(1)_1 reach the
current limit value, the active power output of the inverter 1 remains unchanged. If Rf
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Fig. 8. Simulation waveforms of three-phase short fault in the constant power terminal (Rf = 0.5
�)

is further reduced, Ud(1)_1 will decrease more, and the inverter 1 needs to provide a
larger current to maintain the active power. At this time, the required Id(1)_1 may exceed
the current limit width. To simulate this scenario, Rf is set to 0.5 �, other simulation
conditions remain unchanged, and the simulation waveforms are shown in Fig. 8. It can
be seen that as the falling degree of Ud(1)_1 increases, Id(1)_1 is further raised until it is
limited to 1.0 kA, but it is still less than the actual required amount, so the converter 1
cannot keep P1 the same as before the fault. The simulation also shows that P1 decreases
from 5 MW before the fault to 0.6 MW. Q1 and Edc are not affected by the fault due to
their respective controllers, and are stable at about 0MVar and 20 kV respectively. When
the fault occurs in the traditional AC distribution network under the same conditions,
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the fault phase current is 5.30 kA, while the fault phase current in the AC/DC hybrid
distribution network with SOP is 4.73 kA, which is 10.8% lower than the former.
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Fig. 9. Simulation waveforms of three-phase short fault in the constant voltage terminal

Then, the location of the fault is changed to f 2, which is on the AC grid side of
the constant voltage terminal, and other simulation conditions are consistent with those
in Fig. 8. The simulation waveforms are shown in Fig. 9, from which it can be seen
that Ud(1)_2 drops after the fault occurs, and the current Id(1)_2 of the converter 2 drops
from the original −0.38 kA until it is limited to −1.0 kA, but it is still larger than the
actual value required amount. Therefore, the ability to accept the active power P2 of
the converter 2 decreases, and the residual active power on the DC side increases, thus
resulting in the continuous rise ofEdc and the imbalance of the DC control loop. Besides,
the control ofQ2 is not affected by the fault and is maintained at about 0MVar. Under this
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simulation condition, the fault phase current is 7.78 kA, which is 5.9% higher than the
fault current 7.32 kA under the same conditions in the traditional distribution network.
To be clarified, the active power flow direction is that the constant power terminal flows
to the constant voltage terminal, and the equivalent positive sequence current sources of
the constant power terminal and the constant voltage terminal are in opposite directions,
which leads to an increasing trend of the fault current in this simulation, while the fault
current shows a weakening trend in Fig. 7, 8.

If the three-phase short fault is f 3 or f 4, which is located on the AC valve side, the
impact of the positive sequence current source on the fault characteristics of the system
is similar to that of the fault point located on the AC grid side, and will not be repeated
here.

4.2 Simulation of Two-Phase Short Fault

At 0.3 s, a two-phase short fault f 1 occurs on the AC grid side of the constant power
terminal, and the transition resistance Rf is 2 �. The waveforms of the simulation are
shown in Fig. 10. After the fault occurs, the negative sequence voltage appears on the
AC valve side. While due to the control strategy adopted by the converter, the negative
sequence component of the current is well suppressed. Similar to Fig. 7, the drop of
Ud(1)_1 after the fault causes Id(1)_1 to rise from 0.56 kA to 0.77 kA, and the amplitude is
smaller than the current limit value, so the converter 1 can maintain the same as before
the fault.Q1 and Edc ismaintained due to their respective controllers, and as the influence
of the negative sequence current suppression, the double frequency fluctuation of Edc is
significantly weakened. If Rf is further reduced, so that Id(1)_1 reaches the current limit
value, similar to Fig. 8, the converter’s ability to transmit active power will decrease,
while other control objects remain unaffected by the fault. The waveform is not drawn
out.

When the fault f 2 is at the constant voltage end, and the decrease ofUd(1)_2 is small,
Id(1)_2 is still within the limit, and all control objects can be kept stable. When Ud(1)_2
has a relatively large decrease, as Id(1)_2 reaches to the limit value, the active power
exchange capacity of the converter decreases, and the remaining active power on the DC
side makes Edc rise continuously until it becomes unstable, and Q2 is maintained by its
controller. The specific waveform is no longer drawn.

If the two-phase short fault is f 3 or f 4, which is located on the AC valve side, the
impact of the positive sequence current source equivalent on the fault characteristics of
the system is similar to that of the fault located on the AC grid side, and will not be
repeated here.

If the fault type is two-phase short grounding fault, the influence of the equivalent
positive sequence current source of SOP on the positive sequence and negative sequence
fault characteristics of the system is similar to that of two-phase short fault, so it will
not be repeated here.

From the analysis in Sect. 4.1 and 4.2, it can be seen that after the SOP is introduced,
the distribution network becomes dual-power supply system, which also changes the
fault current distribution. Therefore, the existing three-stage overcurrent protection will
lose its selectivity, which may lead to mal-operation or refused operation of protection
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Fig. 10. Simulation waveforms of two -phase short fault in the constant power terminal

relay downstream of the fault. At the same time, if the SOP is not disconnected from the
grid in time, it may cause islanding effect and non-synchronized closing shock.

For the directional elements in directional overcurrent protection and longitudinal
directional protection, due to the negative sequence current suppression and low voltage
ride-through control strategy of the SOP, the fault current characteristics during faults
are quite different from that of the synchronous machine. As a result, the traditional
90° wiring directional component and positive-sequence voltage polarized directional
component cannot calculate the fault current direction correctly.

For differential protection, due to the fault current provided by the constant power
stage and constant voltage terminal during the fault, the SOP can be treated as the weak-
infeed side, and by adding measures such as “low-voltage differential current start-up
component”, it can prevent the starting element on the side of the SOP from not starting.
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4.3 Simulation of Single-Phase Grounding Fault

Figure 11 shows the simulation waveforms of the single-phase grounding fault f 3 and f 4
on the AC grid side at the constant power terminal at 0.3 s, and the transition resistance is
0.1�. After the fault occurs, the voltage of the faulty phase decreases to approximately 0,
and the voltage of the non-faulty phase rises to about twice the original value. The positive
and negative sequence voltages remain unchanged. Therefore, the output characteristics
of the converter are basically stable, thus the equivalent positive sequence current source
Icon is equal to that before the fault and the power and voltage loops have no dynamic
adjustment process. Due to the grounding method of the AC grid side of the main
transformer and the coupling transformer, theZ�(0) mainly depends on the zero-sequence
distributed capacitive reactance to the ground, and itsmagnitude ismuch larger than other
sequence impedances. Therefore, the fault current change caused by Icon is extremely
small. Compared with the same fault in the traditional AC grid, the fault characteristics
have not changed substantially. The same is true when the fault point is at the constant
voltage side. The positive and negative sequence voltages on the AC side of the converter
at the constant voltage side are basically equal to those before the fault, and the SOP has
no dynamic adjustment process.
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Fig. 11. Simulation waveform of single-phase grounding fault on AC grid side of constant power
terminal

Figure 12 shows the simulation waveforms of the single-phase grounding fault f 1
on the AC valve side at the constant power terminal at 0.3 s under the condition that
the midpoint of the DC side capacitor is directly grounded, and the transition resistance
is 0.1 �. After the fault occurred, in addition to the drop of the positive sequence
voltage on the valve side of the converter, a negative sequence voltage also appeared.
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The positive sequence current of the converter increased from 0.56 kA to 0.69 kA, the
negative sequence current was effectively suppressed, and the fault current is 2.95 kA.
The fundamental frequency vibration occurs in the positive and negative voltages of the
DC side, but the voltage between the electrodes is basically unaffected. Reference [12]
conducted a detailed theoretical analysis of this DC characteristic phenomenon.

A
ct
iv
e
po
w
er
/M

W
Re

ac
tiv

ep
ow

er
/

M
V
ar

8
6
4
2

10
5
0

dq
co
m
po
ne
nt
of

po
sit
iv
e
se
qu
en
ce

vo
lta
ge
/k
V

P1

Q1
0
-2

-5

Ud(1)_1

Uq(1)_1

dq
co
m
po
ne
nt
of

ne
ga
tiv

e
se
qu
en
ce

vo
lta
ge
/k
V

Ud(2)_1

dq
co
m
po
ne
nt
of

po
sit
iv
e
se
qu
en
ce

cu
rre

nt
/k
A Id(1)_1

Iq(1)_1

dq
co
m
po
ne
nt
of

ne
ga
tiv

e
se
qu
en
ce

cu
rre

nt
/k
A

Id(2)_1 Iq(2)_1

1.5

0
-0.5

Fa
ul
tc
ur
re
nt
i f_

A
/

k A

10

0
5

-5
-10

if_A

15

Time/s
0.20 0.30 0.35 0.40 0.45 0.50 0.600.25

10
5
0
-5

15

0

-1.5

1.5

1.0
0.5

1.0
0.5

-0.5
-1.0

0.55

Uq(2)_1

Po
sit
iv
e
vo
lt a
ge

E D
C _

p.
N
eg
at
iv
e

c u
rre

nt
E D

C_
n/k

V 1510

0
5

-15

-5
-10

Edc_p Edc_n

Fig. 12. Simulationwaveform of grounding short-circuit fault onAC valve side of constant power
side

When a single-phase grounding fault occurs on the AC valve side, ZDC(0) is closely
related to the grounding method of the DC side. The midpoint grounding resistance of
the DC capacitor is 100 �, and other conditions remain unchanged from the previous
simulation example. The simulation results show that the fault characteristics of other
quantities are similar to those in Fig. 12, except that the fundamental frequency vibration
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amplitude of the DC positive and negative voltages is close to zero. The fault current
is 2.79 kA. Compared with Fig. 12, the change of fault current is slightly reduced but
not obvious, which is mainly because that the neutral point is directly grounded on the
valve side of the connected transformer, so ZAC(0) < < ZDC(0), that is, Z�(0) ≈ ZAC(0),
resulting in ZDC(0) has little effect on the fault current.

From the analysis in this section, it can be seen that for the directional element
in the directional zero-sequence overcurrent protection, when the DC side of SOP is
not grounded, the zero-sequence equivalent impedance of the SOP is infinite, thus the
zero-sequence directional element is not affected in most cases.

5 Conclusion

(1) When the drop of positive sequence voltage on the valve side is small during fault,
the positive sequence current of the converter will be within the limiting value,
and the output power and DC voltage of the SOP remain controllable. When the
positive sequence current reaches the limit and the fault is located at the constant
power end, the active power output of the converterwill decrease, and theDCvoltage
will remain stable. If the fault point is located at the constant voltage end, the active
power of the local converter will be reduced, and the active power remaining may
cause the DC voltage to be unstable. Under the condition that the negative sequence
component is effectively suppressed, the SOP in the fault negative sequence network
is equivalent to an open circuit state, and the double-frequency fluctuation of the
DC voltage can be well suppressed.

(2) When a short fault occurs, the equivalent positive sequence current source of the
SOP can enhance or weaken the fault current, which depends on the power flow
direction and the transition resistance.

(3) When a grounding fault occurs and the fault is on the AC grid side, the zero-
sequence impedance of the DC side tends to be infinite, and the equivalent current
of the converter need to be added to the positive sequence network. When the fault
is on the AC valve side, the zero-sequence impedance of the DC side is closely
related to the grounding method of the midpoint of the DC capacitor. What’s more,
the fundamental frequency vibration voltage amplitude of each pole is inversely
proportional to the grounding impedance of the midpoint, and the voltage between
poles remains relatively stable.

Based on the research results of this paper, we’will continue to analyze the fault char-
acteristics of other fault types, such as single-phase disconnection fault, disconnection
with grounding fault, DC fault, etc.
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Abstract. It is of great significance to explore the low-carbon operation and
efficient energy utilization of integrated energy systems under the goal of dual-
carbon. In order to solve the abandoned wind problem caused by the “ thermal
determining electricity” mode of combined heat and power units. Firstly, in the
aspect of lowcarbon technology, the strong exothermic characteristics of the power
to gas methanation process are explored and a residual thermal recovery model
of power to gas is established. Secondly, based on the user’s perceived inertia
of thermal comfort and the delay of thermal network transmission, the thermal
load demand response model of load side is established. In addition, an optimal
operation model of the integrated energy system considering the thermal recovery
characteristics of power to gas and thermal demand response is established. Finally,
comparing the simulation results for three operationmodes, the effectiveness of the
proposed model with the minimized system operation cost, is verified to improve
wind power consumption and to promote low-carbon economic operation of the
total system.

Keywords: Thermal recovery · Carbon trading · Thermal demand response ·
Integrated energy systems · Low carbon operation

1 Introduction

The massive combustion of traditional fossil energy sources has caused serious envi-
ronmental pollution problems, while the large-scale grid connection of wind power
has brought huge challenge of wind abandonment. Integrated energy systems (IES) take
advantage of the complementarity of different resources to achieve efficient use of energy
and synergistic optimization, and then increase the utilization of energy [1]. Demand
response (DR) can guide customers to adjust their energy consumption according to price
changes or incentives to reduce the load demand during peak periods [2–4]. Therefore,
it is important to deeply explore the dispatchable potential of thermal loads to improve
the low carbon economic operation of the system.

Combined heat and power (CHP) units are the core component units of IES and
often operatewith thermoelectric coupling during the thermal season, resulting in limited
regulation capacity ofCHPunits. It limitswind power resource consumption and adds the
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pressure of system carbon emissions at the same time [5–7]. The human body perceives
temperature changes with a certain lagging and ambiguity, and the thermal load can
be regarded as a flexible load to further decouple the thermometric constraint [8]. In
the literature [9], a thermal demand response model was developed considering the
thermal inertia and transmission delay of thermal loads, and the simulation showed
that this method can alleviate thermo-electric conflict in CHP systems and promote the
consumption ofwind power. The technology of power to gas (P2G) can be used to convert
the surplus wind power at night into natural gas, thus enhancing the utilization of wind
power [10]. And it has been studied in domestic and overseas, which mainly focused
on the role of peak-shaving and consumption of wind power [11–13]. The literature
[14] divided the P2G technology into two categories: electric to hydrogen and electric to
methane, and finelymodeled the two stages on the basis of the operational characteristics
of P2G. The literature [15] aggregated CHP units, wind power, P2G, and carbon capture
as a virtual power plant, and the simulation showed that its carbon recycling approach
effectively dissipated abandoned wind and improves carbon utilization. The literature
[16] analyzed the co-operating characteristics of carbon capture units and P2G, and
constructed anoptimizedoperationmodel of electricity-gas IES in a low-carbon scenario.
The above studies focused on the role of P2G in low-carbon operation alone, and few
papers have investigated the thermal recovery characteristics of P2G. However, a large
amount of thermal is released during the P2G methanation reaction, and considering
the thermal recovery characteristics of power-to-gas conversion provides a new method
for “thermal-electro coupling”. It is important to make research on how to utilize P2G
residual thermal recovery and thermal demand response for decoupling CHP units to
improve energy utilization efficiency.

In summary, based on the existing research, the paper establishes a low carbon eco-
nomic operation model considering the thermal recovery characteristics of P2G and the
thermal load demand response. Firstly, the paper describes the thermal recovery mech-
anism of P2G elaborately. Secondly, the thermal demand response model is introduced
to further explore the low carbon potential of the load side of the system. Finally, the
simulation results verify that the proposed model can effectively consume more wind
power and reduce carbon emissions, with the lowest total system operation cost.

2 The Structural Framework of IES and the Main Units Modeling

The structure of the IES studied in this paper is shown below. The wind power units, the
carbon capture unit, the CHP unit and the electric storage unit share the electric load,
the carbon capture unit, the CHP unit and the thermal storage unit share the thermal
load, and the P2G can convert the electricity into natural gas to supply the gas turbine,
while recovering the thermal energy generated by the reaction for thermal energy supply
(Fig. 1).

(1) The mathematical model of carbon capture unit

A part of the CO2 produced during the operation of thermal power units in IES is
captured by the carbon capture system and used to provide carbonmaterials for P2G, and
the remaining part is released to the atmosphere. There is energy consumption during the
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Fig. 1. Structure framework diagram of IES.

capture process of carbon capture system, and the total energy consumption of carbon
capture Pcap

CCS,t is composed of two parts: operational energy consumption Po
CCS,t and

fixed energy consumption Pb
CCS,t . Therefore, the net output power of carbon capture

is the difference between the output power of thermal power unit and the total energy
consumption of capture.

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

Pnet
CCS,t = PG,t − Pcap

CCS,t

Pcap
CCS,t = Pb

CCS,t + Po
CCS,t

Po
CCS,t = λGEQ

CO2
CCS,t

QCO2
CCS,t = eccsηccs

T∑

t=1
PG,t

(1)

where, λGE is the energy consumption per unit of CO2 captured, Q
CO2
CCS,t is the amount

of CO2 captured in the time period, eccs is the carbon emission intensity of the carbon
capture system, ηccs is the carbon capture rate of the carbon capture system in the time
period,and PG,t is the active output of the conventional thermal power unit in the time
period t.

(2) CHP unit

The mathematical model expression for the CHP unit is shown below [17]:
⎧
⎪⎨

⎪⎩

PCHP,t = PCHP,e,t + PCHP,h,t

PCHP,e,t = VCHP,tHgηCHP,e

PCHP,h,t = VCHP,tHgηCHP,h

(2)
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where, PCHP,t,PCHP,e,t,PCHP,h,t are the total output of CHP, the electric output and the
thermal output respectively, and ηCHP,e, ηCHP,h are the electric and thermal conversion
efficiency of CHP, respectively. The thermal value of natural gas is 9.98 KWh/m3.

(3) Energy storage unit

IES energy storage devices include electric energy storage and thermal storage tanks.
Electric energy storage can be used to reduce peaks and fill valleys and promote wind
power consumption by “low storage and high discharge”, and the thermal storage tank
can be used to relieve the contradiction between thermal energy and power supply and
demand by shifting the thermal load period. The mathematical model is expressed as
follows [9].

{
EES,t = (1 − μES)EES,t−1 + (

PESC,tηESC − PESD,t/ηESD
)
�t

HHS,t = (1 − μHS)HHS,t−1 + (
HTSC,tηTSC − HTSD,t/ηTSD

)
�t

(3)

where, EES,t , μES, PESC,t , PESD,t , ηESC and ηESD are the capacity, rate of loss, charging
power, discharging power, charging efficiency and discharging efficiency of the electric
energy storage respectively in the time period t, HHS,t , μHS, HTSC,t , HTSD,t ηTSC and
ηTSD are the capacity, rate of loss, thermal storage power, thermal discharge power,
thermal storage efficiency and thermal discharge efficiency of the thermal storage tank
respectively in the time period t.

3 Model for P2G Thermal Recovery and Thermal Demand
Response

3.1 Analysis of P2G Thermal Recovery

TheP2Goperation processmainly consists of two stages: electrolysis ofwater to produce
hydrogen and methanation, which is the use of surplus renewable energy to produce H2
and O2 by electrolysis, and methanation, which is the process of using the H2 generated
in the first stage to react with CO2 to produce methane [18]. The process of methanation
in P2G will release a lot of thermal energy, which can theoretically be recycled and
injected into the thermal network to further improve energy utilization efficiency. The
chemical equation is shown as follows:

⎧
⎨

⎩

2H2O → 2H2 + O2
4H2 + CO2 → CH4 + 2H2O, �H = − 165.01 kJ/mol (4)

The above equation indicates that 165 kJ of thermal energy is released for each
mole of methane generated, and the mathematical formula considering the P2G thermal
characteristics per unit time can be expressed as follows:

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

vCH4 = ρH2

(
PP2G/vH2

) · (
QCH4/ρCH4

)
MCH4

4MH2 × 1000 × 3600

HP2G,CH4=
ρH2

(
PP2G/vH2

)

4MH2

�H

3600
η
CH4/heat
P2G

(5)
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where, vCH4 ,HP2G,CH4 are the yield of methane and the thermal release of methanation
process respectively, and PP2G is the power output of P2G. All of their units are MWh.
QCH4 is the thermal value of CH4. ρH2 , ρCH4 are the density of H2 and CH4 respectively,
MH2 ,MCH4 are the molar mass of H2 and CH4 respectively, vH2 is the rate of hydrogen
production by electrolysis, ηCH4/heat

P2G is the ratio of thermal release of P2G methanation
process to thermal supply, which is taken as 0.8. The energy supply model considering
the reaction thermal of P2G is shown as follows:

{
PP2G,g,t = PP2G,t · ηP2G,e

PP2G,h,t = PP2G,t · ηP2G,h
(6)

where, PP2G,g,t , PP2G,h,t , PP2G,t are the gas power, thermal power and electrical power
output of P2G respectively in the time period t. ηP2G,e, ηP2G,h are the operating efficiency
and thermal recovery efficiency of P2G respectively.

3.2 Thermal Demand Response Model

The thermal load has a certain degree of adjustability, and when the indoor temperature
is maintained within a small error interval, the user does not perceive the tempera-
ture change significantly. In this paper, the mathematical relationship between indoor
temperature variation and thermal power and ambient temperature is described using a
one-order thermal model of the building as follows:

{
Tin,t+1 = Tin,te−�t/τ + (

RQload
t + Tout,t

)(
1 − e−�t/τ

)

τ=RCair
(7)

where, Tin,t,Tout,t are the indoor temperature and outdoor temperature in time period
t. R is the equivalent resistance, Cair is the specific thermal capacity of the indoor
temperature, Qload

t is the thermal power delivered to the building by the thermal source
in time period t, and �t is the dispatch time of the unit.

Due to the ambiguity of the user’s perception of temperature, the following
constraints exist for the indoor temperature range:

Tmin ≤ Tin,t ≤ Tmax (8)

where, Tmin,Tmax are the minimum and maximum indoor comfort temperature respec-
tively.

4 Low Carbon Economic Operation Modeling of Integrated
Energy Systems

The carbon trading mechanism refers to the mechanism of trading carbon allowances
in the carbon trading market to restrain the carbon emissions of enterprises. Enterprises
make their production arrangements according to the distributed carbon quotas, and if
the actual carbon emissions are more than the distributed carbon quotas, they will need
to purchase the carbon quotas from the carbon trading market. On the contrary, they can
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sell the remaining carbon quotas to make profits [19]. At present, carbon quotas in the
electrical industry are mainly allocated without compensation, and this paper adopts the
baseline method for quota distribution.

EIES,p = EG,p + ECHP,p =
T∑

t=1

[(
δe(1 − ηCCS)PG,t

) + δhPCHP
]

(9)

where,EG,p,ECHP,p are the carbon emission of carbon capture unit and CHP unit respec-
tively, and δh, δCHP,h are the carbon emission factor of thermal power unit and CHP unit
respectively. It is taken as 1.08 t/MWh and 0.392 t/MWh respectively [20].

EIES,a = EG,a + ECHP,a =
T∑

t=1

[
βe(PG,t + PCHP)

]
(10)

where, EG,a, ECHP,a is the carbon emission allowance of carbon capture unit and CHP
unit respectively, and βe is the carbon emission allowance of unit power output, which
is 0.728 t/MWh.

4.1 Objective Functions

This paper establishes a low carbon economy model with the objective of minimizing
the total operating cost of IES. The objective function mainly includes the operating cost
of each unit, the cost of carbon trading, the cost of operation for P2G, the cost of carbon
sequestration and the cost of abandoned wind. It is shown as follows:

minF = fG + fP2G + fCHP + fCO2 + fqf + ffc (11)

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

fG =
24∑

t=1

(
a1P2

G,t + b1PG,t + c1
)

fCHP = kCH4

(
T∑

t=1
1000PCHP,e,t/Hgas − VCH4

)

fP2G = kP2G
T∑

t=1
PP2G,t

fqf =kqf
T∑

t=1

(
Pw,t − Pws,t

)

ffc = kCO2(Q
CO2
CCS,t − QCO2

P2G,t)

fCO2 = kCO2(EIES,p − EIES,a)

(12)

where, F is the operating cost of IES, fG, fCHP are the operating cost of conventional
unit and CHP unit respectively, fP2G is the operating cost of P2G, fqf is the cost of wind
abandonment, ffc is the cost of carbon sequestration, fCO2 is the cost of carbon trading.
a1, b1, c1 are the fuel cost coefficient of conventional units, kCH4 is the unit price of
natural gas, kP2G is the operating cost coefficient of P2G, kqf is the cost coefficient of
wind abandonment per MW, kCO2 is the cost of CO2 sequestration per ton, Pw,t is the
wind power output forecast, and Pws,t is the actual wind power output.
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4.2 Constraints

(1) Constraint of power balance

PP2G,h,t + HCHP,t + HTSD,t − HTSC,t = ρHL,t (13)

Pnet
CCS,t + Pws,t + PCHP,e,t + PESD,t = PL,t + PP2G,t + PESC,t (14)

where, PL,t,HL,t are electrical load and thermal load in time period t. ρ is the thermal
load regulation factor.

(2) Constraints of conventional unit
{
PG,min ≤ PG,t ≤ PG,max

RG,down ≤ ∣
∣PG,t − PG,t−1

∣
∣ ≤ RG,up

(15)

where, PG,min,PG,max are the minimum and maximum output of conventional unit,
and RG,up,RG,down are the upward and downward climbing output of conventional unit
respectively.

(3) Constraints of CHP unit

{
RCHP,down ≤ PCHP,e,t − PCHP,e,t−1 ≤ RCHP,up

max
(
χ1HCHP,t + χ2,PCHP,e,min − γHCHP,t

) ≤ PCHP,e,t ≤ PCHP,e,max − γHCHP,t

(16)

where, RCHP,up,RCHP,down are the upward and downward climbing output of the CHP
unit respectively, and χ1, χ2 are the elasticity coefficients of the electricity and thermal
respectively.

(4) Constraint of wind power output

0 ≤ Pws,t ≤ Pw,t (17)

(5) Constraint of P2G

0 ≤ PP2G,t ≤ PP2G,max (18)

where, PP2G,max is the maximum value of output of the P2G.

(6) Constraints of carbon capture equipment
⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

0 ≤ Po
CCS,t ≤ Po

CCS,max
Po
CCS,max = λGEeccsPG,t∣

∣
∣P

cap
CCS,t+1 − Pcap

CCS,t

∣
∣
∣ ≤ �Pcap

CCS

0 ≤ QCO2
P2G ≤ QCO2

CCS,t

(19)
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where, Po
CCS,max is the maximum output value of carbon capture equipment operating

energy consumption, and�Pcap
CCS is the climbing constraint of carbon capture equipment

capture energy consumption.

(7) Constraint of electrical energy storage
⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

EES,min ≤ EES,t ≤ EES,max

0 ≤ PESC,t ≤ τESC,tPESC,max

0 ≤ PESD,t ≤ τESD,tPESD,max

0 ≤ τESC,t + τESD,t ≤ 1
EES,0 = EES,24

(20)

where, EES,min,EES,max are the maximum and minimum values of the capacity of the
electric energy storage respectively. τESC,t, τESD,t are binary variables that represent the
charge and discharge of the electric energy storage at time t, with charge being 1 and
discharge being 0. EES,0,EES,24 are the initial and final values of the electric energy
storage during the day respectively. The thermal storage constraint is similar to the
electrical energy storage constraint which will not be repeated here.

5 Analysis of Case

5.1 Setting of Simulation Parameters

In this paper, the solution is based on MATLAB by calling CPLEX in the YALMIP
environment. To verify the feasibility of the method proposed in this paper, an integrated
energy system in a region is used as an arithmetic scenario for analysis. The parameters
related to each unit of the system are referred to the literature [15] and literature [17].
The carbon trading price is set as 50 yuan/t. The abandoned wind cost factor is set as
300 yuan/MW, and the cost of operation of P2G is set as 130 yuan/MW. The predicted
output curves of wind power and loads are shown in Fig. 2.

5.2 Setting of Simulation Modes

In order to analyze the effectiveness of considering the thermal recovery characteristics
of P2G and the thermal demand response on the optimized operation of IES, three
different operation modes are established for comparative analysis.

Mode 1:Without considering the thermal recovery characteristics of P2G and the thermal
demand response.
Mode 2:Considering the thermal recovery characteristics of P2Gbutwithout considering
the thermal demand response.
Mode3:Considering the thermal recovery characteristics of P2Gand the thermal demand
response.
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Fig. 2. A figure of electricity, thermal load and wind power forecast output.

5.3 Analysis of Simulation Results

(1) Analysis of thermal power and consumption of wind power under three operation
modes

Figures 3 and 4 show the thermal power curve and the electrical power curve under
mode 2 respectively. And Figs. 5 and 6 show the CHP thermal output curve and wind
power consumption curve under the three operation modes respectively. From Figs. 3,
4, 5 and 6, it is shown that the thermal output of the CHP unit and the wind power
dissipation of the system are the lowest under mode 3. Under mode 1, the thermal
storage unit and CHP take on the task of thermal energy supply. However, the thermal
load is high at the time of 0–7, and the adjustment capacity of the thermal storage device
is limited, so the electric output of CHP units is at a high level to meet the demand for
thermal energy supply, which seriously squeezes space for wind power connection and
causes a large amount of wind abandonment. Mode 2 considers the thermal recovery
from P2G, which reduces the wind abandonment rate about 7.76% compared to mode
1. This is because the P2G is in a fully-generated state at the time of wind abandonment.
And the surplus wind power is consumed while the residual thermal recovery is used to
cooperate with the thermal supply, which decouples the “ thermal to electric” constraint
of CHP. As a result, the wind power network can be increased. Compared to mode 2,
mode 3 is reduced by 2.18% in wind abandonment rate, because considering thermal
demand response can reduce the thermal demand during the high output period of wind
power, and the thermal output of CHP is reduced, which further improves the capacity
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of wind power consumption. It effectively proves that considering P2G residual thermal
recovery and thermal demand response can effectively improve the problem of wind
abandonment.
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Fig. 3. Thermal power curve under mode 2

(2) Comparison of optimization results under 3 operation modes

Analysis of Table 1 and Figs. 4, 5 and 6 shows that the total operating cost of mode
2 is lower than that of mode 1 by 183,500 RMB, the abandoned wind power reduces
by 349.58 MWh, and the carbon emission reduces by 502.97 t. Because of considering
the exothermic characteristics of P2G under mode 2, which can undertake part of the
thermal task of CHP unit. The electric output of CHP during night time is reduced
accordingly, which increases the utilization rate of wind power. At the same time, the
carbon emissions of conventional units are reduced. The operating cost of mode 3 is the
smallest among the three operatingmodes, and the amount of abandonedwind is reduced
about 98.02 MWh compared with mode 2. This is because after considering the thermal
demand response, the thermal load is reduced during 23–6 pm, and the CHP thermal
output is reduced by 6%, which could further promote the consumption of wind power.
Mode 1 benefits the most from the carbon trading market, because the CHP emission
factor is smaller than the carbon allowance and the CHP output of mode 1 is the largest,
but it will lead to heavy wind abandonment cost. The simulation results show that mode



102 X. Zhang et al.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

Time/h

-200

-100

0

100

200

300

400

500

600

700
Po

w
er
/M

W
Conventional unit
CHP unit
Electrical energy storage discharge
Wind power
Consumption of energy for carbon capture
P2G
Electrical energy storage charge
Electrical load

Fig. 4. Electrical power curve under mode 2

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
Time/h

120

140

160

180

200

220

240

260

280

300

Po
w
er
/(M

W
)

Mode 1
Mode 2
Mode 3

Fig. 5. Thermal power curve under mode 2



Low Carbon Economic Operation of Integrated Energy Systems 103

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
Time/h

0

50

100

150

200

250

Po
w
er
/M

W
Mode 1
Mode 2
Mode 3
Pw

Fig. 6. Thermal power curve under mode 2

Table 1. Comparison of IES optimized operation results under 3 operation modes.

Operation
modes

Total operating cost
(million yuan)

Carbon trading cost
(million yuan)

Winds
abandonment
(MWh)

Carbon emissions
(t)

Mode 1 179.73 −17.10 849.17 5785.40

Mode 2 161.38 −16.56 499.59 5282.43

Mode 3 155.23 −16.11 401.57 5255.19

3 has the smallest amount of wind abandonment and carbon emission, which verifies that
considering the thermal recovery characteristics of P2G and thermal demand response
can promote the wind power consumption and reduce the carbon emission of the system.

6 Conclusion

In this paper, in order to address the wind abandonment problem caused by CHP thermo-
electric coupling, an optimal operation model of IES considering the thermal recovery
characteristics of P2G and thermal demand response is proposed, and consider the cost
of operation of each unit, the cost of carbon trading, the cost of P2G operation and
the cost of wind abandonment as the objective function. The following conclusions are
obtained from the simulation results:
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P2G can be utilized to convert the surplus wind power to natural gas at night, and
make full use of the thermal energy released by methanation which can reduce the
thermal energy output of CHP units, improve the flexibility of CHP unit regulation, and
provide more space for wind power to connect to the electricity grid. Taking into account
the thermal demand response on the load side, which can further explore the emission
reduction potential on the user side, and consider the ambiguity of the user’s perception
of temperature, which can reduce the thermal output of the system to some extent.
Considering the thermal recovery of P2G and thermal demand response at the same
time can effectively reduce the carbon emission of the system, promote the consumption
of wind power, and achieve low carbon economic operation of IES.
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Abstract. The integrated electricity and gas systems (IEGS) has become the focus
of research in recent years because of its high energy efficiency. To achieve a
compromise between the economic and environmental benefits, a multi-objective
optimization planning method for IEGS is proposed in this paper to minimize the
life cycle cost and total carbon dioxide (CO2) emissions. Different from power
system, the gas flow at the two terminals of a gas pipeline is usually different
because of its slow dynamics. The dynamic model of gas system that can describe
the line-pack storage of gas is built in form of differential equations based on
the law of fluid mechanics. The differential equations are then discretized with
the Wendroff scheme to reduce the computational complexity. The discretized
dynamicmodel is considered in themulti-objective planningmethod as constraints
to achieve better economic and environmental benefits by making full use of the
line-pack storage gas. To obtain a compromise solution of the two objectives, the
multi-objective optimization problem is transmitted into a single-objective one
to maximize the comprehensive satisfaction with the fuzzy function. Simulation
results demonstrates the effectiveness of the proposed planning method.

Keywords: Integrated electricity and gas systems · Dynamics of gas system ·
Multi-objective planning

1 Introduction

The survival and development of human beings are inseparable from energy, and the
sustainable development of human society requires the sustainable supply of energy. As
the energy crisis and environmental pollution problem arises in recent years because of
the abuse of traditional fossil energy, people seek to solve these problemswith the renew-
able energy generation. The intermittent characteristics of renewable sources, however,
limits their widely equipment in modern power systems. To improve the penetration
of renewable energy sources and improve the energy efficiency, the integrated energy
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system (IES) is proposed to balance the requirement and generation of power via energy
conversion [1, 2]. The IES breaks the separate planning and independent operation of
each energy system to coordinate and optimize them in the planning, construction and
operation stages [3].

There are complex coupling relationships among various energy systems in IES.
Reasonable and precise modeling of each energy system and accurate characterization
of the coupling relationship in IES are the basis and key of planning. Literature [4]
introduces the concept of energy hub and constructs a nonlinear model of integrated
energy system including energy center and power-to-gas devices. Literature [5] adopts
the steady-state model of gas system and performs piecewise linearization for it to
construct a planning model for the collaborative expansion of power-to-gas equipment
with the goal of minimizing the total investment and operating costs. However, most of
the existing researches of planning method for IEGS are based on the steady-state model
of gas system, ignoring the dynamic process and line-pack storage of it. Theoretically, the
fully consideration of the line-pack storage gas in the planning stage of IEGSwill achieve
better economic benefits. To address this issue, the dynamic model of gas system is built
in this paper to precisely describe the gas flow in pipes, and an optimization problem
is further formed based on the dynamic model to account for the influence of line-pack
storage of gas.

As the global warming is drawing more and more attention in these years, the renew-
able energy generation is seen as one of the main ways to achieve low-carbon devel-
opment. However, the intermittent of renewable energy generation limits its widely
deployment in power systems. The IEGS can play an important role in absorbing the
excess renewable energy generation by transforming it into gas via the power to gas
(P2G) units. The P2G process generates hydrogen firstly with the electrolyzed water
reaction. The hydrogen is then transmitted into methane together with CO2 and injected
into the gas system. When the generated methane is consumed, no extra CO2 is emitted
considering the absorbed CO2 in the P2G process. In this situation, the equipment of
P2G units can achieve better environmental protection property.

There are some researches have both considered the economic benefits and environ-
mental protection property of IES in the planning stage. Based on the multi-objective
mixed integer linear programming method, an expansion planning model of integrated
electricity and gas systems with high penetration rate of renewable energy is proposed,
which reduces the emissions of greenhouse gases [6]. Literature [7] takes the lowest life
cycle cost and the lowest annual CO2 emissions as the optimization objectives, and con-
ducts a multi-objective optimal configuration study on the capacity of the key equipment
in the micro-energy grid. A multi-objective optimal dispatching model for an integrated
electricity and gas systemswith P2G is proposed, which considers the three objectives of
the lowest system operating cost, the lowest environmental pollution cost and the lowest
wind curtailment cost [8]. To achieve better environmental protection property by trans-
mitting the excess wind generation to gas with the P2G units, while keep the economic
benefits at the same time, a multi-objective planning method for IEGS is proposed in
this paper to decide the location and capacity of CHP and P2G units.

In themulti-objective optimizationproblem, each sub-objectivemaybe contradictory
to each other, and a game relationship is formed between the performance of different
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objectives. It is impossible to make multiple sub-objectives achieve the optimum at the
same time, and only coordination and compromise can be made among them, so that
the performance of each sub-objective is as optimal as possible. At present, the com-
monly used multi-objective optimization methods include weighted summation method,
ε-constraint method, multi-objective intelligent optimization algorithm and so on [9].
Among them, the weighted summation method and the ε-constraint method convert
the multi-objective optimization problem into a single-objective optimization problem,
and then solve it with the help of mathematical programming tools. However, when the
dimensions of different optimization objectives are different, simply using coefficients
for weighting has a certain degree of subjectivity, which will result in inaccurate results.
Therefore, the fuzzy membership function is used in this paper to fuzzify and normalize
each single objective. Themembership degree of each objective is weighted and summed
to construct a comprehensive satisfaction objective function, so that the multi-objective
problem can be transformed into a single-objective problem for solving.

The main contributions of this paper are threefold:

1) The dynamic model of gas system is built based on the laws of fluid mechanics to
precisely describe the gas flow in pipes, with which the line-pack storage of gas is
counted.

2) A multi-objective optimization planning model for IEGS is built to achieve the
balance between the economic benefits and environmental protection property. The
optimization model is subjected to the built dynamic model of gas system to account
for the line-pack storage gas to achieve better economic benefits.

3) The multi-objective planning model is transmitted into a single-objective one with
the fuzzy weighting method to be solved efficiently.

The rest of this paper is organized as follows. Section 2 presents the model of
IEGS, in which the dynamic model of gas is built and discretized. Section 3 shows the
proposed multi-objective optimization planning model for IEGS. Simulation results is
shown in Sect. 4 to demonstrate the effectiveness of the proposedmethod. Finally, Sect. 5
concludes the paper.

2 Model of Integrated Electricity and Gas System

The IEGS consists of the distribution system, the gas system and the coupling compo-
nents. The distribution system is modeled with the DistFlow model as a quasi-steady
system at each time instant. The dynamic model of gas system is built in the form of
differential equations based on the law of fluid mechanics to describe the slow dynamic
process of gas system. These differential equations are then dissected with the Wendroff
difference method to be solved efficiently. The distribution system and gas system are
coupled with each other via gas turbine and P2G units, which can achieve the energy
conversion according to the operation states.

2.1 Distribution System Model

Compared to gas system, the dynamic process of distribution system is much faster
because of the difference of transmission medium. In this case, the distribution system
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can bemodeled as a quasi-steady state on each time section. To facilitate the optimization
solution, the DistFlow model in (1) based on the second-order cone relaxation is used
to describe the power flow of the distribution system [10].

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Pi,t + ∑

ji∈�(i)
(Pji,t − rjiI2ji,t) = ∑

ik∈�(i)
Pik,t

Qi,t + ∑

ji∈�(i)
(Qji,t − xjiI2ji,t) = ∑

ik∈�(i)
Qik,t

U 2
i,t = U 2

j,t − 2(rjiPji,t + xjiQji,t) + (r2ji + x2ji)I
2
ji,t∥

∥
∥
∥
∥
∥

2Pji,t

2Qji,t

I2ji,t − U 2
j,t

∥
∥
∥
∥
∥
∥
2

≤ I2ji,t + U 2
j,t

(1)

where �(i) is the branch set of node i as the end node. �(i) is the branch set of node i
as the head node in the DN. Pi,t and Qi,t are the active and reactive power of the node i
at time step t, respectively. Pji,t and Qji,t are the active and reactive power at branch ji,
respectively. Ui,t is the bus voltage amplitude. Iji,t is the branch current amplitude. rji
and xji are the branch resistance and reactance, respectively.

2.2 Gas System Model

Different from the electrical energy transmitted at the speed of light, gas is transmitted
via fluid, which has a slow transmission speed and long transient process. When the gas
load changes, the gas system will go through a slow dynamic process from the start of
response to the steady state. Therefore, the dynamics of gas system must be considered
to characterize the actual state of it.

The energy flow of gas along pipelines is driven by pressure, which is related to
the composition, temperature, density and other factors of the gas. Three equations are
used to describe the dynamic transmission process of gas, i.e., the momentum equation,
the material-balance equation and the equation of state [11]. These three equations are
expressed as,

∂(ρω)

∂t
+ ∂(ρω2)

∂x
+ ∂ρ

∂x
+ g(ρ − ρa) sin α + λ

d

ω2

2
ρ = 0 (2)

∂ρ

∂t
+ ∂(ρω)

∂x
= 0 (3)

p = c2ρ (4)

where x is the spatial distance and t is the time. ρ and ρα represent the gas density at the
horizontal plane and at the angle of α with the horizontal plane in kg/m3, respectively. p
is the gas pressure in Pa. ω is gas velocity in m/s; g is gravitational acceleration in m/s2.
d is the diameter of pipeline in m. λ is the friction coefficient of the pipeline. c is the
speed of sound, and the unit is m/s.

Equation (2) is also known as the Navier-Stokes equation, the terms in which are
as follows: the first term represents the acceleration effect of gas flow; the second term
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represents the convective effect of gas; the third term represents the hydrostatic effect
of gas; The fourth term represents the effect of the horizontal height of the pipeline
on the momentum; the fifth term represents the second-order deviatoric stress tensor
component. It’s usually assumed that the gas pipelines are in the samehorizontal position,
that is, α = 0. Besides, ignoring the convective effect that only exists when the gas
velocity is close to the speed of sound. The formula (2) can be simplified as:

∂(ρω)

∂t
+ ∂ρ

∂x
+ λ

d

ω2

2
ρ = 0 (5)

To linearize the model, the average gas velocity ω of gas is used to approximate a
factor of the quadratic term for gas velocity in the third term of Eq. (5). Defining the
mass flow rate M = ρωA and bringing it into Eq. (3) and Eq. (5). A set of simplified
partial differential equations describing the dynamic characteristics of the gas network
are obtained as,

∂ρ

∂t
+ ∂M

A∂x
= 0 (6)

∂M

A∂t
+ ∂p

∂x
+ λω

2dA
M = 0 (7)

whereM is the mass flow rate in kg/s, A is the cross-sectional area of the pipeline in m2.
The partial differential Eqs. (6) and (7) are discretized in time and space by the

Wendroff difference method to obtain linear algebraic equations. The specific difference
format of Wendroff difference method is shown in Eq. (8).

{
∂X
∂t = 1

2 (
Xi+1,t+1−Xi+1,t


t + Xi,t+1−Xi,t

t )

∂X
∂x = 1

2 (
Xi+1,t+1−Xi,t+1


x + Xi+1,t−Xi,t

x )

(8)

where 
t represents the time step; 
x represents the space step.
By applying (8), Eq. (6) and (7) can be transformed to (9) and (10).

ρj,t+1 + ρi,t+1 − ρj,t − ρi,t + 
t

LijAij

[
Mj,t+1 − Mi,t+1 + Mj,t − Mi,t

] = 0 (9)

1
Aij

(
Mj,t+1 + Mi,t+1 − Mj,t − Mi,t

) + 
t
Lij

[
pj,t+1 − pi,t+1 + pj,t − pi,t

]

+ λωij
t
4dijAij

(Mj,t+1 + Mi,t+1 + Mj,t + Mi,t) = 0
(10)

where Mi,t and Mj,t are the mass flow rates of gas at the head and end of pipeline ij at
time step t, respectively. ρi,t and ρj,t are the gas densities at the head and end of pipeline
ij at time step t, respectively. pi,t and pj,t are the gas pressures at the head and end of
pipeline ij at time t, respectively. Lij, Aij and dij are the length, cross-sectional area and
diameter of the gas pipeline ij, respectively. ωij is the average gas velocity of gas in
pipeline ij.

Therefore, the momentum equation and the material balance equation describing
the dynamic process of gas flow in pipeline have been simplified to dynamic gas flow
differential model based on the Wendroff difference format.
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2.3 Modeling of Coupling Equipment

The gas turbines and P2G units are considered in this paper to achieve the bidirec-
tional conversion of energy. The relationship between the power generation and gas
consumption of gas turbine is shown as,

Pgt
n,t = ηinM

gt
i,t (11)

where the subscript i and n link the gas mass flow rate consumption of node i in the gas
system with the active power generation of node n in the power system. ηin represents
the conversion efficiency of the GT, and the unit is MW · s/kg. Pgt

n,t is the active power

generated by the gas turbine at node n of the power system at time step t. Mgt
i,t is the

mass flow rate of gas consumed by the gas turbine at node i of the gas system at time t.
The relationship between the gas produced by the P2G unit and the power consumed

is as follows,

Mp2g
i,t = ηisP

p2g
s,t (12)

where the subscript i and s link the gas mass flow rate generation of node i in the gas
system with the active power consumption of node s in the power system. ηis represents
the conversion efficiency of the P2G, and the unit is kg/(s · MW). Pp2g

s,t is the active
power consumed by the power-to-gas unit at the node s of the power system at time t.
Mp2g

i,t is the mass flow rate of gas generated by the power-to-gas unit at node i of the gas
system at time t.

3 Multi-objective Optimization Planning Method of IEGS

3.1 Objective Function

The planning model proposed in this paper both considering the economy benefits and
environmental protection. The objective of economic benefits aims to minimize the life
cycle cost of IEGS, while the second one aims to minimize the total carbon dioxide
emissions [12].

Objective Function 1: Life Cycle Cost. The life cycle cost of IEGS includes equip-
ment investment cost, system operation cost, equipment maintenance cost and total
residual value of equipment during the planning cycle.

The present value coefficient is introduced, and the costs incurred in each year are
converted into the present value at the beginning of the planning period. The formula for
calculating the present value coefficient is shown in (13). The formula for calculating
the life cycle cost is shown in (14).

Rj = (1 + r)−j (13)

Fg = Cinv +
n∑

j=1

Rj(Cj
ope + Cj

mai) − RnFrv (14)
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where j represents the number of years from the beginning of the planning cycle to the
cost occurred; r is the discount rate. n is the total number of years in the planning cycle.
Cinv is the equipment investment cost. Rj is the present value coefficient of the jth year in
the planning cycle. Rn is the present value coefficient at the end of the planning period.
Cj
ope and C

j
mai are the system operation cost and equipment maintenance cost of the jth

year in the planning period, respectively. Frv is the residual value of the equipment at
the end of the planning period.

The equation for calculating the equipment investment cost is shown as,

Cinv = sum(cGT ∗ Qgt) + sum(cP2G ∗ Qp2g) (15)

where cGT and cP2G are the unit capacity investment cost of the gas turbine and the power-
to-gas unit, respectively. Qgt and Qp2g represent the capacity matrices of configured gas
turbines and power-to-gas units on each coupling node in the integrated electricity and
gas systems, respectively.

The system operating cost in the jth year is calculated with,

Cj
ope =

8760∑

t=1

(cgrid (t)Pgrid (t)
t + cgasMgas(t)
t) (16)

where cgrid (t) is the electricity price at time t. cgas is the price of gas.Pgrid (t) is the power
purchased from the upper power grid. Mgas(t) is the mass flow rate of gas purchased
from the gas source.

The equipment maintenance cost in the jth year can be obtained by,

Cj
mai =

8760∑

t=1

(
cmaigt Pgt(t)
t + cmaip2gP

p2g(t)
t
)

(17)

where cmaigt and cmaip2g are the unit output power maintenance cost of the gas turbine and

the P2G unit, respectively. Pgt(t) and Pp2g(t) are the active power generated by the gas
turbine and the active power consumed by the P2G unit at time t, respectively.

The depreciation and residual value of each configured equipment is also considered
in the life circle cost of IEGS. The depreciation cost CDep,j of themth equipment in each
year of its life is calculated as,

{
Cdep,m = Cinv,m(1 − δm)/Tm
Cinv,m = cinv,m × Qm

(18)

where δm is the net residual value rate of the mth equipment. Tm is the life of the mth
equipment; (1 − δm)/Tm is the depreciation rate of the mth equipment in each year
of its life cycle. Cinv,m is the investment cost of the mth equipment. cinv,m is the unit
capacity investment cost of the mth equipment. Qm is the configuration capacity of the
mth equipment.
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The total residual value of each equipment at the end of the planning period is
obtained with,

Frv =
Mx∑

m=1

(Cinv,m −
Ym∑

t=1

Cdep,m) (19)

whereMx is the total number of equipment owned at the end of the planning period. Ym

is the total number of operation years of the mth equipment from configuration to the
end of the planning cycle.

Objective Function 2: Total CO2 Emissions During the Planning Period. The car-
bon dioxide emissions of the integrated electricity and gas systems mainly come from
the purchase of power and gas. The calculation formula of total CO2 emissions is as
follows:

Fc = n ∗ (

8760∑

t=1

(αePgrid (t)
t + αgasPgas(t)
t)) (20)

where Pgas(t) is the gas power purchase from gas source at time t; αe is the carbon
dioxide emission coefficient of power purchase. αgas is the carbon dioxide emission
coefficient of gas power purchase.

3.2 Constraints

Distribution Network Constraints. The distribution network constraints, including
node voltage constraint, branch capacity constraint and the power purchase constraint,
are shown as,

⎧
⎪⎪⎨

⎪⎪⎩

Pgrid (t) ≥ 0
Ui,min ≤ Ui,t ≤ Ui,max

Pji,min ≤ Pji,t ≤ Pji,max

Qji,min ≤ Qji,t ≤ Qji,max

(21)

where Ui,min and Ui,max are the lower limit and upper limit of the node i voltage,
respectively. Pji,min and Pji,max are the lower limit and upper limit of branch active
power, respectively. Qji,min and Qji,max are the lower limit and upper limit of the branch
reactive power, respectively.

Gas Network Constraints. Gas network constraints include the gas flow balance equa-
tion at each node, the gas pressure continuity equation, the gas state equation, the pressure
limit at the node, the flow limit at the head and end of the pipeline and the gas purchase
limit.
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The above constraints are shown as,
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Mgas
i,t + Mp2g

i,t − ML
i,t − Mgt

i,t + ∑

ki∈�(i)
ME

ki,t − ∑

ij∈�(i)
MF

ij,t = 0

pi,t = pEki,t = pFij,t
pi,t = c2ρi,t
pimin ≤ pi,t ≤ pimax

MF
ijmin ≤ MF

ij,t ≤ MF
ijmax

ME
ijmin ≤ ME

ij,t ≤ ME
ijmax

Mgas
i,t ≥ 0

(22)

whereMgas
i,t is the output gas flow of gas source.Mgt

i,t is the gas consumption flow of the

gas turbine connected at node i of the gas system at time step t. Mp2g
i,t is the output gas

flow of the power-to-gas unit at node i of the gas system at time step t. ML
i,t is the gas

load flow of node i at time step t.ME
ki,t and p

E
ki,t are the gas flow and gas pressure at the

end of the pipeline with node i as the end node at time t, respectively. MF
ij,t and pFij,t are

the gas flow and gas pressure at the head of the pipeline with node i as the head node
at time t, respectively. �(i) is the pipeline set with node i as the end node in the gas
network.�(i) is the pipeline set with node i as the head node in the gas network. pi,t and
ρi,t are the gas pressure and gas density at node i at time t, respectively. c is the speed
of sound. pimin and pimax are the lower limit and upper limit of the gas pressure at node
i, respectively. MF

ijmin and MF
ijmax are the lower limit and upper limit of the gas flow at

the head of pipeline, respectively.ME
ijmin andM

E
ijmax are the lower limit and upper limit

of the gas flow at the end of pipeline, respectively.

Wind Farm Output Power Constraints. The absorbed power of thewind farm at each
time step is less than its predicted power. The wind farm output power constraint is,

0 ≤ Pwfc(t) ≤ Pmax
wf (t) (23)

where Pwfc(t) is the absorbed power of the wind farm at time step t. Pmax
wf (t) is the

maximum predicted power of the wind farm at time step t.

Coupling Equipment Constraints. Capacity configuration constraints of gas turbines
and P2G units on each candidate node are as shown as,

{
0.05 ∗ xgt(k) ≤ Qgt

k ≤ Qgt
max ∗ xgt(k)

1 ∗ xp2g(k) ≤ Qp2g
k ≤ Qp2g

max ∗ xp2g(k)
(24)

where Qgt
k and Qp2g

k represent the gas turbine capacity and power-to-gas unit capacity
configured on the kth candidate node, respectively. k = 1, 2, · · · ,K , K represents the
total number of candidate configuration nodes for gas turbines and power-to-gas units.
Qgt
max and Qp2g

max represent the upper limit for the capacity configuration of gas turbines
and power-to-gas units on each candidate node, respectively. xgt(k) and xp2g(k) are 0–1
integer variables of whether a gas turbine and a power-to-gas unit are configured at the
kth candidate position, respectively.
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Output power constraints for gas turbines and power-to-gas units are shown as,
{
0 ≤ Pgt

n,t ≤ Qgt
n

0 ≤ Pp2g
s,t ≤ Qp2g

s
(25)

where Pgt
n,t is the active power generated by the gas turbine at node n of the distribution

network at time t; Qgt
n is the configuration capacity of the gas turbine at node n of the

distribution network. Pp2g
s,t is the active power consumed by the power-to-gas unit at

node s of the distribution network at time step t. Qp2g
s is the configuration capacity of

the power-to-gas unit at node s of the distribution network.

4 Weighted Fuzzification Processing of Multiple Objects

In multi-objective optimization problem, the sub-objectives may be contradictory to
each other and a game relationship is formed between the performance of different
objectives. It is impossible to make multiple sub-objectives achieve the optimum at
the same time. We can only coordinate and compromise among multiple objectives, so
that the performance of each sub-objective can be optimized as much as possible. To
coordinate the two contradictory objectives in the planningmodel, the fuzzymembership
function is used to fuzzify and normalize the multi-objective and then the membership
degrees of each objective are weighted and summed. In this case, the multi-objective
planning problem can be transformed into a single-objective one [13].

Since it is hoped that the life cycle cost and the total amount of carbon dioxide emis-
sions are both as small as possible, the “lower semi-trapezoid” membership functions
of the two objectives are respectively established, as shown in Fig. 1 and Fig. 2. The
greater the membership of the objective, the higher the satisfaction with the objective
[14].

1

,mingF ,min ,ming g gF F gF

( )gF

Fig. 1. Membership function of objective 1

1

,mincF ,min ,minc c cF F cF

( )cF

Fig. 2. Membership function of objective 2

The membership function formula corresponding to objective 1 is shown as,

μ(Fg) =

⎧
⎪⎨

⎪⎩

1 Fg ≤ Fg,min
Fg,min+βgFg,min−Fg

βgFg,min
Fg,min < Fg ≤ Fg,min + βgFg,min

0 Fg > Fg,min + βgFg,min

(26)
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The membership function formula corresponding to objective 2 is shown as,

μ(Fc) =

⎧
⎪⎨

⎪⎩

1 Fc ≤ Fc,min
Fc,min+βcFc,min−Fc

βcFc,min
Fc,min < Fc ≤ Fc,min + βcFc,min

0 Fc > Fc,min + βcFc,min

(27)

where μ(Fg) and μ(Fc) are the satisfaction functions of the life cycle cost objective
and the total carbon dioxide emissions objective in the planning period, respectively;
Fg,min and Fc,min are the optimal solutions of the two single-objective planning models,
respectively. Fg,min and Fc,min represent the theoretical minimum value of the life cycle
cost and the total carbondioxide emissions in the planningperiod;βg andβc are resiliency
satisfaction of objective 1 and objective 2, respectively; βgFg,min and βcFc,min represent
the increase allowed by the planner in the life cycle cost and carbon dioxide emissions
during the planning period, respectively.

The overall satisfaction objective function is constructed by the weighted sum of
the satisfaction of objective 1 and objective 2, to realize the transformation from multi-
objective to single-objective. The established multi-objective weighted fuzzy planning
model is as follows,

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

maxμ = max
(
a1μFg + a2μFc

)

a1 + a2 = 1
Fg + μFgβgFg,min ≤ Fg,min + βgFg,min

Fc + μFcβcFc,min ≤ Fc,min + βcFc,min

0 ≤ μFg ≤ 1
0 ≤ μFc ≤ 1
H(x) = 0
G(x) ≤ 0

(28)

whereμ is the overall satisfaction.μFg andμFc are the satisfactionwith theminimum life
cycle cost objective and the satisfactionwith theminimum total carbon dioxide emissions
objective in the planning period, respectively. a1 and a2 are the weight coefficients of
the two objectives. H(x) represents all equality constraints in the planning model. G(x)
represents all inequality constraints in the planning model.

5 Case Study

An integrated electricity and gas systems coupled by an IEEE 33-node distribution
system and a 7-node gas system is used for simulation. The structure of the integrated
electricity and gas systems is shown in Fig. 3. Wind farms WF1 and WF2 are connected
to node 8 and node 27 of the distribution network, with capacities of 4 MW and 5 MW,
respectively. Typical daily electricity load, gas load and wind farm predicted output
power curves in summer, winter and transition season are shown in Fig. 4, Fig. 5 and
Fig. 6, respectively. The time-of-use price of purchase electricity by the distribution
network from the upper-level grid is shown in Fig. 7. The parameter values involved
in the planning model are shown in Table 1 and Table 2. Planning period n is 8 years.
The transformed single-objective planning is problem is solved with the CPLEX solver
equipped in MATLAB.
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Fig. 3. Structure diagram of integrated electricity and gas systems.
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Fig. 5. Gas loads in typical day.
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generation.
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Table 1. Equipment parameters.

Equipment type Parameter Numerical value

Gas turbine Lifetime 25 years

Investment cost per unit capacity 7 × 106 yuan/MW

Unit output power maintenance cost 0.05 yuan/KW

Gas-to-power conversion efficiency 1.8 MWs/kg

Equipment net residual value rate 6%

Power to gas Lifetime 25 years

Investment cost per unit capacity 8 × 106 yuan/MW

Unit output power maintenance cost 0.05 yuan/KW

Power-to-Gas conversion efficiency 0.11 kg/(s · MW)

Equipment net residual value rate 6%

Table 2. Other parameters.

Parameter Numerical value

Planning cycle 8 years

Discount rate 8%

Gas price 0.4 yuan/kg

CO2 emissions coefficient of
purchase electricity

968 g/KWh

CO2 emissions coefficient of
purchase gas

220 g/KWh

Weight factor for objective 1 0.5

Weight factor for objective 2 0.5

Resiliency satisfaction for
objective 1

0.5

Resiliency satisfaction for
objective 2

0.5

5.1 Methods Setting

This section sets up the following four optimization planning methods for comparative
analysis:

Method 1: The steady state model of the gas system is considered with the objective of
minimizing the life cycle cost.
Method 2: Considering the dynamic model of gas system with the objective of
minimizing the life cycle cost.
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Method 3: Considering the dynamic model of gas system with the objective of
minimizing the total amount of carbon dioxide emissions in the planning period.
Method 4: Considering the dynamic model of gas system as well as minimizing the life
cycle cost objective and the minimum total carbon dioxide emissions objective, i.e., the
proposed method.

5.2 Simulation Results and Analysis

Table 3 and 4 show the planning results and life circle cost of method 1 and method 2,
respectively. As shown in Table 3, when the dynamic model of gas network is considered
in method 2, the capacity of GT configured is larger and the life cycle cost is lower. This
is because the gas stored in the pipeline can be usedwhen considering the dynamicmodel
of the gas system, which reduces the gas purchase cost and can make the configuration
capacity of GT higher to convert the gas into power.

Table 3. Comparison of equipment configuration results in methods 1–2

Coupling nodes Grid nodes 4 26 6 9 13 29

Gas network nodes 2 3 4 5 6 7

Method 1 GT/MW 0.2466 0 0 0 0 0

P2G/MW —

Method 2 GT/MW 1.0801 0 0 0 0 0

P2G/MW —

Table 4. Comparison of planning cost in methods 1–2

Cost/(10 million yuan) Method 1 Method 2

Total investment cost of equipment 0.1599 0.7001

Annual operating cost 3.1863 2.4029

Annual maintenance cost 0.0035 0.0149

Total operating and maintenance cost for the planning period 18.330 13.894

Total residual value of equipment 0.0652 0.2856

Life cycle cost 18.425 14.308

Table 5 shows the comparison of the equipment configuration results of methods
2–4. Table 6 shows comparison of the life circle cost and CO2 emission of them. It
can be seen from Table 5 and 6 that P2G units are not configured in method 2 due to
its high investment cost. However, its environmental protection property is poor since
the excess wind power are abandoned, which cause more CO2 emission in thermal
power generator. As a contrast, to optimize the environmental protection property, the
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configuration capacity of the gas turbine and the P2G unit is high in method 3. It’s life
circle cost, however, is unacceptable compared to the other two methods.

Table 7 shows the sub-objective satisfaction and comprehensive satisfaction value
of method 4. It can be seen from Table 6 that method 4 comprehensively considering
the minimum life cycle cost objective and the minimum total carbon dioxide emissions
objective, can effectively achieve a compromise between the economy benefits and
environmental protection property. It can be seen fromTable 6 that themethod4 improves
the environmental protection property compared with the method 2 and improves the
economic benefits compared with the method 3.

Table 5. Comparison of equipment configuration results of methods 2–4

Coupling nodes Grid nodes 4 26 6 9 13 29

Gas network nodes 2 3 4 5 6 7

Method 2 GT/MW 1.0801 0 0 0 0 0

P2G/MW –

Method 3 GT/MW 10 10 10 10 10 10

P2G/MW 10 10 10 10 10 10

Method 4 GT/MW 4.6134 0 0 0 0 0

P2G/MW 0 1.02 0 0 0 0

Table 6. Comparison of planning cost and total CO2 emissions of methods 2–4

Examples Planning objectives Life cycle cost
/(10 million yuan)

Total CO2 emissions
/kg

Method 2 Minimum life cycle cost 14.308 6.3602 × 107

Method 3 Minimal total CO2 emissions 61.818 4.7701 × 107

Method 4 The highest overall satisfaction 15.218 5.4593 × 107

Table 7. Satisfaction of each sub-objective and comprehensive satisfaction value

Classification Value

Life cycle cost objective satisfaction μFg 0.7919

Satisfaction with total carbon dioxide
emissions objective μFc

0.8729

Comprehensive satisfaction μ 0.7110
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6 Conclusion

In this paper, a multi-objective optimization planning method for IEGS considering the
dynamic characteristics of gas system is proposed to achieve a compromise between
economic benefits and environmental protection property. The dynamic model of gas
system that describes the gas flow in pipes precisely is firstly built in the form of dif-
ferential equations based on the law of fluid mechanics. By considering this dynamic
model in planning stage, line-pack storage gas in pipelines is accounted to achieve bet-
ter economic and environmental benefits. The P2G units are considered in the planning
method for its advantages in improving the wind power absorption to achieve better
environmental protection property. The multi-objective of minimum life cycle cost and
total CO2 emissions objectives are transformed into a single one to maximize the com-
prehensive satisfaction with the fuzzy membership function. An IEGS consists of an
IEEE 33-node distribution network and a 7-node gas network is used for simulation
calculation. Simulation results demonstrates the effectiveness of the proposed method.
In our future work, the multi-objective planning method for integrated gas-heat-power
system considering the dynamics of gas and heat system will be studied.
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Abstract. Power cables are widely used in modern power systems. When the
correlation between cables in the same area is obtained, it will be beneficial for
operators to grasp the operation status of multiple cables more quickly. In this
paper, a method that can be used to quantify the correlation of power cables
by simulation is proposed. Using this method, it is very convenient to calculate
the correlation coefficient between different cables, and quantify the correlation
between cables through the simulation results. The correctness and feasibility of
the cable correlation calculation method proposed in this paper are verified by an
example.

Keywords: Cable · Correlation · Simulation

1 The Introduction

The medium voltage power cable is one of the important equipment for transmitting
electric energy in the power system. Taking core cities such as Shenzhen as an example,
medium-voltage cables account for 92% and the original value of their assets accounts
for 70% of the distribution network assets. Moreover, 40% of the cables have been in
operation for more than 20 years. On the abnormal operation of cables, it is necessary
to transfer the load to the adjacent cables. Therefore, analyzing the load correlation
between adjacent cables will help to better grasp the load changes of each relevant cable
during the fault process. And then providing theoretical support for reliable scheduling.
In addition, the staff can judge the operation state of other cables if they know the
correlation between cables. And they can deal with the abnormal operation of the cable
in time. Moreover, they can understand which cables can currently carry more load
according to the correlation when performing load transfer.

Current research on cables has few analytical relevance between the various cables.
Through the correlation analysis of cables, if a cable is overloaded, other cables with
strong correlation may also be overloaded. Moreover, when the load of the cables needs
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to be transferred, most cases rely on the experience of the staff without enough theoret-
ical support. Therefore, this paper proposes a simple correlation calculation method to
quantify the correlation coefficient by simulation. It can provide theoretical support for
the use of correlation coefficient.

2 Theoretical Analysis

Taking the single-phase simplified circuit between a single power supply and a load as
an example, this paper analyzes the changes of load and line transmission power. The
specific circuit and simplified form are shown in Fig. 1.

Fig. 1. Simple circuit of a single power supply and its simplified diagram

In the circuit:

R = RT + RL

2
(1)

X = XT + XL

2
(2)

R and X are the equivalent resistance and reactance of the circuit. RT and XT are the
equivalent resistance and reactance of the transformer. And RL and XL are the equivalent
resistance and reactance of the transmission line.

From the equivalent circuit, the formula can be obtained as follows:

U̇1 − U̇ ′
2 = (R + X ) × İ (3)

The node voltage can be derived as follows by substituting power for current:

U̇ ′
2 = U̇1 − (R + X ) × İ

= U̇1 − P1R + Q1X

U1
− j

P1X − Q1R

U1
(4)

Similarly, the node power can be obtained as follows:

P2 + jQ2 = P1 + jQ1 − İ2 × (R + jX )
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= P1 + jQ1 − P2
1 + Q2

1

U 2
1

(R + Q) (5)

According to the formula, the increase of the generator terminal voltage will increase
the voltage and power of the node connected to it.

However, in the practical system, each nodewill carry a local load, as follows (Fig. 2):

Fig. 2. The actual complex circuit

The connection between the nodes is more complicated. It will have a greater impact
on the power distribution of the system. In addition, the load changes frequently, and the
degree of variation is large [2]. So that if the above analysis is applied to the practical
system, it will be difficult to obtain the expression.

In order to explore the correlation between cables in the practical system, this paper
adopts themethod ofmodel simulation and data analysis. In detail, This paper establishes
a model in MATLAB and simulates the power change of each cable. The correlation
between cables is analyzed from the power change curve [3].

3 The Detailed Implementation

The specific steps of the method used in this paper are as follows:

(1) Determine the specific parameters of each electrical component in the system.
(2) Use Matlab to build the model of the system.
(3) Select the specific analysis area and determine the target cable for the analysis.
(4) Adjust the generators in the analysis area to obtain the power variation curve of the

target cable.
(5) Analyze the target cables in pairs.
(6) Normalize the power data of the cables being compared and calculate the correlation

coefficient.
(7) Get the correlation coefficients of all target cables with each other.



126 R. Hu et al.

The flow chart is as follows (Fig. 3):

Fig. 3. The flow chart

The specificmethod for calculating the correlation coefficient in step (6) is as follows:

Step1: Current cable a and cable B are the analysis targets. The power variation arrays
of cables A and B are obtained by the above method as follows:

SA = [A1,A2,A3, · · · ,An] (6)

SB = [B1,B2,B3, · · · ,Bn] (7)

The correlation coefficient is mainly reflected by the change trend between the two
groups of variables, but the power between the two cables may have a large numerical
difference. So that normalization is carried out first [1].

First, calculate themean and variance of the two groups of power arrays. The specific
calculation method is as follows:

μA =

n∑

i=1
Ai

n
(8)

μB =

n∑

i=1
Bi

n
(9)
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σA =

n∑

i=1
(Ai − μA)2

n
(10)

σB =

n∑

i=1
(Bi − μB)2

n
(11)

Then calculate the normalized array. The calculation formula is as follows:

[a1, a2, a3, · · · , an] (12)

[b1, b2, b3, · · · , bn] (13)

ai = Ai − μA

σA
(i = 1, 2, · · · , n) (14)

bi = Bi − μB

σB
(i = 1, 2, · · · , n) (15)

Step2: Calculate the correlation coefficient for normalized data. Defining the following
series:

D = [
d1, d2, d3, · · · , dn−1

]
(16)

This array is calculated as follows:

di = ai+1 − ai
bi+1 − bi

(i = 1, 2, · · · , n − 1) (17)

Each element of the array is the ratio of the variation between the power of cable A and
the power of cable B.

Defining the correlation coefficient θ . The calculation formula is as follows:

θ = |μd − 1| (18)

μd =

n−1∑

i=1
di

n − 1
(19)

Therefore, it can determine that if the ratio of the change value of the power between
cable A and cable B is closer to 1, it means that the change trend between them is more
similar. So that the value of θ is smaller.
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4 Case Study

In this paper, the common 39-node system is used for modeling and simulation verifica-
tion. The system includes 10generators, 39 nodes, andmanydevices such as transmission
lines, loads, transformers. Specific steps are as follows:

Step1: Determine the parameters of each component of the system
The specific parameters to be confirmed are as follows:

(1) Type and load of each node. It is necessary to determine whether each node is a
type PQ node or a type PU node, or a balanced node, and the active power and
reactive power required by the load carried by each node.

(2) Impedance and admittance of transmission lines.
(3) Rated parameters of generators.
(4) Rated parameters of excitation system.

The specific IEEE39 node system is as shown in the Fig. 4. The symbol G represents
the generator, and the symbol Bus represents each node. It have 39 nodes. The connection

Fig. 4. The specific IEEE39 node system
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between the nodes is the power cable. And the arrow represents the load carried by the
node [4].

Step2: Build a matlab model for simulation
After establishing the IEEE39 node system and determining the parameters, the

model can be built in Matlab, as follows [5] (Fig. 5):

Fig. 5. The simulation model

If each transmission line in the system is observed and analyzed, it will be very
complicated due to the large number of transmission lines and variables. Moreover, the
correlation is low between cables with long distance.

Therefore, in order to carry out a simple analysis, this paper decides to conduct a
separate adjustment analysis on the generator G9. Considering that if too few cables are
analyzed, the analysis may not be universal. So that this paper selects 5 cables that are
close to the G9 generator for analysis. The 5 cables are: “Line29to26”, “Line29to28”,
“Line28to26”, “Line26to27”, “Line26to25”. They represent: power cables between
nodes 29 and 26, power cables between nodes 29 and 28, power cables between nodes
28 and 26, power cables between nodes 26 and 27, power cables between nodes 26 and
25. The details as follows (Fig. 6):
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Fig. 6. The model of the target area to be observed

In order to observe the correlation between the five cables, this paper changes the
rated voltage of the generator G9 excitation system to observe the variation of the power
transmission of each cable under different conditions.

Step3: Change the rated voltage of the generator G9 excitation system for simulation
analysis

The per unit voltage of the excitation system of the generator G9 is:

UG9 = 0.83 (20)

So we change its value and observe how the active power and reactive power
transmitted by each cable will change under different values.

(1) Increase the value of UG9

Let UG9 be the following values respectively:

0.83 × (1 + 0.1) = 0.913 (21)

0.83 × (1 + 0.2) = 0.996 (22)

0.83 × (1 + 0.3) = 1.079 (23)

The value of UG9 is increased by 10% each time then the simulation is carried out. And
the power change curve transmitted by the five cables is obtained as follows:

The analysis of the results: It can be clearly seen from the Fig. 7 that for the cables
“Line29to28”, “Line29to26” and “Line28to26”, the active power transmitted by them
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Fig. 7. The variation curve of active power and reactive power

is not exactly the same in value. But the trends of the power they transmit are basically
similar. Moreover, with the increase of the value of UG9, the active power transmitted
by the three cables all show an increasing trend of change and the trend of variation is
still close. Therefore, we can consider these three cables to be highly correlated.

As for the cable “Line26to27”, the trend of variation of the power transmitted by them
also similar with the aforementioned three cables. And the transmitted active power also
increases with the increase of the value of UG9. However, for the cable “Line26to25”,
the change trend of its transmission power is significantly different from the remaining
four cables, so it is not highly correlated with the remaining four cables.

When we observe the active power transmitted by these five cables, we can find that
they all have obvious oscillation characteristics in the first 2 s, and gradually become
stable after 2 s. If we observe the change curve of the reactive power transmitted, we can
see that the cables “Line29to26” and “Line28to26” have strong similarity in value and
the trend of variation, so it can be considered that with the highest degree of correlation
among the five cables are: “Line29to26” and “Line28to26”.

(2) Decrease the value of UG9

Let UG9 be the following values, respectively:

0.83 × (1 − 0.1) = 0.747 (24)

0.83 × (1 − 0.2) = 0.664 (25)

0.83 × (1 − 0.3) = 0.581 (26)

The value of UG9 is increased by 10% each time then the simulation is carried out. And
the power change curve transmitted by the five cables is obtained as follows (Fig. 8):

The analysis of the results: Similarly, observing the change curve of the active power
transmitted by the five cables firstly. It can be seen that the active power transmitted by
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Fig. 8. The variation curve of active power and reactive power

the cables “Line29to28”, “Line29to26” and “Line28to26”, has a highly similar trend of
variation over time. For cables “Line26to27” and “Line26to25”, their transmission power
trends are not very similar to the rest of the cables. The five cables basically meet the
characteristics that the transmitted active power decreases as the value ofUG9 decreases.
Observing the change curve of the reactive power transmitted by the five cables, it can
also be found that the cables “Line29to26” and “Line28to26” have a strong correlation in
value and trend, so it can be considered that these two cables have the highest similarity.

To sum up, the cables with the highest correlation are “Line29to26” and
“Line28to26”. And the ones with lower correlation with the other cables are
“Line26to27” and “Line26to25”.

Step4: Use the correlation analysis method to analyze the correlation coefficient of each
cable

The above method of correlation analysis is applied to the data obtained by the
simulation. Then the correlation coefficients between the five cables are calculated when
considering active power and reactive power. The final results are as follows (Table 1):

Table 1. The correlation coefficient between each cable

Line29to28 Line29to26 Line28to26 Line26to27 Line26to25

Line29to28 0 0.378 0.154 2.323 12.162

Line29to26 0.378 0 0.038 2.420 11.513

Line28to26 0.154 0.038 0 2.453 11.335

Line26to27 2.3237 2.420 2.453 0 27.240

Line26to25 12.162 11.513 11.335 27.240 0

As can be seen from the results, the correlation coefficient of each cable with itself
is 0. The two cables with the strongest correlation are “Line29to26” and “Line28to26”.
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The two cables with the largest correlation coefficient, that is, the weakest correlation,
are “Line26to25” and “Line26to27”.

After the correlation between cables is obtained, the operation status of other cables
can be quickly judged by the operation status of a certain cable. For example, if the
operating state of the cable “Line29to26” is abnormal, it can be quickly determined by
the correlation coefficient that “Line28to26” is also in an abnormal operating state with
a high probability. Therefore, these two cables can be prioritized for further detection
and processing, rather than all the remaining cables being detected and processed out of
order.

5 Conclusion

In this paper, a calculation method is proposed, which can be used to calculate the
correlation between different cables in the same area. Themethod can be used to calculate
the correlation coefficient between each pair of cables quickly and conveniently. It will
be beneficial for operators to grasp the operation status of multiple cables more quickly.
The correctness and feasibility of the cable correlation calculation method proposed in
this paper are verified by an example.
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Abstract. The uncertainty of new energy power forecasting makes it difficult
to implement the dispatching plan. Therefore, a security and stability checking
method of the dispatching plan considering the uncertainty of new energy is pro-
posed. The security and stabilitymarginminimization calculationmodel consider-
ing the uncertainty constraints of new energy is established. A high-risk planning
situation set that may lead to the abnormal implementation of the planning is
generated based on the conservative principle. Based on the high-risk planning
situation set, the security and stability of the assessment fault set are evaluated
by quantitative analysis method. The security and stability check results and the
implementation of the dispatching plan are obtained considering the uncertainty
of the new energy power forecasting. The effectiveness of the proposed method
is verified by an example of actual power grid.

Keywords: New energy · Uncertainty · Dispatching plans · Security check

1 Introduction

In order to meet the rapid growth of energy demand and the efficient utilization of clean
energy, China has made breakthroughs in new energy power generation technology
and achieved large-scale application in the past ten years [1]. However, the output of
new energy sources such as wind power and photovoltaics show random and uncertain
characteristics, which are different from conventional power sources. Large-scale new
energy integration brings huge challenges to the power grid dispatching operation and
planning [2-4].

Subject to uncertain factors such as climate and weather, the existing new energy
power prediction technologies usually cannot provide accurate output power of new
energy stations. Certain errors exist in the prediction results. Therefore, the new energy
power prediction gives the prediction error band under a certain confidence probability
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[5-7]. The security and stability check function of existing dispatch plans in the dis-
patching control centers at all levels usually does not consider the uncertainty of the new
energy power forecasting. They still use the new energy forecasting power curve with
the highest occurrence probability for deterministic security and stability check [8-9].
In this way, the conclusion of the security and stability check of the dispatch plan is
quite different from the actual situation of power grid, which cannot effectively guide
the actual power grid dispatching operation. Therefore, taking the uncertainty of new
energy power prediction into account in the security and stability check of the dispatch
plan is an urgent problem to be solved during the dispatch plan making process.

For the security and stability checkmethodof the dispatch plan considering the uncer-
tainty of new energy, the existing researches mainly include the probabilistic power flow
method [10-12], the scenario analysismethod [13-16] and the confidence intervalmethod
[16-18]. The probabilistic power flow method describes the uncertain variables through
the probability model. This method uses the probability analysis method to obtain the
probabilistic distribution results of the power flow output, which is mainly used in the
static security check of the dispatch plan. The scenario analysis method generates a
series of operating scenarios by sampling and combining uncertain variables, and uses
multiple possible deterministic operating scenarios to characterize the uncertain vari-
ables. However, too many scenario combinations lead to lower computational efficiency.
Although the amount of computation can be reduced through scenario clustering and
reduction techniques, it also brings the risk of scenario leakage. The confidence inter-
val method determines the upper and lower boundaries of uncertain variables based on
a certain confidence level. This method generates large and small operation situation
of power system for security check, which greatly reduces the operation situation that
require security check. However, this method has the problem that the calculation results
are too conservative.

Considering the shortcomings of the existing methods, a security and stability check
method of the dispatching plan considering the uncertainty of new energy is proposed.
The probability distribution of the prediction error of new energy power is obtained
based on the statistical analysis of historical data. The security and stability margin
minimization model considering the uncertainty constraints of the new energy power
prediction is established. A high-risk planning situation set that may lead to the abnormal
implementation of the dispatching plan is generated. Based on the high-risk planning
situation set, the security and stability of the assessment fault set are evaluated by quan-
titative analysis method. The security and stability check and evaluation results of the
dispatching plan considering the uncertainty of new energy are obtained.

2 Fundamental Principle

The security and stability check of the dispatching plan is used to determine whether
there are high-risk periods that do not meet the security and stability requirements of
power grid and the distribution of high-risk periods. Therefore, the key to the security
and stability check of the dispatching plan considering the uncertainty of new energy
lies in how to efficiently and accurately identify the high-risk planning situation that
may lead to the abnormal implementation of the dispatching plan, and realize the rapid
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check of the high-risk planning situation set and the evaluation of the implementation
of the dispatching plan.

2.1 Identification of High-Risk Planning Situation

The confidence interval of new energy power prediction and its influence factors on
the security and stability of the power grid can be obtained. Therefore, a large number
of to-be-checked planning situation can be generated to describe the uncertainty of the
new energy power forecast through power flow adjustment. Among them, most of the
planning situation to be checked are not high-risk planning situation that make it difficult
to implement the scheduling schedule. Instead, they are prone to the waste of a large
number of computing resources and the annihilation of key information. Therefore, how
to identify the high-risk planning situation that may lead to the abnormal implementation
of the dispatching plan from a large number of planning situation to be checked is the
key to the security and stability check of the dispatching plan considering the uncertainty
of new energy.

The security and stability characteristics of the power grid are closely related to
the operating state of the power grid. Therefore, the switching state of the power grid
equipment and the power injection of the nodes determine the operating state of the power
grid. Based on the deterministic planning data and the new energy forecast data with the
highest occurrence probability, the deterministic reference planning situation required
for the traditional security and stability check can be generated. The difference between
the plan to be checked considering the uncertainty of new energy and the deterministic
reference plan is that the predicted power of new energy stations is different. If the
difference between the planning situation to be checked and the reference planning
situation is not large, the security and stability assessment results of the plan to be
checked can be quickly estimated according to the security and stability check results
of the reference plan, the change degree of the operation situation of the two power
grids and the relevant security and stability quantitative indicators [19]. The estimation
formula is as follows:

η′
l=ηl − α

∑
(λl.i�Pi) (1)

where, η′
l is the safety and stability margin of the planning situation to be checked, ηl is

the safety and stability margin of the reference planning situation, λl.i is the influence
factor of the active power change of the new energy station on the safety and stability
margin, �Pi is the per-unit value of the change in the active power output of the new
energy station, α is a parameter that considers the complexity and nonlinearity of the
safety and stability problem, and is used to improve the reliability of the safety and
stability margin estimation under complicated operating conditions.

The difference between the planning situation to be checked considering the uncer-
tainty of new energy and the deterministic reference planning situation is that the pre-
dicted power of new energy stations is different.Therefore, a security and stabilitymargin
minimizationmodel considering the constraints of the new energy power prediction error
can be constructed based on the security and stability quantitative index of the reference
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planning situation. According to the conservatism principle, the plan to be checked cor-
responding to theminimumvalue of the security and stabilitymargin can be foundwithin
the confidence interval of the new energy power prediction. It can be used as a high-risk
planning situation that may lead to the abnormal implementation of the dispatching plan.

2.2 Check of High-Risk Planning Situation

The security and stability check of the dispatching plan needs to check the planning
situation of multiple periods in the future. Therefore, even if only one high-risk planning
situation is considered for each period, the calculation amount is still very considerable.
In this way, it is particularly important to improve the computational efficiency of the
security and stability check of the dispatch plan considering the uncertainty of new
energy sources. In addition, the security and stability issues of power system is complex
and nonlinear. There may be a certain deviation between the estimated value of security
and stability margin based on the minimum model of security and stability margin and
the actual value during the identification process of high-risk planning situation, and
even subversive qualitative conclusions in critical cases. Therefore, for the high-risk
period when the estimated value of the security and stability margin is far from the
critical value, the estimation result obtained in the identification process of the high-
risk planning situation can be directly used as the result of the security and stability
check, so as to improve the calculation efficiency of the security and stability check of
the dispatch plan. First of all, for the high-risk period of critical safety, the method of
literature [20] is used to integrate and generate high-risk planning situation data based
on the new energy active power plan and other deterministic plan data. Then, the cluster
computing capacity of the parallel computing platform is used to form a scheduling
queue. Finally, the method of literature [21] is used to conduct multi-situation grouping
parallel security check. The security and stability check results of critical safety high-
risk period are obtained, so as to improve the reliability and accuracy of the security and
stability check conclusion.

2.3 Evaluation of the Feasibility of Dispatching Plan

In order to measure the distribution of the risk period of the dispatch plan, after the
security and stability check of all high-risk planning situation is completed, the risk index
of the dispatch plan can be obtained according to whether the plan can be implemented
in each period. The calculation formula is as follows:

R =

N∑
i=1

ri

N
(2)

where, R is the risk degree of the index for evaluating the high-risk period of the dis-
patching plan, ri is the scalar of whether the scheduling of period i can be implemented,
which can be implemented as 1, can not be implemented as 0, and N is the total number
of periods.
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3 Margin Minimization Model

Based on the security and stability quantitative analysis method, the security and stabil-
ity quantitative indicators such as the overload margin of each assessment fault in the
reference planning situation, the overload safety weak branch, and the sensitivity of the
active power of the new energy station to the active power of the overload safety weak
branch can be obtained. The new energy power prediction error range in the actual sys-
tem is generally not large. The overload safety weak branch and active power sensitivity
of the to-be-checked planning situation and the reference planning situation are basically
the same. Therefore, the security and stability margin minimization model considering
the confidence interval constraints of new energy power prediction can be constructed
based on the security and stability quantitative index of reference planning.

3.1 Objective Function

The objective function of the security and stability margin minimization model set in
this paper is as follows:

min

(
ηk.l − α

Plmt.l

N∑

i=1

(
λk.l.i

(
P′
i − Pi

))
)

(3)

where: ηk.l is the overload safety margin of the overload safety weak branch l of the
assessment fault k under the evaluation of the reference plan,α is the parameter reflecting
the influence of the change of the active power of the new energy station on the overload
safety margin, Plmt.l is the active power limit of the overload safety weak branch l, N
is the number of new energy stations, λk.l.i is the sensitivity of the active power of the
new energy station i to the active power of the overload safety weak branch l under the
reference planning situation, P′

i is the active power of new energy station i under the
planning situation to be checked, and Pi is the active power of new energy station i under
the reference planning situation.

3.2 Constraints

The constraints of the safety and stability margin minimization model set in this paper
include:

1) Spatial inequality constraint

Pi.min ≤ P′
i ≤ Pi.max (4)

where, Pi.max and Pi.min are the maximum and minimum values of the active power
output of the ith new energy station, respectively.

2) Confidence interval inequality constraint

P′
i.min ≤ P′

i ≤ P′
i.max (5)

where, P′
i.max and P′

i.min are the upper and lower limits of the confidence interval
for the active power output of the ith new energy station, respectively.
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3) Power balance equation constraint

U∑

u=1

(
P′
u − Pu

) +
D∑

d=1

(
P′
d − Pd

) = 0 (6)

where,U is the number of new energy stationswith increased output,D is the number
of new energy stations with reduced output, P′

u is the active power of the uth new
energy station with increased output under the planning situation to be checked,
P′
d is the active power of the d th new energy station with reduced output under the

planning situation to be checked, Pu is the active power of the uth new energy station
with increased output under the reference planning situation, Pd is the active power
of the d th new energy station with reduced output under the reference planning
situation.

3.3 Solution Method

The new energy stations with low active power sensitivity have little influence on the
overload safety of the equipment under fault assessment. The uncertainty of some new
energy stationswith low active power sensitivity can be ignored. The new energy stations
with similar active power sensitivity can be merged to effectively reduce the dimension
of uncertainty variables. In this way, the solving efficiency of the security and stability
marginminimizationmodel can be improved. According to formula (7), the active power
sensitivity of the new energy station is per unit, and the per-unit value of the active
sensitivity of each new energy station can be obtained.

λ′
k.l.i = λk.l.i

max(|λk.l.i|, k ∈ N )
(7)

where, λ′
k.l.i is the per-unit value of the sensitivity of the active power of the new energy

station i to the active power of the overload safetyweak branch l in the reference planning
situation.

Based on the active power sensitivity of new energy power stations after per unit, the
new energy power stations whose absolute value of active power sensitivity is less than
the specified threshold value are excluded. The associated new energy power station
set G of each assessment fault can be obtained. Sort the associated new energy power
station sets from large to small according to the active power sensitivity, and combine the
new energy power stations that satisfy formula (8) to obtain the aggregated associated
equivalent new energy power station set G′.

∣∣∣λ′
k.l.i − λ′

k.l.j

∣∣∣ < ε, i, j ∈ G′ (8)

where,λ′
k.l.i and λ′

k.l.j are the per-unit values of the sensitivity of the active power of the
new energy station i and the new energy station j to the active power of the overload
safety weak branch l of the assessment fault k under the reference planning situation,
and ε is the active sensitivity grading interval greater than 0.

For the active power sensitivity of the equivalent newenergy station, the averagevalue
of the active power sensitivity of the associated new energy station can be taken. For
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the confidence interval of the equivalent new energy station, the power prediction error
confidence interval of the equivalent new energy station can be obtained by analyzing the
massive historical data of the power grid and counting the distribution relationship of the
prediction error. The predicted power of the new energy station and the error confidence
interval can be superimposed to obtain the predicted power confidence interval of the
new energy station. The security and stability margin minimization model is established.
The overload safety margin of all overload safety weak branches of each assessment
fault and active power output of the corresponding equivalent new energy station can
be obtained. Active power output of the equivalent new energy station is decomposed
into the corresponding new energy station according to the adjustable space of the new
energy station.

If the safety and stability margin minimization model is established for all the over-
load safety weak branches of the assessment fault set, the calculation amount will be
very large. The calculation task of the security and stability margin minimization model
of all overload safety weak branches in the assessment fault set can be distributed to
the calculation cluster, so as to further improve the calculation efficiency. The grouping
parallel method is used to calculate the overload safety margin of all overload safety
weak branches in the assessment fault set and their corresponding active power output
of new energy stations. The active power output of the new energy station corresponding
to the minimum overload safety margin is selected as the new energy active power plan
corresponding to the high-risk planning situation.

4 Design of Security Check Process

The security and stability check steps of the dispatching plan considering the uncertainty
of new energy are as follows:

(1) Based on the new energy power forecast data with the highest probability of occur-
rence, conventional unit power generation plan, load forecast, tie line plan, and
shutdown and rehabilitation plan, a deterministic reference plan is generated;

(2) Based on the reference planning situation, the security and stability quantitative
assessment is carried out on the assessment fault set, and the security and stability
quantitative assessment results under the reference planning situation are obtained;

(3) Build a security and stability margin minimizationmodel that takes into account the
uncertainty constraints of new energy power prediction, and solve the new energy
active power plan corresponding to the minimum security and stability margin;

(4) Based on the new energy active power plan data, combined with the conventional
unit generation plan, load forecast, tie line plan, and shutdown and rehabilitation
plan, a high-risk plan to be checked is generated;

(5) Based on the high-risk planning situation set, the security and stability of the assess-
ment fault set are quantitatively evaluated, and the security and stability check and
evaluation results of the dispatching plan considering the uncertainty of new energy
are obtained (Fig. 1).
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Fig. 1. Schematic diagram of security check process

5 Example

The security and stability checking method of dispatching plan proposed in this paper
has been applied to the security and stability checking system of day ahead plan of a
regional power grid with large-scale new energy. Taking a day-ahead plan data in March
2022 as an example, the local network diagram of the power grid is shown in Fig. 2.

5.1 Dispatching Plan Check

A 96-point day-ahead reference plan is generated based on the integration of new energy
active power forecast, conventional unit generation plan, load forecast, tie line plan,
and decommissioning and recommissioning plan. There are 331 contingencies in the
assessment fault set for the day-ahead security check, and there are 735 branches in the
equipment overload monitoring element set. The equipment overload safety assessment
is carried out for the assessed fault based on the 96-point day-ahead reference plan. The
fault with the minimum equipment overload safety margin is double-line N-2 fault from
N4 to N6. The equipment with weak equipment overload safety at some planned times
under the contingency is shown in Table 1.

Assuming that the binning interval ε of the active power sensitivity per unit value of
new energy stations is 0.01. Based on the active power sensitivity of reference planning
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Fig. 2. Schematic diagram of the local network of a regional power grid

Table 1. Equipment overload safety weak equipment

Section time Monitoring element Margin

10:30 N4-N5 10.35

N5-N6 3.41

13:30 N4-N5 32.12

N5-N6 24.34

22:30 N4-N5 45.08

N5-N6 34.17

situation and historical data, the station aggregation and probability statistics of the new
energy station can be obtained, and the aggregation results of equivalent new energy
stations are shown in Table 2.

Table 2. Active sensitivity calculation results

Group
number

Equivalent
new energy
station

Average
sensitivity

Confidence
interval

1 W1 ~ W8 0.585 0.481

2 W9 ~ W12 0.521 0.428

3 W13 ~ W19 −0.158 0.832

4 W20 ~ W23 −0.083 −0.084

5 W24 ~ W33 −0.038 −0.042
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According to formula (3) and formula (6), the margin minimization model of equip-
ment with weak overload safety is established. Theminimum estimatedmargin of equip-
ment with weak overload safety under double-line N-2 fault from N4 to N6 and its
corresponding new energy active power plan can be obtained, as shown in Table 3 and
Table 4.

Table 3. Overload safety margin estimation results

Section time Monitoring
element

Minimum margin

10:30 N4-N5 10.33

N5-N6 3.39

13:30 N4-N5 32.10

N5-N6 24.32

22:30 N4-N5 45.06

N5-N6 34.15

Table 4. The minimum margin at 10:15 corresponds to the new energy active power plan

Group number New energy
station

Active plan value

1 W1 ~ W8 751.17

2 W9 ~ W12 256.62

3 W13 ~ W19 330.44

4 W20 ~ W23 229.52

5 W24 ~ W33 269.04

For the planned period when the minimummargin is far from the critical value (such
as 13:30 and 22:30 in Table 3), the estimation result is directly used as its security and
stability check result. For the planned period where the minimum estimated value of
margin is close to the critical value (such as 10:30 in Table 3), the high-risk planning sit-
uation is generated based on the new energy active plan shown in Table 4 and integrated
with the conventional unit generation plan, load forecast, tie line plan and decommis-
sioning and recommissioning plan. The parallel computing cluster is used to perform
security check on the critical state planning situation. The calculation results are shown
in Table 5.

5.2 Risk Leakage Analysis

For the planned time of 10:30, the scenario method is used to check the security and
stability. The equivalent aggregation and confidence interval of new energy stations are



144 Z. Haifeng et al.

Table 5. Check results of high-risk planning situation

Section time Monitoring
element

Margin Calculation
method

10:30 N4-N5 10.42 Detailed
calculationN5-N6 3.45

13:30 N4-N5 32.10 Quick
estimateN5-N6 24.32

22:30 N4-N5 45.06 Quick
estimateN5-N6 34.15

consistent with the method in this paper. Multi-dimensional discretization sampling is
carried out for equivalent new energy stations, and 13284 scenarios can be obtained.
Further, the safety assessment results of equipment overload under different numbers of
clusters can be obtained as shown in the Table 6.

Table 6. Scenario check result

Number of clusters Monitoring element Margin

15 N4-N5 10.45

N5-N6 3.41

10 N4-N5 11.32

N5-N6 3.54

5 N4-N5 13.23

N5-N6 5.04

It can be seen that when the number of clusters changes greatly, the deviation of
the equipment overload safety margin obtained by the scenario method is larger. When
there is less clustering data, the scenario method may have risk leakage. However, the
method proposed in this paper does not have this problem.

5.3 Computational Performance Analysis

A total of 40 servers are configured in the parallel computing cluster, each server has
4 CPUs, 16 cores. The main frequency is 2.27 GHz, the operating system is Rocky4.2,
and the calculation program is written in Fortran and C++ languages.

The parallel computing capacity of situation is 4, and the parallel computing capacity
of tasks is 640. The maximum time for establishing the overload margin minimization
model of a single situation and a single fault is about 0.2 s. The maximum time for
overload safety assessment of a single situation and single fault equipment is about
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0.8 s. The proportion of high-risk planning situation of critical safety is 10%. Aiming
at 96-point planned times and 331 contingencies in the day-ahead plan, the minimum
model calculation of equipment overloadmargin can be completed through 24 iterations.
The detailed equipment overload evaluation calculation can be completed through 3
iterations. Considering the time-consuming of parallel platform information interaction,
the method proposed in this paper takes about 10 min.

Under the same computing resources, the scenario method is used to check the
security and stability of the sameplan data.Assuming that the average number of scenario
clustering data under a single fault is no more than 20, the maximum time for overload
safety assessment of a single fault equipment is about 0.8s. The detailed equipment
overload assessment calculation can be completed through 480 iterations for 96-point
planned times and 331 contingencies in the day-ahead plan. Further, the scenariomethod
takes about 30 min considering the time-consuming of scenario clustering and parallel
platform information interaction. It can be seen that, the method proposed in this paper
has great advantages in computing performance and can meet the requirements of online
applications.

6 Conclusion

This paper proposes a security and stability checkmethodof dispatchingplan considering
uncertainty of new energy. The conclusions are as follows:

(1) The security and stability margin minimization calculation model considering the
uncertainty constraints of newenergy is established. The security and stability check
results and the implementation of the dispatching plan are obtained considering the
uncertainty of new energy. This method greatly reduces operation situation that
require security check and effectively reduces the risk leakage;

(2) The dimension of uncertain variables is effectively reduced through aggregation
of new energy stations. The security and stability margin minimization model and
security and stability evaluation are carried out by using large-scale cluster paral-
lel computing platform. Above all, the performance requirements of security and
stability check of dispatching plan can be meet.
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Abstract. Security-constrained unit commitment (SCUC) is a fundamental prob-
lem in power systems and electricity markets. However, SCUC could be hard to
solve due to the highly complicated security constraints which often result in
numerical difficulties. In this paper, we develop an efficient method to identify
the redundant security constraints as a preprocessing procedure. Different from
the conventional redundancy detection methods which treat problem parameters
as fixed, our proposed method considers the uncertainty of the GSDF parameters
leveraging the theory of robust optimization. In principle, our detection proce-
dure aims to locate the security constraints which remain redundant even if the
parameters might be inaccurate and thus reinforces the robustness compared to
the conventional methods. To enhance efficiency, we further show that under mild
conditions a simple greedy method is sufficient to identify redundancy even in
the presence of uncertainty. Numerical results on the IEEE 118-node test system
verify the validity and robustness of our method.

Keywords: Security-constrained unit commitment · Redundant constraints ·
Constraint reduction method · Robust optimization · Mixed-integer linear
programming

1 Introduction

The unit commitment (UC) problem is one of the essential daily tasks an independent
system operator (ISO) or regional transmission organization (RTO) must accomplish to
clear a daily electric power market [1]. In practice, we also need to incorporate secu-
rity constraints into the UC model to ensure the robustness of the decisions. Therefore,
the resulting Security Constrained Unit Commitment (SCUC) problem is significant in
power system optimal dispatching [2]. The objective of SCUC is to minimize the system
operating cost while satisfying unit and system constraints, such as power balance, sys-
tem spinning and operating reserve requirements, minimum on/off time limits, ramping
up/down limits, limits on state and control variables including real and reactive power
generation, controlled voltages, settings of tap-changing and phase-shifting transform-
ers, and so on. Typically, SCUC is a nonlinear large-scale mixed-integer optimization
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problemwithmassive binary variables and constraints, and various techniques have been
successfully applied to solve this problem. Among the successful attempts, one major
line of research approximates SCUC using mixed-integer linear programming (MILP).
It adopts mathematical programming techniques such as Lagrangian relaxation (LR) [3,
4], Benders’ decomposition (BD) [5, 6], and branch and cut (BC) [7, 8]. Besides the
above mathematical programming techniques, another line focuses on meta-heuristics
[9, 10], which efficiently generate high-quality approximate solutions. For a comprehen-
sive survey on the heuristics designed for SCUC, we refer the readers to [11]. Although
efficient methods have been developed, in practice, SCUC remains challenging as the
number of security constraints becomes large, and the numerical conditioning worsens
[12]. As a result, SCUC problems are generally much more complicated than the UC or
generation scheduling problems which do not consider the security constraints.

In addition to the large size of the problem, there are various uncertain factors
when managing the operational security of the power systems. Two distinct approaches
have been studied to address the impact of uncertainties arising from the power system
operations: the scenario-based approach [13] and the interval-based approach [14, 15].
Recently, a new robust approach has received significant attention. In the robust opti-
mization approach, one seeks commitment and dispatch, which are immunized against
all possible uncertain situations. For example, [16] proposed a two-stage adaptive robust
SCUC model. The first stage determines the robust UC solution concerning all possi-
ble net injections, and the second handles the worst-case dispatch. The authors of [17]
applied a robust UC model to the wind and pumped-storage coordination problem. The
model in [18] and [19] are designed to minimize a combination of commitment cost, the
weighted expected generation cost, and the worst-case violation cost.

While most of the robust optimization based SCUC models in the literature focus
on the uncertainty arising from the dispatch cost or generator actions, this paper instead
focuses on the uncertainty of the security constraints and considers the uncertainty of
the parameter Generator Shift Distribution Factor (GSDF). The GSDF, also known as
the K-factor, is a measure of sensitivity for the power flow in a particular line concerning
any change in the current injected at the generator buses of the system [20]. To the best
of our knowledge, we are the first to consider the robust constraint-reduction method for
the SCUC problem where the GSDF lies in a ball uncertainty set. The main contribution
of this paper is to provide a fast approach to the reduction procedure.

As discussed earlier, the SCUC problem is often computationally challenging due to
its large size and incorporating robustness may further add to the challenge. To address
this difficulty,wenote thatmost security constraints are inactive or redundant in operation
and do not affect the feasible domain. If these inactive or redundant security constraints
can be identified and eliminated, it is possible to simplify the problems significantly. Here
we briefly review the four kinds of constraint-reductionmethods that are commonly used
in the literature.

The first method is based on the contingency filtering technique. In this method, a
severity index is defined according to an empirical formula and is proposed to depict the
severity of the influence of the contingency state on the system [21]. The less important
contingency state is removed by ranking the severity index to reduce the scale of the
problem. However, the experience-based sortingmethods may be inaccurate and remove
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active fault state constraints. The secondmethod finds all the active constraints through a
simple iterative process. The main idea is to extract an easy-solved subproblem from the
original problem. The violated constraints are added step by step according to the results
and solved iteratively until all the constraints are satisfied [22]. The iterative method is
generally used to consider the contingency state of the SCUC problem. Note the iteration
steps may be huge when the scale of the SCUC is large. The third method explores the
relation between the power flow security constraints in the SCUC problem. The method
based on the power flow relation is efficient in time but is restricted to certain types of
power flow. For example, [23] can only reduce parallel branches’ security constraints
instead of non-parallel branch units. The fourth method builds an auxiliary optimization
problem that is easy to solve based on the original problem [24, 25]. In this method,
actual redundant constraints are identified but the scale of the auxiliary optimization
problem could also be huge, and the computational complexity may be similar to the
original SCUC model.

In this paper, we develop an efficient method to identify the redundant security
constraints as a preprocessing procedure. Different from the conventional redundancy
detection methods where parameters are fixed, our proposed method considers the inac-
curacy of theGSDF parameters and builds a robust optimizationmodel. Our experiments
on the IEEE118 node test system justify the effect of our approach. Compared to the
conventional constraint-reduction methods, our method guarantees the security of the
SCUC problem in the presence of parameter uncertainty. It can help the operator make
safe and economic unit operation decisions quickly.

The rest of this paper is organized as follows. Section 2 provides the mathematical
model of SCUC and extends it to consider the uncertainty of the GSDF parameter.
Section 3 presents the fast SCUC solution procedure. Numerical testing results are given
and analyzed in Sect. 4. We conclude the paper in Sect. 5.

2 SCUC Model with Uncertainty

We first briefly review the MILP formulation of the SCUC problem. We consider an
operator who makes power generation decisions in a T -period time horizon. There are
N units indexed by i, M load buses indexed by j, L transmission lines indexed by l,
T periods indexed by t. In the SCUC problem, the operator aims to minimize the total
power system operation costs, which are defined as the sum of (i) energy production
cost, (ii) startup cost, and (iii) shutdown cost over the entire scheduling horizon. The
objective function can be written as follows:

min
N∑

i=1

T∑

t=1

K∑

k=1

ci,kPi,k,t +
N∑

i=1

T∑

t=1

(
SUiui,t + SDivi,t

)
, (1)

where ci, k is the incremental cost of segment k of unit i [$/MWh].
The main decision variables of the operators include positive and continuous

variables and binary variables:

• Pi, k, t : power generation of segment k of unit i at period t [MW],
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• ri, t : spinning reserve provided by unit i at period t [MW],
• ui, t : startup status of unit i at period t, which takes value of 1 if the unit starts up at
period t and 0 otherwise,

• vi, t : shutdown status of unit i at period t, which takes value of 1 if the unit shuts down
at period t and 0 otherwise,

• yi, t : commitment status of unit i at period t, which is equal to 1 if the unit is online
and 0 offline.

In addition, we have the following parameters in this problem:
• SUi: start-up cost of unit i [$],
• SDi: shut-down cost of unit i [$],
• Dj, t : net load demand of bus j at period t [MW],
• Dt : system load demand at period t [MW],
• T i, minu

i : min-up time for unit i [h],

• T i, mind
i : min-down time for unit i [h],

• Rui: ramp-up rate for unit i [MW/h],
• Rdi: ramp-down rate for unit i [MW/h],
• Rui: startup ramp rate for unit i [MW/h],
• Rdi: shutdown ramp rate for unit i [MW/h],
• Pmin

i : minimum capacity of unit i [MW],
• Pmax

i : maximum capacity of unit i [MW],
• Rt : spinning reserve requirement at period t [MW],
• Fmax

l : transmission line limit of line l [MW],
• AU : L × N matrix relating unit generations to power flows on transmission lines
• al, i: (l, i)-th component of AU , denoting the Generator Shift Distribution Factor

(GSDF) of unit i toward branch l,
• BD: L × M matrix relating bus loads to power flows on transmission lines,
• bl, j: (l, j)-th component of BD.

In the SCUC problem, there are many constraints to be considered, including:

1) Power System Requirements: the constraints guarantee the balance between gener-
ation and load and the provision of spinning reserve:

N∑
i=1

Pi,t =
M∑
j=1

Dj,t = Dt , ∀t,
N∑
i=1

ri,t ≥ Rt , ∀t.
(2)

2) Minimum Up and Downtime: the minimum number of periods that the unit must be
online and offline are ensured with:

(
yi,t − yi,t−1

)
TT ,minu
i +

t−1∑

a=t−TT ,minu
i

yi,a ≥ 0, ∀i,∀t,

(
yi,t−1 − yi,t

)
TT ,mind
i +

t−1∑

a=t−TT ,mind
i

(
1 − yi,a

) ≥ 0, ∀i,∀t.
(3)
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3) Logical Constraint: the constraints ensure that ui, t and vi, t take the appropriate
values when the unit i starts up or shuts down.

ui,t + vi,t ≤ 1, ∀i,∀t,
yi,t − yi,t−1 = ui,t − vi,t , ∀i,∀t,
ui,t , vi,t , yi,t ∈ {0, 1}, ∀i,∀t.

(4)

4) Generation Limits: the generation limits over the power output are set as follows:

Pmin
i yi,t ≤ Pi,t ≤ Pmax

i yi,t , ∀i,∀t. (5)

5) Ramping Limits: the constraints ensure that the unit operates within the ramp rate:

Pi,t − Pi,t−1 ≤ Ruiyi,t−1 + Ruiui,t , ∀i,∀t,
Pi,t−1 − Pi,t ≤ Rdiyi,t−1 + Rdivi,t , ∀i,∀t. (6)

6) Transmission line limits (security constraints):

−Fmax
l ≤

N∑

i=1

al,iPi,t −
M∑

j=1

bl,jDj,t ≤ Fmax
l , ∀l,∀t. (7)

For brevity, we denote
∼
a= [a;−a],

∼
b= [b;−b] and

∼
F
max

l = [
Fmax
l ;−Fmax

l

]
to be the

augmented power transfer distribution factor matrix and the augmented transmission
line limit vector, respectively. Then the security constraints can be expressed compactly
by

N∑

i=1

ãl,iPi,t −
M∑

j=1

b̃l,jDj,t ≤ F
max
l , ∀l. (8)

In the above formulation, the Generator Shift Distribution Factor (GSDF) defines the
branch power flow change caused by the generator output power shift. If the active power
of node i has a change of ΔPi, then the transition of the active power of the branch l is
given by

ΔPi
l = al,i × ΔPi. (9)

Given the generator output power transfer distribution factorΔPi, the conducting matrix
Yi and node-branch correlation vectorMl , we can compute Xi = Y−1

i and get GSDF by

al,i = 1

xl
M T

l Xi. (10)

It should be noted that the matrix Xl is related to the selection of balance nodes, and
different nodes will lead to different GSDF coefficients. Also, the node voltage equation
of the power system is a set of nonlinear equations with respect to the node voltage. In
practice, it is generally solved by iterative methods, such as the G-S method, Newton
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Raphson algorithm, and the PQ decomposition, which could yield uncertainty in the
solution [26]. Hence, the GSDF in the SCUC model could be inaccurate.

To account for the inaccuracy of the GSDF in the SCUC model, a solution is to
incorporate robustness. In the robust approach, al, i can be modeled as a deterministic
vector that lies in a ball centered at a nominal steering vector a0, such a way to capture
robustness has been widely used in the literature, see, e.g., [27, 28]. The goal then is
to design a robust optimization model that yields the best possible performance for all
possible values of al, i in the uncertainty set. For branch l, let ai, t = ai, t + xi, t where
x ∈ Bn(0, δ) := {x : ∑N

i=1 x
2
i, t ≤ δ} and ai, t ≥ 0. The security constraints are re-written

as

N∑
i=1

(
xi,t + ai,t

)
Pi,t −

M∑
j=1

b̃l,jDj,t ≤ F̃max
l , ∀l,∀x ∈ Bn(0, δ), (11)

where Bn(0, δ) := {x : ∑N
i=1 x

2
i, t ≤ δ}.

The SCUC model given in this section is a nonlinear problem that can be solved
by a commercial solver. However, due to the consideration of uncertain parameters, the
scale of the SCUC problem could be huge. In the following section, we introduce fast
and efficient constraint reduction methods to reduce the scale of the SCUC problem and
speed up the solution procedure.

3 Identifying Redundant Constraints with Uncertainty

In this section, we develop an efficient method to identify the redundant security con-
straints in the context of robust optimization. One major motivation of redundancy
detection originates from the observation that over 85% of the security constraints are
redundant and only a small part of transmission lines provides useful information for
transmission planning, thus affecting the total operating cost [24]. This section gives a
sufficient condition to identify redundant security constraints with uncertain parameters.

Firstly, the definitions of redundant constraints and active constraints are given.
Redundant constraints are defined as: for an optimization problem, if the feasible domain
of the optimization problem does not change after removing a constraint, the removed
constraint is redundant. In contrast, if the feasible domain of the optimization problem
changes after a constraint is removed from its constraint set, the removed constraint is
an active constraint. Note that the definition of redundant constraint is not related to the
objective function but only depends on the feasible domain.

According to the definition, whether a constraint is redundant depends on whether
it limits the feasible domain of the optimization problem to which it belongs. Taking
Fig. 1 as an example, constraints 4, 5, 6, 7, and 8 are redundant constraints, and 1, 2,
and 3 are active constraints.

In practice, the computational complexity of identifying one security constraint is
similar to the original SCUC model. To address this problem, [24] proposed identifying
a large subset of the redundant security constraints, which is realized by relaxing the
feasible domain of the original model.

In Fig. 2, we can find that if a security constraint is redundant on the relaxed feasible
domain, it must be redundant on the original feasible domain; however, if the security



Identification of Redundant Security Constraints 153

Fig. 1. Illustration of redundant and active constraints

Fig. 2. Security constraints and original feasible domain and relaxed feasible domain

constraint is active on the original feasible domain, we cannot determine whether it is
redundant on the relaxed feasible domain. According to [24], we relax the original feasi-
ble domain by (i) neglecting the feasible domain of integer variables and considering the
integer numbers to be continuous, leading to a security-constrained economic dispatch
problem; (ii) keeping only power balance constraint and generation output limits; (iii)
relaxing the generation output limits by 0 ≤ Pi, t ≤ Pmax

i .
Using this relaxation, Proposition 1 can quickly identify redundant security con-

straints with uncertainties. For the security constraint k at time t, we consider

subject to 
(12)

Proposition 1. If Z
+
k, t ≤ F

max
k , then the k-th security constraint at a time t is redundant.

The above detection problem, due to its nonlinear nature, is generally complex, but
as we will show later, under some assumptions of the problem structure, we can solve
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the problem quite efficiently using a greedy algorithm. To this end, we first compute the

optimal x∗
i (P) given any P. By simple calculation, we have x∗

i (P) =
√

δPi√∑N
i=1 P

2
i

. Then

we simplify the objective function by plugging in the solution x∗
i (P) and analyze the

resulting formulation. Without loss of generality, we assume δ = 1 and drop the period
index t from now on and we arrive at the following nonlinear optimization problem:

subject to 

(13)

Notice that the above problem is nonconvex in nature and is intractable due to theNP-
hardness [29]. To address the issue, we first propose the following greedy algorithm as
an approximation (Fig. 3).

Fig. 3. Pseudocode of the greedy algorithm

Remark 1. Though the above algorithm is proposed for Z+ for brevity, we can easily
generalize it to Z−, the lower transmission limit, by sorting {ai} in ascending order.

As is presented in Algorithm 1, our greedy algorithm ignores the nonlinear part√∑N
i=1 P

2
i and models the section redundancy detection as if a continuous knapsack



Identification of Redundant Security Constraints 155

whose capacity is the load parameter D and at each step, we greedily choose the unit σ
(i) and fill the knapsack using the quantity aσ(i)Pmax

σ(i) till its capacity runs out.
As our numerical experiments will suggest, this method works well for practical

redundancy detection if Pmax
i is small. To justify this, we prove, in a special case where

Pmax
i = Pmax, that the greedy algorithm is optimal. Recall that we need to solve the

following problem characterized by (D, {ai}, Pmax).

subject to

(14)

wheref (P) := ∑N
i=1 aiPi, g(P) :=

√∑N
i=1 P

2
i and KD

N :=
{
P : ∑N

i=1 Pi = D, 0 ≤
Pi ≤ Pmax

}
encapsulates the feasible domain. Also, recall that the solution generated by

Algorithm 1 is denoted by P∗. Our proof is rather simple and works by showing that the
two auxiliary problems maxP∈KD

N
{g(P)} and maxP∈KD

N
{f (P)} share the same structure

of optimality. Such structures are summarized by the following two lemmas.

Lemma 1. GivenD and Pmax and the permutation σ(N ) = {σ(1), . . . , σ(N )} that sorts
ai in the descending order (aσ(1) ≥ aσ(1) ≥ · · · ≥ aσ(N )),

P
N
σ(i) = Pmax, 0 ≤ i < d

P
N
σ(i) = D − d · Pmax, i = d

P
N
σ(i) = 0, d < i ≤ N

(15)

is optimal for the problemmaxP∈KD
N
{g(P)}, where d = 	 D

Pmax 
. More specially, we have

max
P∈K

{g
(
P
N
)
} =

√
d(Pmax)2 + (D − d · Pmax)2. (16)

Proof. Since we assume that the detection problem is feasible, it follows that NPmax ≥
D. Thus d ≤ N and {PN

σ(i)} are feasible since 0 ≤ P
N
σ(i) ≤ Pmax and

N∑

i=1

P
N
i =

N∑

i=1

P
N
σ(i) = Pmaxd + D − Pmaxd = D (17)

Also, we can simply exclude the case wherePmax > D since in this caseKD
N degenerated

into a simplex and the optimal solution is an arbitrary vertex. Hence, we focus on the
case D/N ≤ Pmax ≤ D and prove by induction. For convenience, given P ∈ KD

k , we

define hk(P) := ∑k
i=1 P

2
i .

Induction Hypothesis

H (k) := [Lemma 1 holds for N = k]. (18)
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Base Case
For k = 1 or 2, we can easily verify the result.
Inductive Step
Assume that H (k) holds for k = m − 1, then for H (m), we sucessively deduce that

max
P∈KD

m

{hm(P)} = max
P∈KD

m

{
max

P′∈KD−Pm
m−1

hm−1
(
P′) + P2

m

}

=
√

	D−Pm
Pmax 
(Pmax)2 +

(
D − Pm − 	D−Pm

Pmax 
 · Pmax
)2 + P2

m,

(19)

where the second equality is by H (m − 1) and it can be verified that the maximum of
the above expression is obtained by at most three points:

Pm ∈
{
Pmax,D − Pmax	 D

Pmax 
, 0
}
, (20)

where D − Pmax	 D
Pmax 
 is always a feasible optimal solution. Last taking Pm = Pm =

D − Pmax	 D
Pmax 
 and applying H (m − 1), we know that P

m−1
contains exactly 	 D

Pmax 

entries of Pmax and the rest are all zeros. Concatenate P

m−1
and Pm and leveraging the

symmetry between {Pi}, it immediately follows that H (m) holds. By the principle of
mathematical induction, this completes the proof.

�
In addition, we also have the following lemma.

Lemma 2. P∗ ∈ argmaxP∈KD
N
{f (P)}.

Proof. The result follows immediately from the optimality of the greedy algorithm in
the continuous knapsack problem.

�

With the above lemmas, for the case where Pmax
i = Pmax, ∀i, we have the following

theorem which guarantees the optimality of the greedy approach.

Theorem 1 (Optimality under equal maximum power). Given a redundancy detection
problem whose involved generators have a uniform maximum power parameter, then
Algorithm 1 is optimal.

Our theoretical result justifies the use of greedy algorithm when the generators are
similar in their configurations. In the next section, we conduct numerical experiments
to further validate the efficiency of our proposed robust detection method.

4 Numerical Results

To verify the robust constraint reduction method proposed in Sect. 3, we test our results
through experiments on the modified IEEE118-bus system consisting of 186 branches
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(7 parallel branches) and 54 units. The detailed parameters of the original IEEE118-
bus systems can be found in [30]. The total number of periods is set to be 24. The
corresponding SCUC problem-solving software is developed using Matlab with Gurobi
9.10. The simulation environment is a computer with Intel Xeon CPU and 128 GB
memory.

Considering the uncertainty of the parameter, we make some modifications to the
original dataset while preserving the topology of the original network. Specifically, we
increase the number of generators (unit) to 270 and modify the unit power range by
tightening them and removing the branches whose power range is too extensive. Note
that in practice, we can always do the conversion by virtually splitting a unit into several
smaller ones such that the power ranges of the units are almost identical. In addition, let
the minimum power of each generator be 0 for ease of exposition (Fig. 4).

Fig. 4. Left: a load of the modified IEEE 118 instance; Right: the unit power range (upper) for
each of the 270 generators, values deviating too far are truncated to the mean.

Based on the above setting, the model ends up with 2TL = 2 × 24 × 186 = 8928
security constraints, each taking the form of

Pmin
i ≤

∑

i∈N
aiPi + D ≤ Pmax

i , (21)

whereD corresponds to the constant from the load parameters and ai denotes the original
modeling data.

To characterize the uncertainty within the GSDF data, we check redundancy based
on the perturbed coefficients for each security constraint {a∧i}. More specifically, given
the accuracy parameter δ ≥ 0, denote a

∧ = a+ε, where ε is taken uniformly from the ball
Bδ . Next, we define the way to evaluate the efficiency of detecting redundant constraints.
We use a method that is frequently used in the machine learning context. Assume that a
model contains N redundant constraints and a constraint-reduction method can identify
T +F of them, where T is the number of truly redundant constraints and F is the number
of active constraints, then we define two important estimators as Precision = T

T+F and

Recall = T
N . In the numerical experiment, we choose δ ∈ {0.0, 101, 102, 103} to be

various degrees of inaccuracy. For robust approaches, we set the radius of the uncertainty
ball to be 100.0.

It can be seen from Table 1 that the robust constraint-reduction method obtains less
precision but higher recall as the accuracy of the model becomes worse. In the SCUC
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Table 1. Robustness of the methods.

Uncertainty parameter δ Conventional constraint
reduction method (pre-solve)

Robust constraint reduction
method

Precision (#) Recall (#) Precision (#) Recall (#)

0 0.85 (7588) 1.00 0.78 (6963) 1.00

101 0.85 (7588) 1.00 0.55 (4910) 1.00

102 0.84 (7500) 0.89 0.52 (4642) 1.00

103 0.85 (7580) 0.59 0.50 (4464) 1.00

104 0.81 (7230) 0.34 0.47 (4196) 1.00

scenarios, security, in other words, recall, is much more critical. Thus, our proposed
approach is a more robust method when facing inaccurate GSDF data. For the sake of
completeness, we also present the solution time and objective value before and after
reduction as follows.

Table 2. SCUC with and without constraints reduction.

Solution statistics Before constraints reduction After constraints reduction

Objective 1.3995E+06 1.3995E+06

Solution time (s) 27.75 25.92

Table 2 illustrates that the solution time reduces after constraints reduction and the
objective stays the same. We note that although our approach generally detects fewer
redundant constraints due to the stricter criterion, such a cost should be justified by the
robustness it offers when the security constraints must be enforced.

5 Conclusions

This paper builds a robust optimization model for the SCUC problem considering
the uncertainty of the Generator Shift Distribution Factor (GSDF). A corresponding
constraint-reduction method is proposed to simplify the SCUC problem by developing
a sufficient condition to relax the original feasible domain. Then it is equivalent to a
knapsack-type problem that a greedy algorithm can efficiently solve. The numerical
results on the IEEE118 node test system show that using this model to calculate the
SCUC problem under the uncertain GSDF gives better robustness and stability against
uncertain parameters. Hence, it can help the operator quickly make safe and economic
unit operation decisions.

The SCUC model used in this paper is based on the DC power flow equation and
does not consider constraints such as voltage amplitude. In future work, we will study
the more accurate SCUC problem described by the AC power flow equation and find
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more effective constraint-reduction methods for obtaining feasible solutions to SCUC
problems.
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Abstract. Under the construction layout of the new power systems, changes such
as a large number of new energy sources put forward higher requirements for the
management and control of the energy system. This paper proposes an embed-
ded energy management system (EMS) architecture to achieve more lightweight,
efficient, dedicated, and development-friendly intelligent management of energy
systems. The control optimization configuration technology based on activity on
edge (AOE) network makes the development of control strategy without program-
ming, and can be completed only through simple file configuration, avoiding the
problems of embedded device software solidification and difficulty in secondary
development. And the optimization problem modeling and calculation engine are
decoupled by automatic differentiation technology, so that the core code can be
reused, so as to reduce the complexity of EMS program and improve the speed
of power grid analysis and control. Finally, in order to explain the usage method
in detail, it analyzes the example of energy storage-assisted AGC frequency reg-
ulation, through which the effectiveness and practicability of the embedded EMS
are verified.

Keywords: Embedded · Energy management system · Control optimization
configuration · Automatic differentiation technology · AOE network

1 Introduction

As the control center of the regional energy system, the energy management system
(EMS) is responsible for monitoring, analyzing and decision-making control of various
equipment within its jurisdiction [1], so as to achieve stable, economical and low-carbon
optimal operation of the energy system. However, under the carbon peaking and carbon
neutrality goals, the new power system construction brought about by the increase in
the installed proportion of wind and solar energy and other renewable energy sources,
the prominent importance of energy storage devices, and carbon emission restrictions,
and other new changes, the optimal control ability of the energy management system
put forward higher requirements. In addition to the urgent need to enhance functions,
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traditional EMS has performance problems such as: heavy structure that requires multi-
level hardware support such as servers, controllers, and IoT gateways, low versatility that
needs to be developed one by one for different application scenarios, and low processing
efficiency caused by the increased computing load after the introduction of distributed
energy resources. These issues also limit the low-carbon development of modern energy
systems.

Aiming at the above problems, this paper proposes an embedded EMS solution. By
integrating multi-level hardware functions such as data acquisition, analysis and cal-
culation, and real-time control, a lightweight, efficient and dedicated integrated energy
management system is realized. Thus the EMS is plug-and-play, which facilitates effi-
cient monitoring and comprehensive coordinated control of a large number of scattered
new energy, energy storage and other equipment.

Faced with the problems of software solidification and difficulty in secondary devel-
opment of embedded devices, this paper uses control optimization configuration tech-
nology in embedded EMS, so that the development of control strategies does not need
to write programs, and only needs to configure related files in a “building block” style
[2]. This solves the contradiction between the lack of programming foundation and the
lack of on-site experience of the on-site debugging personnel, and greatly improves the
efficiency of industrial control [3]. The control optimization configuration technology
gives users a general platform for self-defining control strategies without involving the
modification of the embedded EMS internal code. This improves the optimal control
ability of EMS to deal with complex and multiple controlled equipment, and conforms
to the higher requirements of energy management system in the context of energy trans-
formation. Faced with the limited storage unit and computing resources of embedded
devices, this paper adopts automatic differentiation algorithm [4, 5]. It overcomes the
large rounding and truncation errors caused by the numerical differentiation method
of finite difference approximation, and the exponential growth problem of the sym-
bolic expression of symbolic differentiation with the increase of function complexity.
This greatly improves the speed, efficiency and reliability of the optimization problem
calculation.

2 Architecture Design of Embedded EMS

2.1 Embedded EMS Architecture

Embedded EMS refers to an energy management system whose hardware consists of a
single embedded device, with highly integrated and tailorable software and hardware,
friendly interaction. It is designed with micro kernel structure and modular structure. It
realizes the decoupling of control problem modeling and calculation based on control
configuration technology, supports the configuration of control model in the form of the
most intuitive mathematical formula. It supports a variety of communication protocols
and tailorable protocol stack, with the advantages of low cost, small size, high perfor-
mance and fast deployment. It has both specificity and flexibility, and can complete a
variety of advanced application functions of energymanagement, such as data acquisition
and monitoring, scheduling control, etc. The system architecture diagram of embedded
EMS is shown in Fig. 1, which is divided into hardware layer, operating system layer
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and application layer from bottom to top. The operating system layer includes operating
system kernel, hardware driver framework, startup program, system components, hard-
ware abstraction layer and system interface. The operating system provides a system call
interface for functional applications through the system interface. The hardware device
access interface is provided through the hardware abstraction layer. System components
communicate with the application layer through a message bus. The application layer
includes basic applications, business applications and corresponding containers. Data
exchange between applications through a message bus.

Fig. 1. The embedded EMS’s architecture.

Specifically, the application of basic functions includes basic functions such as data
collection, status monitoring, and control instruction issuance of the controlled device.
Business applications include energy management applications such as topology analy-
sis, abnormal judgment and alarm, scheduling plan arrangement, report file generation,
and general control strategy development and application based on control optimization
configuration technology. The real-time data and historical data generated by the appli-
cation are stored in the embedded database of EMS. Embedded databases eliminate the
overhead associated with additional client-server configuration, require less memory,
are faster, perform better. It also allows data to be managed through structured query
languages rather than raw text files.

2.2 Control Flow of Embedded EMS

Themain process of optimizing control development using embeddedEMS is as follows.

(1) Establish a mathematical model of the control object and determine the data point
variables to be collected;



164 S. Dong et al.

(2) Design an event-driven control strategy according to the control objective, and
convert it into an AOE network structure. The AOE network will be introduced in
more detail in the next section;

(3) Design the AOE network configuration file in a standardized format, define the
basic information, variables, events and actions of the control network, and support
the realization of non-customized control strategies;

(4) Import the control configuration file in the front-end operation interface of the
embedded EMS, and run the control.

2.3 Advantages of Embedded EMS

The existing EMS has many pain points. The embedded EMS adopts new design ideas,
which has many advantages, such as portability, efficiency, low code, easy expansion
and so on.

(1) For a long time, EMS has been composed of servers, data gateways, controllers and
other multi-layer devices. For small and medium-sized users, their cost budget and
management scale are limited. Such equipment architecture is cumbersome and
complex, which has brought many problems. The compatibility between different
devices is difficult to be guaranteed, and users need to select products in a targeted
and planned way. A large number of equipment often involve many manufacturers
and suppliers, and the price space is occupied layer by layer. Users often pay
higher prices or sacrifice part of their performance, and even passively buy auxiliary
services. The communication interaction between layered devices inevitably brings
the security risk of data leakage.

EmbeddedEMSonly uses a single hardware device to solve the above problems.
The software and hardware of Embedded EMS are highly integrated, plug and
play, convenient and flexible. It can also be easily deployed in existing equipment
spaces such as control cabinets and switchgear cabinets, providing a safer, more
autonomous, more controllable and more diverse energy management solution.

(2) Traditional EMS solutions aremainly customized and developed for the large power
grid side or a specific distributed energy system. Therefore, at the beginning of
design and development, there is a clear plan for the scene and the energy equipment
to be managed. EMS only needs to ensure the communication and management
requirements with the dispatched and managed energy equipment in the current
scene, and its expansibility and versatility are limited.

Embedded EMS supports a variety of communication protocols, and the proto-
col stack can be tailored, and is designed with micro kernel structure and modular
structure, which makes it have good expansibility and versatility in the actual use.
For different application scenarios, only module calls and parameter configuration
are required for embedded EMS.

(3) EMS was usually developed as a large-scale system in the past, and the control
strategy and logic were described and implemented in code language, which took a
long time to develop. In the subsequent operation and maintenance process, special
programming technical background personnel are required for maintenance and
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debugging. If EMS needs to be developed for a large number of small and medium-
sized users one by one, the labor cost is incalculable, and the development time is
difficult to adapt to such a rapidly changing energy market.

Embedded EMS realizes the control function by configuring the AOE network
after transforming the control strategy into a visual AOE network. This method not
only simplifies the design of control strategy, but also realizes low code friendly
interaction with users and developers. The system development and configuration
of embedded EMS are as simple as “building blocks”.

3 Control Optimal Configuration Based on AOE

The purpose of the control optimization configuration research is to realize the decou-
pling of modeling and calculation of optimization control problems. Users only need to
write the optimization model in the most intuitive mathematical formula form, and can
complete the development of optimization algorithm without calculating the Jacobian
matrix and Hessian matrix. Control optimization configuration is the key technology
to realize embedded EMS by decoupling problem modeling from computing engine,
improving program reusability, reducing complexity and realizing more efficient and
reliable computing. Control optimization configuration includes general modeling of
control strategy and optimization solution technology based on automatic differentia-
tion. This section first introduces the concept and design method of control optimization
configuration.

3.1 Internal Correlation Between Control Strategy and AOE

AOE network is a directed acyclic graph with nodes representing events and edges rep-
resenting activities. Events refer to the state of the whole or part of the system described
by AOE. When the actual state of the system conforms to the definition of node events,
it is said that node events are triggered; Activity refers to the action of the system dur-
ing the transition between different states. When the system actually acts according to
the instructions defined by the edge, it is said that the edge or action is executed. AOE
network is often used to describe and analyze the planning and implementation process
of a project in the engineering field.

The typical AOE network model is shown in Fig. 2, which contains 5 nodes and 5
directed edges connecting. Each node represents an event. Each edge performs the set
action, and the direction of the edge specifies the execution order of AOE.

Control strategy is an implementation scheme constructed tomake a system or equip-
ment achieve the set objectives. For the execution process of control strategy, the process
can be divided into a series of events and a set of transition relations between adjacent
events with connection relationship under a certain order constraint according to the
physical order of time and space or the logical order of design.

This way of expressing control strategy by a set composed of the change relationship
between events and adjacent events is called “event driven” paradigm. The existence of
control strategy is always to make the controlled object achieve the set goal. In the
process from the initial state to the goal, the strategy is the response of the control
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Node 1

Node 2

Node 3

Node 4 Node 5
Edge 4-5

Start node End node

Fig. 2. The composition of AOE network.

device when the controlled object is in different states. When an event is triggered, the
controlled object is in a certain state, and the change of adjacent events corresponds to
the change of the controlled object from the current state to the next state, that is, the
control strategy is actually a collection of multiple events and event change relations,
and takes the event transfer as the driving force to drive the sequential execution of the
whole strategy [6, 7]. The “event driven” essence of control strategy is the internal factor
that can be described by AOE. Specifically, the nodes of AOE represent events, and the
directed edges connected between adjacent nodes represent the transition relationship
between adjacent events, so any control strategy can be modeled in the form of AOE.

3.2 Design Method of Control Optimal Configuration

Configuration refers to the flexible and diverse combination of existing units in the
way of visual display to realize the generation of strategy. According to the scene and
application requirements, engineers can select from the basic unit components of the
configuration system and combine multiple components to complete the development
of control strategy and realize the control of target objects.

In AOE control optimization configuration, the nodes and directed edges of AOE are
the basic component units of configuration. Corresponding to the event driven paradigm
of the control strategy in Sect. 3.1, the node of AOE represents the event and the edge
represents the action. When the event represented by a node is triggered, the action
represented by its outgoing edge will be executed according to the rules of the node
type. Nodes and edges are standardized into various types as shown in Table 1 and
Table 2 according to the action mode. When in use, component units and types are
selected according to demand.

In the division of event types, considering that one or more transition relationships
can be caused by an event, in the actual control, for several directed edges representing
the transition relationship derived from this node, select all or one to execute according
to some logic. The control flow unit that executes all or one branch in this order can be
regarded as an atomic operation, and the other control flows can be constructed through
the combination of this atomic unit, Therefore, it is reasonable and feasible for node
event types to be normalized into two types: condition and branch judgment. In the
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Table 1. Node event type of AOE network.

Event type Name Content

Condition Condition Node If the expression of the node is true within the set
time, the node event is triggered, and all actions
triggered by the node (i.e. all branches sent by the
node) are executed in parallel

Switch Branch logic judgment node When the expression of the node is true, edge 1
acts, otherwise edge 2 acts

Switch2 Branch action judgment node If all actions pointing to this node are executed
successfully, edge 1 acts; otherwise, edge 2 acts

Table 2. Directed edge action type of AOE network.

Action type Name Content

None No action Do nothing

SetPoints Set points Assign values to actual measuring points
or define calculation points

Solve Solving equations Solve linear or nonlinear equations

MILP Mixed integer linear programming Solving mixed integer linear
programming problems

NLP Nonlinear programming Solving nonlinear programming problems

division of directed edge action types, based on the type of mathematical method, it
divides almost all common engineering application methods, including empty action,
point setting, solving equations and solving optimization problems, which will provide
strong support for the development of control strategy.

In the above control optimization configuration, the trigger conditions of design con-
trol AOE are simple repetition, event driven and time driven. The format of optimization
control action setting is as follows:

Objective function:min(Objective function expression)
Constraint condition : Constraint expression ≥ 0
Variable definition : Variable name : [Minimum value/Maximum value]

(1)

The event trigger type, action selection mode and action type in the proposed
control optimization configuration can fully describe the control process, have strong
universality, and can model various control strategies required by EMS.
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4 Optimization Solution Technology Based on Automatic
Differentiation

There are a lot of optimization problems in the operation control of power system and
Microgrid, such as optimal power flow, reactive power optimization, energy storage
power distribution and so on [8]. The existing commercial and open source nonlin-
ear programming solvers need users to calculate Jacobian matrix and Hessian matrix,
resulting in complex application. In addition, the derivative is calculated according to the
differential expression entered by the user. When the differential expression is complex,
the calculation efficiency will be reduced [9]. This paper integrates automatic differen-
tial algorithm in the embedded EMS as the basis of control optimization configuration,
realizes the decoupling of optimization problem modeling and calculation engine, and
improves the efficiency and reliability of the optimization calculation.

4.1 Automatic Differential Principle

In mathematics and computational algebra, automatic differentiation is a numerical
method used to calculate the derivative of a dependent variable to an independent vari-
able. In addition, it is also a computer program, which is different from our “analytical
method” ofmanually calculating differentiation. Automatic differentiation does not have
the problem of losing accuracy as numerical differentiation, nor is it prone to the prob-
lem of expression expansion as symbolic differentiation. It is fast and can maintain high
accuracy.

When calculating the derivative of complex function expression, the chain rule can
make the execution logic of computer program more clear. Symbolic differentiation
uses the four operations of derivation and the derivation rule of compound function to
calculate the functional expression of derivative, and then takes the value of independent
variable to calculate the derivative. However, the function expression of the derivative
after the calculation is not simplified, and the volume is huge, which brings a burden to
the computer storage and calculation.

If the original function can be divided into multi-layer composite functions, and the
derivatives of each layer of composite functions can be calculated directly in the middle
of the calculation, the computational complexity of each step will be greatly reduced
and the storage space required will not be large [10]. Automatic differentiation is based
on this principle, which includes forward mode and reverse mode.

For the function y = f (x), it can be expressed as:
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

y = fn(wn)

wn = fn−1(wn−1)

. . . . . .

wi = fi−1(wi−1) (i = 1, 2 · · · n)
. . . . . .

w1 = f0(w0)

w0 = x

(2)
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In the forward mode, dwi
dx is calculated from the following formula. Deduce it step

by step, until dy
dx is obtained.

dwi

dx
= dwi

dwi−1

dwi−1

dx
(3)

When calculating dwi
dx ,

dwi−1
dx has been calculated. Only dwi

dwi−1
needs to be calculated.

After the disassembly of composite functions, the calculation of dwi
dwi−1

has become very
simple.

The calculation method of the reverse mode is opposite to the above method. In the
reverse mode, dy

dwi
is calculated from the following formula. Deduce it step by step, until

dy
dw0

( dydx ), is obtained.

dy

dwi
= dy

dwi+1

dwi+1

dwi
(4)

When calculating dy
dwi

, dy
dwi+1

has been calculated. Only dwi+1
dwi

needs to be calculated.

After the disassembly of composite functions, the calculation of dwi+1
dwi

has become very
simple.

The functions with multiple independent variables can also use the forward mode or
the reverse mode to calculate the partial derivatives of each order [11]. The calculation
amount of the reverse mode is less than that of the forward mode, so the reverse mode
is adopted to improve the calculation speed.

4.2 Examples of Automatic Differentiation

When analyzing the economic distribution of load, if the goal is to minimize the fuel
consumption of the system, the consumption micro increase rate of the computer group
is required, which is the differential of the fuel consumption characteristics of the unit.
Taking the calculation of consumptionmicro increment rate as an example, the following
shows how the automatic differentiation technology is applied to the calculation of the
derivative of practical problems.

Assume that the fuel consumption characteristic of a thermal power unit is:

F = 4.0 + 0.30P + 0.00070P2(t/h) (5)

whereF is the fuel consumption andP is the power generation of the thermal power unit.
It is assumed that the generating power of the thermal power plant at this time is P =
200MW . The incremental rate of consumption is the first derivative of fuel consumption
to power generation. According to the principle of automatic differentiation, the fuel
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consumption function can be expressed as:

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

y = w1 + w2 + w4

w4 = 0.00070w3

w3 = P2

w2 = 0.30P

w1 = 4.0

(6)

The steps to calculate the consumption micro increase rate using the forward mode
are as follows.

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂w1

∂P
= 0

∂w2

∂P
= 0.30

∂w3

∂P
= 2 × 200 = 400

∂w4

∂P
= ∂w4

∂w3

∂w3

∂P
= 0.00070 × 400 = 0.28

∂y

∂P
= ∂w1

∂P
+ ∂w2

∂P
+ ∂w4

∂P
= 0.58

(7)

The steps to calculate the consumption micro increase rate using the reverse mode
are as follows.
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂y

∂w4
= 1

∂y

∂w3
= ∂y

∂w4

∂w4

∂w3
= 0.00070

∂y

∂w2
= 1

∂y

∂w1
= 1

∂y

∂P
= ∂y

∂w3

∂w3

∂P
+ ∂y

∂w2

∂w2

∂P
+ ∂y

∂w1

∂w1

∂P
= 0.00070 × 400 + 1 × 0.30 + 0 = 0.58

(8)

It can be seen from the calculation results that themicro increase rate of consumption
calculated by the two modes is the same, which is the same as the result of the tradi-
tional calculation method. In the computer, the derivative calculation based on automatic
differentiation needs to store the calculation results of each step, but there is no need
to store a large number of mathematical expressions. The calculation results of each
step are accurate, and there is no accumulation of errors. In the numerical calculation of
practical problems, automatic differentiation technology is fast and accurate.
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4.3 Optimization Model Solution Based on Automatic Differentiation

Automatic differentiation is mainly used to solve nonlinear programming problems.
Nonlinear programming problems need to calculate Jacobian matrix and Hessian matrix
of multivariate functions. Jacobian matrix is a matrix composed of first-order partial
derivatives, and Hessianmatrix is a matrix composed of second-order partial derivatives.
Automatic differentiation can quickly calculate the partial derivatives of each order, so
as to speed up the solution of nonlinear programming problems.

The optimizationmodel is directly expressed bymathematical expression. As long as
the optimizationmodel is input, the Jacobianmatrix andHessianmatrix can be calculated
by automatic differentiation. Based on the optimization library “ipopt”, the nonlinear
optimization problem can be solved. This method does not need programming to realize
the programming language description of the pattern and calculate the corresponding
derivative matrix.

Based on the above methods, the optimization problem solving computing platform
EasySolve (http://sgool.zju.edu.cn:53040/) is developed to directly input the mathemati-
cal expression of the optimization model, including optimization objectives, constraints
and optimization variables. The computing platform realizes the automatic parsing of
strings, and returns the optimization results of each optimization variable to the user
after solving. Based on the computing platform, the decoupling between model solving
and problem modeling is realized.

The simple and quick solution of optimization problem is the basis of realizing
control optimization configuration. Adding the action of solving optimization problems
to the control optimization configuration can complete more complex control strategies
and meet the requirements of power system and microgrid operation control [12].

5 Case Analysis

Battery energy storage system has the advantages of fast response, strong short-term
throughput power and easy to change the regulation direction. It has a broad application
prospect in the field of AGC frequency regulation. Energy storage frequency regulation
control will be an important function of the microgrid EMS.

This paper realizes the embedded energy storage power distribution optimization
control function based on control optimization configuration and automatic differentia-
tion technology, and verifies the effectiveness and practicability of the proposed embed-
ded EMS architecture. After receiving the remote regulation command of the energy
storage battery issued by the main control system, the embedded EMS obtains each
energy storage output command through optimization according to the constraints such
as the state of charge (SOC) and the charge and discharge total mileage of the energy
storage, and controls the energy storage output, so as to achieve the purpose of energy
storage assisting AGC frequency modulation [13, 14].

5.1 Optimal Model Configuration of Energy Storage Power Distribution

The objective function is established byminimizing the sum of SOC equalization degree
and power change penalty. Since it is difficult to solve the quadratic equation introduced

http://sgool.zju.edu.cn:53040/
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into variance optimization, the absolute value of the deviation between SOC and average
value and the absolute value of the deviation between power and average value are used
as the objective function.

min
P

ω1

8∑

i=1

(|SoCi − SoCmean||SoC0
i − SoCmean|) + ω2

8∑

i=1

(e|SoC0
i −SoCmean| |Pi − Pmean|)

(9)

where ω1 is the influence weight of the SOC balance; ω2 is the power variation penalty
weight; SoCmean is the average SOC; SOC0

i is the current SOC value of the battery; Pi is
the current power value of the battery; Pmean is the current average power of the battery;
SoCi is the SOC value of the second battery at the next time under the power operation
optimized by the power allocation strategy.

The optimized constraints include the upper and lower limits of battery charge and
discharge power and SOC.

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

∑n
k=1 (uk − vk) = PD

umin
i ≤ ui ≤ umax

i , vmin
i ≤ vi ≤ vmax

i

SoCmin ≤ SoCi(t) + (ui − vi)
dt

QR
≤ SoCmax

(i = 1, 2 · · · n) (10)

where ui is the discharge power; vi is the charging power; PD is the actual discharge
or charging power of the battery storage; dt is the charge and discharge time; QR is the
battery capacity.

According to the established energy storage power distribution model, the control
strategy based on control optimization configuration technology is designed, and the
process is shown in the figure below (Fig. 3).

The above control strategy is represented by AOE topology, as shown in Fig. 2.
There are four actions in this process. Action 1 is intermediate quantity calculation,
which starts after the communication event node is triggered, calculates the SOH (state
of health) of the energy storage battery, and then calculates the current actual capacity
of the battery; Action 2 is to optimize and solve the established model, and optimize
the problem model through low code; Action 3: the optimization solution is successful
and the optimization strategy is issued; Action 4 is to issue the default strategy if the
optimization solution fails (Fig. 4).

There are 82 measuring points in this calculation case, including eight energy stor-
age start and stop commands, total charge and discharge mileage, SOC, output power,
working state, output power command, rated mileage, rated capacity, maximum charg-
ing power, maximum discharge power, as well as remote control commands and remote
adjustment commands received by the system.

5.2 Optimization Results of Energy Storage Power Distribution

Based on the proposed control optimization configuration and automatic differentiation
technology, the optimization model is directly configured into the embedded device in



Architecture Design of Embedded EMS Based on Control Optimization 173

Receive frequency
regulation mode signal

Generator 1 
regulating frequency

Calculate the offset reference power of the 
available battery

Number the batteries from large to small 
according to the offset reference value. The 
positive battery number is 1 to m, and the 

negative number is m + 1 to the total 
number of available batteries

cmax,i
1

∑
=

>∑
m

i
P P

d max,i
1

( )∑
=

>∑
m

i
P P

Start

Generator 2 
regulating frequency

2 generators regulating 
frequency independently

Same as the frequency 
regulation control 

strategy of the generator 1

The batteries are divided into 2 
independent groups and numbered 
respectively. Each group has the 

same frequency regulation control 
strategy as the generator 1

Calculate the actual capacity 
of the available battery

act his r(1 0.2 / )E M M E∑= −

ddev oc ocref act( ( ) )= −E S S E
cdev ocref oc act( )= −E S S E

Y

N

Obtain the battery historical 
charging and discharging 

mileage Mhis and battery SOC

obtain ΣP

Under the condition that the first m
batteries meet the maximum charging 
(discharging) power, distribute  in 
proportion according to Ecdev(Eddev),
otherwise the output is Pc max(Pd max);
Other batteries are available for standby

ΣP

After a certain time 
interval

After a certain time 
interval

Set the battery that reaches 
the limit to standby

Y

N

The output of the first m batteries is Pc max(Pd max).
Under the condition that the remaining available 
batteries meet the maximum charging (discharging)
power, the remaining command  is distributed 
proportionally according to Ecdev(Eddev), otherwise 
the output is Pc max(Pd max).

'
ΣP

N

Y
Receive new ΣP

Receive new ΣP

N

Y

Output

Output

Output

oc ocmax

oc ocmin( )
<
>

S S
S S

Fig. 3. Control strategy flow chart.

the form of mathematical formula. Run and solve the energy storage power allocation
optimization model in the embedded device raspberry pie, and the simulation results are
shown in Fig. 5, Fig. 6, Fig. 7 and Fig. 8.

It can be seen from Fig. 5 and Fig. 6 that the actual total output power of the energy
storage battery is basically consistent with the change of the command power, the power
distribution of each energy storage battery is relatively balanced, and the power change
trend is similar. Figure 7 shows that the energy storage SOC reaches equilibrium after
about 5 h under the action of configuration control. From Fig. 8, it can be seen that the
SOC standard deviation decreases from 37 to about 3.09. Therefore, the control goal of
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Fig. 4. The AOE topology of control strategy.

Fig. 5. The command power and actual output power of all energy storage battery packs.

Fig. 6. The actual output power of each energy storage battery pack.
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Fig. 7. The SoC change of each energy storage pack.

Fig. 8. The curve of SoC standard deviation.

power distribution of energy storage is realized and the control effect is good. The above
case analysis verifies the effectiveness and practicability of the proposed embedded EMS
based on control optimization configuration.
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6 Conclusions

This paper presents an embedded energy management system architecture. Based on
the control optimization configuration technology, it is possible to realize the custom
development of control strategy without writing code and only through simple file con-
figuration. Based on automatic differentiation technology, it can realize fast processing
and calculation under limited hardware resources.

The embedded architecture eliminates the heavy structure and high cost of traditional
multi-level hardware equipment, making the energy management system more efficient
and dedicated. The decoupling of problem modeling and solution engine, on the one
hand, realizes the code reuse of the solution engine, reduces the amount and complexity
of program writing, and further improves the operation efficiency. On the other hand, it
makes users focus on the problemmodeling itself, and realizes the strategy development
approach with lower threshold in the way of configuration.

With the transformation of the energy system and the rapid development of intelli-
gence, a more lightweight, efficient, dedicated, and user-friendly embedded energyman-
agement system will ensure the stable and economic operation of the regional energy
system under the massive access of new energy. It will help the construction of our new
power system construction and the progress of the carbon peaking and carbon neutrality
goals.

Funding. This work is supported by National Natural Science Foundation of China (No.
52077193).
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Abstract. With the continuous advancement of Chinese electricity market
reform, the continuous improvement of the market mechanism and the integration
of a large number of new energy sources have brought great challenges to the
market’s clear electricity price forecast. The new energy output, load data, and
tie-line power schedule are fused to obtain an improved input feature variable,
which can better reflect the electricity price trend. Then, the maximum informa-
tion coefficient method (MIC) was used to analyze the correlation between each
characteristic variable and electricity price, and an interpretable time series pre-
diction model (N-BEATSx) based on neural network base expansion analysis of
fusion characteristic variableswas adopted. It is interpretable and can solve nonlin-
ear forecasting problems of time series with the trend, seasonality, and significant
random fluctuations. For the selection of hyperparameters in the N-BEATSx pre-
diction model, the sparrow search algorithm (SSA) is used for optimization, the
optimal grid structure hyperparameters are obtained with the minimum loss func-
tion of the validation set as the objective function. To verify the validity of the
proposed model, the Shanxi Province market electricity price data is taken as an
example to analyze and compare with other forecasting models, the results show
that the proposed model can predict the electricity price of the day before clearing
well.

Keywords: Electricity market · Electricity price prediction · Feature coupling ·
SSA · N-BEATSx model

1 Introduction

In the context of building an electricity market in China, provinces and cities have
gradually opened up the electricity sales side and introduced a competition mechanism
to reflect the orientation of market-oriented electricity prices based on the behavior of
various market players. Therefore, an accurate market electricity price forecast will help
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the strategic research of various market entities, so that they can make corresponding
decisions according to the electricity price at different times, to obtain corresponding
benefits and achieve the purpose of improving efficiency, reducing costs, and promoting
the sustainable and healthy development of the power industry [1].

In recent years, the research methods used to solve electricity price prediction are
mainly divided into two categories. One is traditional machine learning based on statis-
tics, which learns relevant features from time series data and then makes predictions.
The network structure is simple and often relies on feature engineering, but the accuracy
rate is high, and related methods include random forest (RF), extreme learning machine
(ELM), support vector machine (SVM), extreme gradient boosting (XGB), etc. [2–5].
With the improvement of computer computing power, algorithms based on neural net-
work models have begun to emerge. This is because of its nonlinear modeling ability
and excellent parallel ability, making it a model that has been studied more in the field
of forecasting, such as multi-layer perception neural network (MLP), feedforward neu-
ral network (FFNN), wavelet neural network (WNN) [6–8], etc. The second type of
method, deep learning (DL), was born from the condition. At present, it has achieved
remarkable results in image recognition and language translation. In recent years, it has
been gradually applied in power market load forecasting [9–11] and electricity price
Predict [12–14]. Because of its larger model and the ability to deal with large-scale
data cross-learning, it can better solve complex prediction problems. To solve the prob-
lem that the long-term sequence gradient disappears or explodes in the neural network,
some scholars have proposed a long short-term memory network (LSTM) [15], which
has better performance than a traditional machine-learning model in many time series
problems. The Recurrent Gate Unit Network (GRU) [16] reduces a gating unit based on
LSTM, thereby reducing the calculation speed, but it is prone to overfitting and has poor
stability. In addition to the LSTM-based architecture mentioned above, an algorithm
(N-BEATSx) [17] with a deep stack consisting of fully connected layers connected by
forward and backward residual links was proposed in 2019. In the M4 competition, it
has demonstrated its advanced performance and is also very computationally efficient.
Then the N-BEATSx algorithm [18] improved by scholars adds a stack to the original
basis to highlight the influence of characteristic factors, which has a better prediction
effect in comparison, but there are 5 key points in the model structure. The hyperparam-
eters, including the learning rate lr, the decay rate decay_lr, the training batch b, and
the polynomial degree P in the interpretable model and the harmonic parameter h. The
training batch, learning rate, and decay speed affect the convergence speed of the model,
and the polynomial degree and harmonic parameters affect the model’s fitting effect on
the trend and seasonality, thus affecting the prediction accuracy. Hyperparameters are
usually selected by manual experience and retrograde, with poor generality and high
uncertainty.

Ourmain contributions in this paper comparedwith existing research are summarized
as follows.

1) Consideringmany uncertainties of electricity price forecast, theN-BEATSxmodel is
adopted.Using its double residualmechanism can effectivelymine deep data. For the
hyperparameters in themodel, the sparrow search algorithm is used for optimization,
which can avoid the error of human subjective experience, andhas better convergence
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and global search ability than other optimization algorithms. This combined model
has not yet been used in electricity price forecasting algorithms.

2) In terms of input variables, compared with most kinds of literature, temperature,
date, load, and new energy output are considered [12–14, 19–21]. This paper studies
the relationship between the coupling and electricity price including the character-
istics of load, new energy output, and tie-line power schedule, and proposes a new
characteristic variable, which can reflect the bidding space of thermal power units
and can more effectively reflect the changing trend of market electricity prices.

Several sets of comparative experiments verify that the prediction method proposed
in this paper has good reliability and high prediction accuracy.

2 Analysis of the Influencing Factors of Electricity Price

2.1 Maximum Information Coefficient

The maximum information coefficient (MIC) is an excellent calculation method of data
correlation, which is used to measure the degree of correlation between two data. It
has universality, fairness, and symmetry [21], and has high robustness. Compared with
traditional correlation algorithms, it can better reflect the degree of association between
attributes [22].

Assuming that there is a binary data set D containing some correlation, divide the
binary data into x columns and y rows, and then calculate the probability of each unit in
the divided grid G to get the data set on the grid the probability distribution, in this way,
the maximum mutual information of the two variables is obtained. After transforming
the division directions of the x and y axes, the above method is also used to obtain
maximummutual information, and the twomaximummutual information are normalized
and compared. The larger one is the MIC value of the binary data set. The calculation
formula for:

I∗[D(x, y)] = max(D|G ) (1)

M (D)x,y = I∗[D(x, y)]
lgmin{x, y} (2)

F(D)MIC = max
xy≤B(n)

{
M (D)x,y

}
(3)

where n is the total number of points in the data set D; B(n) is the correlation constraint
of grid division G, generally taken n0.6 ; M(D) is the feature matrix of the data set D, I
and I* are the mutual information and maximum information respectively; F is the MIC
value of the data set D, the value range is [0,1], the closer the value is to 1, the stronger
the correlation between the two attributes.
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2.2 Electricity Price Correlation Analysis

(1) Electricity load demand
Electricity cannot be stored as easily as other commodities, and its production

requires precise timing conditions. Therefore, all supply and demand factors will
have a direct impact on the price of electricity in the spot market. In addition to the
production cost, when the electricity load demand decreases, the electricity price
will decrease, the lower the electricity demand, the more sufficient the competition
on the power generation side, and the lower the market electricity price. Therefore,
the demand for electricity load has a great influence on the price of electricity, which
is one of the main factors that constitute the fluctuation of electricity price.

(2) Tie-line power schedule
With the continuous improvement of the construction of the power market,

most of the power will enter the market for trading, and from the perspective of the
Chinese resource endowment, there will be a lot of power transmission from west
to east and north to south, so consider the area and accept it. Or the power delivered
is also an important factor in predicting the market electricity price.

(3) New energy output factors
Considering themarket policy of giving priority to new energy power generation

and the expansion of the scale of new energy units, the amount of new energy
power generation is very unstable. If there ismore new energy power generation, the
thermal power unit will output less, and if there is less new energy power generation,
the thermal power unit There will be more output, so the output fluctuation of new
energy will always affect the changes in market electricity prices.

Fig. 1. Load, new energy output, tie-line power schedule, and electricity price curve

Figure 1 shows the correlation curve between electricity price and load, new energy
output, and tie-line power schedule in Shanxi Province. To intuitively feel the mapping
relationship between electricity price and various influencing factors, it is necessary
to use the maximum information coefficient (MIC) method. The specific principle is
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briefly described in Sect. 2.1. Compared with the classical Pearson method, this method
can mine more nonlinear relationships between features and has higher robustness. This
paper selects the data of electricity price, load, tie line plan, and new energy output from
June 1st to July 31st, 2021 in China’s Shanxi power market. The sampling interval of
each type of data is 15 min, and a total of 61 days are collected, through the calculation
and analysis of the data sets, theMIC algorithm is used to obtain the correlation between
electricity price and load, electricity price and tie-line power schedule, electricity price
and new energy output. The analysis results are shown in Table 1, it can be found that the
load, new energy output, and electricity price have a high correlation, while the tie-line
power schedule has a general correlation with electricity price.

Table 1. Correlation between electricity price and features factors

Price-Sysload Price-Tieline Price-New
energy

MIC 0.5207 0.4089 0.5449

With the continuous improvement and construction of the power market, the com-
petitive relationship in the transaction has also been more fully reflected, so to reflect the
supply and demand relationship in the power market. This paper explores the coupling
relationship between characteristic variables and proposes a new external variable, the
bidding space, which is obtained by dividing the output of new energy by the difference
between the load and the tie-line power schedule. Received external calls will be sent
out, so the difference obtained by subtracting the tie-line power schedule from the load
is the net load, which is to be purchased through the electricity market. As the penetra-
tion rate of new energy continues to increase, considering the market policy that new
energy gives priority to power generation, the output of new energy always affects the
operation of thermal power units. Therefore, dividing the output of new energy by the
net load can obtain the market supply and demand relationship. Therefore, this article
will use the term bidding space to define, that is, the larger the bidding space, the lower
the electricity price, and the smaller the bidding space, the higher the electricity price.
The specific calculation formula is:

bidspace = newenergy

space
= newenergy

(sysload − tieline)
(4)

In the formula: newenergy is the output data of new energy, sysload is the load
demand, and tieline is the tie-line plan. According to the MIC correlation coefficient, it
is found that its correlation with electricity price reaches 0.5428, which is stronger than
that of tie-line power schedule and load. Therefore, this new characteristic variable can
theoretically improve the accuracy of electricity price prediction. Will be verified with
actual data.

In addition to the relevant influencing factors of electricity price, the time series of
electricity price itself can also reflect the trend of electricity price fluctuations. Therefore,
to explore the periodic strength of electricity price, the current electricity price sequence
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is used as a reference to analyze the relationship between the electricity price sequence in
the past time and the current electricity price sequence. To mine the regular information
between electricity price series.

Figure 2 shows the correlation between the electricity price series of China’s Shanxi
electricitymarket on June 7, 2021, and the electricity price series of previous days, where
d-1 represents the electricity price series 1 day ago, and d-2 represents the electricity
price series 2 days ago, until the electricity price series 6 days ago. As can be seen
from Fig. 1, the color blocks in the upper left corner and the lower right corner are
darker, and the correlation coefficient of MIC is higher, while the color of other color
blocks is lighter, and the correlation coefficient of MIC is lower, because the electricity
price data of these 7 days Two of them are weekends, and the behavior pattern of users’
electricity consumption is different from that of working days, which also reflects the
obvious periodicity of electricity price data. And it can be seen that for the forecast day,
the electricity prices of the two days before the forecast date have a high correlation.
Therefore, in the subsequent forecast model, the electricity prices of the past two days
will be used to predict the electricity price of the current day.

Fig.2. Heatmap between historical electricity price and current electricity price based on MIC

3 Related Theories and Methods

3.1 N-BEATSx Model

Interpretable Time Series Forecasting Based on Neural Network Base Extension Anal-
ysis of Fused Feature Variables (N-BEATSx) is a deep learning architecture based on
forward and backward residual links, which is suitable for a wide range and deep expres-
sive time series forecasting model, and this pure deep learning model can explain the
time series very well through its architecture.

The N-BEATSx network model is an improved algorithm based on neural basis
expansion analysis for interpretable times series forecasting (N-BEATS). Compared
with the N-BEATS model, which only receives the target variable corresponding to the
backtracking period, that is, by establishing an interpretable model of the trend function
(Eq. 13) and the seasonal function (Eq. 14), the N-BEATSxmodel A new layer of feature
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Fig. 3. N-BEATSx model structure diagram

structure (Eq. 15) is added to the interpretability model, which is used to enhance the
learning of correlation in the series through the input of feature variables. For example, it
can learn long-term seasonal effects from date variables. The network structure is shown
in Fig. 3, and the working method is as follows:

(1) Block structure

fm,n = Fcnnm,n(y
back
m,n−1,Xn−1) (5)

θbackm,n = Linearback(fm,n) (6)

θ
fore
m,n = Linearback(fm,n) (7)

ỹbackm,n = Kback
m,n θbackm,n (8)

ỹforem,n = Kfore
m,n θ

fore
m,n (9)

(2) Stack structure

ybackm,n+1 = ybackm,n − ỹbackm,n (10)

ỹforem =
∑N

n=1
ỹforem,n (11)

(3) Prediction structure

ỹfore =
∑N

n=1
ỹforem (12)
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(4) Interpretable structure

ỹtrendm,n =
∑P

i=0
tiθ trendm,n,i (13)

ỹseam,n =
∑H/2−1

i=0
cos(2π i

t

h
)θ seam,n,i + sin(2π i

t

h
)θ seam,n,i+H/2 (14)

ỹexm,n =
Nx∑

i=0

Xiθ
ex
m,n,i (15)

In the formula: Fcnn is the fully connected neural network, (ybackm,n−1,Xn−1) is the

input data, fm,n is the number of hidden layers,
(
θbackm,n , θ

fore
m,n

)
are the learning coeffi-

cients of backward prediction and forward prediction, respectively,
(
Kback
m,n ,Kfore

m,n

)
are

the backward and forward basis vectors of the block, and
(
ỹbackm,n , ỹforem,n

)
is the backward

and forward prediction components in the block transformed by the basis vector respec-
tively, ybackm,n+1 are the residuals of the previous prediction, which will be learned as the

input variables of the next level, ỹforem are the prediction components output by a stack,
ỹfore are the final output of the entire model, time vector tT = [0, 1, 2, ...,H ]/H ,H is the
step size of the time series, P is the maximum polynomial degree which is the coefficient
of the trend model, h is a hyperparameter, plays the role of suppressing harmonics, NX is
the number of characteristic variables, and X = [X1,X2, ...,XNx] is the characteristic
vector.

3.2 SSA Intelligent Optimization Model

Sparrow Search Algorithm (SSA) is a new type of swarm intelligence optimization
algorithm, which was proposed in 2020, mainly inspired by the foraging behavior and
anti-predation behavior of sparrows. In the process of foraging for sparrows, it is divided
into a producer and a scrounger. The finder is responsible for finding food in the pop-
ulation and provides foraging areas and directions for the entire sparrow population,
while the joiner uses the finder. to get food. To obtain food, sparrows can usually forage
using two behavioral strategies, finder, and joiner. Individuals in a population moni-
tor the behavior of other individuals in the population, and attackers in the population
compete for food resources with their high-intake peers to increase their predation rate.
In addition, sparrow populations engage in anti-predation behavior when they become
aware of the danger.

The sparrow collection looks like this:

X =

⎡

⎢⎢
⎣

X11 X12 ... X1d

X21 X22 ... X2d

... ... ... ...

Xn1 Xn2 ... Xnd

⎤

⎥⎥
⎦ (16)

where n is the scale of the sparrow and d is the dimension of the variable.
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The fitness values of sparrows are as follows:

Fit(X ) =

⎡

⎢⎢⎢
⎣

f ([X11 X12 ... X1d ])
f ([X21 X22 ... X2d ])

... ... ...

f ([Xn1 Xn2 ... Xnd ])

⎤

⎥⎥⎥
⎦

(17)

Among them, each row represents the fitness value of each individual.
During each iteration, the scrounger position update formula is:

X t+1
i,j =

{
X t
i,j · exp(− i

α·itermax 2 ), ifR2<ST

X t
i,j + Q · L, ifR2 ≥ ST

(18)

Among them, t represents the current iteration number, j = 1, 2, 3, ..., d , itermax is a
constant representing the maximum number of iterations. Xi,j represents the position of
the i-th sparrow in the j-th dimension. α ∈ (0, 1] is a random number. R2(R2 ∈ [0, 1])
and ST (ST ∈ [0.5, 1]) represent the warning value and the safety value, respectively. Q
is a random number that obeys normal distribution. L is represented as a 1 × d matrix
where each element in the matrix is all one.

At the time of R2<ST, this meant that there were no predators around the foraging
environment at this time, and the finder could execute a wide range of search operations.
If R2 ≥ ST this means that some sparrows in the population have detected a predator
and alerted the rest of the population, all of which need to fly quickly to other safe places
to forage.

The location update for joiners is described as follows:

X t+1
i,j =

⎧
⎨

⎩
Q · exp(Xworse−X t

i,j

i2
), ifi > n/2

X t+1
P +

∣∣∣Xi,j − X t+1
P

∣∣∣ · AT (AAT )−1 · L, otherwise
(19)

Among them, XP is the optimal position currently occupied by the finder, and Xworse

represents the current global worst position. A represents a 1 × d matrix, in which each
element is randomly assigned to 1 or -1. At that time of i > n/2, this indicates that the
i-th joiner with a lower fitness value did not get food and was in a very hungry state. At
this time, he needs to fly to another place to forage for more energy.

The vigilante’s location update is described as follows:

X t+1
i,j =

⎧
⎪⎪⎨

⎪⎪⎩

X t
best + β

∣∣∣X t
i,j − X t

best

∣∣∣, iffi>fg

X t
i,j + K ·

(∣∣∣X t
i,j−X t

worse

∣∣∣
(fi−fw)+ε

)

, iffi = fg
(20)

Among them, Xbest is the current global optimal position. β as a step size control
parameter, it is a random number that obeys a normal distribution with a mean of zero
and a variance of one. K ∈ [−1, 1] is a random number, and fi is the fitness value of the
current sparrow individual, fg and fw are the current global best and worst fitness values.
ε is constant to avoid zeros in the denominator.
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4 SSA-N-BEATSx Prediction Model

4.1 Data Preprocessing

Due to the influence of unstable factors such as equipment failure and human interference
during the data collection process, there are usually abnormal data in the collected data.
Abnormal electricity price data will affect the accurate prediction of electricity prices.
Therefore, outlier processing is performed on the collected data, and the steps are as
follows.

Step 1: Use the box plot to discriminate the data, as shown in Fig. 4, it can be seen
that there are a small number of abnormal values in the electricity price and new energy
forecast, which will be cleaned through step 2.

Fig. 4. Unusual data detected by boxplots

Step 2: Removing the above outliers will result in partial missing of time series data.
To ensure the prediction effect, it is necessary to fill in the missing data. Missing values
can be imputed using Lagrange interpolation [23].

Since the characteristics of the neural network activation function make it sensitive
to data in [0, 1], it is necessary to normalize the input.

y = x − xmin

xmax − xmin
(21)

In the formula: y is the normalized data, x is the input data, xmin is the minimum
value of the input data, xmax is the maximum value of the input data.

4.2 SSA-N-BEATSx Prediction Model

After the data is processed, the SSA-N-BEATSx network model is constructed to predict
the electricity price data of the next day through the electricity price data and eigenvectors
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of the past two days. N-BEATSx takesMean Absolute Error (MAE) as the loss function,
Adam is used as the optimizer, considering the uncertainty of the learning rate lr、decay
speed decay_lr、train bitch b、the polynomial degree P and harmonic parameter h in
the interpretable model, so combined with artificial Based on the range value given by
experience, the Sparrow Smart Optimization Algorithm (SSA) is used to find the optimal
solution of the parameters through iteration, to bring it into the model to calculate the
final predicted value.

The flowchart of the SSA-N-BEATSx model is shown in Fig. 5:

Fig. 5. SSA-N-BEATSx model flowchart

4.3 Model Comparison Design

(1) Input variable comparison
To study the influence of the proposed feature variables on the prediction accu-

racy of the model, multiple sets of different input parameters were selected to
construct a variety of prediction models, and the model output was 96 electricity
price series on the predicted day.

Model 1: This model fully considers the model of various input variables, and
adds relevant characteristic variables, such as load, newenergyoutput, anddata type,
because the temperature characteristics have been considered in the calculation of
load forecast and new energy output forecast. Therefore, the temperature factor is
not added here.

Model 2: Based on Model 1, this model especially considers the coupling
between feature relationships, and introduces the feature quantity of bidding space.
The specific meaning and correlation have been described above, and theoretically
its prediction effect is the best.

(2) Algorithm structure comparison
To verify that the proposedmodel has better predictability than traditional neural

networks, the following comparison models are proposed.
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Model A: VMD-LSTM model + input variables in model 2
Model B: N-BEATSx model (only considers temporality in the original

sequence)
Model C: N-BEATSx model + Input Variables in Model 2
Model D: SSA-N-BEATSx model + input variables in model 2

The experiment of setting model A is because Variational Mode Decomposition
(VMD) is a common time series decomposition method, which can decompose a series
with large fluctuation intomultiple high-frequency components and low-frequency com-
ponents with certain time characteristics. Components, which can be used as a compari-
son with the interpretable model that comes with the N-BEATSxmodel. The experiment
of setting model B is to test the pure N-BEATSx model, which has little dependence
on feature engineering and can use its performance to mine strong relationships in the
original sequence.

5 Case Analysis

5.1 Parameter Setting

The SSA parameter settings include the number of sparrows participating in the search
n is 10, the learning rate lr, the learning decay speed decay_lr, the polynomial degree
P, the harmonic parameter h, and the training batch b are five parameters optimized
and initialized to form a 10 × 5 search matrix, using MAPE as the fitness function, and
select 100 for themaximum number of iterations iter is considered inmany experiments,
the convergence is reached at about 50 iterations. The specific optimization results are
shown in Table 2 and Fig. 6.

Table 2. Optimization results of SSSA-N-BEATSx parameters

Iterative
update times

lr decay_lr P h b Fitness

1 0.001 0.5861 3.2126 1.8955 32 0.0305

2 0.0006 0.6451 2.8359 1.417 106 0.0281

3 0.0075 0.7614 2.5708 1 179 0.0270

4 0.0082 0.7988 2.2893 1 125 0.0248

5 0.0083 0.7628 2.4332 1 128 0.0229
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5.2 Evaluation Indicators

The evaluation indicators used root mean square error (RMSE), mean absolute error
(MAE), mean absolute percentage error (MAPE), and symmetric mean absolute
percentage error (SMAPE), the formula is as follows.

RMSE =
√√√√1

n

n∑

i

(ỹi − yi)2 (22)

MAE = 1

n

n∑

i

|ỹi − yi| (23)

MAPE = 100%

n

n∑

i=1

∣∣∣∣
ỹi − yi
yi

∣∣∣∣ (24)

In the formula, ỹi is the predicted value of electricity price, yi is the actual value of
electricity price.

Fig. 6. Fitness optimization curve of SSSA-N-BEATSx parameters

5.3 Prediction Example

In this paper, the Keras library in deep learning is used to build the SSA-N-BEATSx
model. The experimental data set to select the electricity price, load, new energy output,
and tie-line power schedule of the Shanxi electricity market from June 1 to July 31,
2021, as Data set to predict the electricity price of the Shanxi electricity market at the
next 96 min on August 1, 2021. The following first compares the prediction effect of
electricity price under different input characteristics through experiments.

As can be seen fromTable 3, whether it is the N-BEATSxmodel or the LSTMmodel,
the error of Model 2 is the smallest, and the MAPE is reduced by 21.6% and 15.5%,
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respectively, which reflects the power transfer between areas in this paper. Increasing
the importance of the characteristic variable of bidding space can better reflect the
characteristics of electricity prices and improve the prediction accuracy compared with
the traditional simple single characteristic variable.

Then, the prediction effects of electricity prices under different algorithm structures
are compared through experiments, as shown in Table 4 and Fig. 7.

Table 3. Model prediction error under different input

Model Algorithm MAE MAPE RMSE

1 N-BEATSx 16.024 4.062% 20.829

2 N-BEATSx 12.719 3.184% 17.569

1 LSTM 32.438 8.898% 39.493

2 LSTM 26.665 7.523% 32.702

Table 4. Model prediction error under different alogrithms

Model Algorithm MAE MAPE RMSE

A VMD-LSTM 26.432 6.932% 34.909

B N-BEATSx 21.347 5.383% 25.792

C N-BEAYSx
(excluded features)

12.319 3.184% 17.569

D SSA-N-BEAYSx 8.542 2.229% 11.728

Fig.7. Price prediction curve under different algorithms
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Observing Table 4, comparing model A and model B, it can be found that using
the pure deep learning N-BEATSx model without considering additional feature vari-
ables, the prediction effect is still better than the model based on the traditional deep
learning LSTM algorithm, MAE, MAPE and RMSE decreased by 19.2%, 22.3%, and
26.1%, respectively. It can be seen that theN-BEATSxmodel is better than the traditional
LSTM deep learning algorithm in data mining, and its explanatory structural design also
makes the algorithm better than VMD-LSTM for better predictions. Because through
the algorithm of time series decomposition, whether it is STL, EMD, or VMD, sequence
decomposition residues will appear, which will bring certain errors to the prediction
model. Comparing Model C and Model D, it can be found that the model optimized
by the Sparrow Algorithm (SSA) has higher prediction accuracy than the model with-
out optimization, MAE, MAPE, and RMSE decreased by 30.6%, 27.3%, and 30.0%,
respectively, it can be seen that the selection of hyperparameters plays a crucial role in
the prediction of the model. This is because the selection of P and h parameters affects
the fitting of the model trend and seasonality. If the value is too high or too low, the unit
structure inside the model will lose its original meaning. Looking at Fig. 7, you can see
that the model proposed in this paper has a good prediction effect on the entire 96-point
time series, especially in the peak and valley period, compared with other algorithms, it
has a higher degree of the fitting. Overall better predictive performance.

6 Conclusion

This paper proposes a characteristic variable that considers the load, new energy output,
and tie-line power schedule, and the coupling relationship between the characteristics,
which represents the degree of influence on the electricity price, and constructs the SSA-
N-BEATSx model to compare with other traditional deep learning algorithms. The data
of the Shanxi power market are verified, and the main conclusions are as follows.

(1) This new characteristic variable, which refers to the tie-line power schedule and
characteristic coupling relationship, has the same strong correlation with the elec-
tricity price series itself and with the historical load and new energy output, com-
pared with only considering the load and time. These characteristics of new energy
output can better reflect the supply and demand relationship in the market, reflect
the fluctuation of the electricity price that has been cleared recently, and have been
verified through the comparison model, which better improves the accuracy of
electricity price forecasting, and has a certain universality.

(2) As a newly proposed deep learning algorithm, the N-BEATSx model is rarely used
in electricity price forecasting, but as a pure deep learning model, its interpretable
structure proves that it is better than the general time series decomposition based on
statistical principles. The prediction model has a better effect, such as variational
mode decomposition (VMD), and the calculation speed is faster, which can be
widely used in time series prediction in the future.

(3) The Sparrow Algorithm (SSA) is used to iteratively optimize the network hyper-
parameters, which solves the shortcomings of poor model versatility and high
uncertainty caused by manual experience selection.
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Abstract. Two AC systems that are asynchronously interconnected will have the
problem of lack of mutual support ability due to blocking the sharing of frequency
modulation resources. In order to improve the frequency response characteristics
of the asynchronous interconnected system, an additional frequency control strat-
egy (AFC)with line commutated converter basedHVDC (LCC-HVDC) participa-
tion is proposed. The strategy improves the transient characteristics of the system
frequency response by adding frequency-var additional control. And the strategy
also improves the voltage stability of the grid frequency regulation process by
adding voltage-var additional control and adjusting the switching mode of the AC
filter in LCC-HVDC. Finally, an equivalent model is built in PSCAD/EMTDC.
The adaptability of LCC-HVDC to the proposed additional frequency control
strategy is analyzed by a case study.

Keywords: LCC-HVDC · Additional Frequency Control · Frequency Response
Characteristics · Frequency Response Indicators · Adaptability Analysis

1 Introduction

In recent years, high-voltage direct current (DC) transmission technology in China has
been developed and applied at a high speed. One of its technologies, the voltage source
converter based high voltage direct current transmission (VSC-HVDC) technology has
the advantages of strong controllability, high sensitivity, decoupled active and reactive
power output, etc. Not limited by the short-circuit capacity of the alternating current
(AC) grid, VSC-HVDC has a wide range of prospects in different regions, such as AC
grid asynchronous interconnection, new energy grid connection, island operation, and
other fields [1]. Dozens of VSC-HVDC projects have been put into operation in China
and abroad, mainly utilized in offshore wind power grid connection, long-distance DC
transmission, AC grid asynchronous interconnection, and other practical scenarios [2].

Asynchronous interconnection of power systems can effectively improve the safety
and stability of interconnected regional grids. There is no AC channel, avoiding the
transmission of tidal currents via AC lines when DC blocking occurs, then, the problem
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of inter-regional power angle instability is effectively suppressed. By isolating the two
interconnected regional grids through DC lines, the frequency phases can be different
between the regions, and faults on one side of the system will not be transmitted to the
other side to avoid the expansion of accidents. In addition, the DC control response time
is short, and the control purpose can be achieved quickly after the fault is cleared, which
can make the system recover to a stable state quickly [3].

Related studies have conducted extensive research around the access of new energy
generation to the asynchronous interconnected grid and the participation of new energy
in flexible DC transmission systems. Reference [4] analyzes the fault characteristics on
theAC side of the flexibleDC feeder, and the results shows that the zero-sequence current
protection can still correctly identify the ground fault when wind power is connected to
the flexible direct system. In reference [5], the transient characteristics of asynchronous
interconnection to islanding are studied, and the increase of unit start-up and unit rotation
standby in the islanding can reduce the frequency fluctuation during the fault recovery.

Among them, the research on new energy participating in asynchronous interconnec-
tion frequency regulation mainly includes fault ride-through control strategy [6], droop
control strategy [7], virtual inertia control strategy [8], and so on. Reference [9] studies
the problem of a doubly-fed induction generator (DFIG) participating in power grid
frequency regulation via VSC-HVDC grid connection. It is proposed that the greater the
inertia of the DC capacitor, the greater the DFIG reserve capacity, and the better the fre-
quency regulation effect of the two synergies. Reference [10] proposes that photovoltaic
power generation is connected to the flexible interconnection area, and the virtual inertia
time constant when the frequency of the receiving end power grid is artificially coupled
affects the stability of the system frequency.

Existing research focuses on the frequency regulation in the process of asynchronous
interconnection fault recovery and the frequency regulation of new energy grid con-
nections, without considering the coordination effect of additional frequency control
strategies.

To solve the problem of lack of mutual support capability, an additional frequency
control strategy with line commutated converter based HVDC (LCC-HVDC) participa-
tion is proposed in this paper. Firstly, the DC transmission system structure and control
mode are introduced, and an additional frequency control strategy for asynchronous
interconnection is proposed, which can further improve the frequency transient char-
acteristics of the system and voltage stability during frequency regulation. Finally, the
adaptability of LCC-HVDC to the proposed additional frequency control strategy is
analyzed by building an equivalent model simulation in PSCAD/EMTDC.

The rest of this paper is structured as follows. The structure and control mode of
HVDC transmission system is described in Sect. 2. An asynchronous interconnection
additional frequency control strategy is presented in Sect. 3. Case study is presented in
Sect. 4. The conclusions are drawn in Sect. 5.
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2 Structure and Control Mode of HVDC Transmission System

2.1 LCC-HVDC Transmission System Model

The general DC transmission system, also known as the LCC-HVDC system, which
adopts a converter valve based on thyristor commutation control, and the basic converter
unit is a 12-pulse converter containing two converter valves. The schematic diagram of
the steady-state operation of the bipolar DC system is shown in Fig. 1.

U1 U2

Tr:1 1:Ti
Xcr XciUdc,r Udc,iRd

Fig. 1. Schematic diagram of steady-state operation of bipolar DC system.

The steady-state operation equation of the bipolar LCC-HVDC transmission system
is as follows:

⎧
⎪⎪⎨

⎪⎪⎩

Udc,r = Udc,or cosα − RcrIdc
Udc,or cosα = RIdc + Udc,oi cosβ

Udc,i = Udc,oi cosβ − RciIdc
R = Rcr + Rdc + Rci

(1)

Where Udc,or is the ideal no-load DC voltage of the rectifier, Udc,oi is the ideal no-load
DC voltage for the inverter, Xcr and Xci are the equivalent reactance of rectifier side and
inverter side converter transformers, Rcr = 3Xcr/π , Rci = 3Xci/π , Udc,r and Udc,i are
the DC voltages on the rectifier side and the inverter side respectively, Rdc is the DC
transmission line resistance, α is the trigger angle of the rectifier, β is the trigger angle
of the inverter, Idc is the Current in the DC Transmission Line.

Common control methods for DC transmission systems are as follows:

(1) Constant DC current control
Keep the DC current Idc constant at the set value by controlling the trigger angle α

or β.
(2) Constant DC voltage control

Keep the DC voltage constant at the set value by controlling the trigger angle α or β.
This process is generally completed through the voltage regulation link on the inverter
side.
(3) Fixed rectifier side minimum trigger angle control

If the trigger angle on the rectifier side is too small, the forward voltage on the
thyristor will be too low, which is not conducive to the stability of the commutation
process.
(4) Fixed inverter side maximum trigger angle control

By controlling the maximum trigger angle of the inverter side, the inverter side
trigger angle caused by the overshoot of the controller in special cases is avoided, thereby
avoiding the problem of commutation failure.
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(5) Low Voltage Current Limit Control
The low voltage current limit control can limit the DC current when the DC voltage

is reduced to avoid commutation failure and help the system to return to normal.
When the LCC-HVDC rectifier station is connected with the VSC-HVDC inverter

station, the coordinated control without delay can be realized through the transmission
of the control signal.

2.2 VSC-HVDC System Model

For the VSC-HVDC or VSC-MTDC power transmission system, the converter station
has a greater impact on the frequency change. The main parts of the converter station are
VSC converters, converter transformers, converter reactors, and filters [11]. The one-line
diagram of the VSC system is shown in Fig. 2.

Fig. 2. One-line diagram of the VSC system.

The steady-state operation equation of the VSC converter is.
⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

Pv = UvUcYc sin σ

Qv = UvUcYc cos σ + U 2
v Yc

Pc = Pv = Uv,dcIv,dc
Qc = Qv

Uc = μM√
2
Uv,dc

(2)

where Pc and Qc are the active and reactive power absorbed by VSC converter respec-

tively, Xv,c is the commutation reactance of VSC converter, Yc = 1/
√
R2
c + X 2

v,c ≈
1/Xv,c, σ = θt − θc, θt and θc are the voltage phase angles of the AC side busbar and
the VSC valve side busbar respectively, Pv and Qv are the active power and reactive
power injected into the VSC converter for the AC bus respectively, Uc is the AC voltage
on the limiting valve side of the VSC converter, μ is DC voltage utilization, M is VSC
converter modulation ratio.

The common control methods of the VSC-HVDC system are divided into active
power control and reactive power control. The active power control method includes:

(1) Constant DC voltage control.

Udc = Uref
dc (3)

(2) Constant active power control.

UdcIdc = Pref
dc (4)
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Where Uref
dc is the DC voltage reference, Pref

dc is the active power reference value.

The reactive power control method includes:

(1) Constant AC voltage control.

U = Uref (5)

(2) Constant reactive power control.

Qc = Qref
c (6)

Where Uref is the AC Voltage Reference value, Qref
c is the reactive power reference

value.

3 Asynchronssous Interconnection Additional Frequency Control
Strategy

When a fault occurs in the asynchronous interconnected AC system, the DC modulation
caused by the fault will affect the frequency and voltage stability of the AC system. This
paper proposes an additional frequency control strategy with LCC-HVDC participation
as shown in Fig. 3, including the frequency-var additional control, voltage-var additional
control and frequency controller additional control.
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Fig. 3. Additional frequency control strategy diagram.

In Fig. 3, �Pmax,lcc is the maximum limit for LCC-HVDC active power regulation,
�Pmin,lcc is the minimum limit for LCC-HVDC active power regulation, �Pmax,vsc is
the maximum limit for VSC-HVDC active power regulation, �Pmin,vsc is the minimum
limit for VSC-HVDC active power regulation, kp,P and ki,P are PI parameters of the
additional frequency controller.
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3.1 Frequency-Var Additional Control

When the active power of the AC system is unbalanced, the stability of the frequency of
the AC system can be improved by adjusting the active load. Therefore, the frequency-
var additional control is added to the constant reactive power control link of the VSC-
HVDC inverter station. Then adjust the reactive power emitted by the VSC-HVDC
inverter station so that the voltage change causes the voltage-sensitive active load
to change, thereby suppressing frequency fluctuations. The frequency-var additional
control structure diagram is shown in Fig. 4.

fΔ 1,vscQΔ
,p Qk

Fig. 4. Frequency-var additional control structure diagram.

In Fig. 4,�f = f −f ref , kp,Q is the frequency-reactive additional controller gain time
constant, T is the time constant of the DC blocking link, which is used to generate the
frequency differential signal, �Q1,vsc is the reactive power regulation of VSC-HVDC.

When the system frequency drops, theLCC-HVDCrectifier station reduces the active
power absorbed from the system, injects reactive power into it and then raises the bus
voltage.

3.2 Voltage-Var Additional Control

In the process of frequency regulation of the asynchronous interconnection system,when
the voltage fluctuates, the VSC-HVDC inverter station will automatically compensate
the reactive power according to the voltage deviation and control the voltage near the
reference value.When the reactive power regulation capacity of theVSC-HVDC inverter
station reaches the maximum value, the LCC-HVDC rectifier station needs to switch
the AC filter. At this time, the VSC-HVDC quickly replenishes the reactive power and
restores the original state to suppress the voltage mutation caused by switching the filter.
The voltage-var additional control structure diagram is shown in Fig. 5.

+ −
refU

, ,p U i Uk k s+
2,vscQΔiU

Fig. 5. Voltage-var additional control structure diagram.
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In Fig. 5, Ui is the amplitude of the AC voltage on the inverter side, kp,U and ki,U
are PI parameters of the voltage-var additional controller, �Q2,vsc is the reactive power
regulation of VSC-HVDC.

3.3 Frequency Controller Additional Control

The VSC-HVDC transmission system can usually coordinate and control the power
transmission of new energy with independent active power and reactive power, and the
wind power photovoltaic penetration rate of the grid on the rectifier side is high, which
reduces the inertia of the AC system and increases the system’s resistance to frequency
fluctuations. Risk. Therefore, by changing the active power command value and reactive
power command value of the system, the generator speed of the AC system can be
changed, thereby affecting the frequency stability of the system.

The control process of the additional control of the frequency controller is divided
into two parts:

The first stage is when the active power unbalances occur in the system, the LCC-
HVDC rectifier station and the VSC-HVDC inverter station are put into the additional
control link of the frequency controller at the same time to achieve the purpose of quickly
suppressing the system frequency fluctuation.

The second stage is to start and stop the additional frequency control link of the
VSC-HVDC inverter station according to the active power adjustment after entering the
frequency recovery stage. If the active power regulation capacity of LCC-HVDC is still
surplus, the VSC-HVDC inverter station exits the additional frequency control link.

4 Case Study

The case study section studies the adaptability of Longquan-Zhengping LCC-HVDC to
additional frequency control. Based on the PSCAD/EMTDC simulation software, the
electromagnetic transient simulation model of the HVDC asynchronous interconnec-
tion transmission system is established. And the adaptability of LCC-HVDC to addi-
tional frequency control strategy in asynchronous interconnection transmission system
is analyzed.

4.1 System Setting

The simulation example of LCC-HVDC adopts a quasi-steady model, which equals the
generated power and load demand respectively. The LCC-HVDC rectifier station adopts
the constant power control mode and calculates the DC reference value according to the
reference value of the active power and the actual value of the DC voltage, to obtain the
trigger angle command of the rectifier station. The LCC-HVDC inverter station adopts
a constant voltage control method to maintain a constant voltage value of the DC line.

The VSC-HVDC simulation example adopts a single-converter multi-DC wiring
scheme based on a half-bridge modular multilevel converter (MMC), which consists of
a back-to-back converter unit. The rated transmission power of the unit is 1000 MW,
and the rated voltage of the DC side is ± 300 kV. The converter transformer adopts
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a single-phase double-winding structure with a rated capacity of 300 MV• A. Among
them, MMC modeling adopts a behavioral model, which can synthesize the operating
characteristics of the blocking state and the non-blocking state, and has a high simulation
accuracy while reducing the complexity of the modeling.

The control system model of VSC-HVDC can be divided into the dual-unit layer,
single-unit layer, and converter layer according to the function. The dual-unit layer
contains control functions such as inter-unit coordinated control, AC voltage control, and
additional control. The single-unit layer includes functions such as DC voltage control,
active power control, reactive power control, and blocking and unlocking control. The
converter layer includes functions such as phase-locked loop control, fault ride-through
control, and current decoupling control.

The parameter settings of the system are shown in Table 1. The parameter settings
of the Fig. 4 and the Fig. 5 refer to the paper [12].

In Table 1, Uf
min is the lower limit of the dead zone of the constant voltage control

of the AC filter.

Table 1. Parameter settings.

Parameter Value Parameter Value

kp,P 300 �Pmax,vsc 200 MW

ki,P 500 �Pmin,vsc −200 MW

kp,Q 400 �Qmax,vsc 300 MVar

kp,U 10 �Qmin,vsc −300 MVar

ki,U 50 Uref 1.007 p.u

T 8 s U
f
min 1.005 p.u

�Pmax,lcc 300 MW �Pmin,lcc −300 MW

Compare and analyze the control effects of the following two control methods:

(1) asynchronous interconnection system without additional frequency controller
(without control).

(2) asynchronous interconnection system with an additional frequency controller
shown in Fig. 3 (Additional Frequency Control).

In the actual operation of the power grid, the frequency fluctuation of the asyn-
chronous interconnection transmission system is mainly divided into two cases. One is
the loss of power generation of the system, such as when a trip accident occurs, the
power generation is less than the load, and the system frequency decreases; the other is
the system load loss. When the generated power is greater than the load, the system fre-
quency increases. During the simulation and verification in this paper, two disturbance
situations, the system load drop and the load increase are respectively set to analyze the
the adaptability of LCC-HVDC to the proposed additional frequency control strategy.
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4.2 Frequency Response Characteristic Indicators

In order to evaluate the frequency response characteristics of the asynchronous intercon-
nection system, the following three frequency analysis indicators are used to analyze the
frequency response characteristics of the system [13]. The better the frequency response
characteristics of LCC-HVDC, the stronger its adaptability to the proposed additional
frequency control strategy.

a. Rate of change of frequency (RoCoF), marked as rocof . It is defined as the
rate of frequency change when the system performs inertia response before a fre-
quency modulation action after a system failure. This indicator reflects the inertia
response characteristics of the system, The larger rocof is, the worse the inertia response
characteristics.

b. Frequency Nadir (FN), marked as fnadir . It is defined as the system frequency
pointwith the largest deviation from the normal frequency before a frequencymodulation
actionmakes the system frequency return to normal. This indicator reflects the frequency
transient response characteristics of the system. The greater the deviation of fnadir from
the normal frequency, the worse the transient characteristics of the frequency response
of the system. Therefore, When fnadir is lower than the system load shedding frequency
threshold, it means that the spare capacity of the system for primary frequency regulation
is insufficient.

c. Settling Frequency (SF), marked as fsf . It is defined as the system frequency after
one frequency modulation action is over. Since the primary frequency modulation is
a differential frequency modulation, there is a deviation between fsf and the normal
frequency. The greater the deviation, the worse the steady-state characteristic of the
system frequency response.

4.3 Results and Discussion

The frequency stability of the asynchronous interconnected LCC-HVDC system is sim-
ulated and analyzed below to verify the rationality of the proposed additional frequency
control strategy and its parameter settings. And the adaptability of LCC-HVDC to addi-
tional frequency control strategy in asynchronous interconnection transmission system
is analyzed.

(1) The system reduces the load by 150 MW.
The simulation graph of the system reducing the 150 MW load is shown in Fig. 6.
It can be seen from Fig. 6, after the system loses the load, the system frequency

first increases rapidly, and then through the joint adjustment of the additional frequency
control and the unit speed regulation, the stable operation is quickly restored, and finally
stabilized at 60.26 Hz.

The active power absorbed by LCC-HVDC is reduced to suppress the rise of the
system frequency. The results of the frequency response index are shown in Table 2.

It can be seen from Table 2 that the RoCoF and settling frequency of the system after
the additional frequency control strategy is adopted are significantly reduced compared
with those without control, indicating that the strategy can ensure the stability of the
system frequency when the system reduces the load.

(2) The system increases the load by 150 MW.
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Fig. 6. Simulation waveform of the system reducing 150 MW load. The left picture is the system
frequency, while the right one is the active power absorbed by LCC-HVDC.

Table 2. Frequency response indicators of case 1.

Control
method

rocof /(Hz•

s−1)

fnadir /Hz fsf /Hz

With AFC 2.6410 61.0354 60.2660

Without
AFC

2.8974 61.1456 60.6254
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Fig. 7. Simulation waveform of the system increasing 150MW load The left picture is the system
frequency, while the right one is the active power absorbed by LCC-HVDC.

The simulation graph of the system increasing 150 MW load is shown in Fig. 7.
In Fig. 7, after the system increases the load, the system frequency first drops rapidly,

and then the additional frequency control starts and participates in frequency adjustment,
and the system frequency gradually recovers to 59.78 Hz.

The active power absorbed by LCC-HVDC increases and the downward trend of the
system frequency is suppressed. The results of the frequency response index are shown
in Table 3.

In Table 3, compared with the no-control method, the frequency stability of the
system after using the additional frequency control strategy is stronger, and the frequency
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Table 3. Frequency response indicators of case 2.

Control
method

rocof /(Hz•

s−1)

fnadir /Hz fsf /Hz

With AFC 1.9859 59.0567 59.7841

Without
AFC

2.3325 58.8428 59.3662

response characteristics of the system are significantly improved. The LCC-HVDC has
good adaptability to the proposed DC control strategy.

Comparing the simulation results in Tables 2 and 3, it can be found that the
additional frequency control strategy proposed in this paper can effectively suppress
the frequency fluctuation and alleviate the frequency stability issues caused by the
asynchronous interconnection whether the asynchronous interconnection grid with
LCC-HVDC participated increases or decreases the load.

5 Conclusion

Based on analyzing the feasibility of additional frequency control between LCC-HVDC
and VSC-HVDC, this paper proposes an additional frequency control strategy suitable
for LCC-HVDC asynchronous interconnection operation mutual support and builds an
equivalent frequency control strategy in PSCAD/EMTDC. The model simulation ana-
lyzes the adaptability of LCC-HVDC to the DC frequency control strategy. The results
show that the LCC-HVDC has good adaptability to the proposed additional control
strategy, which can effectively suppress the frequency fluctuation of the asynchronous
interconnected grid and reduce the instability effect caused by the system frequency
regulation process.

The parameters of the additional frequency control strategy proposed in this paper
are obtained through simulation analysis, focusing more on the principle verification of
the control strategy, and further in-depth research will be carried out according to the
actual project engineering.
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Abstract. In order to suppress the disturbance of the frequency of the onshore AC
power grid due to the grid connection of offshore wind farm, this paper proposes a
coordinated control method of frequency support of offshore wind farm connected
through anHVDC link based on droop control, and establishes a simulation system
of measurement-feedback-adjustment of nearest level approximation modulation
(MFR-NLM) of onshore converter station and offshore converter station. Firstly,
the simulation model of offshore wind farm connected through an HVDC link
system is established, and the model uses modular multilevel converter (MMC)
and NLM modulation. Secondly, the mathematical function expression of the
DC voltage setting signal and the measured value of the voltage, the frequency
setting signal and the measured value of the frequency are constructed based on
the droop control method. Finally, the improved recent level modulation method
of the additional DC voltage controller and frequency controller are designed
to realize a new type of measurement-feedback-regulation control of onshore
converter stations and offshore converter stations. The simulation results show
that the proposed method can convert the AC frequency signal and the DC voltage
signal to each other, so that the offshore wind farm can change the power output
according to the frequency deviation, and realize the frequency support of the
onshore AC power grid.

Keywords: Offshore Wind Farm · HVDC · Droop Control · Frequency Support

1 Introduction

As clean energy, wind power has developed rapidly in recent years. Compared with
onshore wind power, offshore wind power has more abundant wind resources [1]. Long-
distance offshore wind farms usually use permanent magnet synchronous generators for
power generation, which are integrated into the onshore grid through an HVDC link [2].
Due to the uncertainty of wind power [3], wind farms cannot adjust their output power
according to dispatching instructions in real time, so the grid connection of offshore
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wind power will affect the frequency of the onshore AC power grid, so the output power
of offshore wind farm must be controlled [4, 5]. In addition, when the frequency of the
onshore power grid changes due to load changes or faults, the offshore wind farm can
participate in the frequency support. That is, with or without communication method [6],
two-terminal [7] or multi-terminal [8–10] HVDC lines are controlled [11]. In order for
offshore wind farms to recognize the frequency deviation of the onshore grid and make
a response, the control methods of the onshore converter station [12] and the offshore
converter station need to be modified [13].

In order to provide frequency support for the onshore AC power grid, reference [14]
proposed a mathematical model for the offshore wind farm connected through VSC-
HVDC link to identify the onshore frequency deviation and respond to the frequency
support by using the droop control principle, but did not study how to determine the
droop coefficient. Reference [15] proposed the calculation method of the droop coeffi-
cient, designed the DC voltage controller of the converter and the offshore wind farm
controller, and realized the frequency support of the offshore wind farm connected
through an HVDC link system to the power grid, but did not study the offshore wind
farm frequency control of the field bus. Reference [16] proposed a method for offshore
wind farm voltage source converter (WFVSC) to control the frequency of offshore wind
farms, and established a model of power flow distribution for each converter station
of multi-terminal HVDC transmission. The frequency support of the multi-terminal
HVDC system to the AC power grid is improved, but the additional capacitor equip-
ment will increase the construction investment. Reference [17] proposed a ratio-based
multi-terminal VSC-HVDC frequency support method, which does not depend on the
parameters and structure of the AC circuit, but has a large time delay and cannot respond
within tens of milliseconds. Reference [18] directly estimates the frequency deviation of
the onshoreACpower grid according to the terminalDCvoltage of the offshore converter
station, and controls the offshore wind farm to quickly respond to the power, and realizes
the real-time frequency support for the onshore power grid. However, the accuracy of
this method is not enough, and the frequency support limited ability. Reference [19]
proposed a method to update the droop coefficient when the VSC-HVDC system fails,
which improved the stability of the VSC-HVDC system, but did not study the power
response. Reference [20] proposed an automatic frequency control (AFC) strategy for
offshore wind farms to support the grid frequency, but the response of this method has
a delay of several hundred milliseconds, which cannot meet the requirements of fast
response.

Aiming at the above problems, this paper proposes a droop control-based coordinated
frequency modulation control method for offshore wind farm connected VSC-HVDC
link. The onshore converter adopts DC voltage control, simulates the frequency-power
droop curve of the synchronous generator, measures the frequency deviation of the
onshore power grid, and converts it into a variable DC voltage setting signal and adds
it to the modulation process of the NLM signal. The result is a change in output power.
Offshore converters use frequency control and power control. Since the wind farm simu-
lationmodel in this paper adopts a permanentmagnet synchronous generator, the offshore
converter uses the frequency-power droop characteristics of the synchronous generator
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to control the output power of the offshore wind farm according to the changing fre-
quency setting value. Compared with the virtual synchronous generator control method,
the control process of the droop control is relatively simple, and no power oscillation
occurs.

2 Design of Converter Control Mode

The key to offshore wind farm connected through an HVDC link is to control the mod-
ulation signals of the onshore and offshore converters. The onshore converter converts
the frequency deviation signal of the onshore AC grid into the DC voltage change of the
HVDC system, and the offshore converter converts the DC voltage change information
of theHVDC system into the frequency deviation signal of the offshorewind farm.When
the offshore wind farm recognizes the signal, it adjusts its own power output based on
the change of the signal. The offshore wind farm connected through an HVDC link is
shown in Fig. 1.

Fig. 1. Offshore wind farm-HVDC system diagram

2.1 Control of Onshore Converter

The onshore converter is responsible for inverting the direct current of theHVDCsystem,
and sending the inverted electric energy into the alternating current grid. The received
nearest voltage level (NLM) signal of the onshore converter can control the conduction
time and conduction angle of the IGBT. Before generating the NLM signal, the NLM
signal generator will first receive the modulation signal, and the modulation signal is the
key to simulate the synchronous generator to realize the droop control of the onshore
converter. The modulation signal includes V set

on , which represents the set voltage at the
end of the HVDC transmission line, that is, the set voltage of the onshore converter.
In a general VSC-HVDC system, the converter connected to the transmission end grid
also has a set voltage, which is equal to the reference voltage at the end of the HVDC
system and is a fixed value. However, in the onshore converter mentioned in this paper,
in order to transmit the onshore frequency deviation information, it is necessary to add
droop control and make the setting voltage a quantity that can be changed in real time
according to the onshore frequency deviation.
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The formula of the droop curve can be obtained as shown in (1):

f = fref + K(P − Pref ) (1)

The droop control curve is shown in Fig. 2.

Fig. 2. Frequency-power droop diagram

In the formula, f is the actual frequency of the AC power grid, fref is the reference
frequency of the AC power grid and takes 50 Hz, K is the droop coefficient, and P is
the active power of the HVDC transmission line flowing to the converter station. Pref
is reference output power for onshore converters. Equation (1) shows that the onshore
converter should change its transmission power according to the frequency change of
the onshore power grid. Here, the onshore converter does not directly change its own
transmission power, but transmits the grid frequency deviation signal to the offshore
wind farm side, and the offshore wind farm will change the output power according to
this signal. In this way, it is ultimately manifested as a change in the transmission power
of the onshore converter.

In order to transmit the frequency deviation signal of the onshore power grid, the
DC setting voltage of the onshore converter should be made a variable quantity. On the
basis of the reference voltage, two changing components can be added. One component
is proportional to difference between the actual frequency of the power grid and the
reference voltage. In this paper, the change of the setting voltage will eventually cause
the change of the transmission power of the HVDC system. It can be considered that the
setting voltage of the onshore converter is a function of the transmission power of the
HVDC system, so the transmission power can be regarded as another one component,
the expression for the DC set voltage is shown in (2).

V set
on = V ref

on + Kf (f − fref ) − KpP (2)

In the formula, V ref
on is the reference voltage of the onshore converter. The control

block diagram of V set
on is shown in Fig. 3.

The amount of change ofV set
on is proportional to the amount of change in the frequency

of the AC grid, that is, �V set
on = K�f . The function of transmitting the frequency

deviation information of the AC power grid to the HVDC system is realized by V set
on . In

this expression, V set
on and V ref

on are per unit values. The values of Kf and Kp are specified
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Fig. 3. Onshore converter droop control

as formulas (3) and (4).

Kf = 0.02 + KpP

�fmax
(3)

Kp = Rdc

V ref
on

(4)

In the above formula, in order to simplify the control process, let �fmax be a fixed
value, because the frequency deviation of the power grid is usually within ±0.2Hz, and
the value of �fmax can be 0.2. The resistance per unit length of the DC transmission line
is 0.0181, and the offshore wind farm distance is more than 50 km [15], so the value of
Rdc is 0.905 �, and the value of V ref

on is 1 (the nominal DC voltage of the HVDC system
is 100 kV).

After applying themodulationmethoddesigned in this paper to the onshore converter,
the onshore converter will measure the frequency deviation of the AC side and respond,
that is, according to the value of V set

on changed by the droop control, thereby changing
the DC voltage of the HVDC system.

2.2 Control of Offshore Converter

TheAC side of the offshore converter is connected to the offshore wind farm, and the DC
side is connected to the HVDC system. In 1.1, the set voltage at the end of the HVDC
system has changed, which leads to a change in the actual voltage at the same end. The
role of the offshore converter here is to convert the voltage change information of the
HVDC system into an offshore wind farm changes in AC frequency.

In the control process of the onshore converter, it has been set that the DC voltage
variation of the HVDC system is proportional to the frequency variation of the onshore
AC system. Therefore, in order tomake the frequency variation of the offshorewind farm
reflect the frequency deviation of the onshore AC power grid, the frequency variation
of the offshore wind farm is also proportional to the variation of the DC voltage of the
HVDC system. Comparing the above formula, the expression that can be constructed in
formula (5).

f setsea = f refsea + KV (V set
off − V ref

off ) (5)
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Where f refsea is the reference value of the offshore wind farm frequency, f setsea is the set

value of the offshore wind farm frequency, V ref
off is the reference voltage of the offshore

converter, and V set
off is the set voltage of the offshore converter. The control block diagram

of the offshore converter station is shown in Fig. 4.

Fig. 4. Offshore converter droop control

Due to the existence of the resistance of the DC transmission line, the voltage drop
will occur on the transmission line, and the active power losswill be generated.According
to this, the calculation formula of V ref

off and V set
off can be calculated according to the values

of V ref
on and V set

on . That is, in formula (5), we have

V set
off = V set

on + P

V set
on

Rdc (6)

V ref
off = V ref

on + P

V ref
on

Rdc (7)

The frequency support of the offshore wind farm connected with HVDC link sys-
tem requires a response within tens of milliseconds. The method proposed in this paper
does not rely on communication equipment. Both the offshore converter station and the
onshore converter station adopt the local control method, which can meet the require-
ments of rapid response. The offshore converter station performs feedback adjustment
by measuring the voltage change on the DC side of the converter, and transmits the
DC voltage change signal converted from the frequency deviation signal of the onshore
grid to the offshore wind farm. So far, the frequency deviation signal of the onshore AC
power grid has been successfully transmitted to the offshore wind farm side through the
HVDC system.

3 Design of Control Mode for Offshore Wind Turbine

In Sect. 1, this paper adopts the droop control method for the onshore and offshore
converters, and realizes the function of transmitting the frequency deviation signal of
the onshore AC grid to the offshore wind farm, that is, the offshore wind farm can iden-
tify the frequency deviation of the onshore grid. It can be considered that the originally
independent offshore wind farm and the onshore AC grid have a certain coupling rela-
tionship through the droop control method, and this coupling relationship is based on
the signal transmission without communication mode. The onshore power grid requires
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a frequency support response within tens of milliseconds, and this communication-free
control method can meet the frequency support time requirements.

The offshorewind farmmentioned in this paper uses permanentmagnet synchronous
generators, which can perform droop control when the wind speed and the power output
are stable. In addition, permanent magnet synchronous generator uses full power con-
verters, so its output power can be precisely adjusted and equivalent [4]. At this time,
the frequency-power of the offshore wind farm satisfies the formula (8).

fsea = f refsea + Kfsea(Pout − Pref ) (8)

In the formula, fsea is the actual frequency of the offshore wind farm, f refsea takes the
value of 50 Hz, Kfsea is the power coefficient, Pout is the active power actually emitted
by the offshore wind farm, and Pref is the active power output when the actual frequency
of the offshore wind farm is equal to the reference frequency.

The value of Kfsea can be obtained according to the simulation test, it is equal to the
slope of the frequency-power droop characteristic curve of the offshore wind farm. The
offshore wind farm can be directly connected to the load, and part of the load can be
suddenly cut off at a certain time, so that the frequency of the offshore wind farm will
increase. At this time, another set of measured values of frequency f msea and power Pm

out
is obtained. We have.

Kfsea = f msea − f refsea

Pm
out − Pref

(9)

When the frequency of the onshore AC grid changes, according to the frequency-
power droop curve of the synchronous generator, in order to bring the grid frequency
back to the reference value of 50 Hz, the output power of the offshore wind farmmust be
changed. In this paper, the frequency setting value f setsea of the offshore wind farm is used
as an intermediate variable, which is set by the offshore converter. According to formula
(8), as long as the output power Pout of the offshore wind farm is adjusted so that the
actual frequency fsea of the offshore wind farm reaches f setsea , then Pout at this time is the
target power output for frequency support of the offshore wind farm connected through
an HVDC link collaborative control system.

In order to find the output powerPout of an offshorewind farm, bothUnder-frequency
and overfrequency conditions need to be considered.

(1) Under the condition of underfrequency, according to the frequency-power droop
characteristic curve, the offshore wind farm should increase the output, therefore,
the offshore wind farm should have enough power margin when it is in operation.
The power output of the offshore wind farm in operation shall not exceed 90%
of the maximum power of the wind turbine at the current wind speed. Under the
condition of underfrequency, in order to increase the power output, we can make

P′
out = 1 + Kover(f

set
sea − f refsea ) (10)

Kover = 0.4f refsea

V ref
off

(11)
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In the formula, P′
out is the underfrequency power gain coefficient, and Kover is the

underfrequency correction coefficient.

(2) Under the condition of overfrequency, the power output response of PMSM can be
divided into inertia response and governor response. The inertial response of the
power is proportional to the rate of change of the offshore wind farm frequency, and
the governor response will take into account the DC side voltage variation of the
offshore converter. Under overfrequency conditions, in order to reduce the power
output, it is possible to make:

P′′
out = −Kin

dfsea
dt

+ f refsea (V set
off − V ref

off )

KgovV set
off

(12)

Kin = 2Hf refsea

V ref
off

(13)

In the formula, P′′
out is the output power of offshore wind farm under the condition

of overfrequency. Kin is the inertia coefficient. Kgov is the governor coefficient, takes the
value of 0.01. And H is the inertia constant, takes the value of 4.

Combining Eq. (10) and (12), the offshore wind farm output is obtained as

Pout = 0.9Pset × P′
out + P′′

out (14)

The method used in this paper controls the power output of the offshore wind farm,
so that the offshore wind farm can participate in the frequency support of the onshore
AC grid, whether it is due to the frequency deviation caused by the onshore AC grid
itself, or due to the uncertainty of offshore wind farm. The resulting frequency deviation
can be supported by this method to support the frequency of the onshore AC grid.

4 Analysis of Simulation Results

4.1 Simulation Model Parameter Settings

The installed capacity of the offshore wind farm model used in this paper is 250 MW,
the wind turbine is a permanent magnet synchronous generator, the wind speed is 12
m/s, the wind speed is constant, and the power output of the wind turbine can reach the
maximum. The onshore AC power grid has an installed capacity of 1000MW and a load
of 800 MW. The total resistance value of the HVDC transmission line is 0.905 �. Other
detailed system parameters are shown in Table 1, as suggested by [4]. The recovery
problems of wind turbines after frequency modulation and the influence of AGC and
inertia of onshore units is not considered in the simulation.

4.2 Model Simulation Under Underfrequency Conditions

In the 10th s of the simulation, the onshore AC grid increases the load of 100MW, and
the onshore AC grid enters the underfrequency operation state.
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Table 1. Parameter table of offshore wind farm connected through an HVDC link system

Items Value

Offshore Wind Farm Reference
Frequency

50 Hz

Offshore wind farm bus voltage 50 kV

Resistance per unit length of HVDC
transmission lines

0.0181 �/km

Total length of HVDC transmission
lines

50 km

DC nominal voltage of HVDC
transmission line

100 kV

Fig. 5. Simulation results under underfrequency conditions

Figures 5 and 6 are simulation results under underfrequency operation. At the 10.00
s, the onshore power grid is put into 100MW load, and the 10.00 s-10.50 s is the transient
response stage. After 10.50 s, the offshore wind farm connected an HVDC link system
reaches a steady state again. At this time, the frequency of the onshore power grid is
49.82 Hz.The base value of DC setting-voltage is 100 kV, which is the same as the
nominal voltage of the DC link.
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Figures 5(a) and (b) show that before the 10.00th second, the frequency of the
onshore grid is 50 Hz, and the per-unit value of the DC voltage of the HVDC system
is 1.02. After 10.00 s, the onshore converter responded quickly, and the per-unit value
of the DC voltage dropped to 0.99. The onshore converter met the demand for rapid
response and converted the frequency deviation signal into a voltage change signal.
Figure 5(c) and (d) show that before the 10.00th second, the voltage of the HVDC
system is 100.03 kV, and the frequency of the offshore wind farm is set to 50.02 Hz.
After the 10.00th second, the DC voltage drops rapidly and fluctuates, and finally The
second steady-state value of 99.77 kV is reached, and the offshore wind farm setting
frequency changes synchronously, reaching the second steady-state value of 49.78 Hz.
The onshore converter successfully reduced the voltage of the HVDC system, and the
offshore converter successfully converted the DC voltage change signal into a frequency
change signal. Figure 5(e) and (f) show that after the 10.00s, the busbar frequency of
the offshore wind farm decreased to 49.970 Hz, the offshore wind farm recognized the
frequency deviation of the busbar, and the output power increased from 210 MW to
227 MW, an increase of 8.09%, in line with the 10% margin, the offshore wind farm
frequency then increases to the second steady-state value of 49.997 Hz. At this time, the
offshore wind farm has identified the frequency deviation of the onshore power grid, and
has responded by generating additional power to support the frequency of the onshore
power grid.

Fig. 6. Frequency comparison with frequency support and no frequency support under under-
frequency conditions

Figure 6 compares the frequency deviation with and without frequency support. In
the case of no frequency support, a sudden load of 100 MW on the grid will reduce the
frequency to 49.80 Hz. After the support, the lowest value of the frequency was raised
to 49.82 Hz, an increase of 0.02 Hz. The increase shows that, comparing the method
of no frequency support, the method of frequency support proposed in this article has
a significant frequency support effect. The coordinated frequency regulation method of
the offshore wind farm connected through an HVDC link system designed in this paper
plays a frequency support role under the underfrequency condition.
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4.3 Model Simulation Under Overfrequency Conditions

This simulation adopts themethod of abruptly removing the 100MW load, which causes
the frequency of the onshore grid to increase. In the 10th s of the simulation, the load of
the onshore AC grid is reduced by 100 MW, and the onshore AC grid enters the state of
overfrequency operation.

Figures 7 and 8 are simulation results under overfrequency operating conditions. At
the 10.00 s, the onshore power grid removes 100MWof load. After 10.50 s, the offshore
wind farm connected through an HVDC link system reaches a steady state again, and
the onshore grid voltage at the second steady state is 50.006 Hz.

Fig. 7. Simulation results under overfrequency conditions

Figures 7(a) and (b) show that before the load is put into operation at the 10.00th
second, the frequency of the onshore grid is 50 Hz, and the per-unit value of the DC
voltage of the HVDC system is 1. After the load was cut off at 10.00 s, the onshore
converter responded quickly, the DC voltage per unit value rose to 1.04, and the onshore
converter successfully converted the frequency deviation signal into a voltage change
signal. Figures 7(c) and (d) show that before the 10.00th second, the voltage of the
HVDC system is 100.01 kV, and the frequency of the offshore wind farm is set to 50.1
Hz. After the 10.00th second, the DC voltage rises rapidly and fluctuates, and finally
The second steady state value of 100.4 kV is reached, and the offshore wind farm
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setting frequency is increased to the second steady state value of 50.4 Hz. The onshore
converter successfully increased the voltage of the HVDC system, and the offshore
converter successfully converted the DC voltage change signal into a frequency change
signal. Figure 7(e) and (f) show that after the 10.00s, the frequency of the offshore wind
farm busbar rises to the highest point of 50.025 Hz, the offshore wind farm recognizes
the frequency deviation of the busbar, and the output power drops from 226 MW to 212
MW. The frequency of the offshore wind farm decreased to the second steady state value
of 50.002 Hz. The offshore wind farm quickly recognized the frequency deviation of the
onshore grid and responded immediately by reducing the output power to support the
frequency of the onshore grid.

Fig. 8. Frequency comparison between frequency support and no frequency support under over-
frequency conditions

Figure 8 compares the frequency deviation with and without frequency support. In
the case of no frequency support, the power grid suddenly cuts off 100 MW of load,
which will increase the frequency to 50.018 Hz. After the frequency is supported, the
highest value of the frequency is reduced to 50.004 Hz, a decrease of 0.014 Hz. The
decrease shows that, comparing the method of no frequency support, the method of
frequency support proposed in this article has a significant frequency support effect. The
coordinated frequency modulation method of the offshore wind farm connected through
an HVDC link system designed in this paper plays a frequency support role under the
overfrequency condition.

5 Conclusion

This paper proposes a droop control-based coordinated frequency modulation method
for offshore wind farm connected through an HVDC link systems, which realizes the
conversion of AC frequency deviation signal to DC voltage change information without
communication, so that offshore wind farms can identify frequency deviation of onshore
grid. And the output power of the offshore wind farm itself is changed to achieve the
purpose of frequency support for the onshoreACpower grid. The simulation results show
that after adopting the droop control method for the onshore and offshore converters, the
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voltage of the HVDC system and the frequency of the sending-end offshore wind farm
can be controlled nearby, so that the offshore wind farm can change the power output.
Under the overfrequency condition, the coordinated frequency control method proposed
in this paper can reduce the frequency deviation of the onshore power grid by at most
0.014 Hz; under the underfrequency condition, the frequency deviation of the onshore
power grid can be reduced by at most 0.020 Hz, realizing the realization of offshore
wind farm and HVDC system coordinated control frequency support.
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Abstract. With the rapid growth of the scale of electric vehicles, the correspond-
ing energy management mode is also adjusting its structure and optimizing its
strategy to alleviate customers’ charging anxiety while tapping into the potential
of electric vehicles. Charging-Swapping-Storage integrated station is a new type
of centralized energy supply equipment that integrates charging station, swapping
station and energy storage station as required by the times. Aiming at the problem
of orderly charging of electric vehicles in the integrated station of electric vehicles,
the structure of the integrated station is firstly constructed. Then the mathematical
models of charging station, swapping station and cascade energy storage station
in the integrated station are established respectively. In the next step, based on
the charging behavior characteristics of fast charging vehicles and electric buses,
combined with the mechanism of time-sharing electricity price, user satisfaction
in the process of charging and swapping services as the constraint, and maximiz-
ing the daily benefit of charging and swapping at integrated station as the goal,
an orderly charging and discharging scheduling strategy based on demand trans-
fer is proposed. The simulation results verify that the proposed orderly charging
and discharging scheduling model of the integrated station can meet the demand
of electric vehicle charging load. Moreover, it has the advantages of reducing
operation and electricity purchase costs, curbing load fluctuation, and improving
customer satisfaction.

Keywords: Electric vehicle · Charging-swapping-storage integrated station ·
Orderly charging strategy · Coordinated planning · Customer satisfaction

1 Introduction

Charging-Swapping-Storage Integrated Station(CSSIS)[1] is a new type of electric vehi-
cle (EV) charging facility that can give full play to the dispatchable potential of charging
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station and swapping station, effectively reduce load power fluctuation [2], and meet the
diverse charging and swapping needs of users. Although the EVs centralized charging
and swapping facility has problems such as strict requirements for power distribution
facilities, the high power fast charging, charging and discharging integrated facilities
planning brings the service level improvement is still very attractive to operators and
electric vehicle users. The disorderly and random charging of EVs bring great challenges
to the operation and management of power grid [3]. Therefore, how to respond to the
power grid side of the fluctuating electricity price mechanism, effective charging and
swapping management of different types of EVs has great research value.

There are plenty of studies on the separate optimization of charging stations or
swapping stations. Paper [4] proposes two EV aggregator scheduling strategies: fixed
contract and flexible contract (charging and discharging as one dispatching unit at a time)
in order to maximize profits and minimize load fluctuation. An example for the battery
swapping station, an orderly chargingmodel of the battery swapping station is established
in paper [5]. Their objective is to minimize the sum of square deviations of load curves
and to consider the requirements of customer satisfaction. Because of its comprehensive
service ability, integrated station has attractedmore attention recently. The research about
it focuses on the analysis and modeling [6], optimization of operation and cost [7] - [11],
selection of address and volume [11], etc. Literature [6] provides a mathematical model
of the CSSIS for EVs. Based on the model, an orderly charging strategy is provided.
In terms of operation optimization, the efforts of works are multifaceted. Literature [7]
uses travel chain to predict load of EV, its optimization goal is also to minimize costs
of integrated station. In work [8], the authors introduce measures of carbon emission
reduction for the operation process analysis of the integrated station.They constructAND
carbon net increase model AND carbon trading mechanism aiming to reduce the annual
environmental emissions and comprehensive cost. Paper [9] proposes a sliding window
charging optimization strategy suitable for CSSIS and microgrid, chance constrained
programming is taken into account. Paper [10] explores the optimal charging operation
framework based on the mixed queueing network model proposed by their group. Work
[11] proposes a CSE optimization model considering the power flow constraints and
uncertainties of EV and battery charging. As for selection of address and volume, paper
[12] uses Voronoi diagram to divide the service scope, and constructs a multi-objective
location model to determine the location, combined with queuing theory and voltage
power constraints to determine the station equipment capacity. Literature [13] proposes
an improved queuing model M/M/K/K. The author analyzes the expected profit of long
- term operation of multi - service power station. Their research subjects are not a
strict CSSIS, but their conclusions coincide with ours. That is with number of vehicles
swapping service increases, the integrated service station can get more profit. For present
optimization works, majorities from the perspective of orderly scheduling on the grid
side, while we consider a demand transfer model based on user response under incentive
mode.

This paper mainly studies the joint scheduling problem of charging and swapping in
the CSSIS. Firstly, we establish the integrated operation and planning model according
to the structure and operation characteristics of CSSIS. Combining with the charging
and swapping demand of users in one day, we build a charging and swapping scheduling
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model of CSSIS based on demand transfer. Finally, an example is given to verify the
effectiveness of the scheduling model.

2 CCSIS Model

2.1 Structure of CSSIS

The integrated station is an PEV (Plug EV) centralized rapid energy supply and storage
facility, its composition is shown in Fig. 1, which mainly consists of battery charging
station (BCS), battery swapping station (BSS), energy storage station (ESS) and in-
station dispatching mechanism [6]. BCS generally consists of fast charging piles, which
can achieve PEV high-power fast charging in a short period of time. Decommissioned
batteries are deployed in the cascade system to form the ESS storage station. Compared
with traditional new energy storage systems, ESS can maximize the residual value of
spent batteries and reduce the economic and environmental pressure of spent batteries for
EVs. The dispatching mechanism is the dispatching center within the integrated station,
which allows real-time monitoring of the tide and information flow of the power station.
It supervises and coordinates in-station status and off-station scheduling plan.

Fig. 1. The black arrows represent the information flow and the orange arrows represent the
energy flow. In addition, EV here includes PEV for charging and Electric bus (EB) for swapping
electricity.

2.2 BCS Model

Charging station is PEV centralized charging facilities that provide fast electrical energy
services to fast charging users. In order to ensure the service quality and battery life of
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PEV fast charging, this paper assumes that BCS does not participate in discharge. The
charging power PBCS(t) is:

PBCS(t) = NC(t) · Pcmax (1)

O ≤ NC(t) ≤ NBCS (2)

In the expression, PBCS(t) is the power consumption of the BCS at time period t,
and NC(t) is the number of fast charging users in the BCS at time period t. Pcmax is
the maximum output power of the fast charging pile, NBCS is the total number of fast
charging piles in BCS.

According to the results of the National Household Travel Survey [14] conducted
by the US Department of Transportation in 2011, the driving characteristics, network
access time and other key parameters of PEV users are obtained. PEV network access
time is in normal distribution, μ = 16.0, σ = 4.0. Monte Carlo method is used in this
paper to generate the raw data. Generally, when PEV users do not reach or approach the
limit driving behavior (vehicle SOC is close to or less than or equal to the lower limit of
SOC), they will choose home decentralized charging [8]. As the vehicle SOC has almost
reached its lowest value, PEV mainly seeks fast charging service. Therefore, the PEV
energy demand Soc is set as 0.8.

2.3 BSS Model

The power battery (PB) is charged from the electric bus by a split-box DC charger.
Participation of EB power battery in discharge in BSS will greatly shorten battery life,
so it is considered that EB does not participate in discharge. Its charging power PBSS(t)
is:

PBSS(t) = NS(t) · Psmax (3)

O ≤ NS(t) ≤ NBSS (4)

where PBSS(t) is the power of the BSS at time period t, and NS(t) is the number of
swapped batteries in the slow charging mode at time period t. Psmax is the maximum
output power of the slow chargers, NBSS refers to the total number of chargers in BSS.

EB is characterized by long operating hours and strict travel (departure/arrival/stop)
times and route planning. Due to EB’s “on-time " operation characteristics, its daily
electricity demand is basically under control. The main operation period of the bus
is from 06: 00 to 23: 00, and the battery swapping process is carried out during the
bus operation. The buses on the line start towards each other between the first and last
stations, and the energy swapping behavior between 07:00–22:00 can be regarded as
uniform distribution [15]. After business hours, EB energy is usually at a low level,
and the fast swapping station provide a mode to swap energy to better meet the PEV’s
dispatch needs. This paper assumes that the residual load of the EB is 15%, the PB with
95% energy needs to be replaced for EB, and the demand is Soc 0.8.
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2.4 ESS Model

Decommissioned batteries with different loss levels form the cascade energy storage
structure in ESS station. These batteries come from batteries that have reached the end
of their life and have reduced capacity and discharge efficiency. Due to the reduced
performance, there is some loss of function during use. They also fail to reach the upper
and lower limits of energy storage during charging and discharging. ESS output planning
strategy: To regulate its own charging and discharging power according to the time-share
electricity purchase price and changes in ECS and ESS power of the integrated station.
The charge-discharge model of ESS is as follows:

−PEDmax ≤ PESS(t) ≤ PECmax∀t (5)

EESS(t) = EESS(t − 1) + PESS(t)�t (6)

Eemin ≤ EESS(t) ≤ Eemax (7)

EESS(t) = EESS(t + Tk) (8)

PECmax and PEDmax respectively represent the upper and lower limits of the charging
and discharging power of the ESS. Eemin and Eemax represent the upper and lower limits
of the ESS. The addition of Tk to Eq. 8 indicates that energy storage recovers to the
initial level after completing a scheduling cycle.

To sum up, the integrated station model is established as follows:

PCSE(t) = PBCS(t) + PBSS(t) + PESS(t) (9)

ECSE(t) = EBCS(t) + EBSS(t) (10)

PCSE(t) is the charging power of the CSSIS during the time period t; ECSE(t) is the
total energy of the CSSIS at end of time period t. In addition, the normal operation of
CSSIS needs to meet periodic constraints.

3 Charge and Discharge Scheduling of Integrated Station Based
on Demand Transfer

3.1 Scheduling Strategy

In the daily operation of the integrated station, the power of BCS, BSS and ESS are
dispatched separately, and the day is divided into 96 time periods (every 15 min as a
time period) to build a daily optimal dispatch model. The operation of BCS follows
a first-come, first-served queuing model, and BSS’s charging scheduling for swapping
batteries coordinates BCS operation on the basis of meeting the fixed daily bus swapping
load and accepting the demand for BCS transferswithin each time unit. ESS further plays
the role of coordinating the load and eliminating peaks and valleys.



226 J. Wang et al.

The essence of the demand transfer strategy is to give full play to the energy stor-
age and orderly charging capabilities of BSS and ESS in integrated station on the one
hand, and relieve the charging pressure of BCS on the other hand. The premise that this
scheduling can be realized is demand-side response based on certain incentives. Specif-
ically, this article uses a discount to attract customers to convert the original charging
into a swapping service. The scheduling strategy is shown in Fig. 2.

Fig. 2. Scheduling flow

Demand Transfer in BCS.Demand transfer model: Converting Some of the demand at
BCS during the current time period into demand at BSS. This will relieve the charging
pressure at BCS and reduce the overall load power of BCS and the waiting time for
users. at the same time, the dispatching potential of the battery orderly charging can be
fully utilized through the BSS, and the power reserve obtained at a lower price can be
exchanged for a higher economic benefit. Since the cost of BSS is higher than that of
BCS, a scheduling discount� is introduced into the strategy to make the price of battery
swapping close to the price of charging, so as to improve the response ability of users to
the demand transfer strategy. By optimizing the charging and discharging behavior of
the integrated station throughout the day, we explore the possibility of scheduling space
to improve the mutual benefits of the integrated station and the customer. The scheduling
model of BCS is as follows:

EBCS,ac(t) = EBCS,ac(t) + ηCPBCS(t − 1)�t (11)

ECneed (t) = ceil(λsNc(t))EPEV�SOCPEV (12)

EBCS,ac(Tk) =
Tk∑

t=1

ECneed (t) (13)

In the expression, EBCS,ac is the accumulated acquired energy of the BCS, ECneed is
the energy demand of the BSS at each time period, ηC represents the charging efficiency
of the BCS, and λs represents the demand transfer rate. �SOCPEV Represents the
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percentage of energy demand of PEV. Formula 13 represents the total energy obtained
in one day of the BCS to meet the charging demand after the demand transfer.

Demand Transfer in BSS. The charging behavior of PBs in BSS includes disorderly
charging and orderly charging. In this paper assumed that disorderly charging refer to
swapping and charge PBs immediately once EBs arrive at BSSwithout considering other
information. In contrast, orderly charging behavior has scheduling potential. During the
charging process of BSS, we make the assumption that each of the two types of batteries
(PBs, PEV Batteries) in the BSS is a lithium battery of the same type and size. In the
BSS, the batteries is prepared for PBs as well as PEV batteries in advance. The chargers
has suitable interfaces for their charging. The BSS receives part of the demand from the
BCS, and charges the electricity at the current swapping price, giving a certain discount.

ESneed (t) = (1 + RBSS)NS(t) · EPB�SOCPB + floor(λsNc(t))EPEV�SOCPEV∀t (14)

EBSS(t) = EBSS(t − 1) + ηs�tPBSS(t − 1) − ESneed (t − 1) ∀t (15)

EBSS(t) ≥ ESneed (t) (16)

In the formula 14, ESneed represents the battery swapping demand of the BSS during
each time period, NS represents the number of vehicles reaching the BSS in each time
period, SOCPB and SOCPEV respectively represent the SOC ratio of EBs and PEVs,
ηS is the charging efficiency of motors in the BSS, EPB represents the upper limit of
energy of PB, RBSS stands for the battery swapping margin of the BSS. The BSS needs
to coordinate the demand of the BCS and arrange the charging power of the BSS under
the premise of meeting the margin of battery swapping demand in each time period.

3.2 Optimization Objective

Objective Function. Optimization objective: maximize the daily operating income of
integrated station. To be specific, the integrated station is planned collaboratively with
the goal of maximizing the daily operating profit function F. The objective function is
as follows:

F = max(CBCS + CBSS − DCSE) (17)

CBCS =
Tk∑

t=1

PBCS(t)�t · γc(t) (18)

CBSS =
Tk∑

t=1

ESneed (t) · γs(t) (19)

CBSS =
Tk∑

t=1

γs(t)((1 + RBSS)NS(t) · EPB�SOCPB + θfloor(λsNc(t))EPEV�SOCPEV )

(20)
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In these formulas, CBCS refers to the total fee charged by the BCS after charging
service, CBSS refers to the total fee charged by the BSS and DCSE refers to the total cost
of daily electricity purchase of integrated station. Among them, γC, γS and γCSE respec-
tively represent the time-sharing electricity selling price of BCS, BSS and electricity
purchasing price of integrated station. θ represents the discount parameter involved in
dispatching.

The Constraint. 1. Substation Power Constraint: The total load power of the charging
and swapping station cannot exceed the interactive power range of the connecting line,
and the constraint is:

Pg,min ≤ PCSE ≤ Pg,max (21)

2. Power balance constraint: To limit the power fluctuation of the integrated station
within a certain range throughout the day. The power variance of integrated station
satisfies σ < σ0.

σ = 1

T

Tk∑

i=1

[
PCSE(t) − 1

Tk

Tk∑

i=1

PCSE(t)

]2

(22)

3. User satisfaction constraint: In this paper, user satisfaction refers to the satisfaction
based on the charging speed of PEV owners. Specifically, it is the ratio of the total energy
demand of the actual BCS to the residence time of all vehicles. Proportional to the total
energy obtained per unit time:

Q =
∑Tk

t=1 NC(t) · EPEV�SOCPV

Pcmax · (
∑Tk

t=1 Nc,ac(t)�t + ts
∑Tk

t=1 floor(λsNc(t)))
(23)

NC,ac(t) = NC,ac(t − 1) − NL(t − 1) + ceil(λsNc(t)) (24)

Q is the user’s charging satisfaction, NC,ac are the accumulated vehicles staying in
the BCS, NL is the number of vehicles leaving in each time period.The integrated station
is required to achieve certain satisfaction constraints during operation. Q > = Q0.

4. CSSIS run constraint: The instance needs to satisfy the CSSIS operation model
constraints of Eqs. 1 through 8.

4 Simulation Verification

4.1 Solution of Model

The decision variables in the above model are the charging power of BCS, BSS, the
charging and discharging power of ESS at each time period, and the overall demand
transfer rate λS. Solved in Matlab 2020 using solver cplex12.10 and yalmip toolbox.
Combining with the actual situation and the demand transfer scheduling strategy pro-
posed in this paper, the joint scheduling mode of BSS and BCS can be obtained, and the
demand response potential and schedulable potential of BSS are further calculated.
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Table 1. Parameter settings.

Parameter Value Parameter Value

NBCS 25 ηC 0.8

NBSS 50 ηS 0.8

Pcmax 100 SOCPB 0.8

Psmax 40 SOCPEV 0.8

PEDmax 500 EPB 300

PECmax 500 EPEV 50

ηe 0.8 Pg,min 5000

Eemin 6000 Pg,max 1000

Eemax 1000 σ0 750

� 0.75 Q0 1.2

In this paper, the number of EVs in a region is used as an example for calculation and
analysis. CSSIS service area provides charging and swapping services for 540 PEVs and
60 EBs, and there are 60 sets of backup PBs, 5 sets of swapping motors and split-box
chargers which are available for slow charging of up to 50 batteries simultaneously.
BCS is equipped with 25 fast charging piles. The ESS capacity is 6kW·h, the initial
state of charge (SOC) is 50%, and the discount rate θ is set to 0.75. For other system
parameters, see Table 1 above. These data can be changed to replace the variables in
the paper without affecting the optimization solution of the problem. (For example, the
discount rate θ, different discount rates correspond to different response rates).

4.2 Results Analysis

In order to effectively compare the optimization results obtained by different charging
modes of EB and PEV in CSSIS and verify the effectiveness of the proposed method,
a qualitative and quantitative comparison of the CSSIS charging and discharging power
under the two charging modes will be performed in this section: Orderly scheduling
based on demand transfer and disorderly charging with the manner of instant service.

Figure 3 illustrates the demand transfer process over time. The blue line represents
the actual new growth charging demand that arrives at BCS over time, while the red line
represents the demand reach at each time period after the demand transfer strategy. Green
indicates the actual charging demand of BCS in each time period under the first-come-
first-served mode after scheduling. The black lines represent the number of PEVs which
leave the BCS after satisfying their charging requirements within each time period. The
meaning of this graph is that after the demand transfer strategy, the actual new growth
demand of BCS (blue) becomes the new demand (red). In this case, the demand transfer
rate λS = 0.25, gives the maximum daily operating economy for the given dispatch
discount rate θ.

Figure 4 reflects the demand of disorderly charging, following the instant service
mode. The power consumption reaches its maximum at the peak of the network. Here we
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Fig. 3. Demand scheduling

do not show the power curve of ESS, just think that ESS only plays a role in balancing
the load of power grid and CSSIS.

Fig. 4. Disorderly charge

Power demand curves based on demand transfer of CSSIS in each time period are
shown in Fig. 5. As can be seen from Fig. 5, during the time period from 0 o ‘clock to 7
o ‘clock (0–28), when the load is light and the electricity price enters the valley phase,
the CSSIS purchases electricity from outside network with a upper power, and stores
energy for the backup battery bank in ESS and BSS on the basis of satisfying the charge
and swapping of BSS and BCS. From 10 to 15 o ‘clock, 18 to 21 o ‘clock (40 to 60, 72 to
84), the load is heavy. This stage meets the charging demand of the BCS and performs
the minimum charging based on the margin constraint of the BSS reserve energy after
accepting the demand transfer. ESS remains in a continuous process of discharge. From
22 to 24 o ‘clock (88 to 96), CSSIS achieves a constraint on the balance between start
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and end charging in a cycle by increasing the charging power. During the rest of the flat
price time periods, CSSIS charges and stores energy with medium power.

Fig. 5. Orderly scheduling

As shown in the Figs. 4 and 5, compared with disorderly charging, the maximum
power demand of orderly charging is 2800kW /h, which is smaller than the maximum
value of disorderly charging of 3300kW /h. This indicates that orderly charging can
reduce the charge demand power during peak period, which is of great significance for
alleviating the peak-valley difference of power grid. Table 2 shows comparison of two
scheduling strategy:

Table 2. Optimization scheduling strategy comparison.

Profits Variance Improvement of satisfaction

Disorderly charge 18203 845 0

Orderly scheduling 22901 750 33.2%

Through quantitative analysis of BSS, CSSIS, standard deviation of load fluctua-
tion, comprehensive daily cost and customer satisfaction during unorderly charging and
orderly charging, it is obvious that orderly charging can effectively alleviate the peak-
to-valley difference of the power grid, reduce comprehensive daily operating cost, and
play a role in improving customer satisfaction with charging and swapping.

The energy change curve of CSSIS orderly charging is shown in Fig. 6. Both BSS and
ESS return to the initial value at the end of a cycle. In BCS, the accumulated demand
energy and the accumulated acquired energy converge at the end of the cycle, which
means that BCS has met the electricity charging demand of the day.



232 J. Wang et al.

Fig. 6. Energy curves of CSSIS

5 Conclusion

The Charging-Swapping-Storage integrated station has the advantages of smoothing EV
load fluctuation, eliminating peaks and valleys to achieve an environmentally friendly
and sustainable economic operation mode. This paper sets up the model of integrated
station. Combined with the behavior characteristics of electric vehicles, establishing
the demand transfer scheduling strategy model of orderly charging, and analying the
customer satisfaction index. Finally, combined with the fluctuation of time-sharing elec-
tricity price, constructing the optimization function to maximize the benefits of one-day
integrated station, and solving it with the help of Cplex solver to achieve collaborative
scheduling. The results show that CSSIS has great potential to participate in optimal dis-
patching of power grid. In the future, we will explore more flexible incentive strategies
based on demand transfer in more complex scenarios.
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Abstract. In 2020, China put forward the strategic goal of “carbon peaking and
carbon neutrality”, which will strongly promote the adjustment of industrial struc-
ture and the transformation of energy structure. The power industry is the key to
building a clean, low-carbon, safe and efficient energy system. The carbon emis-
sion trading market is one of the most effective political tools to control carbon
emission. The power industry, as an energy-intensive industry, is an important
control object in the carbon market. The essence of the integrated development
of the carbon market and the power market is to promote the development of the
power industry in a cleaner, more efficient low-carbon direction. However, the
impacts of carbon market transactions on the power market entities still need to be
explored. Therefore, based on the development status of Jiangsu powermarket, this
paper studies the impacts of carbon trading on the behavioral decision-making of
Jiangsu power market entities through game theory, constructing an optimal profit
model for each market entity under carbon trading. It also puts forward relevant
suggestions for the integrated development of carbon market and power market.

Keywords: Carbon trading · Power market · Behavioral decision-making ·
Optimal profit model

1 Introduction

China’s rapid economic development has led to increasing fossil energy consumption.
To address climate change and achieve sustainable development, China announced that
carbon dioxide emissions of China strive to peak by 2030 and work towards carbon
neutrality by 2060 [1]. To achieve the above carbon peaking and carbon neutrality targets,
industrial restructuring and energy structure transformation are imperative. Currently,
themost typicalmarket-incentivized carbon emission reduction tool is the carbon trading
mechanism.

On July 16, 2021, the China national carbon market officially went online for trad-
ing. In the initial phase of trading, 2,225 key emitting power generation companies were

© State Grid Electric Power Research Institute 2023
Y. Xue et al. (Eds.): PMF 2022, Proceedings of the 7th PURPLE MOUNTAIN FORUM
on Smart Grid Protection and Control (PMF2022), pp. 234–246, 2023.
https://doi.org/10.1007/978-981-99-0063-3_17

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-0063-3_17&domain=pdf
https://doi.org/10.1007/978-981-99-0063-3_17


Research on the Influence Mechanism of Carbon Trading 235

included in the trading [2, 3]. The power sector is currently the largest single carbon
emitting sector in China, accounting for about 51% of total emissions from all sec-
tors. According to the National Bureau of Statistics, thermal power generation will still
account for 70.6% of total power generation in 2021, making the power sector the largest
emitter of CO2 in China. The inclusion of the power sector in the carbon emissions trad-
ing system reflects the key policy objective of controlling carbon emission from power
generation enterprises with the guidance of the carbonmarket, but it also brings common
challenges to the power market and the carbon market [4–6].

In May 2021, Jiangsu Department of Ecology and Environment issued the “Provin-
cial Department of Ecology and Environment 2021 Work Plan on Carbon Peaking and
Carbon Neutrality”. The work plan points out that we should strengthen the top-level
design of carbon peak work, promote carbon peak work in key areas, establish a carbon
emission reduction testing and assessment system, and strengthen the organizational
guarantee of carbon peak work [7, 8]. Jiangsu Province will continue to strengthen the
target constraint and peak leading and make efforts in six aspects including building
a green low-carbon development system, promoting low-carbon development in key
areas, and carrying out pilot projects in low-carbon cities. These policies and plans also
provide support and motivation for Jiangsu Province to actively participate in national
carbon trading.

This paper studies the influence of carbon trading on the behavioral decision-making
of power market entities in Jiangsu through game theory, constructing the optimal profit
model of each market entity under carbon trading. The rest of this paper is organized
as follows. First, a trading framework of Jiangsu power market under carbon trading
is designed in Sect. 2. Then, an optimal profit model for each entity is established in
Sect. 3. Section 4 verifies the effectiveness of the presented model based on the trading
framework of Jiangsu power market. Finally, Sect. 5 draws the conclusions of this work.

2 Trading Framework of Jiangsu Power Market Under Carbon
Trading

2.1 Carbon Market Trading Rules

• (1) Trading models

European Union’s carbon trading market takes the form of a primary carbon market
and a secondary carbonmarket, in which the primarymarket is the issuancemarket, used
for the allocation of carbon quotas by the government to trading entities. The secondary
market is the circulation market, which is used for the trading of the surplus or deficient
parts of the trading subjects’ allotment, and the secondary market is carried out based on
the primary market. Unlike European Union’s two-level carbon trading market, there is
only one carbon market in China at present. The shape of China’s future carbon trading
market is still being explored.

• (2) Carbon trading management modes of power generation enterprises
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There are three main types of carbon trading management modes for power
generation enterprises.

➀ Self-management: power generation enterprises carry out carbon trading-related
work on their own.

➁ Centralized management: power generation groups with multiple power gen-
eration enterprises set up or specify a management organization at the group company
level to centrallymanage the carbon trading-relatedwork of their power generation enter-
prises. This model takes into full consideration the existing distribution andmanagement
institutions, multiple power supply types and specialized service resources. By adopting
the centralized management mode, power generation groups with multiple power gener-
ation enterprises can give full play to the scale advantages of group companies, control
market risks, reduce compliance costs and maximize group interests.

➂ Entrusted management: power generation enterprises entrust external profes-
sional institutions to carry out part or all the carbon trading-related work.

2.2 Jiangsu Power Market Trading Rules

• (1) Trading subjects

The main trading entities of Jiangsu power market include various power genera-
tion enterprises, power users (wholesale market users, retail market users), power grid
enterprises, power dispatching agencies and energy storage enterprises.

• (2) Trading modes

In terms of trading methods, the trading in Jiangsu’s power market is mainly divided
into medium and long-term power market trading and power spot market trading. The
“Jiangsu Electricity Spot Trading Rules” stipulates that electricity spot market trading
was divided into day-aheadmarket trading, real-timemarket trading and auxiliary service
market trading, and that the medium- and long-term market should realize multiple
trading methods to complement each other, provide multi-frequency trading, and realize
the effective connection with the electricity spot market. The medium- and long-term
market should be complemented by multiple trading methods, provide multi-frequency
trading, and achieve effective connection with the electricity spot market.

2.3 Trading Framework of Jiangsu Power Market Under Carbon Trading

The carbon trading market aims to reduce CO2 emissions and promote the achieve-
ment of carbon-neutrality target through the control and trading of carbon emissions
from high-energy-consuming industries. For the power market, thermal power genera-
tors with high energy consumption are the main trading subjects. After the state issues
carbon quotas, thermal power generators complete compliance requirements by trading
carbon quotas on the carbon emission trading platform. During the trading process, the
fluctuation of carbon price will affect the buying and selling of carbon allowances, thus
creating cost perturbation for thermal power generators. In this context, each power
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market entity has its own optimization game objective. Thermal power generators need
to fulfill their carbon quota compliance requirements on the one hand, meet the needs
of power consumers on the other. The power grid companies need to meet the demand
of power consumers based on the balance of power generation. The final sales price of
electricity will also cause fluctuations in the demand of electricity consumers. Therefore,
to ensure their own interests are maximized, each entity in the power market needs to
find the optimal strategy.

3 Optimal Profit Model for Each Entity in the Power Market
Under Carbon Trading

3.1 Model Assumptions

In the power market trading, the main entities include power generators, transmission,
and distribution providers (power companies) and power consumers. This study assumes
that thermal power generators are the power generators included in the carbon trading
market; renewable energy generators no longer receive government subsidies. Under the
carbon trading market, each entity is influenced by the carbon price and carbon quota,
and the entities all make decisions with the goal ofmaximizing their own interests. Based
on this, this study constructs the profit function of each entity in the power market under
the carbon trading market.

• (1) Thermal power generators

The profit of thermal power plant operators is mainly affected by several factors,
including generation revenue, generation cost, carbon emission reduction cost, and car-
bon allowance trading cost. In this study, only thermal power plant operators that are
included in the carbon trading market are considered, and they are divided into thermal
power plant operators that need to buy carbon quotas and thermal power plant operators
that need to sell carbon quotas. Assume that there are Nin thermal power producers who
need to buy carbon allowances, their profit function Rin can be expressed by (1). There
are Nout thermal power producers who need to sell carbon allowances, and their profit
function Rout can be represented by (2).

Rin = Pf yi − Cf (yi) − Cec(βin) − Pc(θyi − βin − α), i = 1, 2, · · · ,Nin (1)

Rout = Pf yj − Cf
(
yj

) − Cec(βout) − Pc
[
α − (θyi − βout)

]
, j = 1, 2, · · · ,Nout (2)

where Rin(Rout) refers to the profit function of thermal power producers who need to buy
(sell) carbon allowances, Pf Pf denotes the market transaction price of electricity for
thermal power generators, y denotes the electricity generation capacity, Cf denotes the
cost function of the thermal power producer, β denotes the amount of carbon emission
reduction [9], Cec Cec denotes the carbon abatement cost function, θ is the carbon
emission factor per unit of electricity generation, Pc denotes the carbon price, α α

denotes the carbon allowance. If the total carbon emissions of thermal power generators
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(θyi − β in) is greater than the carbon allowance α, then the power producer needs to buy
carbon allowances. Conversely, a thermal power producer can sell carbon allowances.

It is assumed that both the cost function and carbon abatement cost function of
thermal power generators are quadratic functions. The cost function of thermal power
producer is constructed as:

Cf (yi) = 1

2
afcy

2
i + bfcyi + cfc, i = 1, 2, · · · ,Nf (3)

where Cf is the production cost function of thermal power plant merchants; afc, bfc, and
cfc are the generation cost coefficients of thermal power plant merchants, Nf Nf is the
number of thermal power plant merchants in the market.

To simplify the calculation, this study assumes the same abatement cost function for
thermal power producers [10].

Cec(βi) = 1

2
aeβ

2
i + beβi + ce, i = 1, 2, · · · ,Nf (4)

where Cec is the carbon abatement cost function for thermal power generators. ae, be,
and ce are the carbon abatement cost coefficients of thermal power producer.

• (2) Renewable energy generators

Since renewable energy generators are not included in the carbon emissions trading
market, their profits are mainly influenced by generation revenues and generation costs.
Assuming that there areNr renewable energy generators in the power system, their profit
function Rr can be represented as:

Rr = Prz − Cr(z) (5)

where Pr denotes the market transaction price of electricity for renewable energy gener-
ators, z is the renewable energy feed-in tariff, Cr(z) Cr(z) denotes the cost of electricity
generation of the renewable energy generator.

To simplify the calculation, this study assumes that the cost of generation is the same
for each renewable energy generator, and the generation cost function is expressed as:

Cr
(
zj

) = 1

2
arz

2
j + brzj + cr, j = 1, 2, · · · ,Nr (6)

where ar , br , and cr are the generation cost coefficients of renewable energy generators.

• (3) Powercompanies

Power companies are transmission and distribution operators in the power mar-
ket, and their revenue sources are mainly state access revenues from transmission and
distribution. Therefore, its profit function can be expressed as:

Rg = PgX − Cg(X ) (7)
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whereRg denotes the profit function of the grid enterprise,Pg is the average transmission
and distribution price, X is the total transmission and distribution volume of the power
company, which is equal to the electricity purchased by customers, Cg(X) denotes the
cost function of the power company. It should be noted the cost of power grid enterprise
consists of fixed cost and variable cost. To simplify the calculation, the variable cost
only considers the influence of line loss. Therefore, the cost is expressed as a function of
electricity transmission and distribution, which is calculated by the system power flow.

• (4) Power consumers

The consumer surplus can be used to represent the consumer’s profit in powermarket
transactions. To correctly calculate consumer surplus, the consumer’s demand curve
needs to be determined first. To simplify the calculation, this paper assumes that the
inverse demand function of the final consumer is a linear function, expressed as:

P = a − bX (8)

where P denotes the consumer’s purchase price of electricity, a denotes the intercept of
the demand function, and b denotes the slope of the demand function (b> 0). Integrating
the consumer demand function gives the consumer surplus U, as shown in (9).

U =
∫ X

0
P(X )dx − PX = aX − 1

2
bX 2 − PX (9)

3.2 Objective Function and Constraints of the Model

• (1) Objective function

In this paper, we consider that under the condition of non-cooperative game,
each market player makes decision to maximize its own interests to achieve market
equilibrium, and the corresponding objective function is shown in (10).

W = maxRf + maxRr + Rg + maxU

= max

Nf∑

i=1

[
Pf yi − Cf (yi) − Cec(βi) − Pc(θyi − βi − α)

] + max
Nr∑

j=1

[Przi − Cr(zi)]

+ max
[
PgX − Cg(X )

] + max
∫ X

0
P(X )dx − P (10)

where W represents the total social welfare function under non-cooperative game con-
ditions, which consists of the profit functions of thermal power generators, renewable
energy generators, and power companies, as well as consumer surplus.Nf and Nr Nr are
the number of thermal power generators and renewable energy generators, respectively.
Here, the carbon emission reduction marginal cost Pc is considered known quantity. The
decision variables include thermal power generation output yi and new energy genera-
tion power generation zi. The thermal power generation carbon emission reduction β i,
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carbon allowance α, and the total amount of power transmission and distribution X are
calculated according to above decision variables.

• (2) Constraints

According to the operation of the power market and the behavior characteristics of
each entity, the constraints mainly include the cost of each market entity about default,
market equilibrium constraints and policy constraints.

➀ Cost constraint
Generation cost function constraint: assuming that the generation cost function for

both fossil and renewable energy sources is an increasing function with respect to
generation capacity.

C ′
f (Y ) ≥ 0,C ′′

f (Y ) ≥ 0 (11)

C ′
r(Z) ≥ 0,C ′′

r (Z) ≥ 0 (12)

Emission reduction cost function constraint: assume that the emission reduction cost
function is also an increasing function with respect to the amount of emission reduction.

C ′
ec(β) ≥ 0,C ′′

ec(β) ≥ 0 (13)

➁ Market equilibrium constraint
Electricity equilibrium constraint: Assume that themarket reaches equilibriumwhen

the total electricity produced by thermal and renewable generators is fully purchased by
consumers.

X = Y + Z (14)

Y =
Nf∑

i

yi (15)

Z =
Nr∑

j

zj (16)

where Y denotes the total generation capacity of the Nf Nf thermal power producers
in the market; Z represents the total generation capacity of the Nr Nr renewable power
producers in the market.

Carbon market price constraint: Under the condition of market equilibrium, the
marginal abatement cost of the power industry is equal to the carbon price.

C ′
ec = Pc (17)

The amount of power generators: in the carbon trading market, thermal power gener-
ators are the thermal power generators that make carbon quota purchases and sales; the
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number of power generators in the whole market is the sum of thermal power generators
and renewable power generators.

Nf = Nin + Nout (18)

N = Nf + Nr (19)

➂ Policy constraints
Percentage of renewable energy generation: The government requires that a certain

percentage of electricity delivered by the gridmust include renewable energy generation,
with a range constraint as:

γ ≥ z

x
(20)

where γ is the ratio of renewable energy generation to total electricity generation, the
minimum limit of this ratio is set by the state.

Power price: Renewable and thermal generators receive equal power prices, both
equal to the difference between the price paid by the customer for electricity and the
transmission and distribution costs, as shown in (21).

Pf = Pr = P − Pg (21)

4 Case Study

(1) Data assumptions and parameter settings.

In this paper, we refer to the generation cost coefficients in [11–13] and make appro-
priate adjustments to some parameters with the actual situation to determine the corre-
sponding parameters as Table 1. Among them, the average transmission and distribution
price is referred to the transmission and distribution price table of Jiangsu power grid.
Meanwhile, according to the prediction of State Grid Jiangsu Electric Power Co., the
electricity consumption of the whole society is set as 637.4 billion kWh with an average
annual growth rate of 4.5%.

(2) Decision analysis of thermal power generators in Jiangsu Province.

It can be seen from Fig. 1(a) that with the increase of social electricity demand, both
thermal power generation and renewable power generation increase continuously, but
the gap between the two power generating forms gradually decreases, and the growth rate
of renewable power generation is faster. From Fig. 1(b), it also can be seen that with the
increase of carbon price, the proportion of thermal power generation to total power gen-
eration gradually decreases and the proportion of renewable power generation gradually
increases and gradually stabilizes. Due to the carbon emission reduction requirements,
thermal power generators need to trade quotas in the carbon trading market, and the
increase of carbon price indirectly increases the carbon emission reduction cost of ther-
mal power generators, which in turn affects their power generation. Renewable energy
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Table 1. Values of model parameters.

Parameters Values Units

afc 4.56 * 10–14 CNY/kWh2

bfc 0.26 CNY/kWh

cfc 0 CNY

ar 8.53 * 10–13 CNY/kWh2

br 0.55 CNY/kWh

cr 0 CNY

ae 4 * 10–7 CNY/t2 CO2

be 0 CNY/t CO2

ce 0 CNY

b 2 * 10–14 CNY/kWh2

a 0.7 CNY/kWh

Pg 0.21 CNY/kWh

θ 7.8 * 10–4 tCO2/kWh

generators, on the other hand, do not have the pressure to reduce carbon emissions and
are more inclined to increase their power generation under the same price conditions.
This further indicates that the carbon trading market can promote the consumption of
renewable energy power.

Fig. 1. Changes in generating capacity and proportion under the carbon trading market.

From the perspective of thermal power generators, this study divides thermal power
generators participating in carbon trading into those who need to buy carbon quotas and
those who need to sell carbon quotas. The impact of carbon price and carbon quotas
on their optimal profits is shown in Fig. 2(a) and Fig. 2(b), assume that they differ only
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Fig. 2. Impacts of carbon price and carbon quotas on thermal power producers’ profits.

in terms of emission reduction technology. In particular, the overall profit of generators
who need to buy carbon quotas is lower than that of generators who need to sell carbon
quotas, since buyers need to bear the cost of buying carbon quotas, while sellers can
reap the additional profit of selling carbon quotas.

As far as the buyer of carbon quotas is concerned, on the one hand, as the carbon price
rises, its profit grows slowly and then gradually declines. Buyer thermal power generators
have been required to buy carbon quotas in the carbon trading market due to their
backward emission reduction technology, and when the carbon price rises to about CNY
200–250, the cost of buying carbon quotas is too high, making their profits gradually
decline. On the other hand, since carbon quotas are affected by power generation and
power demand, an increase in carbon quotas means an increase in social demand for
power, and thermal power producers need to supply more electricity, thus emitting more
CO2. The buyer of thermal power generation needs to pay for the excess CO2 emissions,
which in turn makes it less profitable.

The seller power producer, on the other hand, has advanced emission reduction
technology and has excess carbon quotas to sell in the carbon trading market. Therefore,
their profits will gradually increase as the carbon quota increases and the carbon price
rises. However, when the carbon quota exceeds a certain amount, its power generation
is larger and the carbon abatement technology cannot be profitable for it, thus the profit
gradually decreases.

Therefore, in the context of the carbon market, thermal power producers will control
their power generation according to their own interests and buy or sell carbon quotas at
the right carbon price. With the development of carbon trading market, thermal power
producers will gradually tend to reduce some of their carbon emissions by improving
and upgrading their own technology and introducing advanced equipment to maximize
their benefits.

(3) Decision-making analysis of power companies in Jiangsu Province.
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As shown in Fig. 3(a) and Fig. 3(b), both carbon price and carbon quota have a
negative impact on the profit of power companies. At present, the revenue source of
power companies is mainly the state access revenue from transmission and distribution,
and the transmission and distribution price are not much affected by the feed-in tariff and
sales tariff. Therefore, for power companies, the more electricity they need to transmit
and distribute, the higher the profit. However, in the carbon tradingmarket, the increase in
carbon pricewill increase the cost of thermal power generators, whowill raise the feed-in
tariff to ensure their own profit, whichwill eventually be transmitted to the customer side.
Higher power prices will cause power consumers to reduce their demand for electricity,
thus reducing the transmission and distribution capacity of power companies. Therefore,
the increase of carbon price and carbon quota will indirectly reduce the profit of power
companies.

Fig. 3. Impact of carbon price and carbon quotas on the profit of power company.

Although power companies are not directly involved in the carbon trading market,
the carbon trading market has a large impact on them. Therefore, to ensure a smooth
supply of electricity and maximize their own interests, power companies need to pay
attention to the dynamics of the carbon trading market and keep abreast of the impact
of changes in power prices and carbon quotas on the power generation industry.

(4) Decision analysis of power consumers in Jiangsu Province.

The power consumers targeted in this study are residential power consumers whose
profits are mainly consumer surplus. As shown in Fig. 4, with higher carbon prices, the
profits of power consumers will decrease. With higher carbon prices, electricity prices
will be greatly influenced by carbon prices. Thermal power producers will transfer the
cost of carbon prices to feed-in tariffs, and power companies will attach the cost to the
sales prices. With the increase in power prices, to maximize their own benefits, power
consumers will reduce their demand for electricity.



Research on the Influence Mechanism of Carbon Trading 245

Fig. 4. Impact of carbon price and carbon quotas on the profits of power consumer.

5 Conclusions

Based on the trading rules of the carbon market and the development status of the power
market in Jiangsu, this paper establishes a multi-agent objective function for thermal
power generators, renewable energy generators, power grid companies and power users.
It is found that the increase of carbon price has a significant impact on thermal power
producers and renewable energy power generation, and the increase of carbon price
and carbon quota will affect the optimal profit of each subject, thereby affecting their
decision-making.

In the market environment, carbon price and power price are mutually influenced,
and the carbon cost will affect the competitiveness of enterprises in the power market.
Therefore, it is necessary to further improve the market mechanism and establish a
transmission mechanism for carbon prices and power prices to ensure that prices are at
a reasonable level.
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Abstract. Under the background of the rapid change of power system and the
wide application of artificial intelligence technology, it is of great significance
to research how to combine artificial intelligence technology and Security Con-
strained Unit Commitment (SCUC) problem. This paper proposes a fast calcula-
tion method of SCUC based on deep learning (DL-SCUC). The proposed method
uses off-line training convolution neural network (CNN) to extract features and
learn rules of the time sequence information of unit startup and shutdown. In
the on-line calculation, the integer variable reduction strategy is used, and the
unit startup and shutdown scheme is arranged based on the trained CNN, which
greatly reduces the difficulty of subsequent calculation of SCUC. The proposed
method combines artificial intelligence with optimization methods, which not
only improves the calculation speed but also ensures the feasibility of the solu-
tion. Case studies based on the modified XJTU-ROTS2017 testing system show
that DL-SCUC can effectively improve the calculation speed of SCUC problem
and has high accuracy.

Keywords: SCUC · Deep learning · Fast calculation method

1 Introduction

Smart grid has always been the inevitable trend of power system development. Consider-
ing the rapid development of power system, the Security Constrained Unit Commitment
(SCUC) problems which are treated as the foundation of dispatching electric power will
be facing a lot of challenges. At the same time, with the wide application of artificial
intelligence technology in power system, the relationship between artificial intelligence
technology and SCUC problem will be closer and more attention will be paid to it [1].

Under the background of the rapid change of energy, SCUCproblem is facing endless
theoretical challenges, and its solution is a typical NP hard problem with relatively low
efficiency. It is of theoretical significance to research the accelerated solution algorithmof
SCUC. [2] proposes a fully parallel stochastic optimization SCUC method to efficiently
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and quickly solve the SCUC problem of large-scale power systems with wind power. [3]
proposes a linearized SCUC model that combines economic dispatching and clustering
unit commitment, sacrificing part of the accuracy to obtain a higher calculation speed. [4]
researches how to accelerate the solution of large-scale UC through variable reduction.
The idea is to relax the time-series coupling constraints to obtain a single time segment
subproblem. Finally, the UC integer variables are fixed with a relaxation solution to
achieve the purpose of variable reduction.

In recent years, artificial intelligence is booming and has been widely used in power
system. Deep learning technology has achieved good results in solving practical prob-
lems of power system, such as transmission line fault judgment [5], transmission line
icing recognition [6] and defect text classification of power equipment [7]. As the basis of
power distribution and dispatching, security-constrained unit commitment (SCUC) will
face a lot of challenges directly. The traditional physical model driven unit commitment
decision-making method may not be able to meet the actual needs of the rapid devel-
opment of power system. Some scholars focus on how to apply artificial intelligence
to SCUC. [8] proposes a data-driven SCUC calculation method, which directly learns
the relationship between inputs and decision results through long short-term memory
networks and massive historical decision-making data training. Literature [9] and [10]
adopt similar ideas and use data-driven methods to construct a SCUC expert system,
which effectively reduces the computational complexity. The above literature shows
that it is feasible to use artificial intelligence to solve SCUC problems.

However, in practical application, the complex network structure and the huge num-
ber of units have posed a great challenge to the training of the neural network. The
accuracy and security of artificial intelligence methods cannot be guaranteed. For this
reason, this paper proposes a fast calculation method of SCUC based on deep learning
(DL-SCUC). The main contributions of this paper are as follows:

• Through a convolution neural network (CNN) and a full connect neural network, this
paper extracts data features and obtains the startup and shutdown scheme of the unit.
This method can greatly reduce integer variables and the difficulty of subsequent
calculation.

• In this paper, the solution of linearized SCUC is used as the input of CNN to ensure
the accuracy of the model and reduce the difficulty of neural network training.

• The proposed method combinates artificial intelligence and mathematical opti-
mization, and designs a correction mechanism to ensure the feasibility of the
solution.

The remaining of this paper is organized as follows: Sect. 2 establishes the basic
SCUC model. Section 3 elaborates the model framework and the training methods of
depth learning Sect. 4 analyzes the application effect of the proposed algorithm inXJTU-
ROTS2017 testing system [11]. Finally, Sect. 5 is the conclusion of this paper.



A Fast Calculation Method of SCUC Based on Deep Learning 249

2 Basic Model

In this section, we plan to establish a short-term SCUC model considering coal-fired
generator, hydropower, renewable energy and energy storage system.

2.1 Objective Function

The objective function of the model is to minimize the economic operation cost of the
power system:

min
∑

i ∈ �TG

T∑

t = 1

(FTG
i,t + SUTG

i uTGi,t + SDTG
i dTG

i,t ) + βNE
∑

i ∈ �NEG

NT∑

t = 1

(P
NE,R
i,t − PNE

i,t )

(1)

where �TG/�NEG is the set of coal-fired units/renewable energy units;
FTG
i,t /SUTG

i /SDTG
i is the fuel cost/startup cost/shutdown cost of coal-fired units;

uTGi,t /dTG
i,t is the indication variable of whether the coal-fired units starts/shuts down;

P
NE,R
i,t /PNE

i,t is the predicted output/actual output of renewable energy; βNE is the unit
cost of abandoned resources of renewable energy; T is the number of hours included in
the running simulation timescale, which in this paper is 24 h.

2.2 Constraints

Since this paper mainly focuses on the reduction of integer variables in coal-fired units,
Other constraints, such as operation constraints of hydropower units and renewable
energy units, energy storage operation constraints, system power balance constraints,
etc., are not described in this paper. Please refer to [12, 13] for details. The constraints
about coal-fired units are as follows:

xTGi,t − xTGi,t−1 = uTGi,t − dTG
i,t , ∀i ∈ �TG, t = 1, · · · ,T (2)

PTG
i,t =

NM∑

m=1

PTG
i,t,m, ∀i ∈ �TG, t = 1, · · · ,T (3)

xTGi,t P
TG
i,m ≤ PTG

i,t,m ≤ xTGi,t P
TG
i,m, ∀i ∈ �TG, t = 1, · · · ,T ,m = 1, · · · ,NM (4)

−RDTG
i − dTG

i,t

(
PTG
i − RDTG

i

)
≤ PTG

i,t − PTG
i,t−1 ≤ RUTG

i + uTGi,t

(
PTG
i − RUTG

i

)

, ∀i ∈ �TG, t = 1, · · · ,T
(5)

t+TTG,on
i −1∑

j=t

xTGi,j ≥ uTGi,t T
TG,on
i , ∀i ∈ �TG, t = 1, · · · ,T (6)
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t+TTG,off
i −1∑

j=t

(
1 − xTGi,j

)
≥ dTG

i,t T
TG,off
i , ∀i ∈ �TG, t = 1, · · · ,T (7)

where xTGi,t is the indication variable of the coal-fired unit state, which is 1 if the unit

is online and 0 otherwise. PTG
i,m, P

TG
i,m is the lower and upper bounds of the m-th output

interval of thermal power unit i after piecewise linearization RUTG
i /RDTG

i is maximum

ascent rate andmaximumdescent rate of coal-fired unit i.TTG,on
i /TTG,off

i is theminimum
startup/shutdown time of coal-fired unit i.

Equation (3) denotes coal-fired unit operation constraint. In this way, uTGi,t and dTG
i,t

are limited. Equation (4) is the state logic constraint of coal-fired unit. Equation (5) is
the climbing constraint of coal-fired unit. This form restricts the unit to climb to PTG

i,1
first when it changes from off state to on state; When changing from power on state to
power off state, the power can only be reduced to PTG

i,1 before power off. Equation (6)
and Eq. (7) are constraints about the minimum startup and shutdown time of coal-fired
units. When uTGi,t = 1, the unit i changes from the off state to the on state at time t, and

then at least from time t to time t + TTG,on
i − 1, the unit shall maintain the on state, that

is, as shown in Eq. (6), all xTGi,t = 1 within this period shall be limited; When dTG
i,t = 1,

in the same way, it can be analyzed that Eq. (7) limits all xTGi,t = 0 in this period; When

uTGi,t = 0 or dTG
i,t = 0, the constraint corresponding to the variable has no effect.

Due to the existence of integer variables such as xTGi,t , u
TG
i,t and dTG

i,t , SCUC problem is
a mixed-integer linear programming problem, which is difficult to solve directly because
of the NP hard characteristic. Therefore, the following chapters mainly focus on these
integer variables to research methods to improve the calculation speed of SCUC.

3 Calculation Method of SCUC Based on Deep Learning

In this section, we propose an accelerated SCUC calculation method based on deep
learning, namedDL-SCUC. The DL-SCUCmethod is divided into three modules: linear
relaxation module, deep learning module and correction module, which is shown in
Fig. 1. The linear relaxationmodule calculates a linear problemand obtains the relaxation
solution of integer variables as the input of deep learning module. The deep learning
module analyzes the data provided by linear relaxation module through a CNN network
to obtain the state of each unit. The correction module is used to ensure the feasibility of
the solution, and provide detailed scheduling scheme according to the results obtained
from the deep learning module.

Fig. 1. The flowchart of DL-SCUC
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Here, we assume that the unit only be startup or shutdown at most in one day. This
is based on the fact that coal-fired units take a long time to startup or shutdown and
consume serious fuel, so they will not startup or shutdown many times in one day. This
coincideswith the principle ofminimizing the number of decision variables and reducing
the scale of the problem in the optimization model.

3.1 Linearized Relaxation Module

In order to obtain the approximate solution quickly, we apply linear relaxation to the
original SCUC problem. Compared with the basic model, the model needs to add the
following constraints:

⎧
⎪⎪⎨

⎪⎪⎩

0 ≤ xTGi,t ≤ 1

0 ≤ uTGi,t ≤ 1,∀i ∈ �TG, t = 1, · · · ,T

0 ≤ dTG
i,t ≤ 1

(8)

The optimal solution of the linear problem provides a lower bound for the original
problem. Because of its linear characteristic, the solution after linear relaxation is often
infeasible for the original problem. The xTGi,t obtained from the model is often a decimal
between 0 and 1. However, considering that the model has the same constraints as
the original problem except Eq. (8), the solution provided by the linear problem also
reflects the state of the unit to a certain extent. It can provide boundary conditions for
effectively solving mixed integer problems. So, we take the relaxed unit state curve
{xTGi,1 , xTGi,2 , . . . xTGi,T } as the input of deep learning module. If historical data is directly
used as training data, we may need to consider historical load curve, renewable energy
output curve, unit parameters, grid information, etc., which will greatly increase the
difficulty of training. And using the proposed method, the input data of each unit has
only t dimension, which can effectively reduce the dimension of input parameters.

3.2 Deep Learning Module

The function of the deep learning module is to determine the state of each unit according
to the relaxed unit state curve obtained by the linear relaxation module.

Since we assume that the unit can only be startup or shutdown once a day at most, the
unit has only four states: keep on, keep off, have startup operation and have shutdown
operation. If the unit keeps on or keeps off, xTGi,t shall be kept in the state of 1 or 0

throughout the day; If the unit has startup operation, it means that xTGi,t can change from

0 to 1. Similarly, if the unit has shutdown operation, it means that xTGi,t can change from
1 to 0. By this way, the original problem becomes a classic classification problem in the
field of artificial intelligence.
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CNN is often used to deal with classification problems. Its unique convolution layer
and pooling layer design enable it to effectively extract features and learn rules from
a large number of samples [14]. The CNN module design is shown in the Fig. 2. The
convolutional neural network is designed as lenet5 structure. Two convolution layers
and two pooling layers are constructed. After convolution and pooling, full connection
operation is carried out to output the probability corresponding to each unit state.

Fig. 2. CNN model for identifying unit state

After CNN, the model also needs a fully connected neural network to consider the
state influence of each unit, so as to obtain the modified results. The fully connected
neural network is mainly used to consider the interaction between units. This is mainly
used to handle some units in intermediate state. For example, if the relaxed unit state
curve of a unit is {0.5, 0.5, …, 0.5}, We may not be sure what the state of the unit
is through CNN. In this case, we need to consider the relationship between the units
through the full connect neural network. Determine the state of the unit through the
states of other units.

Fig. 3. The framework of deep learning module
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The overall framework of the deep learning module is shown in the Fig. 3. Firstly,
the state probability of each unit is obtained by analyzing the relaxed unit state curve
of each unit using CNN. Then, through a full connect neural network, considering the
interaction between the units, the original startup and shutdown scheme is modified, and
the final startup and shutdown scheme of each unit is obtained.

3.3 Correction Module

This module correction module is used to ensure the feasibility of the solution, and
provide detailed scheduling scheme. In order to ensure the feasibility of the solution,
the iterative correction mechanism is designed in the correction module. The specific
process is shown in Fig. 4. Once there is no solution to the model, we will relax the unit
in keeping on or keeping off state and try to allow them to have shutdown operation
or startup operation. By means of iteration, the limitation on the unit state is gradually
released until there is a feasible solution. Theoretically, if we release all restrictions about
the unit states, the solution calculated by the post correction module must be consistent
with the result obtained by directly solving SCUC model.

Fig. 4. Flowchart of correction module
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The SCUCmodel mentioned here needs to add constraints about reducing coal-fired
unit variables.

If the unit keeps on, it needs to meet Eq. (9):

uTGi,t = dTG
i,t = 0, xTGi,t = 1 : ∀i ∈ �TG, t = 1, · · · ,T (9)

If the unit keeps off, it needs to meet Eq. (9):

uTGi,t = dTG
i,t = 0, xTGi,t = 0 : ∀i ∈ �TG, t = 1, · · · ,T (10)

If the unit has startup operation, we can be deduced that:

T∑

t=1

uTGi,t ≤ 1, dTG
i,t = 0 : ∀i ∈ �TG, t = 1, · · · ,T (11)

Similarly, if the unit has shutdown operation, we can be deduced that:

T∑

t=1

dTG
i,t ≤ 1, uTGi,t = 0 : ∀i ∈ �TG, t = 1, · · · ,T (12)

In this paper, the detailed scheduling information is not directly given through arti-
ficial intelligence, but given through the traditional optimization method, which can
ensure that the solution results must meet the constraints described in Sect. 2, and also
reduces the training difficulty of the model.

It is worth noting that the proposed method is still effective when the system param-
eters vary. For example, when some units are overhauled, only the boundary conditions
of the linearized relaxation module and the correction module need to be modified to
ensure that the unit is in the keeping off state. When some lines are overhauled, for
the linearized relaxation module and the correction module, similarly, we only need to
modify the boundary conditions before calculating. For the deep learning module, if the
results given by the current neural network are still accurate, there is no need to make
corrections. If the current neural network performance is not ideal, we need to regenerate
the samples according to the new grid structure and conduct off-line training again.

4 Case Studies

The DL-SCUC algorithm proposed in this paper will be tested in XJTU-ROTS2017
testing system and an actual system to verify the effectiveness of the model. Through
the bootstrap technology of time series [15], we generate a large number of typical scene
results based on historical data for model training. The model sets the convolution kernel
size to (1, 5) and uses the crossentropyloss function as the loss function.

4.1 XJTU-ROTS2017 Testing System

In this section, XJTU-ROTS2017 testing system [11] is used to verify the effectiveness
of the proposed algorithm. The testing system includes renewable energy, coal power,
hydropower and energy storage system, which is a 44-bus system.
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The recognition accuracy of the unit startup and shutdown of the convolutional neural
network on the test set is 99.38%. In this paper, 365 scenarios in a certain level year are
calculated, and the results are shown in the following tables:

Table 1. Calculation results of XJTU-ROTS2017 testing system

Algorithm Average
error
(%)

Maximum
error (%)

Total elapsed
time (s)

SCUC – – 249.72

DL-SCUC 0.04 0.84 89.36

Table 2. Main indicators results of XJTU-ROTS2017 testing system

Index SCUC DL-SCUC

Operation costs (billion yuan) 9.37 9.37

Total RE curtailment rate (%) 0.12 0.12

Availability Hours of Wind 2537.82 2537.59

Availability Hours of Solar 1575.76 1575.72

Availability Hours of Thermal 4191.27 4191.37

Availability Hours of Hydro 2292.00 2292.00

As we can see in Table 1 and Table 2, the average error of DL-SCUC is only 0.04%,
which is very close to the solution result of SCUC. In addition, DL-SCUC also reduces
the total calculation time of 365 scenarios from 249.72s to 89.36s. Compared with the
traditional optimization algorithm, the proposed method can guarantee high calculation
accuracy and improve the calculation speed.

Figure 5 and Fig. 6 shows the calculation results of the proposed DL-SCUC and
the SCUC under the typical scenario of four seasons. The left side is the calculation
result of the traditional SCUC model, and the right side is the calculation result of the
proposed DL-SCUC. The scenarios selected are March 15th, June 15th, September 15th
and December 15th, which represent the four seasons of the system. In Fig. 5, dark color
means the unit is online and light color means the unit is offline. It can be seen that the
results about SCUC and DL-SCUC are basically the same. The error of the DL-SCUC
is completely within the acceptable range.
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Fig. 5. Unit states in typical days
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Fig. 6. Electricity balance information in typical days

4.2 Actual System

This paper also tests a provincial actual system in a certain level year. In the actual
system, the installed capacity of wind power reached 28338 MW, the installed capacity
of photovoltaic reached 34605MW. The installed capacity of renewable units accounted
for more than 50%. The number of thermal power units has reached 173 and the number
of buses has reached 860, which is a great challenge for SCUC calculation. After the
comparative calculation of 365 scenes throughout one year, the results are shown in
Table 3 and Table 4:
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Table 3. Calculation results of an actual system

Algorithm Average
error
(%)

Maximum
error (%)

Total elapsed
time (s)

SCUC – – 16431.60

DL-SCUC 0.12 0.95 4453.89

Table 4. Main indicators results of an actual system

Index SCUC DL-SCUC

Operation costs (billion yuan) 60.42 60.53

Total RE curtailment rate (%) 4.08 4.23

Availability Hours of Wind 1835.12 1831.78

Availability Hours of Solar 1261.50 1252.63

Availability Hours of Thermal 3526.45 3532.87

Availability Hours of Hydro 4790.57 4790.57

It can be seen from the table that the proposed method still performs well in complex
systems and has high calculation accuracy.

5 Conclusion

This paper proposes a fast calculation method of SCUC based on deep learning named
DL-SCUC.TheDL-SCUCadopts the combinationof artificial intelligence andoptimiza-
tion methods. On the one hand, the artificial intelligence method is used to accelerate the
solution process, on the other hand, the optimization method is used to ensure that the
results are reasonable. Through this framework, we can reduce most integer variables,
which simplifies the complexity of the problem. The effectiveness and superiority of the
model are verified by XJTU-ROTS2017 testing system. The case studies shows that the
solution of the proposed model is close to the optimization method, and the calculation
speed is significantly improved.
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Abstract. With the increase of load and the penetration of renewable energy in
the new power system, the change of power structure and the enhancement of
randomness put forward higher requirements for power system scheduling. In
order to make full use of renewable energy and provide power system scheduling
quickly and accurately, this paper proposes a time-series decomposition algorithm
of long-term security-constrained unit commitment (SCUC) including energy stor-
age system (ESS). According to the operating characteristics of ESS, the SCUC
model with ESS is established. Then, in order to make full use of the parallel
computing power of the computer and improve the calculation speed, this paper
presents an algorithm to decouple the long-term SCUC model into several short-
term SCUC problems that can be solved in parallel according to the time series.
The analytical target cascading (ATC) algorithm is used to coordinate each sub-
problem and correct the coupling relationship between adjacent subproblems. The
proposed method is tested on modified XJTU-ROTS2017 testing system. Case
studies show that the algorithm can effectively improve the calculation speed and
accuracy of long-term SCUC problem.

Keywords: SCUC · Time-series decomposition · Energy storage system · ATC

1 Introduction

The large-scale installation of renewable energy represented by wind power and photo-
voltaic makes the power output more random, intermittent and fluctuating, which poses
new challenges to the traditional scheduling strategy [1, 2]. How to quickly and accu-
rately formulate the power generation plan in new power system with high proportion of
renewable energy has attracted more and more scholars’ attention. At present, China’s
installed capacity structure is dominated by large coal-fired thermal power units, which
have many startup steps and long startup and shutdown time. It is necessary to formu-
late the unit startup and shutdown sequence according to the long time scale, so as to
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improve the unit average load rate and the overall economy and energy saving of the
system. Besides, in order to cope with the long-term volatility and make full use of
renewable energy, it is imperative to research long-term SCUC problem [3].

With the increase of time scale, the complexity of SCUC model increases exponen-
tially. Therefore, it is very difficult to study a practical solution algorithm to control the
optimization time within a reasonable range. [4] proposed a load segmentation tech-
nology, which combines the daily load curve according to the similarity principle, thus
greatly reducing the number of optimization periods and reducing the problem scale; [5]
proposed a two-stage heuristic greedy algorithm and proved its superiority by comparing
it with the traditional MILP solver; [6] proposed a time-series decomposition strategy
to reduce the computational time cost of SCUC, and introduced the concept of coupling
interval to deal with the time-series coupling constraints, which inspire this paper. It
can be seen from the relevant research and analysis that the long-term SCUC algorithm
needs to be further explored, and it will be of certain significance to study the long-time
scale optimal scheduling method.

In the existing studies, the energy storage system (ESS) and other power sources
of the system are often involved in the optimal dispatching. In combination with dif-
ferent factors such as economy, environmental protection and safety, research is carried
out around improving the overall economy of system operation and coping with the
fluctuation of wind and solar output. There are differences in optimization objectives
and solution algorithms. For example, [7] aims at minimizing the total operating cost
of thermal power, and optimizes the output of pumped storage units and thermal power
units. [8] established a robust unit commitment model with the objective of minimizing
the system operation cost and the penalty cost of wind power output boundary deviation.
[9] aims at minimizing the total power generation cost of the system, and introduces a
double-layer inverse robust optimization algorithm to optimize theworking conditions of
pumped storage units. [10] considers three objectives: total fuel consumption, pollutant
gas emissions and power purchase cost, fully considers network security constraints and
operation scheduling constraints, and constructs a multi-objective security constrained
dynamic optimization model for power system with multiple wind farms and pumped
storage power stations.

On the basis of previous studies, combined with the actual needs of power sys-
tem, this paper proposes a time-series decomposition algorithm for long-term security-
constrained unit commitment considering ESS. In this paper, the charging and discharg-
ing characteristics of ESS are fully considered, and a long-term unit commitment model
with ESS is constructed. Considering the difficulty of solving long-term SCUC and the
actual needs of short-term and long-term coordination of large-scale coal-fired unit oper-
ation plan, this paper decomposes the long-term SCUC into several short-term SCUC
problems that are easy to solve. Based on ATC algorithm, this paper proposes a coordi-
nation framework considering renewable energy units and ESS, and finally realizes the
connection of power generation plan. The validity of the proposed model is verified by
a modified XJTU-ROTS2017 testing system [11].

The remaining of this paper is organized as follows: Sect. 2 establishes the SCUC
model with ESS. In Sect. 3, a time-series decomposition algorithm method is proposed.
Section 4 analyzes the application effect of the proposed algorithm in XJTU-ROTS2017
testing system. Finally, Sect. 5 is the conclusion of this paper.
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2 Basic Model

In this section, a SCUC model considering ESS is established as the basic model of
subsequent sections.

2.1 Objective Function

The objective function of the model is to minimize the economic operation cost of the
power system, which includes the operating cost of thermal units and the abandoned
resource cost of renewable energy.

min
∑

i ∈ �TG

ND∑

k = 1

(FTG
i,k + SUTG

i uTGi,k + SDTG
i dTG

i,k ) + βNE
∑

i∈ �NEG

ND∑

k = 1

(

NDT∑

t = 1

P
NE,R
i,k,t − ENE

i,k )

(1)

where ND/NDT is the number of days/hours per day included in the operating sim-
ulation timescale; �TG/�NEG is the set of thermal units/renewable energy units;
FTG
i, k /SUTG

i /SDTG
i is the fuel cost/startup cost/shutdown cost of thermal unit i; uTGi, k /dTG

i, k

is the indication variable of whether the thermal unit is startup/shutdown; P
NE,R
i, k, t /ENE

i, k

is the predicted output/actual generating capacity of renewable energy units; βNE is the
cost of curtailment resources of renewable energy units.

2.2 ESS Constraints

ESS is different from other power supply characteristics. ESS has both of generator
characteristic and load characteristics. In this paper, ESS constraints include charge and
discharge power constraints, energy constraints, periodically regulated electric quantity
constraints and logic constraints of charge and discharge state of ESS, which are shown
in Eq. (2) to (5).

Charge and Discharge Power Constraints
⎧
⎨

⎩
0 ≤ PESS,c

i,t ≤ xESS,ci,t P
ESS,c
i

0 ≤ PESS,d
i,t ≤ xESS,di,t P

ESS,d
i

, ∀i ∈ �ESS , t = 1, · · · ,T (2)

where, �ESS is the set of ESS; P
ESS, c
i /P

ESS, d
i —Maximum charge/discharge power

of ESS I; xESS, ci, t /xESS, di, t is Charge/discharge state variable; PESS, c
i, t /PESS, d

i, t is
charge/discharge power of ESS i.

Energy Constraints
⎧
⎪⎪⎨

⎪⎪⎩

EESS
i ≤ EESS

i,t ≤ E
ESS
i

EESS
i,t+1 − EESS

i,t =
(
PESS,c
i,t η

ESS,c
i − PESS,d

i,t

η
ESS,d
i

)
�t

, ∀i ∈ �ESS , t = 1, · · · ,T (3)



A Time-Series Decomposition Algorithm 263

where,EESS
i, t is electric quantity of stored energy I at time t; E

ESS
i /EESS

i is maxi-

mum/minimum energy allowed for ESS i;ηESS, ci /η
ESS, d
i is charge/discharge efficiency

of ESS i.

Periodically Regulated Electric Quantity Constraints
The charging and discharging process of ESS will generally be completed within a
certain period. Typical forms include daily regulation and weekly regulation, that is,
the ESS quantity at the beginning of the regulation period is as the same as the end.
Constraints are shown in Eq. (4).

EESS
i,t

∣∣∣t=kTESS
adj

= EESS
0,i , ∀i ∈ �ESS ,∀k ∈ N (4)

where TESS
adj is regulation period of ESS;EESS

0, i is initial ESS quantity.

Logic Constraints of Charge and Discharge State Constraints
In order to limit the charging and discharging of ESS at the same time, it is necessary to
add a mutual exclusion Eq. (5).

xEES,ci,t + xESS,di,t ≤ 1, ∀i ∈ �ESS , t = 1, · · · ,T (5)

2.3 Renewable Energy Constraints

0 ≤ PNE
i,t ≤ P

NE
i,t , ∀i ∈ �NE , t = 1, · · · ,T (6)

PNE,curt
i,t = P

NE
i,t − PNE

i,t , ∀i ∈ �NE , t = 1, · · · ,T (7)

Renewable energy is a clean resource and should be preferentially consumed. Gen-
erally, the power of abandoned resources should be added to the objective function in
the form of penalty term.

Other constraints include the operating constraints of various types of generators,
power balance and load reserve constraints of the power system, network security con-
straints, etc. For the sake of simplicity, it will not be repeated here. For details, please
refer to literature [12, 13].

3 Time-Series Decomposition Algorithm

In order to making full use of the parallel computing power of the computer, we decou-
ple the long-term SCUC problem into short-term SCUC problems according to time
sequence. Solving these short-term SCUC problems in parallel can reduce the com-
plexity of the model and improve the computing speed. However, the results solved in
parallel may not be feasible due to the solutions cannot guarantee the constraints between
coupling time intervals (such as ramp constraints, charge and discharge of ESS and so
on). In order to ensure the feasibility and accuracy of the solution, this paper uses ATC
algorithm to coordinate the sub problems.
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3.1 Time-Series Decomposition

Without losing generality, here, a complete SCUC problem is decomposed into three
sub intervals in time sequence, which are respectively s_, s, s_ +. Referring to [6], The
time-series decomposition process is shown in Fig. 1. In order to deal with the constraints
with time coupling relationship between different intervals, The initial time of each sub
interval (except the first sub interval) is taken as the coupling time, which means that
each coupling time will be calculated twice by the adjacent sub interval. This method
can greatly reduce the difficulty of modeling, and simplifies the coupling constraints.

Fig. 1. Time-series decomposition process

3.2 ATC Algorithm

In this section, this paper mainly describes how to use the ATC algorithm to coordinate
the coupling variables. ATC algorithm turns the model into a two-layer structure. The
upper model is mainly used to coordinate coupling variables, and the lower model is
used to deal with short-term SCUC problems in parallel which constraints are described
in Sect. 2. Through iterative solution, the target and response variables (exclusive vari-
ables in ATC algorithm) are continuously updated to gradually reduce the difference of
coupling variables in each sub interval, and finally a feasible solution is obtained. The
overall algorithm framework is shown in the Fig. 2.

Upper Level Problem
The upper model mainly coordinates the coupling variables of each sub interval accord-
ing to the feedback of the lower model (called response variable in ATC algorithm),
and gives the recommended value (called target variable in ATC algorithm) to guide the
lower model. The objective function is shown in Eq. (8).

min λ†(χ − γ k) + ρ(χ − γ k)2 (8)
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Fig. 2. ATC algorithm structure

where, χ is the target variable in the ATC algorithm framework and the decision
variable in the upper model χ = {PTG, target

i , PNE, target
i , PESS, c, target

i , PESS, d , target
i ,

Hon, target
i , Hoff , target

i }; γ is the response variable in the ATC algorithm framework and

is a known quantity in the upper model. γ = {PTG, response
i , PNE, response

i , PESS, c, response
i ,

PESS, d , response
i , Hon, response

i , Hoff , response
i }; λ, ρ is penalty factors, which are updated as

follows:

λk = λk−1 + 2ρ(χk − γ k) (9)

ρk = ρk−1 × ρ0 (10)

ESS constrains at coupling time:

PESS,c,target
i,t0,(s−,s) − PESS,c,target

i,t0,(s,s−) = 0, t0 = n− + 1 (11)

PESS,d ,target
i,t0,(s−,s) − PESS,d ,target

i,t0,(s,s−) = 0, t0 = n− + 1 (12)

PESS,c,target
i,t0,(s+,s) − PESS,c,target

i,t0,(s,s+) = 0, t0 = n + 1 (13)

PESS,d ,target
i,t0,(s+,s) − PESS,d ,target

i,t0,(s,s+) = 0, t0 = n + 1 (14)

where Eqs. (11) and (12) are related to the charge and discharge coupling constraints
between s− and s intervals. Where Eqs. (13) and (14) are related to the charge and
discharge coupling constraints between s and s+ intervals. Where (s−, s) represents the
variables related to interval s in interval s−, similarly, (s, s−) represents the variables
related to interval s− in interval s; t0 is the coupling time; Superscript target means they
are target variables.

In addition, it is also necessary to consider the coupling constraint of periodically
regulated electric quantity. In order to simplify the complexity of the model, it is sug-
gested to set the duration of the sub interval as the ESS regulation period, or allow it to
be divided with no remainder by the ESS regulation period.
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Renewable energy unit constraints at coupling time:

PNE,target
i,t0,(s−,s) − PNE,target

i,t0,(s,s−) = 0, t0 = n− + 1 (15)

PNE,target
i,t0,(s+,s) − PNE,target

i,t0,(s,s+) = 0, t0 = n + 1 (16)

Thermal power unit constraints at coupling time:

PTG,target
i,t0,(s−,s) − PTG,target

i,t0,(s,s−) = 0, t0 = n− + 1 (17)

PTG,target
i,t0,(s+,s) − PTG,target

i,t0,(s,s+) = 0, t0 = n + 1 (18)

Hon,target
i,t0,(s−,s) − Hon,target

i,t0,(s,s−) = 0, t0 = n− + 1 (19)

Hoff ,target
i,s−,t0,(s+,s) − Hoff ,target

i,t0,(s,s+) = 0, t0 = n− + 1 (20)

Hon,target
i,t0,(s−,s) − Hon,target

i,t0,(s,s−) = 0, t0 = n + 1 (21)

Hoff ,target
i,t0,(s+,s) − Hoff ,target

i,t0,(s,s+) = 0, t0 = n + 1 (22)

where Hon, target
i, t0, (s−, s)/H

off , target
i, t0, (s−, s) is minimum startup/shutdown time that interval s− wants

interval s to maintain,Hon, target
i, t0, (s, s−)/H

off , target
i, t0, (s, s−) is minimum startup/shutdown time that the

s− interval wants the s interval to maintain in the initial period. The detailed calculation
process of the above coupling variables related to the minimum startup and shutdown
time can be seen in [6].

System power balance constraint at coupling time:

∑

i∈�TG

PTG,target
i,t0,(s−,s) +

∑

i∈�NE

PNE,target
i,t0,(s−,s) −

∑

i∈�ESS

PESS,c,s−,target
i,t0,(s−,s) +

∑

i∈�ESS

PESS,d
i,t0,(s−,s) =

∑

i∈�D

PD
i,t0

, t0 = n− + 1
(23)∑

i∈�TG

PTG,target
i,t0,(s,s+) +

∑

i∈�NE

PNE,target
i,t0,(s,s+) −

∑

i∈�ESS

PESS,c,s−,target
i,t0,(s,s+) +

∑

i∈�ESS

PESS,d
i,t0,(s,s+) =

∑

i∈�D

PD
i,t0

, t0 = n + 1
(24)

Lower Level Problem
The lower level model is mainly used to solve the short-term SCUC problem of each
sub interval. The constraints of ATC lower level model are basically as same as those
of classical SCUC, and no additional processing is required. The objective function (as
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shown in Eq. (25)) needs to be slightly modified, the penalty function is added to relax
the coupling constraints.

min
∑

i∈�TG

ND∑

k=1

(FTG
i,k + SUTG

i uTGi,k + SDTG
i dTG

i,k ) + βNE
∑

i∈�NEG

ND∑

k=1

(

NDT∑

t=1

P
NE,R
i,k,t − ENE

i,k )

− λks,s−(χk−1
s,s− − γs,s−) + ρ(χk−1

s,s− − γs,s−)2

+ λks,s+(χk−1
s,s+ − γs,s+) + ρ(χk−1

s,s+ − γs,s+)2 (25)

where χ is the target variable in the ATC algorithm framework and is a known quantity
in the lower model χ ={PTG, target

i , PNE, target
i , PESS, c, target

i , PESS, d , target
i , Hon, target

i ,

Hoff , target
i }; γ is the response variable in the ATC algorithm framework and is the

decision variable in the lower model. γ = {PTG, response
i , PNE, response

i , PESS, c, response
i ,

PESS, d , response
i , Hon, response

i , Hoff , response
i }.

Calculation Process
The algorithm for solving the long-term SCUC problem through ATC is as follows:

Step 1: decompose the long-term time interval into several sub intervals.
Step 2: ignore the ATC penalty term, solve the short-term SCUC problem of each

sub interval in parallel as the initial solution.
Step 3: solve the upper model to get the initial solution of χ0.
Step 4: initialize the parameters λ0 and ρ0.
Step 5: judge whether the convergence conditions Eq. (26) are met. If not, set the

overlap generation times k = k + 1, if satisfied, exit the iteration process.

|χk − γ k | > ε (26)

Step 6: solve the ATC lower level problem in parallel, and get the solution of γ k .
Step 7: solve the ATC upper level problem to get the solution of χk .
Step 8: update the parameters, and return to step 5.

4 Case Studies

4.1 Introduction of Modified XJTU-ROTS2017 Testing System

XJTU-ROTS2017 testing system is a power system including thermal power,wind power
and photovoltaic power [11]. The system contains 44 buses and 32 thermal units. After
the modified, the installed capacity of renewable energy is 7000 MW, that of thermal
power is 10400 MW, and the installed capacity of renewable energy accounts for more
than 40%. In order to cope with the drastic fluctuation of renewable energy, ESS with
about 15% of the installed capacity of renewable energy is installed in region A where
renewable energy is enriched.

In this paper, the calculation time scale is set as one month, and the regulation
period of ESS is one day. The computer processor is an Intel (R) Core (TM) i7-9700 @
3.60 GHz.
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4.2 Comparison of Solution Accuracy

The overall calculation results are shown in Table 1. It can be seen that it is very difficult
to directly calculate the long-term SCUC problem. The algorithm proposed not only
ensures accuracy, but also improves the speed of calculation. The overall solution speed
is increased by 15 times. It has certain advantages in solving complex SCUC problems.
As can be seen from Fig. 3, the convergence speed of the algorithm is fast. There is no
oscillation during the iteration.

Table 1. Results of long-term SCUC and proposed method

Algorithm Operation cost
(billion yuan)

Iteration Elapsed time (s) Redundancy ratio
(%)

Long-term SCUC 7.8649 – 1834 –

Proposed method 7.9015 19 121 0.4654

Fig. 3. (a) Relationship between gap and operation cost and (b) Relationship between gap and
iteration

4.3 Energy Storage Operation Results

In this typicalmonth, the average charging and discharging times of stored energy system
are 42 times, and the discharging availability hours are 54. Typical day and typical week
operation information is shown in Fig. 4 and Fig. 5.

The stored energy is discharged at peak time and charged at valley time, which
plays an important role of peak load shifting, and relieves the peak shaving pressure of
traditional units.
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Fig. 4. Electricity balance information of typical day

Fig. 5. Electricity balance information of typical week

5 Conclusion

For the power system with high proportion of renewable energy, this paper proposes
a long-term SCUC time-series decomposition algorithm considering ESS. Firstly, the
SCUC model with ESS is established by considering the power characteristics and load
characteristics of energy storage. Then, we simplify the original problem by the method
of time-series decomposition. Finally, we use ATC algorithm to coordinate the coupling
variables of energy storage, renewable energy and thermal power units between each
sub interval. The results show that the proposed model can make full use of the thread
resources of the computer, obviously improve the calculation speed under the premise
of losing a certain accuracy, and has advantages in the SCUC problem with a long-time
scale. In addition, this paper also analyzes the operation characteristics of ESS, and
quantitatively demonstrates the role of ESS in the new power system.
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Abstract. The strong uncertainty environment in which renewable energy is the
main power grid has the possibility of sudden changes in power supply or topol-
ogy, and there is a risk of mismatch of transient control strategies. Therefore, a fast
evaluation method for online transient control strategy in strong uncertainty envi-
ronment is proposed. First, based on the Extended Equal Area Criterion (EEAC),
after the grid operation scenario changes rapidly, the difference in stability margin
between different processing methods for grid time-varying factors is calculated
to define the grid time-varying degree; Then, the key parameter matching index
is established in combination with the key network characteristics of the power
grid, which is matched with the examples in the historical database established
offline, and the control measures are obtained according to the principle of conser-
vatism; Finally, check and verify in the current grid mode, and send to the device
for executing after the verification is passed. The simulation of the actual power
grid online data shows that the proposed method can basically solve the situation
that the online strategy is not suitable due to the rapid change of power flow or
topology change in the power grid in a short time.

Keywords: Strong uncertainty · Rapid change of scenarios · EEAC ·
Time-varying · Historical scenario matching

1 Introduction

With the rapid development of UHVDC, new energy and power market, the operation
mode of power systembecomesmore andmore changeable,whichmeans the uncertainty
increases significantly. The intraday fluctuation of the power transmission section of the
power grid is beyond million kilowatts, and the power change on the minute-level time
scale can reach about 1% of the installed capacity (about 1000 MW). It is difficult to
ignore the impact on the transient time scale, especially after the power grid failure [1–3].

Such severe uncertainty makes the traditional operation control strategy based on the
pre-determined operation mode unable to meet the requirements of the grid operation
control. At present, for the uncertainty of the grid operation scenarios, the reference
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[4] proposed a two-layer optimal power flow model for static voltage stability margin
(SVSM) interval calculation, and obtained the SVSM interval considering the output
fluctuation of renewable energy stations; Reference [5] developed a transient evaluation
method forAC-DChybrid power grids based on the generation of sampling blind number
sample space and considering the uncertain transient stability evaluation index. Different
models and indicators are proposed in the above methods, which play a role in assisting
the accurate judgment of the security and stability of the grid under the uncertainty of the
operation scenarios. All of them need to be combined with the time-domain simulation
of the grid to determine the transient security and stability of the grid.

In the off-line strategy formulation or the online security and stability analysis with a
period of 5 to 15 min, the time-domain simulation method can be considered to analyze
the security and stability characteristics of the power grid [6]. Reference [7] proposed
to study the probability of wind power fluctuations in the short term based on historical
data of wind power, and to conduct online safety assessment calculations. Reference [8]
considers the power angle, voltage, frequency margin and mode information of a single
predicted fault, and combines information such as power flow changes and component
switching to filter out the subset of faults that need to be further simulated in the current
power grid, which improves the speed of online evaluation.

However, when the grid scenario changes suddenly, the time-domain simulation
search strategy method that takes a long time cannot be applied, which may cause a
mismatch period of grid stability strategy. Therefore, it is necessary to consider at least
a seconds-level evaluation method.

Using machine learning technology to evaluate transient stability is to establish the
mapping relationship between some key parameters of the system, such as generator
power angle, active power, etc., and transient stability margin [9], so as to avoid or
partially avoid model driving and mechanism analysis. It can meet the evaluation speed
requirements of seconds or even milliseconds. Related technologies include grid search
and particle swarmalgorithm [10], decision tree [11, 12], light gradient boostingmachine
[13], support vector machine [14, 15] and other data-driven statistical analysis. However,
the generalization ability of machine learning methods based on local information is
extremely limited in strong nonlinear and time-varying power systems, and it is difficult
to meet the robustness requirements of practical engineering applications [16].

The power system is a strongly nonlinear non-Hamiltonian system, and all parame-
ters contain time variables, so it is impossible to judge the stability of the power system
by analytical methods. The time-varying law of the power grid is described by analyz-
ing three EEAC calculation methods that account for time-varying factors in different
degrees: Static EEAC (SEEAC) [17], Dynamic EEAC (DEEAC) [18], and Integrated
EEAC (IEEAC) [19].

Therefore, a stability strategy matching method based on the time-varying index
and network characteristics of the power grid is proposed. In the historical database
constructed by online and offline cases, the time-varying index is first matched, and then
the network characteristic index is matched, and the method closest to the historical
database and the calculation result of its stability strategy are selected as the control
measures for the current power grid mode. After the verification is passed, the device is
issued to replace the on-duty strategy table.
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2 Influence of Rapid Change of Power Grid Operation Mode
on Stability

In engineering, the strategy table is usually formulated based on offline simulation,
and the real-time query method [20]. Therefore, when formulating the strategy table,
it is necessary to scan the expected fault set to determine the most serious boundary
conditions, and obtain the scenario of the system with the worst stability characteristic.
On this basis, the conservative control strategy is calculated. In order to ensure the
reliability of the security and stability control device, the parameters that can be easily
detected by the device, such as the section power representing local characteristics, are
generally set as the query method of the strategy table by the operating experience.

Due to the large-scale grid connection of renewable energy generators, the non-
negligible power fluctuations of renewable energy will bring very difficult challenges to
the formulation of power grid security and stability control strategies. At the same time,
when the grid topology changes suddenly, it will also cause the risk of mismatch in the
strategies formulated by the online system. If a serious fault occurs, the stability of the
system will be destroyed, and the safe and stable operation of the power grid cannot be
guaranteed.

Therefore, it is necessary to adjust the on-duty strategy table of the system affected
by the sudden change of the power grid mode online to ensure the safe and stable
operation of the power grid. However, if the complete online calculation process of grid
state estimation, scenario data generation, and security strategy search starts again at
this time, the grid will have a blank period of security control strategies of at least in
minute-level. If a fault occurs within this period, the security and stability of the grid
will not be guaranteed.

Therefore, in order to ensure the safety and stability of the power grid in the event of
a sudden change in the power grid, the traditional strategy search of simulation analysis
will not be applicable. To reduce the influence of strong uncertainty on emergency control
strategy of power grid, a rapid evaluation method of the strategy needs to be proposed.

3 Time-Varying Index

3.1 The Contradiction Between Simulation Accuracy and Speed

If the system does not contain any non-Hamiltonian factors, the map system must be a
steady Hamiltonian system. The generator mechanical power Pm and electromagnetic
powerPe at any time section are only single-valued formulas of the power angle δ. If non-
Hamiltonian factors are introduced into the system, the time variable t will be included
in the functions of mechanical power and electromagnetic power of each generator.
Obviously, the formulas ofPm andPewith respect to t in themap systemcannot be clearly
obtained at this time, and the analysis can only be carried out by relying on numerical
integration. The contradiction between accuracy and speed in numerical integration
cannot be solved, but when the transient time-varying degree of the power grid is low,
the integration with a large step can more accurately reflect the security and stability
characteristics of the power grid.
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Therefore, taking the time-varying degree of the one operating case as an indicator,
matching the current grid scenario in the historical database. On the premise that the
time-varying index is the closest, matching the power grid parameters can effectively
improve the accuracy and robustness of the matching.

3.2 Quantitative Assessment of Transient Stability

The traditional EACmethod is only suitable for the stability analysis of the Hamiltonian
system with one generator, and cannot be included in any controller or complex model,
nor can it be used for multi-generator systems. EEAC maps the multi-generator rotor
angular trajectory with the mechanical power and electromagnetic power in the multi-
generator space to a series of single generator spaces. Form the trajectory in the OMIB
system, so as to strictly define the stability margin of the time-varying OMIB system.
SEEAC, DEEAC and IEEAC are the three stages in the development of the EEAC
algorithm and the three complementary steps in the EEAC algorithm framework [21].

SEEAC assumes the power grid as a multi-generator system of ideal two-group
dynamics with classical models, at this time, the system can be degenerated into a
classical One Machine as Infinite Bus (OMIB). This means that whether the A curve in
the fault or the A curve after the fault can be calculated according to the initial working
conditions. It is only one single-step Taylor series expansion will be used to obtain the
rotor angle and acceleration of themapped system at the time of fault clearing. Therefore,
the analytical solution of the stability margin can be obtained with only a very small
computing time. SEEAC completely ignores the time-varying nature of images.

The calculation process of DEEAC is equivalent to relaxing the ideal two-group
dynamics process in SEEAC. The method of segment-by-segment correction is used to
divide the power grid into multiple classical OMIB systems during the fault and after
the fault is cleared. Therefore, DEEAC can partially reflect time-varying factors. Since
DEEAC uses only 4 times of Taylor series expansions, the computing time does not
increase much.

IEEAC strictly considers all dynamic equations in the multi-generators space of the
power grid, and performs complete integration at each step size, and maps them to the
single-machine phase step by step to form a time-varying OMIB system. Therefore, its
computing time is greatly increased compared with the other two methods. According
to the actual simulation experience, the simulation time of IEEAC is increased by about
2 orders of magnitude.

The three-stage EEAC can calculate the acceleration area and deceleration area in
the OMIB map system according to their respective assumptions and calculation steps,
so as to obtain the first-swing stability margin of the power grid:

η = Adec(δτ ) − Ainc(δτ ) (1)

where, η is the stability margin of the power grid, Adec(δτ ) is the deceleration area with
the fault clear angle δτ , Ainc(δτ ) is the acceleration area with the fault clear angle δτ .

3.3 Time-Varying Index Calculation

The time-varying in the transient process is mainly reflected in the fluctuation of the load
with the grid voltage and frequency, the change of the transient potential of the generator,
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the influence of the grid controller and the grid damping, and the non-coherence of the
system.

The stronger the above-mentioned time-varying factors, the stronger the difference
in accuracy of the stability margins calculated by using SEEAC and DEEACwith single
or multiple Taylor expansions.

The time-varying of the map system is the source of error in SEEAC and DEEAC.
Since DEEAC takes into account some time-varying factors, the time-varying can be
reflected by the difference of the stability margin of the two algorithms. The specific
calculation method is as follows:

σ(τ) =
∣
∣ηDE(τ )−ηSE(τ )

∣
∣

max
{∣
∣ηSE(τ )

∣
∣,

∣
∣ηDE(τ )

∣
∣
} (2)

where, σ(τ) represents the time-varying index, ηDE(τ ) represents the stability margin
obtained by DEEACwhen the fault clearing time is τ , and ηSE(τ ) represents the stability
margin obtained by SEEAC.

4 Selection of Characteristic Parameters of Power Grid

In the matching process, only relying on the time-varying index of the power grid will
lead to the situation that the degree of time-varying power grid is the same or close,
but the grid structure, power output, and load are all far from each other. Therefore,
after completing the time-varying index matching, it is necessary to further match the
power grid network characteristic index, so as to complete the matching of the power
grid control measures and improve the matching accuracy.

Among them, the synchronous and asynchronous power supply can be judged by its
participation factor greater than the set threshold value, and the load, topology, etc. can
be judged by the parameter sensitivity greater than the set threshold value.

4.1 Participation Factor of Transient Power Angle Stability of Synchronous
Power Supply

According to the energy distribution of each generator in different groups, the EEAC
method gives the generator participation factor of transient power angle stability, and
clarifies the influence degree of each generator on a certain power angle stability mode.
The participation factor of synchronous power supply can be calculated as follow:

λn = Ekn

Ekmax
(3)

where,λn is the participation factor,Ekn is the acceleration kinetic energy of the generator
at the dynamic saddle point (DSP), Ekmax is the maximum acceleration kinetic energy
of all generators at the DSP.
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4.2 Participation Factor for Transient Power Angle Stability of Asynchronous
Power Supply

In the transient process after the failure, the power of asynchronous power source will
change, which will affect the power angle difference between the synchronized gener-
ators and the transient stability of the system, and it does not participate in the swing
of the synchronized generators. The key factor that affects the stability is the relative
distance between the asynchronous power supply and the synchronous fleet. The closer
the asynchronous power supply is to the leading group, the more power its output will
deteriorate the security and stability of the power grid. On the contrary, the closer the
asynchronous power source is to the legging group, the better its output will be to the
safety and stability of the power grid. The participation factor of asynchronous power
supply can be calculated as follow:

λi =

N∑

j=1

(

aj/xi,j
)

N
ij (4)

where, λi is the participation factor of asynchronous power supply, aj is the participation
factor of synchronous power supply, xi,j is the Equivalent reactance between the busbar
of asynchronous power supply i and the busbar of synchronous generator j, N is the
number of generator in leading or legging group.

4.3 Sensitivity of Load and Topology to Transient Power Angle Stability Margin

For power grid parameters such as load and topology, the perturbation method is used to
calculate its sensitivity to the transient power angle stability margin of the power grid.

λk = �η

�C
(5)

where, λk is the sensitivity of load and topology to the power angle stability margin,
�η is the variation of stability margin, �C is the variation of the load or the change of
topology.

5 Rapid Evaluation of Online Transient Control Strategies

This paper considers the use of indicators representing network characteristics and tran-
sient characteristics, and matching with the historical scenarios, so as to achieve rapid
adjustment of the strategy. The specific strategymatchingmethod flow is shown in Fig. 1.
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The FASTEST software is used to calculate the 
stability margins of SEEAC and DEEAC under all 

faults in based on the current scenario

Calculate the time-varying index of the power grid

Combined with the characteristics of the power grid 
network for secondary matching

Set the matching error tolerance, determine the 
matching result, and bring it into the current scenario

for verification

Verification pass?

Substitute the on-duty strategy table for the device

Increase the amount of 
strategy

Y

N

Match the grid operation mode with the same time-
varying index in historical library

Build the library of historical scenarios

Fig. 1. The flow chart of strategy rapid evaluation

5.1 Build the Library of Historical Scenarios

In the process of daily operation and offline simulation, a large amount of historical
data will be generated. The online system will also generate a set of data every 5 min
based on the state estimation of the dispatching system. The large amount of historical
data basically covers possible scenarios of the power grid. Collect and summarize all
historical data to form a historical library.

The data in the historical database needs to be processed as follows:
The power grid characteristic index is extracted to form the power grid characteristic

index library Ak
{

Pk
sec tion

,Gk
gen

,Lk
load

,Tk
topo

}

. Where, Pk
sec tion

represents the section power

of historical data k, Gk
gen

represents the generator startup mode of historical data k, Lk
load

represents the load situation t of historical data k, and Tk
topo

represents the topological
structure of historical data k.

Extract the stable characteristic index to form the stable characteristic index library
Sk

{

ηkSE, σ k
}

. Where, ηkSE represents the margin result of historical data k calculated by
SEEAC, and σ k represents the time-varying index result of historical data k calculated
by SEEAC and DEEAC.
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5.2 Set Match Error Indicators

According to the actual power grid conditions and dispatching experience, set vari-
ous matching error indicators λ

{

λsec tion, λgen, λload , λtopo, λη, λσ

}

, where λsec tion rep-
resents the error indicator of section power, λgen represents the error indicator of the
generators startup mode, λload represents the error indicator of the load condition, λtopo
represents the error indicators of the topology structure, λη represents the stability mar-
gin error indicators calculated by SEEAC, and λσ represents the error index of the
time-varying power grid.

5.3 Matching in Historical Database Based on Current Grid Scenario

The matching method of each index is shown in formulas (6)–(11).

P0
sec tion

− λsec tion ≤ Pk
sec tion

≤ P0
sec tion

+ λsec tion (6)

G0
gen

− λgen ≤ Gk
gen

≤ G0
gen

+ λgen (7)

L0
load

− λload ≤ Lk
load

≤ L0
load

+ λload (8)

T 0
topo

− λtopo ≤ Tk
topo

≤ T 0
topo

+ λtopo (9)

η0SE − λη ≤ ηkSE ≤ η0SE + λη (10)

σ 0 − λσ ≤ σ k ≤ σ 0 + λσ (11)

After the matching is completed, some relevant historical data and its corresponding
stability strategy tablewill be get.According to the principle of conservatism, the strategy
with the most conservative values in the table will be selected as the stability strategy of
the current grid mode.

5.4 Verification

(1) After the stability strategy is matched, check the strategy based on the current grid
mode data, and simulate whether the grid can maintain safe and stable operation
after faults;

(2) If the power grid can ensure safe and stable operation, the strategy will be sent to the
device, and the corresponding value in the current strategy table will be replaced;

(3) If the power grid cannot guarantee safe and stable operation, further increase the
amount of control measures, and return to step (1) to re-check and verify;



Online Transient Stability Control Strategy Matching Method 279

6 Case Analysis

Taking the actual system in the HB power grid as an example, the total capacity of unit
S is 2560 MW (8 * 320 MW), and the stations B and C are wind power grid integration
bus, and the maximum capacity is 2000MW. Station A is a photovoltaic grid integration
bus with a maximum transmission capacity of 1050 MW. In this case, the FASTEST is
used for the simulation.

According to the online data and base case for daily operation in this region, construct
a sample database based on 1000 cases, calculate the time-varying index σ , and the
emergency control strategy table of the power grid under each case. In this system, when
three-phase-to-ground N-2 fault happens on the line A-D, the generators in bus S will
lose synchronous to the main grid power. For different working conditions, the strategy
of tripping different numbers of generators in bus S is adopted to ensure the power angle
stability. The construction of this region is shown in Fig. 2.

Fig. 2. The construction of target region

Selecting one scenario in the basic library to calculate and analyze the participation
factors of the synchronous power supply, asynchronous power supply and load. During
the grid parameter matching, the output of generator S, the total wind power of C and
B, and the total solar power of the A station are the key factors, and the remaining
parameters have little influence on the safety and stability characteristics of the power
grid. The specific results are shown in Table 1.

Table 1. Participation factors.

Network feature Participation factor

Generator S 1

Wind power of B and C 0.464

Solar power of A 0.688

Load 0.013
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Eight examples are randomly generated, and the online transient control strategy
evaluation method is used to match their transient control strategies. Table 2 shows
the boundary conditions, time-varying index, and matching results with the historical
database of the 8 calculation examples.

Table 2. Matching results for different cases (MW).

Scenarios Output of generator S Wind
power

Solar
power

Time-varying
index

Strategy

Output Operating
number

1 Current
case

2144 7 340 458 0.038 /

Matching
result

2098 7 450 415 0.037 Tripping 1
generator

2 Current
case

2360 8 486 755 0.304 /

Matching
result

2422 8 399 713 0.304 Tripping 1
generator

3 Current
case

2409 8 576 685 0.117 /

Matching
result

2368 8 624 623 0.118 Tripping 1
generator

4 Current
case

2468 8 854 558 0.269 /

Matching
result

2459 8 812 620 0.264 Tripping 2
generator

5 Current
case

2483 8 664 384 0.284 /

Matching
result

2477 8 687 352 0.289 Tripping 3
generator

6 Current
case

2560 8 872 423 0.444 /

Matching
result

2560 8 855 451 0.443 Tripping 4
generator

7 Current
case

2560 8 532 420 0.39 /

Matching
result

2560 8 488 445 0.411 Tripping 3
generator

8 Current
case

2560 8 342 610 0.367 /

Matching
result

2560 8 388 565 0.359 Tripping 3
generator
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After the results are matched, the control strategy is checked and verified in each
operation scenario, which can meet the requirements of safe and stable operation of the
power grid.

7 Conclusion

Aiming at the problem that there is a minute-level mismatch risk of online strategies
after the sudden change of the power grid, this paper proposes a rapid evaluation method
for transient control strategies, and the specific conclusions are as follows:

1) The artificial intelligence algorithm has nomechanism support and cannot guarantee
the robustness of the strategy. The strategy search method cannot meet the time
requirements, and the power grid may have a minute-level strategy blank period,
resulting in operational risks;

2) The SEEAC and DEEAC algorithms that completely ignore and partially reflect the
time-varying factors of the power grid are used to describe the time-varying degree
of the power grid, thereby improving the accuracy and robustness of the strategy
matching process;

3) Through the participation factors of various parameters of the power grid during the
transient period, the key parameters that can describe the transient stability of the
region is obtained;

4) The time-varying index and the key parameters of power grid are used as matching
elements to form the framework of the rapid evaluation method, and the effect of
mode matching is verified in the actual power grid, which can meet the requirement
of safe and stable operation of the power grid.
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Abstract. A distribution grid accessible distributed PV capacity measurement
method proposed by paper is based on the premise of ensuring the safe and stable
operation of the grid and avoiding back-feeding to the 220 kV grid and above, fol-
lowing the principle of “local consumption”. Local consumption means reverse
flow caused by distributed PV can be delivery under 220 kV grid, but reverse flow
cannot cause overload. The proposed method calculates the accessible capacity of
substations, lines, and distributions from high voltage to low voltage in a hierar-
chical manner. Considering many factors affecting the accessible distributed PV
capacity, the calculation not only considers the bearing capacity constraint of the
power grid, but also considers voltage deviation, short-circuit current and other
constraint checks. Finally, taking a 220 kV substation as an example, the calcula-
tion method is measured and analyzed in detail to evaluate the accessible capacity
of substation, lines and distribution at each level in calculating area. The method
is simple, feasible, and calculation results can be used to guide PV development
orderly and guide power grid construction and transformation timely in area of
insufficient accessible capacity.

Keywords: Stratified zoning consumption · Access capacity · Rooftop
distributed PV · Bearing capacity

1 Introduction

Under the background of county PV development [1, 2], the process of “passive to
active” in the distribution network will be accelerated, and the distribution network will
face challenges in efficient consumption and safe carrying [3–8]. It is an important mean
to ensure efficient consumption and safe carrying by guiding the orderly development
and access of PV.

At present, some researches have been achieved in distribution grid accessible dis-
tributed PV capacity measurement method [9–16]. Under the premise of considering
voltage deviation, voltage fluctuation and network power flow constraints, and taking
into account that the short-circuit capacity does not exceed the limit, the literature [9,
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10] established an optimization model with the goal of maximizing the distributed PV
access capacity, and obtained the distributed power source. The impact of access on
the short-circuit capacity of the system is limited, and the voltage deviation and volt-
age fluctuation constraints are the main influencing factors that restrict the maximum
access capacity of distributed power generation, but the article lacks consideration of the
impact of energy storage devices and electric vehicles on the access capacity of PV. Ref-
erence [11] proposed a calculation model of the maximum access capacity of distributed
power generation considering the constraints of voltage level and branch capacity, and
proposed an improved pattern search method to solve the above mathematical model.
References [12, 13] analyzed themethod for calculating the access capacity of distributed
power generation based on the proximity and correlation between distributed power and
load. Reference [14] proposes a maximum accessible capacity of distributed PV power
sources considering grid flexibility and static safety and stability constraints, and calcu-
lates distributed PV access capacity for three-segment single radiation, single contact,
and double contact respectively, it is concluded that in areas with the main purpose
of maximizing access to distributed PV, such as “PV poverty alleviation”, it is recom-
mended to retain radialwiring. Reference [15] comprehensively considers thermal power
units, distributed power sources, and reactive power compensation devices, and proposes
a calculation model for the maximum access capacity of distributed power sources for
transmission and distribution coordination. Reference [16] proposed to take into account
the medium-low voltage synergy to increase the PV capacity of the low-voltage distri-
bution network, and to reduce the total voltage deviation from the transformer tap and
active distribution network voltage regulation to increase the access capacity.

Existing methods for distribution grid accessible distributed PV capacity are widely
using genetic algorithms and multi-objective optimization algorithms for optimization,
so as to ensure that the power quality in a reasonable rangewhile PVaccess capacity is the
largest. However, the existing methods lack the consideration of upper-level on lower-
level distribution network, and its calculation is time-consuming and complicated. This
paper proposes amethod to quickly calculate accessible capacitymeeting the principle of
local consumption. Finally, taking the power grid of a southern province as an example,
which verifies the scientificity and feasibility of the calculation method proposed in this
paper.

2 A Distribution Grid Accessible Distributed PV Capacity
Measurement Method

2.1 Preparation for Calculation

Select the area to be measured and collect the basic information, historical load char-
acteristics, power output characteristics, network topology in the regional power grid.
Mainly include the following:

1) Basic equipment information: rated capacity of all 220 kV substations, all 110 kV
substations, all 35 kV substations, all 10 kV lines and all distributions and DG
connected to grid.
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2) Operational data: including historical load characteristics, power output character-
istics of equipment at each level in the area to be measured, distributed PV and other
power sources that have been approved for access during the measurement period.

3) Network topology information: the wiring diagram of the primary grid in the area
to be measured, including the 110/35 kV substation contact method, the 10 kV line
wiring method, etc.

2.2 Calculation Method

The calculation method of the distributed PV capacity of the regional grid is shown in
Fig. 1. First of all, preparing for the calculation information and calculating the initial
accessible capacity of all devices in regional grid. Then, calculating the adjusted acces-
sible capacity follow calculating order of 220 kV, 110 kV, 35 kV, 10 kV, 0.38 kV. Taking
high-voltage equipment as a unit, the accessible capacity of its medium and low-voltage

Start

Determine calculating 

area

Data Preparation 

Calculate initial accessible 

capacity of  all devices in 

determined area

Y

End

N adjust accessible capacity of  

medium and low-voltage 

devices 

All calculated units s accessible 

capacity is greater than the sum 

of its medium and low-voltage devices

Calculate accessible capacity of 

each voltage and determined area

Calculate adjusted accessible 

capacity from high voltage to 

low voltage

Fig. 1. Calculation method diagram of grid accessible distributed PV capacity
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side devices need to adjust to satisfy that the sum of its medium and low-voltage side
devices is not greater than its own high side accessible capacity, andmeets the constraints
of voltage deviation and short-circuit current. After all 220 kV equipment and its related
equipment have been calculated, reduce calculation voltage grade taking 110 kV devices
as calculating unit. After all 110 kV equipment and its related equipment have been cal-
culated, reduce calculation voltage grade following order of 35 kV, 10 kV and 0.38 kV.
Devices need to be calculated including 220 kV substation, 110 kV substation, 35 kV
substation, 10 kV lines and distribution.

2.3 Calculation of Accessible Capacity of 220 kV Substation

Accessible capacity of 220 kV substation is to meet the requirement of no reverse power
transmission to 220 kV and above power grid, which can be calculated as follow:

Sms−220 = Smin + P110 + P35 (1)

In formula (1), Sms-220 is accessible capacity of 220 kV substation, Smin is minimum
load value of 220 kV substation from 11am to 2pmwithin the last year, P110 is the output
of 110 kV conventional power supply when Smin appears. P35 is the output of 35 kV
conventional power supply when Smin appears.

2.4 Initial Accessible Capacity of 110–0.38 kV Equipment

Initial accessible capacity of 110 kV substations, 35 kV substations, 10 kV lines and
distribution is to meet the requirement of reverse load flow without overloading, which
means reverse road rate should be less than 80%, which can be calculated as formula
(2).

Sms =
{
Sm + 80% × Se Sm > −Se × 80%

0 Sm ≤ −Se × 80%
(2)

In formula (2), Sms is initial accessible capacity of device. Sm is minimum load of
devices from 11am to 2pm within the last year. Se is rated capacity of devices.

2.5 Accessible Capacity of 110–0.38 kV Equipment Considering Constrains

Considering upper and lower grid constraints and also power quality constrains,

accessible capacity correction of device j, Sj
′
ms can be calculated as formula (3):

Sj
′
ms =

{
Sjms (

∑
Sms−M + ∑

Sms−L) ≤ Sms−H

kj × Sjms (
∑

Sms−M + ∑
Sms−L) > Sms−H

(3)

In formula (3), Sms−H is the accessible capacity of high-voltage devices selected in
the calculation unit;

∑
Sms−M is the sum of the medium-voltage side of the selected

unit without considering constraints;
∑

Sms−L is the sum of the low-voltage side of the
selected unit without considering constraints; Sjms is initial accessible capacity of device
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j, it needed to multiply by a factor kj to satisfy that the sum of medium-voltage and

low-voltage sides is not greater than its high side accessible capacity; Sj
′
ms is accessible

capacity of device j considering constrains,; kj is conversion factor, the value is between 0
and 1, which is determined by the load level and distributed power connected to devices.

2.6 Calculation Accessible Capacity of Regional Grid

Accessible capacity of regional grid is the minimum value between 220 kV, 110 kV,
35 kV, 10 kV, 0.38 kV, which can calculate by formula (5).

Ams = min(
∑

Sms−220,
∑

Sms−110,
∑

Sms−35,
∑

Sms−10,
∑

Sms−0.38) (4)

In formula (4), Sms−220 is the sum of all 220 kV substations accessible capacity
consider upper and lower constrains; Sms−110 is the sum of all 110 kV substations
accessible capacity consider upper and lower constrains; Sms−35 is the sum of all 35 kV
substations accessible capacity consider upper and lower constrains; Sms−10 is the sum
of all 10 kV lines accessible capacity consider upper and lower constrains; Sms−0.38 is
the sum of all distribution accessible capacity consider upper and lower constrains.

3 Example Analysis

Taking a 220 kV substation in a southern province as an example, the regional accessible
capacity is the minimum value between 220 kV, 110 kV, 35 kV, 10 kV, 0.38 kV. The
electrical wiring of the 220 kV Huayang Substation is shown in Fig. 2. The medium-
voltage devices of Huayang substation includes 3 110 kV substations, which named
110 kV shunchang substation, 110 kV xintun substation and 110 kV jinxi substation.
The low-level devices of Huayang substation includes 6 10 kV lines.

Fig. 2. Wiring diagram of 220 kV Huayang substation
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3.1 Initial Accessible Capacity of All Voltage Devices

The minimum load value of 220 kV substation from 11am to 2pm within the last year
is 4.2 MW, the power other than distributed power connected to 220 kV substation is
49.3 at the same time. Therefore, the maximum accessible capacity of 220 kV Huayang
Substation is 53.5 MW.

The minimum load value and rated capacity of medium-voltage devices and low-
level of 220 kV substation is listed in Table 1. According to formula (3), the maximum
accessible capacity can be calculated.

Table 1. Initial accessible capacity of medium-voltage and low-voltage of 220 kV substation.

Voltage level Substation Rated capacity
(MVA)

Minimum load value
(MW)

maximum accessible
capacity (MW)

110 kV Shunchang 63 1.1 51.5

110 kV Xintun 113 −10.5 79.9

110 kV Jinxi 110 0 88

10 kV LINE 1 8.7 0.18 7.14

10 kV LINE 2 7.7 0.06 6.22

10 kV LINE 3 5.9 0.01 4.73

10 kV LINE 4 8.7 0.02 6.98

10 kV LINE 5 7.7 0.12 6.28

10 kV LINE 6 5.9 0.04 4.76

Totally – – – 255.51

3.2 Accessible Capacity Considering Constrains

Taking 220 kV Huayang substation as high unit, its medium-voltage side devices are
Shunchang, Xintun and Jinxi 110 kV substation respectively, its low-voltage side devices
are line 1 to line 6 respectively. The sum of medium-voltage and low-voltage of 220 kV
substation is 255.51 MW, which is more than 220 kV substation. According to formula
(3), 110 kV substation and 10 kV lines needed tomultiply by factor to satisfy that the sum
of medium-voltage and low-voltage of 220 kV substation is less than 220 kV substation,
the adjusted accessible capacity is listed in Table 2.

As all 220 kV substation and its related medium-voltage and low-voltage devices
accessible capacity is calculated finished, then deduced calculating voltage, taking
110 kVdevices as unit. Firstly calculating all its relatedmediumand low-voltage devices’
initial accessible capacity, then adjusted its capacity to satisfy formula (3). As all devices’
accessible capacity in Fig. 2 is calculated, calculating the sum of each voltage devices
respectively, the regional accessible capacity in Fig. 2 can be calculated as formula (4).
Table 3 gives the sum of each voltage, and its regional accessible capacity.
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Table 2. Adjusted accessible capacity of medium-voltage and low-voltage of 220 kV substation.

Voltage level Substation Initial accessible capacity
(MW)

Factor kj Adjusted accessible
capacity (MW)

110 kV Shunchang 51.5 0.21 10.82

110 kV Xintun 79.9 0.15 11.99

110 kV Jinxi 88 0.18 15.84

10 kV LINE 1 7.14 0.5 3.57

10 kV LINE 2 6.22 0.4 2.49

10 kV LINE 3 4.73 0.25 1.18

10 kV LINE 4 6.98 1.42 2.96

10 kV LINE 5 6.28 0.4 2.51

10 kV LINE 6 4.76 0.45 2.14

Totally – 255.51 – 53.5

Table 3. Regional accessible capacity in Fig. 2.

Voltage level The sum of the voltage
devices (MW)

220 kV 53.5

110 kV 38.65

10 kV 46.57

0.38 kV 60.12

Regional accessible
capacity

38.65

In Table 3, the regional accessible capacity in Fig. 2 is 38.65 MW, which is not only
the sum of the accessible capacity of 110 kV devices, but also the minimum value of
whole voltage. So, the total planned PVdevelopment scale should be less than 38.65MW
to ensure grid safety, and accessed capacity of each devices under 220 kV voltage should
be limited in Table 3 under current grid. The calculating should be dynamic update to
guide PV development orderly and priority access to area of sufficient capacity.

4 Conclusion

Under the background of county PV development, in order to ensure PV development
orderly and grid connection safety, grid companies need to timely disclose the regional
accessible distributed PVcapacity. Themethod proposed in paper is based on the premise
of avoiding back-feeding to the 220 kV grid and above, which due to distributed power
supply connected to grid. Firstly calculating initial accessible capacity of all devices,
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which calculation ismeet the requirement of reverse load flowwithout overloading. Then
calculating adjusted accessible capacity from high voltage to low voltage, which taking
high-voltage equipment as a unit, adjusted its medium-voltage devices and low-voltage
devices to satisfy that the sum of medium and low-voltage devices is not greater than
its own high side accessible capacity, and meets the constraints of voltage deviation and
short-circuit current.

The method proposed in this paper not only considers the influence of constraints
such as voltage deviation and short-circuit current, but also considers the load situation
and the actual operation of the grid. The calculation will be obtained quickly to avoid
the problems of long calculation time and large amount of calculation due to the lack of
reasonable initial values in genetic algorithmandmulti-objective optimization algorithm.

Finally, taking the 220 kV substation as an example, the calculationmethod proposed
in this paper is calculated and analyzed layer by layer. The initial and adjusted accessible
capacity are analyzed respectively, also the regional accessible capacity is calculated.
The method is simple and feasible, and provides an efficient and feasible solution for
distributed PV capacity accessible to the distribution network in the whole range.
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Abstract. To address the source-load power balance problem of high penetration
renewable energy systems in the context of “carbon neutrality”, the impact of sys-
tem low-carbon transition on operation economy and reliability is analyzed in this
paper, taking into account the output characteristics and power supply costs of ther-
mal power, wind power and energy storage. Considering the flexibility resources
such as energy storages and electric energy replacement loads, the paper proposes
a low-carbon operation strategy for high penetration renewable energy system to
reduce the comprehensive economic cost of energy storage configuration, unit
operation and carbon capture. Finally, the case study demonstrates the effective-
ness of proposed strategy in guaranteeing the economic and reliable operation of
the system.

Keywords: Carbon neutrality · High penetration renewable energy system ·
Source-load balance · Wind power · Energy storage configuration

1 Introduction

In recent years, climate change and environmental pollution problems have come to
the fore, and countries around the world have put forward carbon emission reduction
policies.With the promotion ofChina’s “dual carbon” goals, a large number of renewable
energy sources such as wind power have been integrated into the power system. By the
end of 2021, the installed capacity of wind turbines in China has reached 330 million
kilowatts, accounting for 13.87% of the entire system, effectively alleviating the energy
crisis and environmental degradation. However, the uncertainty of renewable energy
output leads to increased fluctuation of source load, which increases the peak shaving
pressure of the system. How to guarantee the economic and reliable operation of high
proportion renewable energy system is an urgent problem to be solved.

Traditional studies usually adopt the regulation of source-side unit output and grid-
side topology transformation to smooth source-load fluctuations. Reference [1] proposed
an optimization method for thermal unit peaking shaving strategy to promote renewable
energy accommodation by improving the flexibility of thermal units. Considering the
influence of grid topology on wind power accommodation rate, network reconfiguration
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was used in [2, 3] to achieve cooperative source-network dispatch. The above studies
only consider conventional power sources. However, in a high penetration renewable
energy system, conventional power sources can hardly provide sufficient inertia support
and have insufficient ability to cope with source-load fluctuations.

Energy storage (ES) devices and electrical energy replacement loads can smooth
fluctuations through the transfer of electrical energy in the space-time dimension, and
have a good peak-shaving and valley-filling effect [4–6]. It provides an effective means
for low-carbon economic operation of the high penetration renewable energy system
and ensuring real-time system power balance. A multi-objective low-carbon economic
scheduling method was proposed in [7] considering energy storages and renewable
energy access. Aiming at the problem of curtailment of wind and solar power in high-
proportion renewable energy systems, a collaborative optimization method considering
network reconfiguration and economic scheduling of mobile energy storages was pro-
posed in [8]. The above studies are based on energy storage deviceswith fixed parameters
to balance the system power. Since the energy storage cost is relatively expensive, uti-
lizing a large amount of energy storages will increase the system cost and reduce the
utilization efficiency of resources. In terms of electrical energy replacement loads, ref-
erence [9] proposed an incentive-based demand response strategy to achieve efficient
consumption of renewable energy by regulating the power consumption of control-
lable loads. Reference [10] analyzed the effect of flexible loads and energy storages on
improving wind power utilization by various price-based demand response programs.
The above studies have achieved some results in using energy storage and electrical
energy replacement loads to promote renewable energy accommodation, but they have
not fully considered the economic influences such as energy storage configuration and
thermal power carbon capture. It is difficult for a single flexibility measure to meet
the demand for efficient consumption of high penetration of renewable energy and low
carbon operation of the system. In addition, among the studies considering renewable
energy and energy storages, there are few research on optimal scheduling taking into
account low-carbon objective.

To address the above shortcomings, this paper proposes a low-carbon operation
strategy for high penetration renewable energy system with the objective of reducing the
comprehensive economic costs of energy storage allocation, unit operation and carbon
capture. The system power balance is met by coordinating thermal units, energy storage
systems and flexible loads to guarantee the economy and reliability of system operation.
Finally, the effectiveness of the proposed strategy is verified by the simulation results.

2 Cost Types of High Penetration Renewable Energy System
Considering Energy Storage Configuration

In this paper, we consider that the high proportion renewable energy system contains
thermal power units, wind turbines and flexible loads. In order to promote the efficient
accommodation of renewable energy, a certain capacity of energy storage devices can
be configured with wind turbines. In addition, thermal power units are retrofitted with
carbon capture equipment to reduce carbon emissions. In the low carbon operation of
a high penetration renewable energy system, the system cost mainly includes thermal
power unit cost, wind turbine cost, energy storage cost and load scheduling cost.
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2.1 Cost of Thermal Power Units

The cost of thermal power units contains the cost of coal consumption, the cost of
operation and maintenance and the cost of carbon capture. The calculation methods of
three types of costs are shown in Eqs. (1)–(3).

f G,CoPG = �t

60
CCoal

∑

t∈�T

∑

j∈�G

(
aGj (PG

j,t)
2 + bGj P

G
j,t + cGj u

G
j,t

)
(1)

f G,CoOM = 0.5f G,CoPG (2)

f G,CoCC = �t

60
CCoCC

∑

t∈�T

∑

j∈�G

dGPG
j,t (3)

where f G,CoPG is the total coal consumption cost of thermal power units. �t is the time
step and its value is 15 min. CCoal is the unit price of coal. �T is the set of time. �G

is the set of thermal power units. aGj , b
G
j and cGj are the coal consumption coefficients

for the j-th thermal power unit. PG
j,t is the output of the j-th thermal power unit at time t.

uGj,t is the operating state of the j-th thermal power unit at time t. If the unit is working,

then uGj,t = 1, otherwise uGj,t = 0. f G,CoOM is the total operation and maintenance cost

of thermal power units. f CoCC is the total carbon capture cost. CCoCC is the parameter
of the carbon capture cost. dG is the carbon emission parameter of thermal power unit.

2.2 Cost of Wind Turbines

The cost of wind turbines contains the cost of operation and maintenance and the cost of
abandoned wind power. The two types of costs are calculated as shown in Eqs. (4)–(5),
respectively.

f WT,CoOM = �t

60
CWT,CoOM

∑

t∈�T

∑

j∈�WT

PWT
j,t (4)

f WT,CoWC = �t

60
CWT,CoWT

∑

t∈�T

∑

j∈�WT

(PWT,max
j,t − PWT

j,t ) (5)

where f WT,CoOM is the total operation andmaintenance cost ofwind turbines.CWT,CoOM

is the unit operation and maintenance cost of wind turbines. �WT is the set of wind
turbines. PWT

j,t is the output of the j-th wind turbine at time t. f WT,CoWC is the total cost

of abandoned wind power. CWT,CoWT is the parameter of the abandoned wind power
cost. PWT,max

j,t is the maximum output of the j-th wind turbine at time t.

2.3 Cost of Energy Storages

The cost of energy storages contains investment power cost, investment energy cost and
operation and maintenance cost. The three types of costs are calculated as shown in Eqs.
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(6)–(8), respectively [11].

f ES,CoESP =
CCoESP ∑

j∈�ES

PES,max
j

T day · r(r + 1)T
year

(r + 1)T
year − 1

(6)

f ES,CoESC =
CCoESC ∑

j∈�ES

EES,max
j

T day · r(r + 1)T
year

(r + 1)T
year − 1

(7)

f ES,CoOM = �t

60
CES,CoOM

∑

j∈�ES

(PES,ch
j,t + PES,dch

j,t ) (8)

where f ES,CoESP is the investment power cost of energy storages.CCoESP is the unit power
cost of energy storages.�ES is the set of energy storages.P

ES,max
j is themaximum charge

power and discharge power of the j-th energy storage. f ES,CoESC is the investment energy
cost of energy storages. CCoESC is the unit energy cost of energy storages. EES,max

j is the
maximum capacity of the j-th energy storage. r is the depreciation rate. T year is the full
life cycle years of energy storage. T day is the number of working days of energy storage
in a year. f ES,CoOM is the operation and maintenance cost of energy storages. CCoOM is
the unit energy operation and maintenance cost of energy storages.

2.4 Cost of Load Scheduling

It is assumed that the load types in the system can be classified as shiftable loads,
interruptible loads and non-interruptible loads. Thefirst two types of loads can participate
in the process of peak shaving and valley filling through demand-side response in the
system economic scheduling. The cost of load scheduling includes subsidized cost and
load shedding cost of shiftable loads and load shedding cost of interruptible load. In
addition, the third type of load will cause greater economic losses after being shed due
to its higher importance. The three types of costs are calculated as shown inEqs. (9)–(12),
respectively.

f CoSL = �t

60

∑

t∈�T

∑

j∈�N

((CCoSL(1 −
∑

t∈�T

ySLj,t ) − CSCoSLuSLj,t )(P
SL,max
j,t − PSL

j,t )) (9)

ySLj,t = uSLj,t (1 − uSLj,t−1) (10)

f CoIL = �t

60
CCoIL

∑

t∈�T

∑

j∈�N

(PIL,max
j,t − PIL

j,t ) (11)

f CoNIL = �t

60
CCoNIL

∑

t∈�T

∑

j∈�N

(PNIL,max
j,t − PNIL

j,t ) (12)

where f CoSL, f CoIL and f CoNIL are the scheduling costs of shiftable loads, interruptible
loads and non-interruptible loads, respectively. CSCoSL is the unit subsidized cost of
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shiftable loads. CCoSL, CCoIL and CCoNIL are the unit load shedding cost of shiftable
loads, interruptible loads and non-interruptible loads, respectively. �N is the set of
buses. PSL

j,t , P
IL
j,t and PNIL

j,t are the power of the shiftable loads, interruptible loads and

non-interruptible loads at j-th bus at time t. uSLj,t is the operating state of the shiftable loads

connected to node j at time t. If the loads are operating, then uSLj,t = 1, otherwise uSLj,t = 0.

ySLj,t is the sign that the shiftable loads start to operate. If the loads start to operate, then

ySLj,t = 1, otherwise ySLj,t = 0. PSL,max
j,t , PIL,max

j,t and PNIL,max
j,t are the maximum power of

the shiftable loads, interruptible loads and non-interruptible loads at j-th bus at time t.
Equation (9) represents that when shiftable loads are shed, the scheduling cost should

be equal to its load shedding cost. When the shiftable loads are operating properly, the
scheduling cost should be equal to the subsidized cost of its load transfer.

2.5 Benefits of Carbon Reduction

The electricity of traditional thermal power units can be reduced through the grid connec-
tion of wind power, thereby realizing the benefits of emission reduction of greenhouse
gases and pollutants (mainly including CO2, carbon dust and suspended particulate
matter, etc.) [12].

f BoCR = �t

60
CBoCR

∑

t∈�T

∑

j∈�WT

dGPWT
j,t (13)

where, f BoCR is the benefits of carbon reduction. CBoCR is the environmental cost per
unit load output.

3 Optimal ConfigurationModel of Energy Storage for Low Carbon
Economic Operation

Energy storage can smooth the fluctuation of wind turbine output and play the role in
peak-shaving and valley-filling, which is conducive to improving the overall system
economy. Since energy storage devices are more expensive, the selection of energy
storage with appropriate power and capacity is a prerequisite for system economy and
source-load balance. Based on this, this section takes the minimum cost of each type in
the above section as the objective function. A mixed integer linear programming model
is established with the output of the generators, the maximum charge/discharge power
and capacity of the energy storage to be selected, the charge/discharge power of the
energy storage, and the load power as the decision variables.

3.1 Objective Function

The objective function consists of the four component costs described in Sect. 2. The
objective function can be expressed as:

min f G,CoPG + f G,CoOM + f CoCC + f WT,CoOM + f WT,CoWC + f ES,CoESP

+ f ES,CoESC + f ES,CoOM + f CoSL + f CoIL + f CoNIL − f BoCR (14)
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3.2 Constraints

The thermal unit operating constraints include unit output constraint, climbing constraint,
minimumstart-up and shutdownduration constraint and standby capacity constraint. The
thermal unit operating constraints are shown in Eqs. (15)–(18).

uGj,tP
G,min
j ≤ PG

j,t ≤ uGj,tP
G,max
j (15)

−RG,D
j uGj,t ≤ PG

j,t+1 − PG
j,t ≤ RG,U

j uGj,t (16)

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

t+TG,U,min
j −1∑

t
uGj,t = TG,U,min

j if uGj,t(1 − uGj,t−1) = 1

t+TG,D,min
j −1∑

t
uGj,t = TG,D,min

j if uGj,t−1(1 − uGj,t) = 1

(17)

∑

j∈�G

(PG,max
j − PG

j,t) ≥ RC
∑

j∈�N

(PSL
j,t + PIL

j,t + PNIL
j,t ) (18)

where PG,min
j and PG,max

j are the maximum and minimum output of the j-th thermal

power unit, respectively. RG,U
j and RG,D

j are the upward and downward climbing power

per unit time of the j-th thermal power unit, respectively. TG,U,min
j and TG,D,min

j are the
minimum start-up and shutdown duration of the j-th thermal power unit, respectively.
RC is the factor of standby capacity.

The wind turbine operating constraints include the unit output constraint, as shown
in Eq. (19).

0 ≤ PWT
j,t ≤ PWT,max

j,t (19)

The rated capacity of the energy storage should normally meet its discharge at the
maximum discharge power for at least two hours, so the rated capacity of the energy
storage device being configured and the maximum charge/discharge power should sat-
isfy Eq. (20) [13]. The operating constraints of energy storage devices include maxi-
mumcharge/discharge power constraints, charge/discharge state constraints and capacity
constraints.

EES,max
j ≥ TES,min

j PES,max
j (20)

0 ≤ PES,ch
j,t ≤ δ

ES,ch
j,t PES,max

j (21)

0 ≤ PES,dch
j,t ≤ δ

ES,dch
j,t PES,max

j (22)

δ
ES,ch
j,t + δ

ES,dch
j,t ≤ 1 (23)
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EES
j,t+1=EES

j,t + (PES,ch
j,t η

ES,ch
j − PES,dch

j,t

η
ES,dch
j

)�t (24)

EES,max
j OES,min

j ≤ EES
j,t ≤ EES,max

j OES,max
j (25)

where TES,min
j is the duration of the j-th energy storage discharged at maximum power.

δ
ES,ch
j,t and δ

ES,dch
j,t are the charging and discharging states of the j-th energy storage at

time t. If it is in charging state, then δ
ES,ch
j,t = 1, δES,dchj,t = 0. If it is in discharging state,

then δ
ES,ch
j,t = 0, δES,dchj,t = 1. PES,ch

j,t and PES,dch
j,t are the charge/discharge power of the

j-th energy storage at time t. ηES,chj and η
ES,dch
j are the charge/discharge efficiency of the

j-th energy storage. OES,min
j and OES,max

j are the minimum and maximum SOC of the
j-th energy storage.

The shiftable load scheduling constraints are shown in Eqs. (25)–(26).

t+TSL
j −1∑
t

uSLj,t = TSL
j if

∑
t∈�T

ySLj,t = 1 (26)

PSL
j,t = uSLj,t P

SL,max
j,t (27)

where TSL
j is the continuous operating time of the shiftable load connected to bus j.

Equation (25) represents that when the shiftable loads are operating at time t, the loads
need to be in operating state for the next TSL

j − 1 periods. Equation (26) indicates that

the power of the shiftable loads can only be PSL,max
j,t or 0.

The system operation constraints include bus active power balance constraints, load
flow constraints and line capacity constraints as shown in Eqs. (25)–(26).

∑

k∈�out(j)

Pjk,t −
∑

i∈�in(j)

Pij,t = PG
j,t + PWT

j,t − (PSL
j,t + PIL

j,t + PNIL
j,t ) (28)

(wij,t − 1)M ≤ Pij,t − θi − θj

xij
≤ (1 − wij,t)M (29)

−wij,tP
max
ij ≤ Pij,t ≤ wij,tP

max
ij (30)

where wij,t is the switch state of line ij at time t. If it is in closed state, then wij,t = 1,
otherwisewij,t = 0.M is a large constant. xij the reactance of line ij.Pmax

ij is themaximum
value of the load flow on line ij. Pjk,t is the load flow on line ij at time t. �out(j) and
�in(j) are the sets of child buses and parent buses of bus j.

4 Case Study

The mixed-integer linear programming problem (MILP) constructed in this paper can
be solved using the well-established commercial solver GUROBI, which is specifically
modeled in MATLAB R2021a.
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4.1 System Structure and Parameters

The simulation time step set in this paper is 15 min and the unit cost of carbon capture
is 60 RMB/t. The maximum capacity of energy storage that can be configured is 300
MWh. The schematic structure of the improved 3-machine 6-node system is shown in
Fig. 1. The 3rd node with the wind turbine connected can be configured with energy
storage. The prediction curves of wind power output and load power on a typical day
are shown in Fig. 2. The rated power of three types of loads at each node are shown in
Table 1.

WT
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Fig. 1. The schematic structure of the improved 3-machine 6-node system.
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Fig. 2. The prediction curves of wind power output and load power on a typical day.
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Table 1. Rated power of three types of loads at each node

Shiftable load (MW) Interruptible load (MW) Non-interruptible load (MW)

Node 1 0 40 160

Node 2 300 0 0

Node 3 0 90 60

Node 4 0 210 140

Node 5 0 80 20

Node 6 0 180 120

4.2 Simulation Results

The optimal location for energy storage configuration is node 3. The optimal capacity
of energy storage is 275 MWh and the maximum charge power and discharge power is
77 MW. The total cost of the system is 2.73 million RMB, and the value and proportion
of each type of cost are shown in Table 2. The economic scheduling results of the units
and loads are shown in Fig. 3. The actual total carbon emissions of the system with and
without the cost of carbon capture Eq. (3) and the benefits of carbon reduction Eq. (13)
are 7426 t and 9335 t, while the emission reductions of greenhouse gases and pollutants
of the system are 7453 t and 7286 t. The results show that the proposed method can
reduce the total carbon emissions of the system.

Table 2. The value and proportion of each type of cost.

Type of cost Value (thousand RMB) Proportion

f G,CoPG 1204.14 44.08%

f G,CoOM 602.07 22.04%

f CoCC 445.56 16.31%

fWT,CoOM 424.56 15.54%

fWT,CoWC 34.07 1.25%

f ES,CoESP 65.19 2.39%

f ES,CoESC 232.81 8.52%

f ES,CoOM 17.46 0.64%

f CoSL 600.00 21.96%

f CoIL 0.52 0.02%

f CoNIL 0.00 0.00%

f BoCR 894.41 32.74%
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Fig. 3. The economic scheduling results of the units and loads.

4.3 Analysis of the Impact of Wind Power Output and Load Power Uncertainty

There are large uncertainties in themagnitude of bothwind power output and load power.
To measure the degree of influence of the two types of uncertainties on the optimization
results of energy storage configuration, seven typical scenarios are designed with the
fluctuation intervals of wind power output and load power as [0.8PWT,max

j,t , 1.2PWT,max
j,t ]

and [0.8PSL,max
j,t , 1.2PSL,max

j,t ], respectively. The simulation results are shown in Table 3.

Table 3. Sensitivity analysis of uncertainty factors.

Scenario Wind
power

Load power Total cost
(thousand
RMB)

Location of
ES

Capacity of
ES (MWh)

Maximum
output of ES
(MW)

1 0.8

PWT,max
j,t

PSL,max
j,t 4766.13 3 300 43

2 0.8

PWT,max
j,t

1.2 PSL,max
j,t 22396.85 3 300 29

3 PWT,max
j,t 0.8 PSL,max

j,t 1765.78 3 0 0

4 PWT,max
j,t PSL,max

j,t 2731.96 3 275 77

5 PWT,max
j,t 1.2 PSL,max

j,t 17729.20 3 300 34

6 1.2

PWT,max
j,t

0.8 PSL,max
j,t 1793.62 3 104 52

7 1.2

PWT,max
j,t

PSL,max
j,t 2463.06 3 102 40
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From the solution results of each scenario in the table above, the following three
conclusions can be observed:

(1) When the wind power is normal (scenarios 3, 4, and 5), the configuration capacity
of energy storage increases with the increase of the load. This is because when the
load is too large, the total output of the power supply cannot meet the supply of
all loads. At this time, the system will configure energy storage to reduce the total
economic loss of system load reduction.

(2) When the load power is normal (scenarios 1, 4, and 7), the capacity of the energy
storage configuration decreases with the increase of the wind turbine output. This
is because when the output of the wind turbine is too large, on the premise that the
normal power supply of all loads can be satisfied, the cost of configuring energy
storage is higher than the cost of abandoning wind, and the system will reduce the
configuration capacity of energy storage to improve the system economy.

(3) The amount of the load power has a greater impact on the results of total operating
cost of the system and energy storage configuration. On the one hand, as shown
in Scenarios 2 and 5, when the load power is 1.2 times of the original, the system
will lead to a large amount of load shedding due to insufficient source-side output,
and the total system operating cost will be greatly increased. On the other hand, as
shown in Scenario 3, when the load power is 0.8 times of the original, the system
will choose not to be equipped with energy storage at this time due to the sufficient
source-side power and the high cost of energy storage configuration.

5 Conclusion

In this paper, a low-carbon operation strategy for high penetration renewable energy
system is established based on the analysis of the impact of system low-carbon tran-
sition on operation economy and reliability. To address the source-load power balance
problem, the optimal configuration model of energy storage for low carbon economic
operation is proposed. The following conclusions can be made according to the case
study: Energy storages and electrical energy replacement loads can smooth the fluctua-
tions of high penetration renewable energy system and bring significant environmental
benefits. However, the uncertainties of wind power output and load power will have a
greater impact on the overall operating cost of the system. When making a low-carbon
and economical operation strategy, it is necessary to consider the optimal configuration
of energy storage. The robust operation strategy for high penetration renewable energy
system will be the future research work.
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Abstract. In view of the current situation that the existing power grid operation
risk assessment cannot bedirectly applied to the distributionnetworkoperation risk
earlywarning, a power systemoperation risk earlywarningmethod based on chaos
algorithm is proposed, the power system operation risk categories and incentives
are analyzed, and the power system operation risk evaluation index is constructed
based on chaos algorithm, which simplifies the power system operation risk early
warning steps. Finally, it is confirmed by experiments, The power systemoperation
risk early warning method based on chaos algorithm has high practicability and
accuracy, and fully meets the research requirements.

Keywords: Chaos algorithm · Power system · Risk early warning

1 Introduction

The safe operation of distribution network is an important part of the safe operation of
thewhole power grid, and it is the key link to improve the operation level of power supply
system. Statistics show that about 80% of power outages are caused by distribution sys-
tem failures. Therefore, it has become an urgent problem to accurately warn the potential
risks in the operation of distribution network, find out the weak links and improve them,
so as to improve the security of power supply [1]. The operation of distribution network
will be affected by its own conditions and meteorological conditions. Early warning of
distribution network operation risk is to accurately evaluate the potential loss of power
grid (i.e. load outage loss) under the influence of complex factors by using scientific risk
analysis and evaluation methods [2]. At present, the operation risk analysis of power
components, network and system as a whole has been widely used in the fields of power
system reliability, safe operation analysis and power grid planning. However, there are
still some difficulties if it is directly applied to the operation risk early warning of dis-
tribution network: the risk indicators are mainly used to evaluate the operation status of
distribution network, and the future risk early warning is not considered enough; Sec-
ond, the abnormal operation mode of the power grid is not considered enough, and the
index system is not comprehensive enough [3]. Third, the risk index cannot be used to
compare the hazards of risk events under different working conditions of the power grid.
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In order to solve the above problems, this paper introduces the chaos algorithm theory,
analyzes the scenario factors that affect the operation risk of distribution network, and
defines the set of distribution network operation scenarios and future scenarios, namely,
time scenarios, space scenarios, natural scenarios, distribution network operation sce-
narios and their combinations [4]. Then a series of risk indicators are used to express
the distribution network operation scenario risk, including unavailability scenario risk,
power loss scenario risk, load loss scenario risk, overload scenario risk and voltage out
of limit scenario risk. The example analysis shows that this method can scientifically
warn the potential risks in the operation of distribution network.

2 Early Warning of Power System Operation Risk

2.1 Power System Operation Risks and Incentives

The primary task of power grid security risk management is to accurately define the
risk management related processes, identify and analyze the risks through technical
means and certain standards, rate the risks, and establish corresponding control measures
[5]. The purpose of power system risk assessment is to assess the potential impact of
disturbance events on the system. The traditional operation risk assessment method
represents the size of system risk bymultiplying the probability of disturbance events and
the severity of the possible consequences of the disturbance [6]. The traditional operation
risk assessment indicators include expected load loss indicators, current/voltage out
of limit indicators, system status indicators, etc., while the distribution network plays
an important role in distributing electric energy in the power network. Therefore, the
operation risk of the power system is normalized to the load loss risk of the power system,
and the factors causing the operation risk of the power system are analyzed according to
the common protection modes of the distribution network and the main factors causing
the protection action, as shown in Table 1:

Table 1. Power system operation risks and incentives

Risk Cause

Load risk caused by overcurrent Fault and overload of system and equipment

Controllable load loss risk Overload

Taking the overhead transmission line as an example, the transmission line is mainly
composed of foundation, tower, ground wire, insulator, hardware grounding device and
other components, and its scoring standards are shown in the Table 2. The chaotic algo-
rithm theory is applied to define the risk scenarios of the factors affecting the operation
risk of distribution network, and a complete set of power system operation scenarios is
established [7]. Then, a set of comprehensive risk indicators is established to express the
risk of distribution network operation scenarios by using the power grid risk assessment
theory; Finally, an example shows that this method can show the risk changes under
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various scenarios that may be faced in the operation of distribution network, so as to
scientifically warn the operation risk [8]. If all components are in normal status, the line
status is defined as normal, and its status score is obtained by multiplying the deducted
score of each component by the weight accumulation. If some components in the line
are in abnormal status (attention, abnormal or serious), the status of the line depends on
the status of the component with the most serious deterioration, and its status score is
the status score of the component with the most serious deterioration.

Table 2. Line unit evaluation criteria based on Chaotic Algorithm

Line unit Normal state Attention state Abnormal
state

Critical
state

Total
points
deducted

Individual
deduction

Total
points
deducted

Individual
deduction

Individual
deduction

Individual
deduction

Basics <15 ≤10 <15 13–25 30–33 40

Tower – ≤10 – 13–25 30–33 40

Ground wire <17 ≤10 <17 13–25 30–33 40

Insulation <15 ≤10 <15 13–25 30–33 40

Fittings <25 ≤10 <25 13–25 30–33 40

Grounding – ≤10 – 13–25 30–33 40

Subsidiary <25 ≤10 <25 13–25 30–33 40

Environment – ≤10 – 13–25 30–33 40

Scientifically and accurately define the power grid security risk, and clarify the tasks
and objectives of the above links: power grid security risk early warning management
refers to a scientific management method to realize the safe and stable operation of the
power grid by identifying and analyzing the potential risks that may lead to power grid
accidents, and taking scientific and effective measures to control or resolve them. Power
grid security risk identification refers to the process of systematic and scientific analysis,
induction and identification of potential or inherent factors affecting power grid security
according to certain standards and in combination with the operation characteristics of
Guangxi power grid, and objective evaluation of the possible consequences of accidents
[9]. On the basis of power grid risk identification, power grid security risk assessment
is to integrate the probability of various risk factors, the magnitude of load loss, the
number and importance of power plants and stations (possible voltage loss) and the risk
index value of other factors into a single index value to represent the possibility and loss
degree of the risk, and compare it with the risk standard to determine the level of the
risk, so as to determine the corresponding risk control measures; Power grid security
risk control is to select the optimal control scheme to reduce or avoid risks based on
scientific risk identification and evaluation according to the objectives and purposes of
safety production. It is the core part of the risk early warning management standard [10].
Clear division of responsibilities can guarantee the technical support of each discipline;
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The process management can ensure the close cooperation of all disciplines in risk
control, make the risk control work orderly, and achieve the purpose of risk control.
The figure shows the operation method for power grid security risk assessment of the
dispatching center (Fig. 1).

Maintenance plan

Mode identification

Method section draft

All professional departments put forward pre 

control measures

Reviewed and approved by the leader of the center

Form Rating Report

Warehousing

The dispatching section is responsible for issuing

Contact risk early warning of dispatching section

End-of-job

Fig. 1. Operation model for power grid security risk assessment of dispatching center

Risk refers to the variation range and amplitude of potential loss. For power grid,
it is the combination of fault probability and impact. Power scholar Vita et al. Gave
the basic definition of power system risk assessment, that is, comprehensively measure
the possibility and severity of uncertain factors faced by the power system, and its
mathematical expression is

Rijk
(
Xp

) =
∑

i

Pr(Ei)Sev
(
Ei,Xp

)
(1)
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where: X is the system operation mode; E is the i-th fault; Pr is the probability of fault
E4; Sev

(
Ei,Xp

)
is the loss severity of the system after the i-th fault under X1 operation

mode, and RA (x) is the operation risk index of the system under X operation mode.
The operation risk early warning of distribution network based on chaos algorithm is to
analyze the process and evaluate the results of the possible scenarios of adverse events
in the future, and give the future situation of the adverse events. Each scenario is a
specific condition, and under each specific condition, the corresponding results will be
obtained through the interaction of various factors within the system [11]. All these
possible scenarios related to adverse events are combined to form the future scenario of
the distribution system, that is, the operation risk of the distribution network. The early
warning method of the operation risk of the distribution network based on the chaotic
algorithm is shown in the Fig. 2.

Risk scenario 

definition

Time scenario

General working days

Holiday and vacations

Special guaranteed power supply 

date

Spatial scene

Downtown area

Urban district

Natural scene

Normal

Thunderstorm and gale

Distribution network 

operation scenario

Normal operation

Planned maintenance

Situational risk 

expression

Unavailability scenario risk

Power loss scenario risk

Overload scenario risk

Fig. 2. Distribution network operation risk early warning framework based on Chaos Algorithm

Thismethod is divided into two parts: chaos algorithm definition and risk expression.
The definition of chaos algorithm is to determine the possible scenario set of distribution
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network in the future, which is a process of rehearsing the future scenario [12]. Scenario
risk expression is to extract the indicators that can be used to describe the risk, and obtain
the results after comprehensive evaluation of these indicators in the future scenarios, and
use the results as the results of risk analysis.

2.2 Evaluation Index System of Power System Operation Health

The power system operation health evaluation index system can be used for compre-
hensive evaluation of power grid security, and the basic ideas are the same. It generally
includes seven links: clarifying the evaluation purpose and object, establishing the index
system, determining the index weight, building the evaluationmodel, analyzing the eval-
uation results and making decisions [13]. The establishment of the index system is the
key and basic link of the comprehensive evaluation process, and it should follow certain
principles. This paper follows the principles of adaptability, representativeness, system-
atization and operability when analyzing and selecting the main influencing factors of
power system operation health. HerfindahlHsi index is a representative index to measure
market concentration. It uses the sum of the squares of the market size of each market
competitor to measure the ten calculation formula

IHHI = HN − Hi

HN∑

Hi=1

(
100Hsi

)2 (2)

where, HN is the market share of the N-th supplier in the evaluation period, and Hi

is the number of suppliers in the market in the evaluation period. TOP4 index refers
to the market share of the four largest suppliers in the market, reflecting the market
concentration. Calculation formula:

RD =

4∑

Ti=1
TZi

IHHI
(3)

RIS index of chaotic algorithm refers to the total supply capacity and market share
of all suppliers except one supplier in a certain period of time. T index is the critical
point to measure whether an independent market supplier has market power. The market
power of each power generation enterprise can be identified through RIS index. In this
paper, the representative Zi is used to represent the market power of the largest power
generation enterprise in the market to be evaluated.

RSI1 =

n∑

nk=1
PRk − PR1

RD
−

n∑

Rk=1,Rk=R1

Pnk

RD
(4)

where PRk refers to the remaining supply capacity of supplier, Pnk refers to the avail-
able supply capacity of supplier r within the evaluation cycle; RD represents the total
capacity demand in themarket during this time period. Based on the analysis of the influ-
encing factors of power system operation health in the previous section, 36 indicators
are preliminarily determined as alternative indicators, as shown in the Table 3 below.
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Table 3. Initial establishment of power system operation health evaluation index

Target layer System layer State layer Index layer Number

Operation health of
power market

Supply side Market structure HHI A

Top-4 B

RSI C

Lerner Index D

Market benefit Proportion of
producer surplus

E

Linkage index of
on grid electricity
price and power
generation cost

F

Demand side Demand side
market response

User satisfaction G

Enthusiasm of
users to participate
in demand
response

H

Market coordinated
operation

Market
transactions

Proportion of
market trading
electricity

I

Declared
supply-demand
ratio

J

Turnover rate K

Declared capacity
retention ratio

L

There are many factors that affect the operation health of power system, but not
all indicators should be used as indicators for the evaluation of the operation health
of power system. Therefore, it is necessary to screen the original indicator base, and
screen the indicators according to the principles of importance or discrete state [14]. At
present, the main indicator screening methods include expert survey method, minimum
mean square error method, minimum maximum deviation method, etc. in this paper,
the expert survey method is used to screen the indicator system, Six groups of power
related experts were invited to conduct a questionnaire survey on the indicator system of
power system operation health and the qualitative indicators of power system operation
status in the subsequent case analysis [15]. For the preliminarily determined evaluation
index system, a semi closed questionnaire survey is conducted by Delphi method, and
the results of each round are sent to experts as a reference. This step is repeated until
consistent results are obtained. The selected evaluation index system consists of 23
indexes, as shown in the Table 4.
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Table 4. Power system operation health evaluation index system

Target layer System layer State layer Index layer Number

Operation health of
power market

Supply side Market structure HHI W1

Top-4 W2

RSI W3

Lerner Index W4

Market benefit Proportion of
producer surplus

W5

Linkage index of
on grid electricity
price and power
generation cost

W6

Demand side Demand side
market response

User satisfaction W7

Enthusiasm of
users to participate
in demand
response

W8

Market coordinated
operation

Market
transactions

Proportion of
market trading
electricity

W9

Declared
supply-demand
ratio

W10

Market
construction

Market transaction
setting indicators

W11

Market
supervision level,
information
disclosure degree

W12

Market security Power system
security

Power system
reliability

W13

Power economic
security

Transaction price
stability, high bid
winning rate

W14

Sustainable
development

Energy security Dye diversity
index

W15

Environmental
sustainability

Proportion of
clean energy
power generation

W16
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The risk assessment of chaos algorithm is based on the importance of load loss and
load size. Risk s can be used to determine the possibility of loss accident � and the
severity r of this loss

S = RSI1 − �r (5)

In the optimization algorithm based on chaotic particle swarm optimization, the
individual is called particle and the group is called particle swarm optimization, which
is equivalent to the simulation of seagull’s predatory behavior. When a flock of seagulls
prey randomly, even if the specific location of the food cannot be determined, they can
find the nearest area to the food, search the area, and then quickly find the food. The
basic optimal formula of particles in the optimization algorithm based on chaotic particle
swarm optimization is:

Ym+1
i = pYm

i + z1i × r1 × (
qmi − Xm

i

) + Xm+1
i − Xm

i

+ z2i × r2 × (
Um − Xm

i

)
(6)

In the formula: p is the factor of inertia; r1 and r2 are (1, 1.5) interval random values
with uniform distribution obeying property; z1i and z2i are the optimized factor; m is
the number of operations; Xm

i is the space region of the particle I when the operation is
m times; Ym

i is the velocity of particle I activity at m times of operation; qmi represents
the extreme value of the individual obtained by the number of operations of the parti-
cle from its original position to its current position; Um represents the global extreme
value obtained by the number of operations of particle I from its original position to its
current position [16]. Therefore, the calculation method of urban power failure can be
given, that is, the risk of power failure is equal to the probability of load power fail-
ure caused by emergencies and the result of loss caused by load power failure. If the
distribution network has I loads, the active power of the load is p, and when the distribu-
tion network fails, the probability set of load loss is {ϕ1, ϕ2, ϕ3 · · · · · · ϕi}, loss load set
is {P1,P2,P3, ...,Pi}, Then when the distribution network operation fault occurs, the
outage risk s can be defined as:

S = Ym+1
i

i∑

n=1

ϕnPn (7)

where Pn is the active power of the lost load, which is determined by the operation state
of the distribution network, ϕn is the probability of load loss, which is determined by
the operation fault state of the distribution network. Equipment importance evaluation
and ranking is a further analysis and evaluation for equipment level based on equipment
failure probability evaluation. Risk is defined as the combination of “the possibility
of causing system impact and the severity of such impact” in the operation of power
system [17]. The operation risk level of the power system is measured by the operation
risk index, and its calculation is shown in the formula.

Risk(Xi) = S
∑

Prob(Xi)Sev(Xi) (8)

where, (Xi) represents the operational risk value, and X represents the ith risk event;
th is the probability of occurrence of event h; I2h refers to the impact of event x on the
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system. During the operation of rectifier grid, the current exceeding the rated value and
time shall be corresponding one by one. The power conservation rules of the grid are as
follows:

I2j × tj =
m∑

h=1

I2h × (th − th−1) (9)

According to the formula, the tj :

tj =
m∑

h=1

I2h × (th − th - 1)/I
2
j (10)

When tj is the set rated current value is reached, the system will send an early
warning signal; When tj is the set rated current value is exceeded, the system will send
a serious warning signal; When tj is less than the set rated current value, no signal will
be sent. Risk assessment can grasp the operation risk of power grid as a whole, but it
cannot quantify the impact of different equipment on the operation risk of the system
from the equipment level [18]. The evaluation of equipment importance can analyze the
composition of power grid operation risk from the source, provide key decision-making
information for local control of power grid risk, and greatly ensure the safe operation
of power grid and reduce the cost of risk control. When the operation scenario of the
distribution network is “normal operation”, the 2 km section of several lines fails, and
the loads B and C can be powered by the interconnection line. The outage time is the
time when QS1 is switched on and qs3 is switched on, which is 1 h. When the 3 km
section of the main line fails, the load point a can restore power supply by switching
off Q1 for 1 h. Load point B cannot supply power until the line is repaired. The time is
4 h. Load point C is powered by the tie line. Open Q2 and close QS. When 1 km section
of the trunk line fails for 1 h, load points a and B only need to open QS2 and restore
power supply by the main power supply. The time is 1 h, while load point C needs to be
repaired by this section of the line. The time is 4 h (Tables 5 and 6).

The results of deterministic risk assessment and probabilistic risk assessment are
classified into general, alarm and emergency levels according to the risk classification
standard library. The specific values of the boundaries of different risk levels can be
modified and maintained according to the user’s experience and the results of simulation
analysis to meet the needs of users [19]. For situations with high alarm and emergency
risk levels, analyze the causes of high risk levels, provide risk assessment results by
classification, visually display various specific risk information causing high risk levels,
and automatically identify and locate various risk sources on the geographic map. Issue
push warning information for high-risk indicators, high-risk areas and equipment of the
power grid. After the alarm is detected, it can quickly generate alarm information and
inform the operation and system maintenance personnel according to the user-defined
alarm mode.

2.3 Realization of Power System Operation Risk Early Warning

Risk early warning refers to the prediction and alarm of possible risks in the future
according to the changes of internal conditions and external environment. With the
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Table 5. Ring network wiring fault and consequence analysis

Element Load points A and D Load points B and E Load points C and F

λ/
(times
• a−1)

r/h M/(h·a−1) λ/
(times
• a−1)

r/h M/(h·a−1) λ/
(times
• a−1)

r/h M/(h·a−1)

Power
supply
trunk
line

2 km
section

0.75 1.00 3.00 0.25 1.00 0.25 0.50 4.00 1.00

2 km
section

0.25 4.00 0.25 0.50 1.00 2.00 0.25 1.00 0.50

1 km
section

0.5 1.00 0.50 0.50 4.00 0.50 0.25 1.00 1.00

Branch
line

3 km
section

0.5 4.00 2.00 – – – – – –

2 km
section

– – – 0.50 4.00 2.00 – – –

1 km
section

– – – – – – 0.50 4.00 0.50

Total 2.00 2.89 5.76 1.76 2.72 4.76 1.50 2.00 3.00

Table 6. Radial wiring fault and consequence analysis

Element Load points A and D Load points B and E Load points C and F

λ/
(times
• a−1)

r/h M/(h·a−1) λ/
(times
• a−1)

r/h M/(h·a−1) λ/
(times
• a−1)

r/h M/(h·a−1)

Power
supply
trunk
line

2 km
section

0.75 1.00 3.00 0.25 4.00 0.25 0.50 4.00 1.00

2 km
section

0.25 4.00 0.25 0.50 1.00 2.00 0.25 4.00 2.00

1 km
section

0.5 1.00 0.50 0.50 4.00 2.00 0.25 4.00 1.00

Branch
line

3 km
section

0.5 4.00 2.00 – – – – – –

2 km
section

– – – 0.50 4.00 2.00 – – –

1 km
section

– – – – – – 0.50 4.00 2.00

Total 2.00 2.89 5.76 1.76 3.58 6.26 1.50 4.00 6.00
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reform and development of the power system, the environment of the power system is
becoming more and more complex [20]. The development of the power system affects
the direct interests of the market players and the healthy and orderly development of
the whole society. Therefore, it is necessary to establish a risk assessment system for
power system operation health, predict the risk, and then perceive the risk in advance
and take corresponding measures. Especially in the power industry, the risk early warn-
ing system has played an important role in ensuring the business activities of power
generation enterprises and power users. Under the new power reform, the development
of the power system is still immature. It is necessary to have a risk early warning system
for the operation health of the power system to assist government departments, power
system entities, power trading centers and regulatory agencies to predict possible risks
in the future and send early warning signals in time, Allowing market participants and
regulators to make decisions and control them in time can minimize the losses caused
by risks. According to the risk information collected by the multi-source information
integration platform, the redundant data is screened and the relevant data are combined
to identify and generate the corresponding possible risk scenarios, so as to determine the
corresponding risk scenario model as the object of power system operation risk analysis
and assessment (Fig. 3).

Risk scenario

Grid fault scenario

Grid operation mode 

scenario

Grid load movement 

scene

Risk source

Status information of power grid 

dry equipment

External natural environment 

information of power grid 

equipment
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Information system

Production management 

system

Meteorological early 

warning system

Traffic management 

system

Dispatching management 

system

Load forecasting system

Fig. 3. Information flow of risk identification based on Chaotic Algorithm
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According to the occurrence probability grade of power grid fault scenario and the
consequence severity grade of power grid fault scenario (deterministic risk assessment),
the rating rules of probabilistic risk assessment are formulated through fuzzy processing.
With reference to the dispatching decision-making scheme of the dispatching operator,
a measure knowledge base is developed according to its pre control measures for risk
scenarios such as single power supply (Fig. 4).

Multi source system information 

integration platform

Risk identification

Probability evaluation

Risk rating

Safety analysis and evaluation

Risk early warning and control

Risk identification rules

Risk rating rules

Risk assessment rules

Risk pre control measures

Risk rule knowledge base

Fig. 4. Application of risk rule knowledge base

The main function of the risk analysis module is to carry out risk assessment. The
earlywarning systemdesigned in this paper is oriented to the power grid system.Basedon
the current operating state and thehistorical loaddata, it carries out static stability analysis
for the specific operating state during plannedmaintenance and equipment maintenance.
The function of the risk control module is to carry out maintenance in advance for the
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equipment plants and stations that are at riskweak points during equipmentmaintenance,
and strengthen patrol inspection for the weak points during equipment maintenance.
Figure 5 shows the software design flow chart of the risk control module.

Times This paper designs the optimal route
selection method selection time (s)

The traditional optimal route selection
method is time-consuming (s)

1 0.265 1.468

2 0.321 2.164

3 0.265 2.464

4 0.136 3.489

5 0.326 2.487

6 0.154 3.159

7 0.356 2.196

8 0.246 1.414

9 0.136 0.946

10 0.214 3.164

After the analysis of the risk analysis module, when the affected load is to be put
into standby operation in other plants and stations and other lines, it is necessary to
retrieve the standby lines and the operation and maintenance units of the plants and
stations. Before equipment maintenance, patrol and maintain these standby lines and
their plants and stations to prevent power failure after the load is put into operation. The
failure probability during equipment operation is not only closely related to the health
status of the equipment itself, but also significantly affected by the external operating
environment. The premise of effectively ensuring the accuracy of power grid probability
risk assessment is to comprehensively consider the failure probability assessment of
internal and external causes of equipment outage, implement the uncertain factors such
as equipment status and meteorological disasters faced by power grid operation into the
basic events of system failure such as equipment outage, and realize the modeling of
uncertain factors. The equipment condition evaluation, defect management and meteo-
rological early warning system widely carried out by power enterprises provide a strong
basis for comprehensive equipment outage probability evaluation and rating based on
equipment health and considering the external natural environment.
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Input maintenance equipment
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Fig. 5. Design flow chart of risk control module

3 Analysis of Experimental Results

The data transmission and transmission of the power grid real-time operation risk man-
agement and control system is mainly reflected in the power grid energy management
module, which includes the master station, the production management system and the
dispatching operation execution and distribution system. The master station releases
the latest power grid operation data information to the master system every 5 min to
provide its necessary power grid operation load and other basic parameters. The produc-
tion management system, as the source of storing and managing preset data, provides
preset data information. The dispatching operation execution and distribution system
sends dispatching operation instructions regularly by the dispatcher for analysis and
decision-making of the risk management and control system. Based on this analysis, the
simulation environment parameters shown in Table 7 are set.

After the simulation environment parameters are set, the rating index of the simula-
tion analysis is determined. Considering that the risk early warning of power operation
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Table 7. Simulation environment parameters

Parameter name Numerical value Parameter name Numerical value

CPU 12 core 2.2 GHz Edition 5.2

Ram capacity 8 GB Operating system Windows 10

Memory 16G Operating frequency 3.5 GHz

data leakage needs to have the characteristics of real-time and high precision, the early
warning accuracy, recall rate and the harmonic mean value of recall rate and risk early
warning accuracy are set as the three evaluation indicators of this simulation analysis.
The results of evaluation index parameters are explained in Table 8.

Table 8. Result interpretation of evaluation index parameters

There is no actual risk of leakage Actual risk of leakage

Early warning: no leakage risk PN QN

Early warning: there is a risk of
leakage

QM PM

Traditional information clustering and fusion processing methods are introduced
respectively, and compared with the risk early warning methods in this paper for simula-
tion analysis. Simulation analysis is carried out in 2000 groups of test groups of different
sizes. The results are as follows: the comparison results of the accuracy of risk early
warning methods are shown in the Fig. 6:
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Fig. 6. Comparison results of early warning accuracy
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The theoretical values, measured values and early warning relative errors of the
three voltages and currents are further compared and analyzed. The results are shown in
Table 9.

Table 9. Comparison and analysis of early warning errors of two methods

Frequency Voltage

Traditional method Paper method

Theoretical
value p.u.

Measured
value p.u.

Error p.u. Theoretical
value p.u.

Measured
value p.u.

Error p.u.

2 1.2732 1.2611 0.0121 1.2732 1.2719 0.0013

4 0.4142 0.4061 0.0081 0.4135 0.4132 0.0003

6 0.1821 0.1181 0.0640 0.1816 0.1756 0.0060

Frequency Electric current

Traditional method Paper method

Theoretical
value p.u.

Measured
value p.u.

Error p.u. Theoretical
value p.u.

Measured
value p.u.

Error p.u.

2 1.5877 0.6527 0.9350 1.5881 1.5809 0.0072

4 1.8955 1.3473 0.5482 1.8955 1.8945 0.0010

6 1.6458 1.3715 0.2743 1.6461 1.6456 0.0005

It can be seen from the table that the comparison and analysis of the traditionalmethod
and the method in this paper for early warning of harmonics generated by voltage and
current can be found that the measurement error of this method is small, so the higher
the accuracy of early warning. To sum up, the design of this paper and the police is
reasonable.

4 Conclusions

Combining the theory of chaos algorithm and power grid risk assessment, a distribution
network operation risk early warning method based on chaos algorithm is established.
Firstly, the risk scenarios of the factors affecting the distribution network operation risk
are defined, and then a reasonable risk index is established to express the scenario risk.
This method can scientifically warn the operation risk of distribution network under the
influence of a variety of complex factors, and can play a useful guiding role in the con-
struction and operation of distribution network. With the advance of smart grid research
and construction, distributed energy and Microgrid operation will become increasingly
common in distribution networks. On the basis of thismethod, the above factors are taken
into account in order to scientifically warn the operation risk of distribution network
under the background of the rapid promotion of smart grid.
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Abstract. The traditional method of wind farms following the voltage command
of the main station can easily lead to frequent fluctuations of the reactive power
source in the station and insufficient reactive power margin in the station, thereby
reducing the safety margin of the voltage of the wind farm. To this end, a reactive
power coordination and optimal control method for wind farms participating in
actively voltage regulation of power grids is proposed. First, based on the wind
farm power prediction data and voltage sensitivity, the voltage fluctuation trajec-
tory of the grid connection point is predicted; by coordinating the reactive power
output of the fan and SVG, the adjustment frequency of reactive power equip-
ment is effectively reduced. Secondly, the detailed operation scenarios are divided
according to the voltage drop amplitude. By adjusting the control mode of SVG,
the voltage fluctuation can be quickly suppressed when the voltage fluctuates
slightly, and the maximum reactive power regulation capability can be released
when the voltage fluctuates greatly, effectively restraining the further deteriora-
tion of the voltage. It realizes the actively voltage regulation function under the
condition of voltage fluctuation, and ensures the normal operation of the active
power of the unit. Finally, the wind farm simulation test model is built based on the
RT-LAB platform, which verifies the effect of the proposed method in reducing
the frequency of reactive power regulation, improving the reactive power margin
and voltage support capability comparedwith the traditional AVC control strategy.
It provides a new solution for realizing actively voltage regulation of wind farms.

Keywords: Actively voltage regulation of wind farms · Voltage fluctuation
trajectory prediction · Reactive power coordination optimization · Voltage
support capability · Magnitude of voltage drop

1 Introduction

The wind power gathering area is generally located at the end of the power grid, and
the interaction between the weak grid structure and the random fluctuations of wind
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resources results in severe voltage fluctuations at the grid connection point of the wind
farm. Wind farms are equipped with a Automatic Voltage Control ( AVC) system to
perform periodic (usually tens of seconds to tens of seconds) reactive power regulation
for wind turbines and Static Var Generator (SVG), which can realize the stable operation
of the grid-connected point voltage of the wind farm.

In the normal adjustment period of AVC, once a transient fault occurs at the grid
connection point of the wind farm (usually tens of milliseconds to hundreds of millisec-
onds), the wind farm will further deteriorate the fault voltage due to the lack of transient
reactive power support capability, which will lead to off-grid accident of wind turbines.
The dispersion of wind turbines, the difference in reactive power regulation character-
istics between wind turbines and SVG, and the complexity of the grid structure of wind
farms make the coordinated control of reactive power and voltage in wind farms facing
great challenges.

Reference [1] evaluates the overall control capability of the wind farm by analyz-
ing the operating constraints and characteristics of the Doubly Fed Induction Generator
(DFIG), and proposes a wind farm voltage control strategy and control task allocation
method. Reference [2] proposes a control strategy in which DFIG works in the max-
imum power point tracking mode under normal circumstances, and then uses SVG to
regulate the voltage first, and then DFIG supplements the voltage regulation. Reference
[3] proposes a reactive power control strategy of DFIG and Static Var Compensator
(SVC) for transient voltage stability of wind farms. Before the transient fault ends, part
of the SVC is actively cut off to reduce the risk of transient overvoltage after the grid
fault. Reference [4] proposes a coordinated control strategy for reactive power equip-
ment based on wind farm power prediction. Through power prediction, capacitor and
inductor groups are switched in advance. References [5, 6] analyze the reactive power
range of DFIG, and describe the methods and strategies for DFIG to control voltage and
reactive power. References [7, 8] analyzed the coordinated control of reactive power and
voltage at different time scales of new energy stations.

References [1–8] are mainly aimed at the reactive power and voltage control strate-
gies under normal operating conditions of wind farms, or the response strategies of
individual equipment during transient faults. The research on the coordinated control of
reactive power equipment and the actively support ability of wind farms involves less.

In order to improve the reactive powermargin of wind farms and enhance the actively
voltage support capability, this paper proposes a reactive power coordination optimiza-
tion strategy suitable for large-scale wind farms to participate in actively voltage regula-
tion of power grids. Based on the traditional AVC, wind power prediction is introduced,
and based on the power prediction data, the voltage fluctuation trajectory curve of the
grid connection point of the wind farm is calculated and drawn. Combined with the
reactive power regulation capability of each equipment in the wind farm, coordinate the
distribution of reactive power of each equipment. Secondly, different operating scenar-
ios are divided according to the depth of voltage drop, so as to realize the refinement
of reactive power and voltage control, and improve the actively support capability of
wind farms. By actively participating in the voltage regulation control of the wind farm,
the reactive power regulation capability of the wind farm can be fully utilized, and the
economy and stability of the system operation can be improved.
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2 Introduction the Characteristics of Reactive Power and Voltage
Regulation in Wind Farms

2.1 The Grid Structure of the Wind Farm

The wind farm consists of two parts: the wind turbine collection system and the sta-
tion collection system. The wind farm is composed of multiple wind turbines, reactive
power compensation devices and other equipment. According to the installed capacity,
it is generally designed as a structure of single boost transformer and multiple boost
transformers. The grid structure of a typical wind farm system is shown in Fig. 1.
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Fig. 1. Wind farm system architecture with multiple busbars.

2.2 Reactive Power Regulation Characteristics of Wind Turbines

Adjustment range of reactive power on the stator side of DFIG [5, 6]:
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In the formula: Qsmin, Qsmax are the minimum and maximum value of the reactive
output on the stator side, respectively; Irmax is the maximum allowable current of the
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rotor-side converter; Us is the voltage on the stator side; Xs is the reactance on the
stator side; Ps is the output active power; Xm stands for mutual inductance; ω stands for
synchronous rotational angular velocity.

Ignoring the winding loss of the fan and the switching loss of the converter, it can
be known from the power relationship between the DFIG stator and the rotor that the
grid-side converter injected power is Pg = Pr = sPs, and s is the DFIG slip. Then the
adjustment range of the reactive power of the grid-side converter:

⎧
⎨

⎩

Qgmax =
√
P2
gmax − (sPs)

2

Qgmin = −
√
P2
gmax − (sPs)

2
(2)

From formula (1) (2), the reactive power adjustment range of DFIG can be obtained
as:

Fig. 2. Reactive power adjustment range of DFIG

It can be seen from Fig. 2 and Formula 2 that the reactive power adjustment range of
DFIG is affected by active power. The greater the active power, the smaller the reactive
power adjustment range.

2.3 Reactive Power Adjustment Characteristics of Reactive Power Compensation
Device

The working principle of SVG is to connect the self-commutated bridge circuit to the
power grid through the reactor, and use the on-off of the three-phase bridge arm to adjust
the amplitude and phase of the output voltage on theAC side, so as to achieve the purpose



Reactive Power Optimization Control Method 327

of controlling the output reactive power.
{
Ldid

dt = −Rid + ωLiq − ud + ed
L
diq
dt = −Riq − ωLid − uq + eq

(3)

In the formula: id and iq are the active and reactive components of the compensation
current, respectively; ud is the output voltage of the SVG; ed , eq are the grid voltage.

According to the adjustment characteristics of different reactive power equipment,
they are arranged as follows:

Table 1. Reactive device regulation characteristics table

Device
classification

Device unit Compensation
characteristics

Compensation
position

Response time

Static device OLTC/SCB Discrete step
adjustment

Concentrate Seconds, slow

Dynamic device SVG/SVC Continuous smooth
dynamic adjustment

Concentrate Millisecond, fast

Wind Turbine DFIG/PMSG Continuous smooth
adjustment but
limited
compensation for
single machine

Dispersion Within 1 s,
relatively fast

It can be seen from Table 1 that SVG not only has a fast response time, but also
has a continuous and smooth dynamic adjustment capability. By making full use of
this adjustment feature of SVG, voltage fluctuations can be suppressed in a timely and
effective manner.

2.4 Automatic Voltage Control System

At present, the wind farm realizes the voltage tracking control of the grid connection
point through the reactive power voltage control system. When it is detected that the
actual voltage exceeds the target voltage control dead zone, the AVC recalculates the
reactive power adjustment command and adjust the reactive power output of the wind
turbine or reactive power compensation device to realize the voltage tracking control
of the grid connection point.The voltage at the grid-connected point of the wind farm
can basically be controlled stably, but the voltage fluctuation during the AVC regulation
period cannot be effectively suppressed. The structure diagram of the reactive power
and voltage control system is shown in Fig. 3.
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3 The Principle of Actively Voltage Regulation of Wind Farms

3.1 Analysis of Actively Adjustment Target

The voltage at the grid connection point of the wind farm is greatly affected by the
active power fluctuation. When actively participating in the grid voltage control, the
wind power needs to be considered. According to the characteristics of rapid changes in
wind speed, the wind power is monitored in real time [7].

Voltage Sensitivity Analysis
Assuming that the system has N nodes, except for the balance node 1, all are PQ nodes.
The relationship between the voltage Vi and the current Ii of the PQ node obtained
through the impedance matrix is as follows [8]:
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In order to analyze the sensitivity coefficient of the voltage change of the node j
relative to the power injection of the node i, let the current of the nodes other than the
node i be zero, then the voltage Vj of the node j is determined by the current Ii and Zj1

at the node i. Among them, the voltage Vj is divided into the imaginary part and the real
part, and Ii is represented by the known active power P and reactive power Q, and the
sorting can be obtained:

V re
j + jV im

j = Zj1V1 + Zji
Pi − jQi

V re
i − jV im

i

(5)
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From the formula 5, the partial derivatives of the voltage V with respect to Pi and
Qi can be obtained, and then the sensitivity of the voltage of node j to the active power
and reactive power at node i can be obtained.
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From Eq. 6 and Eq. 7, it can be known that when the active power and reactive power
change, the voltage at the grid connection point will also change. The active-voltage
prediction can be achieved by Eq. 6.

Voltage Prediction
Based on ultra-short-term wind power prediction, the resolution of power prediction
data can reach the minute level by means of interpolation fitting [9], so that the power
prediction data can be consistent with the time dimension of the voltage regulation cycle.
Based on the power prediction curve of the wind farm, combined with the sensitivity
coefficient of the active power affecting the voltage, the voltage change is predicted.

The voltage at the grid connection point of the wind farm is easily affected by power
fluctuations on the farm side. The voltage deviation ΔV caused by the power changes
ΔP and ΔQ is:

�V = ∂Vpcc

∂P
�P + ∂VPcc

∂Q
�Q (8)

In the formula: the variable ∂Vpcc/∂P represents the active-voltage sensitivity coef-
ficient of the grid connection point, and the variable ∂Vpcc/∂Q represents the reactive
power-voltage sensitivity coefficient of the grid connection point.

According to the prediction result of active power in a period of time in the future,
the next voltage variation interval can be obtained, as shown in Fig. 4.

As can be seen from Fig. 4, when the active power changes, the predicted voltage
will also change accordingly. Taking 1min as an adjustment period, by comparing the
active power difference between this period and the previous period, combined with the
voltage sensitivity coefficient, the fluctuation of the voltage in this period is obtained.

Actively Voltage Regulation Commands
Considering the reactive power margin of the fan, according to the flow chart shown
in Fig. 5, the reactive power adjustment instructions for allocating the reactive power
equipment are calculated. When the voltage of the grid-connected point is within the
controllable range, the reactive power of the wind turbine is used to realize the stable
control of the voltage of the grid-connected point; when the voltage of the grid-connected
point exceeds the set range, the reactive power adjustment instructions of thewind turbine
and SVG are determined according to the subdivision scene.

The voltage change is predicted through the prediction algorithm, so that the wind
farm generates additional capacitive reactive power before the voltage drops at the grid
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Fig. 4. Voltage prediction example

connection point, so as to raise the grid connection point voltage to near the target value.
The inductive reactive power is added before the voltage rises at the grid connection point
to reduce the voltage of the grid connection point to the target value, it can effectively
reduce the adjustment frequency of reactive power equipment in the wind farm, and
finally achieve the purpose of actively participating in the grid voltage regulation. The
time is segmented according to the active power prediction result, and the voltage change
is considered to be zero in the same time period. On the basis of the prediction result in
Fig. 4, the average value of the predicted voltage fluctuation in the next control cycle is
taken as a reference, and the voltage command value is obtained as shown in Fig. 6.

It can be seen from the results that the command value of actively voltage regulation is
opposite to the change trend of the voltage prediction curve. When the predicted voltage
increases, the command value decreases, which reduces the reactive power output of the
system and achieves the purpose of balancing the voltage.

3.2 Analysis of Reactive Power Margin

The reactive power margin of wind farm mainly includes two parts: wind turbine and
SVG. According to the power prediction results, combined with formulas (1) and (2), the
reactive power adjustment capability of the wind turbine in the next 4 h can be obtained,
thereby calculating the reactive power margin of the wind turbine. The working mode
of SVG is mainly constant reactive power mode, and on this basis, its reactive power
margin is calculated in real time. According to the voltage regulation command in Fig. 6,
the reactive power variation range and output curve of the system can be obtained as
shown in Fig. 7.
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Fig. 6. Actively voltage regulation command value

Fig. 7. Reactive power change curve
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The reactive power margin in different time periods can be obtained from Fig. 7.
Among them, the blue curve represents the maximum value of the reactive power regula-
tion of thewind turbine; the red curve represents theminimumvalue of thewind turbine’s
reactive power regulation; the yellow curve represents the reactive output value of the
current state of the wind turbine.

3.3 Reactive Power Coordination Optimization

In order to fully ensure the dynamic reactive powermargin ofSVG, in reactive power allo-
cation, wind turbine deployment should be given priority, and SVG adjustment should
be used as a supplement to suppress disturbances.

In a cycle of 15min, coordinate reactive power allocation between wind turbines and
SVG. When the reactive power is allocated, the working mode of the SVG is the fixed
reactive power mode, and the reactive power allocation between the wind turbine and
the SVG is determined by the actively adjustment target. The reactive power distribution
method adopted by thewind turbine is proportional distribution of reactive powermargin.
The specific distribution principles are as follows:

Qi_ref =
(

Qi_max

Qall_max

)

∗Qall_ref (9)

In the formula: Qi_max is the upper limit of the maximum reactive power output of a
single fan, and Qall_max is the maximum reactive power upper limit of all wind turbines.

Fig. 8. Insufficient reactive power margin of wind turbines
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As shown in Fig. 8, the reactive power margin of the wind turbine is insufficient to
support the system voltage regulation. At this time, the wind turbine should maximize
the reactive power output. After the wind turbine is adjusted, SVG is responsible for
supplementing the rest of the reactive power. When the reactive power required for the
voltage regulation of the power plant can be borne by the wind turbine, the reactive
power output in the SVG constant reactive power mode is appropriately reduced.

4 Reactive Power Coordinated Optimal Control Strategy
for Actively Voltage Regulation of Wind Farms

According to the degree of deviation between the grid-connected point voltage and the
target voltage, the ramp amplitude and ramp rate of active power, wind farms can be
divided into different operating scenarios [10, 11]. Coordinate the reactive power control
of the new energy station in each scenario, optimize the operation status of the equipment
in the station, and achieve the effect of improving the voltage support capacity of the
station.

Based on the voltage regulation characteristics of SVG and wind turbines, the coor-
dinated control method of providing voltage support together under different voltage sag
and power ramp events is analyzed. First of all, formulate a reasonable operating scene
division method. According to the voltage drop degree, ramp amplitude and ramp rate in
each scenario, the classification criteria for different operating scenarios are determined.
Secondly, research and analyze the different control modes of SVG and wind turbines.
Finally, the control modes of DFIG and SVG are coordinated according to the degree of
voltage drop in each scenario [12–14].

4.1 Differentiation of Operating Conditions

According to the different operating conditions, a differentiated reactive power opti-
mization control method is adopted to improve the actively support capability of the
wind farm in all aspects.

According to the degree of voltage drop/rise of thewind farm system, the grid voltage
change can be divided into different operation scenarios. The operating conditions are
mainly divided into two categories: steady state mode and fault transient mode [15–19].
The detailed classification criteria are shown in Table 2.

As can be seen from Table 2, when the system voltage is in the range of [0.95 p.u.,
1.05 p.u.], the system voltage is controlled by the AVC. When the voltage exceeds this
range, the system adopts the fault transient mode to improve the grid voltage stability.

As shown in Fig. 9, for the steady state mode, two operating scenarios are divided.
The difference of the system’s actively support mode is reflected in the operation mode
of SVG. When the voltage fluctuation is ±3%, the SVG adopts the constant reactive
power mode, and does not need to suppress the voltage fluctuation in real time. When
the voltage fluctuation is 3%–5%, in order to avoid the large voltage fluctuation causing
the system voltage to exceed the normal range, the voltage fluctuation of the system
should be stabilized in time, and the SVG adopts the constant voltage mode. At the same
time, in the division of scenarios 1 and 2, the influence of power ramping on the voltage
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Table 2. Operating condition division standard table

Voltage range Control modes of DFIG and SVG

0.97 p.u.–1.03 p.u AVC control mode (SVG constant reactive power mode)

1.03 p.u.–1.05 p.u AVC control mode (SVG constant voltage mode)

0.95 p.u.–0.97 p.u

1.05 p.u.–1.10 p.u SVG switches to fault transient mode

0.90 p.u.–0.95 p.u

1.10 p.u.–1.30 p.u Both DFIG and SVG switch to fault transient mode
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Fig. 9. Flow chart of operating condition distinction

of the grid-connected point is referred to. When the change of active power causes the
voltage of the grid-connected point to rapidly exceed the dead zone range of the voltage
control, SVG will use the constant voltage mode to It is guaranteed to suppress frequent
fluctuations of grid voltage during power ramping.
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When the system voltage exceeds 5%, the control mode of the SVG is converted
to the fault transient mode to provide support for the system voltage in time. When the
voltage exceeds 10%, the voltage support capacity of the SVG is insufficient. At this
time, the wind turbine is also put into the fault transient mode to improve the voltage
support capacity [20–22].

4.2 Reactive Power Optimization Control Method for wind Farms to Actively
Participate in Grid Voltage Regulation

Based on the above analysis, when the system voltage is in the range of [0.95 p.u.,
1.05 p.u.], the reactive power optimization control method for the wind farm to actively
participate in the grid voltage regulation is as follows:

(1) Perform periodic (15 min) power prediction for the wind farm, and use the classi-
fication algorithm to perform segmentation processing to calculate the current and
future reactive power margin and voltage fluctuation range of the system.

(2) According to the voltage fluctuation range, reactive power margin and required
reactive power obtained in step 1, calculate the actively voltage regulation command
value in the regulation period.

(3) After the command value is determined, a reasonable coordination and distribution
of reactive power is carried out to the wind turbine.

(4) After wind turbine reactive power distribution is completed, if the voltage range
is between [1.03 p.u., 1.05 p.u.] and [0.95 p.u., 0.97 p.u.], SVG will switch from
constant reactive power mode to constant voltage mode operation.

(5) After the voltage adjustment of the adjustment period is completed, when the next
period starts, return to step 1.

When the voltage fluctuation exceeds±5%, the control mode of the SVG is switched
to the fault transientmode.When the voltagefluctuation exceeds±10%, the controlmode
of the wind turbine will also be switched to the fault transient mode.

5 Example Analysis

5.1 Example Description

In order to verify the voltage support capability and stability of the reactive power opti-
mization control method for wind farms to actively participate in grid voltage regulation
under different operating conditions, a wind farm simulation model was established
based on RT-LAB, as shown in Fig. 10. Among them, wind farm 1 is modeled according
to the grid structure shown in Fig. 1, and wind farm 2, as a power fluctuation simulation
system, is modeled in a single-machine equivalent manner.

Wind farm 1 has a total of 50 DFIGs with a rated power of 2 MW and an SVG with
a rated capacity of 30 Mvar. The power factor of the wind turbines is ±0.95, and the
reactive power adjustment range is ±37.5 Mvar. Wind farm 1 is equipped with an AVC
control system, and its adjustment period is set to 20 s. The rated power of wind farm 2
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AC grid
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Fig. 10. Wind farm wiring diagram

is 200 MW, and the adjustment period of its reactive AVC control system is set to 15 s.
The length of the line between wind farm 1 and wind farm 2 is 9.55 km.

Taking wind farm 1 as an example, the simulation parameter settings of each wind
turbine are shown in Table 3.

Table 3. DFIG simulation parameter setting table

Parameter type Parameter values Parameter type Parameter values

Power rating 2 MW Capacitance 0 F

DFIG voltage 690 V Frequency 50 Hz

Resistance 0.001 � Proportional 0.2

Inductance 0.001 H Integral 1.5

5.2 Simulation Calculation and Analysis

In order to verify the effect of the proposed control strategy, simulations are carried out
for different operating scenarios that may be involved in the wind farm in Fig. 9.

Scenario 1: Voltage is operating in normal range.
By changing the active power of the fan, the active power and voltage fluctuations

caused by wind changes are simulated.
The red curve in Fig. 12 represents the voltage change curve of the traditional AVC

when the system voltage fluctuates; the green curve represents the voltage change curve
of the control strategy proposed in this paper when the system voltage fluctuates. As
can be seen from Fig. 11 and Fig. 12, when the fan output changes, the traditional AVC
control is limited by the period control, and the system voltage cannot be adjusted in
time after the system voltage fluctuates. The control strategy of changing the voltage
command in advance based on the power prediction result can change the reactive power
output value of the system before the voltage change, so as to ensure that the voltage in
the next adjustment cycle does not fluctuate greatly.

Scenario 2: working condition with small voltage fluctuation amplitude.
Set up short-circuit faults of different degrees on the grid side to simulate the scene

of voltage fluctuation. At 15 s, a simulated fault is put into operation, and the voltage
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Fig. 11. Active power output change curve of wind farm

Fig. 12. The voltage variation curve of station 1 under scenario 1
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drops to 0.95 p.u.; at 100 s, the fault disappears and the voltage is raised to 1.05 p.u. The
simulation waveforms are shown in Fig. 13 and Fig. 14.

In the traditional AVC control strategy, SVG still runs in constant reactive power
mode. When the control strategy proposed in this paper is adopted, the SVG will enter
the constant voltage control mode during the fault period, and the reactive power output
of the wind turbine is still controlled by the AVC. The voltage change at the PCC point
and the SVG reactive power output are shown in Fig. 13 and Fig. 14, respectively.

Fig. 13. Voltage change curve of station 1 under scenario 2

As can be seen from Fig. 13, when the voltage drops to 0.95 p.u., the SVG control
mode switches fromconstant reactive power to constant voltagemode,which can quickly
adjust the voltage to near the target value. Reduces the likelihood of voltage dropping
below 0.95 p.u. during a control cycle. It can be seen from Fig. 14 that at the moment
of the fault, the SVG enters the voltage control mode to maintain the system voltage
stability. Compared with the traditional control strategy, when the voltage fluctuation
range is expanded, the control strategy proposed in this paper can quickly realize the
stable control of the voltage.

Scenario 3: The condition of a large voltage drop.
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Fig. 14. SVG reactive power variation curve in scenario 2

Set up short-circuit faults of different degrees on the grid side to simulate the scene
of a sharp drop in voltage. At 15 s, a simulated fault was put in and the voltage dropped
to 0.90p.u.

It can be seen from Fig. 15 and Fig. 16 that the voltage drop of the grid is relatively
large. When it exceeds the set limit range, the SVG operation mode switches to the
transient fault state, and the voltage is raised in time (the voltage is raised from the
minimum 0.9 pu to 0.935 pu), When the AVC is in the next adjustment cycle, a reactive
power command is issued to the wind turbine, and the voltage is further raised. The
wind turbine and SVG reach full capacitive reactive power, and the voltage is maintained
between 0.96 p.u. and 0.97 p.u.

When the voltage fluctuation is within the allowable range, the traditional AVC is
controlled according to the period, and the suppression ability of the voltage fluctuation is
weak. In this paper, the operating conditions are divided inmore detail.When the voltage
fluctuation is small, the reactive power is adjusted periodically based on the result of the
power prediction, which effectively suppresses the voltage fluctuation in the period and
provides a reliable voltage support. At the same time, the traditional AVC only provides
limited active support for the voltage of the system when a high-low breakdown fault
occurs. The active participation of the wind farm in the voltage regulation of the power
grid can raise/lower the voltage in time to maintain voltage stability when the voltage
sag/raise is small. At the same time, considering that when the voltage drop/rise is large,
the voltage support capacity of SVG is limited, and DFIG is used to improve the voltage
support capacity.
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Fig. 15. The voltage variation curve of station 1 in scenario 3

Fig. 16. SVG reactive power variation curve in scenario 3
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6 Conclusion

Aiming at the problem of insufficient voltage support capacity at the grid-connected
point of wind farms, this paper proposes a reactive power optimization control strategy
that utilizes wind farms to participate in active voltage regulation of the power grid.
A detailed simulation model is constructed through the RT-LAB simulation platform,
and the proposed control strategy is simulated. The simulation results show that the
proposed control strategy has significant effects in reducing the frequency of reactive
power regulation, improving the reactive power margin and actively voltage support
compared with the traditional AVC control strategy.

In the follow-up research, the coordinated control of wind turbines and SVG under
transient faults can be considered, and the actively voltage regulation strategy in different
scenarios can be improved.

References

1. Wang, Y., Li, P.: Study on reactive power and voltage coordinated control strategy for power
system with large-scale wind power integration. Adv. Technol. Electr. Eng. Energy 38(03),
47–55 (2019)

2. Yang, L., Liao, J., Guo, C., et al.: Voltage control strategy of DFIG coordinating with SVG
under power-limited operation. Electric Power Constr. 41(10), 125–132 (2020)

3. Liu, H., Fan, Y., Zhong, X.: Reactive power control strategy considering transient voltage
stability of wind farms. Power Capac. React. Power Compensat. 38(03), 167–172 (2017)

4. Ren, C., Cheng, L., Fan, G., et al.: Study on coordination control optimization of reactive
power equipment of wind farm considering wind power prediction and voltage distribution.
Power Capac. React. Power Compens. 41(02), 175–180+186 (2020)

5. Wang, S., Li, G., Zhou, M.: The reactive power adjusting mechanism & control strategy of
doubly fed induction generator. Proc. CSEE 34(6), 2714–2720 (2014)

6. Cui, Y., Xu,M., Tang, Y., et al.: Reactive control strategy of DFIGwind farm based on reactive
sensitivity of collection system. Power Syst. Technol. 39(09), 2418–2423 (2015)

7. Wang, X., Liu, W., Xia, P., et al.: Reactive power optimization control method for PV station
participating in active voltage regulation of power grid. Electr. Power Autom. Equip. 40(07),
76–83 (2020)

8. Zhang, Z., Wang, C., Dong, X.: Coordinated voltage control strategy of wind farms based on
hierarchical model predictive control. Autom. Electric Power Syst. 42(8), 92–100 (2018)

9. Zhao, L., Chen, Z., Ding, L., et al.: A weighted ensemble classification method for time series
data based on regularized extreme learning machine. Comput. Eng. Sci. 44(03), 545–553
(2022)

10. Bao, Z., Ji, L., Chang, X., et al.: Active voltage support control strategy for a renewable
generation farm during unbalanced voltage sags. Power Syst. Prot. Control 49(16), 161–169
(2021)

11. Qiao, Y., Han, L., Li, M.: Interval estimation of forecasting error based on wind power ramp
features and cloud model. Autom. Electric Power Syst., 1–17 (2023)

12. Zhao, J., Hu, X., Lv, X., et al.: Research on coordination control strategy of DFIG wind farm
with crowbar circuit. Adv. Technol. Electr. Eng. Energy 35(10), 17–22 (2016)

13. Zhao, H., Wu, Q., Guo, Q., et al.: Coordinated voltage control of a wind farm based on model
predicted control. IEEE Trans. Sustain. Energy 16(4), 440–1451 (2016)



Reactive Power Optimization Control Method 343

14. Yang, X., Liu, G., Li, A., et al.: A predictive power control strategy for DFIGs based on a
wind energy converter system. Energies 10(8), 1098 (2017)

15. Lu, Y., Lin, S., Liu, M., et al.: Computation of static voltage stability margin for power
system considering fluctuation interval of wind farm output. Autom. Electric Power Syst.
42(8), 92–100 (2018)

16. Xia, P., Liu, W., Zhu, D., et al.: Multi-time scale optimal control method of reactive power
and voltage based on model predictive control. Electric Power Autom. Equip. 39(3), 64–70
(2019)

17. Yu, Z., Tang, Y., Dai, J., et al.: Voltage/var control strategy of PV plant based on adaptive
adjustment of active power. Power Syst. Technol. 44(05), 1900–1907 (2020)

18. Wang, Y., Liao, Y., Song, Y., et al.: Distributed optimal control strategy of reactive power and
voltage in wind farm. High Volt. Eng., 1–10 (2016)

19. Li, D., Wang, J., Zhang, J., et al.: Research on reactive power and voltage control strategy of
photovoltaic grid-connected inverter based on self-adapted model prediction control method.
Renew. Energy Res. 39(08), 1087–1093 (2021)

20. Liu, J., Cui, Z., Wu, Y., et al.: Technical performance test and improvement measure study for
dynamic reactive compensation devices applied in large-scale wind power system. Electric
Power 12(5), 25–31 (2016)

21. Zhao, H., Wu, Q., Wang, J., et al.: Combined active and reactive power control of wind farms
based on model predictive control. IEEE Trans. Energy Convers. 32(3), 1177–1187 (2017)

22. Morshed, M.J., Sardoueinasab, Z., Fekih, A.: A coordinated control for voltage and transient
stability of multi-machine power grids relying on wind energy. Int. J. Electr. Power Energy
Syst. 109, 95–109 (2019)



Black-Start Scheme for the Interdependent
Power and Natural Gas Transmission Systems

Lingyu Guo1, Yang Du1, Zhongguang Yang1, Boyuan Cao1, Xingang Yang1,
Xianghong Xiong1, Jun Kan2(B), and Zhaoqi Huang2

1 Electric Power Research Institute of State Grid Shanghai Municipal Electric Power Company,
Shanghai 200437, China

2 Beijing Jiaotong University, Beijing 100044, China
kanjun@bjtu.edu.cn

Abstract. With the development of gas fired generators in the power transmission
system and widespread of electricity-driven compressors in the gas transmission
system, the two systems are closely interconnected.Duringgenerator start-up stage
after blackout, restart of generators and restoration of electricity-driven compres-
sors are interdependent. In this paper, a novel generator start-up strategy decision-
making method considering interdependencies between power and natural gas
systems is proposed. First, the generator start-up and critical loads restoration
problem is formulated as an integer linear program. Then, the gas dynamics sim-
ulation tool is adopted to simulate the gas transmission system restoration process
to obtain the time of gas supply restoration for gas fired generators. Furthermore,
combining with generator start-up sequence and the simulation results, generator
start-up strategy is developed. Finally, the effectiveness of the proposed method
is validated by numerical simulation on a coupled system which is composed by
IEEE-39 system and Belgium-20 gas system.

Keywords: Black-start scheme · Power transmission system · Gas transmission
system · Interdependencies · Natural gas dynamics

1 Introduction

At present, power transmission system and gas transmission system are becoming more
and more interconnected. On the one hand, under the background of China new power
system construction and the “3060 double carbon” goal, as regulating power sources
with high power generation efficiency, strong flexibility and low CO2 emission inten-
sity, the proportion of gas-fired generators continues to increase. On the other hand,
for the consideration of environmental protection and cost control, electricity-driven
gas compressors are widely used in natural gas system [1]. The high interdependen-
cies between power and gas transmission networks may increase the potential risk of
cascading failures or blackout, and bring new challenges for system restoration [2]. An
example is the blackout that affected much of Texas on February 15, 2021. Due to the
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outage of compressors and other electricity-driven equipment caused by power supply
interruption, the pressure of pipelines and supply of natural gas were influenced, which
limited the generation of gas-fired generators, resulting in further power outage [3]. After
blackout, it is of great necessity and importance to adopt the efficient restoration plan to
restart all generators and restore the system. This paper is concerned with generator opti-
mal start-up sequence after blackout to restore the system quickly and reduce economic
losses [4].

Continuous efforts have been devoted to the research of power system restoration [5,
6]. For the analysis of coordinated restoration for power and gas system, most of works
focus on repair crew dispatch [7] and power-gas integrated system service restoration
[8–11]. As for interdependent power and gas transmission systems, in [12], Monte Carlo
Simulation and Markov State Transition were used to calculate the system restoration
potential for different natural disasters, showing that interdependent power and gas
system have stronger restoration potential, but without providing specific restoration
strategy. A framework is proposed for restoration optimization of coupled power and
gas systems in [13], resilience is enhanced by the coordinated restoration of critical
components in power and gas systems. But generator start up characteristics and natural
gas dynamics are not considered. To the best of our knowledge, the optimal generator
start-up sequence for interdependent power and gas systems is seldom reported.

In this paper, the concept of generator start-up considering interdependencies
between power and gas transmission systems is introduced. It is challenging to develop a
generator start-up strategy considering interdependencies of two systems. Firstly, Restart
of gas fired generators is affected by both cranking power and gas supply. The restora-
tion of gas supply for gas fired generators is dependent on power supply restoration of
electricity-driven compressors. Meanwhile, power supply restoration is dependent on
restart of generators. Secondly, compared with power transmission system, gas trans-
mission system has larger time constant, and gas dynamics are described by partial
differential equations, which are difficult to compute.

A novel generator start-up method considering interdependencies between power
and gas systems is proposed in this paper, which is aimed to restore the black-start
capability (BSC) quickly after blackout. First of all, the generator start-up and critical
loads restoration problem is formulated as an integer linear program, where electricity-
driven compressors are considered as critical loads. Then, gas dynamics simulation tool
is adopted to simulate the gas transmission system restoration process to obtain the
time of gas supply restoration for gas fired generators. Furthermore, combining with
generator start-up sequence model and simulation result, generator start-up strategy is
developed. Finally, the effectiveness of the proposed method is validated by numerical
simulation on a coupled system which is composed by IEEE-39 system and Belgium-20
gas system.

Compared with the state-of-the-art, the contributions of this paper include:

1) It is aimed at optimizing generator start-up sequence considering interdependen-
cies between power and gas transmission systems to restore the BSC quickly after
blackout.

2) An integer linear program is proposed to formulate the generator start-up and critical
loads restoration problem.
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3) A simulation based method is proposed to obtain the gas supply restoration time for
gas fired generators.

2 Solution Framework

In this section, the solution framework of generator start-up problem for interdependent
power and gas transmission system is introduced.

Figure 1 shows the solution framework. Generator start-up sequence and critical
loads restoration (GSUS-CLR) optimization model is constructed to obtain the critical
loads restoration time, which is the input of gas dynamics simulation module. Com-
bining generator start-up sequence determined by GSUS optimization model and gas
supply restoration time for gas fired generators determined by gas dynamics simulation,
generator start-up strategy can be developed.

Fig. 1. Solution framework.

The reminder of this paper is organized as follows. Section 3 formulates the generator
start-up and critical loads restoration problem as an integer linear program. Section 4
proposes a simulation basedmethod to obtain the gas supply restoration time for gas fired
generators. Section 5 introduces the procedure to develop generator start-up strategy.
Case studies are presented is Sect. 6. Section 7 concludes the study.

3 GSUS-CLR Optimization Model

In this section, generator start-up and critical loads restoration problem is formulated as
an integer linear program.

3.1 Notations

For sets, let SNBS denote the set of non-black-start (NBS) generator, SBS denote the set
of black-start (BS) generator, SF denote the set of gas fired generator, ST denote the set
of restoration time, SG denote the set of generator in the system, SB denote the set of
bus in the system, SL denote the set of transmission line in the system, SB-BS denote the
set of bus that is connected to black-start generator in the system, SB/SB-BS denote the
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set of bus besides the bus that is connected to black-start generator, Sl−b,i denote the set
of line that are connected to bus i, SLD denote the set of critical load in the system.

For parameters, let Ci denote the capacity of the generator, Pcrk
i denote the cranking

power to restart the generator, Ki denote the ramping rate of the generator, Pmax
i denote

the maximum power output of generator, tcrki denote the cranking time of generator, tCHi
denote the maximum start-up time of the generator, tCLi denote the minimum start-up
time of the generator.

For decision variables, let utg,i denote the start-up status of generator, utf ,i denote

the gas supply status of gas fired generator, utb,i denote the energizing status of the

bus, utb−g,i denote the energizing status of bus connected to generator, utl,ij denote the

energizing status of the line, utld ,ij denote the pick-up status of critical load, u
tb−
ld ,i denote

the energizing status of bus connected to critical load.

3.2 Objective Function

The overall system BSC is defined as the total on-line generation capability to help
expedite system restoration [14]. Therefore, objective function is maximizing the black
start capability of the system [15] and restoring the critical loads quickly, which is
mathematically expressed as:

max

⎧
⎨

⎩

∑

i∈SNBS

∑

t∈ST

(
Ci − Pcrk

i

)
utg,i +

∑

i∈SLD

∑

t∈ST
utld,i

⎫
⎬

⎭
(1)

3.3 Constraints

Generation Capability Curve
Generation capability curve of a generator is shown in Fig. 1.

In order to linearize the nonlinear generation capability curve, this paper adopts
the method proposed in reference [15]. This method only introduces generator start-up
status utg,i as the decision variables for linearization, which improves the computation
efficiency.

The linearized generation capability function is as follows:

Pt
g,i = Ki

⎧
⎨

⎩
t −

∑

j∈St

(
1 − u

j−ceil(tci )
g,i
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(
tci

)) −
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j−ceil(tci +Ci/Ki)

g,i

+ u
t−ceil(tci +Ci/Ki)

g,i

(
1 − res

(
tci + Ci/Ki

))}

− utg,iP
crk
i , t ∈ ST , i ∈ SG (2)
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Fig. 2. Generation capability curve.

where, the introduced ceil and res functions are defined as follows:

ceil(x) =
{
x x ∈ Z
the least integer larger than x x /∈ Z

(3)

res(x) = ceil(x) − x (4)

Generator Start-Up Constraints

tCLi ≤
∑

i∈ST

(
1 − utg,i

)
+ 1 ≤ tCHi , i ∈ SG (5)

∑

i∈SG
Pt
g,i ≥ 0, t ∈ ST (6)

ut+1
g,i ≤ utb - g,i, t ∈ ST−1, i ∈ SNBS (7)

utg,i ≤ ut+1
g,i , t ∈ ST−1, i ∈ SNBS (8)

utg,i = 0, t ∈ ST , i ∈ SF (9)

Constraints (5) is the start-up time constraints of the generator, which means start-
up time should be within critical minimum and maximum intervals for all generators
[4]. Constraint (6) is the power constraint of the system, which means there should
be adequate black-start resources to meet the cranking power requirement for NBS
generators for each time step. Constraints (7) indicates that the generator is cranked only
after the bus that the generator is connected to is energized. Constraints (8) represents
once a generator is started, it will not be tripped. Constraints (9) indicates gas fired
generators are not available to be restarted because of lacking of gas supply.

Transmission Path Constraints
By searching over the status of each bus and line at each time step, the optimal



Black-Start Scheme for the Interdependent Power 349

transmission paths to crank NBS generators and pick up critical loads can be found.

0 ≤ ut+1
l,ij ≤ utb,i + utb,j, t ∈ ST−1, ij ∈ SL (10)

0 ≤ utb,i ≤
∑

ij∈Sl - b,i
utl,ij, t ∈ ST , i ∈ SB/SB - BS (11)

0 ≤ utl,ij ≤ ut+1
l,ij , t ∈ ST−1, ij ∈ SL (12)

0 ≤ utb,i ≤ ut+1
b,i , t ∈ ST−1, i ∈ SB (13)

ut=1
b,i = 1, i ∈ SB - BS (14)

ut=1
b,i = 0, i ∈ SB/SB - BS (15)

ut=1
l,ij = 0, ij ∈ SL (16)

Constraint (10) indicates that if a line is energized at time t + 1, then at least one of
its connected buses is energized at time t. Constraint (11) means that if a bus is energized
at time t, then at least one of its connected lines is energized at time t. Constraints (12)
and (13) respectively indicate that the transmission line and bus will not be de-energized.
Once energized. Constraints (14)–(16) represent the initial state of lines and buses.

Coordination of Cranking NBS Generators and Picking Up Critical Loads
During the power system restoration, on the one hand,NBSgenerators need to be cranked
to restore the generation capability, on the other hand, the power supply of electricity-
driven compressors should be restored as soon as possible to ensure the successful
start-up of the gas-fired units. Therefore, picking up of critical loads is integrated into
the real power constraint for generator start-ups. By determining the status of the critical
load at each time step, pickup of critical loads and cranking of NBSUs are coordinated.

∑

i∈SG
Pt
g,i −

∑

j∈SLD
utld,jP

t
ld,j ≥ 0, t ∈ ST (17)

ut+1
ld,i ≤ utb - ld,i , t ∈ ST−1, i ∈ SLD (18)

utld,i ≤ ut+1
ld,i , t ∈ ST−1, i ∈ SLD (19)

Constraint (17) is the system power constraint, that is, sufficient generation should be
available to pick up critical loads. Constraint (18) indicates that the bus connected with
critical load should be energized before the load is picked up. Constraint (19) indicates
once the load is picked up, it will not be curtailed. In this paper, the substations where the
electricity-driven compressors obtain power supply are considered as the critical loads.

Generator start-up sequence considering critical loads restoration (GSUS-CLR)
model is summarized as follows:
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Max (1)
s.t. (2)–(19)

GSUS-CLR is an integer linear program, commercial optimizer can be used to solve it.

4 Gas Dynamics Simulations

In this section, a simulation based method is proposed to obtain the time of gas supply
restoration by using a simulation tool.

4.1 Fluid Dynamics for the Gas Flow

The natural gas flow driven by the pressure along the pipelines in correspondence to its
ingredients, temperature, density, pressure, etc. The gas states such as velocity, temper-
ature, density, pressure, etc. can be linked by the one-dimensional fluid dynamics along
the pipe. Generally, this process can be described using 3 partial differential equations
(PDEs) which are the energy equation, themomentum equation and thematerial-balance
equation and 1 algebra equationwhich is the equation of state [16]. Considering the com-
plexity of mathematical model for gas flow dynamics, this paper adopted the commercial
simulation tool to simulate the gas dynamics during the system restoration.

4.2 PipelineStudio

PipelineStudio is a complete pipeline engineering tool that delivers rapid and accurate
offline pipeline management design, planning and hydraulic analysis for natural gas and
liquid pipelines through advanced simulation techniques. Engineers andplanners are able
to use reliable and accurate information to make decisions, leading to improvements in
pipeline design, performance, and throughput [17].

This paper uses PipelineStudio to simulate the gas dynamics after power supply
restoration for electricity-driven compressors. The input of PipelineStudio includes gas
transmission system data and the time step that electricity-driven compressors power
supply restored. And corresponding output is the dynamic response of gas transmission
system. By doing this, gas supply restoration time of gas fired generators can be obtained.

5 Procedure to Determine Generator Start-Up Strategy

In this section, the method to update the generator start-up strategy is proposed and the
procedure to the procedure to determine generator start-up strategy for interdependent
power and gas transmission systems is introduced.
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5.1 Method to Update the Generator Start-Up Strategy

The method to update generator start-up strategy includes: 1) run generator start-up
sequence considering all generators (GSUS-ALL)model to obtain all generators start-up
sequence; 2) update gas fired units start-up sequence.

GSUS-ALL Optimization Model
Compared with GSUS-CLR model, all the generators in the system are considered
and critical loads restoration are not considered in GSUS-ALL optimization model.
Consequently, GSUS-ALL optimization model can be formulated as follows:

max

⎧
⎨

⎩

∑

i∈SNBS

∑

t∈ST

(
Ci − Pcrk

i

)
utg,i

⎫
⎬

⎭
(20)

s.t. (2)–(8), (10)–(16)

GSUS-ALL is also a integer linear program, which can be easily solved by commercial
solvers such as Mosek.

Update of Start-Up Time for Gas Fired Generators
Start-up of gas fired units is affected by both cranking power provided by power trans-
mission system and gas provided by gas transmission system. Start-up time for gas fired
units is the time when provide of both cranking power and gas satisfied. Cranking time
for gas fired generators is given by running GSUS-ALL, and gas supply restoration time
is determined by PipelineStudio simulation. For cranking time and gas supply restoration
time, the later one is chosen as start-up time for gas fired generators.

5.2 Procedure to Determine Generator Start-Up Strategy for Interdependent
System

Figure 2 shows the procedure determine generator start-up strategy for interdependent
power and gas transmission system, which contains 5 steps: 1) obtain system data; 2)
run GSUS-CLR to obtain critical loads restoration time; 3) run PipelineStudio to obtain
gas supply restoration time; 4) run GSUS-ALL to obtain generator start-up sequence
without considering gas supply restoration time for gas fired generators; 5) update gas
fired units start-up sequence with gas supply restoration time.

As system restoration progresses, it is inevitable that the system condition will
change, which may make developed strategy infeasible. When this situation arises, the
proposed optimizationmodel can bemodified by adding initial status constraints of main
components based on current system condition. By doing so, the strategy can be updated
based on current system condition to make sure strategy is feasible.

6 Simulation Results

In this section, the proposed generator start-up strategy determination method is tested.
The GSUS-CLR model and GSUS-ALL have been programmed using Conex of Julia
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Obtain system data

Run PipelineStudio

Run GSUS-CLR

Run GSUS-ALL

Update Strategy

Fig. 3. Procedure to determine generator start-up strategy for interdependent power and gas
transmission system.

and Mosek has been chosen to solve the model. PipelineStudio 4.2.1.0 has been used to
simulate the gas dynamics.

6.1 System Information

Test case is discussed using the interdependent system composed by IEEE 39 bus system
[18] and Belgium 20 node gas system [19]. The topology of test case is shown in Fig. 3.
Generator and transmission line parameters can be found in [18], and pipe parameters
can be found in [19]. For power transmission system, G10 is set as black-start generator,
G1, G3, and G4 are gas fired generators, loads at bus 25 and bus 29 are set as critical
loads. For gas transmission system, CP1 andCP2 are electricity-driven compressors. Gas
nodes 20, 10 and 12 supply natural gas to gas-fired generators respectively. Power loads
25 and 29 supply power to electricity-driven compressors CP1 and CP2 respectively.

Assume after blackout, the system has to black-start. And gas systems is influenced
due to outage of electricity-driven compressors, which makes gas supply for gas fired
generator infeasible because of low gas pressure level. The entire restoration horizon is
divided into 40 time-steps, and per time step is 10 min. That is, per unit value of time is
10 min. And G10 is assumed to be restarted at t = 0.

6.2 Restoration Strategy

The restoration actions sequence of the system is shown in Fig. 4. The bold lines show
the optimal transmission lines to crank the generators, and different colors indicate the
time for different restoration actions. Table 1 shows the generator start-up sequence.
By t = 16 p.u., all generators are cranked and restarted. Gas fired generators G1, G3
and G4 are restarted relatively later compared with other generators. This is because of
large time constant of gas transmission system, which usually takes hours to restore the
pressure of gas supply node.
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Fig. 4. Interdependent system topology with restoration actions.

Table 1. Generator start-up sequence.

Gen. G1 G2 G3 G4 G5 G6 G7 G8 G9 G10

Tstart (p.u.) 13 7 16 15 9 9 9 4 6 0

Restoration timeof electricity-driven compressors is shown inTable 2.All electricity-
driven compressors are restored by t = 11 p.u.. The restoration of compressors leads to
restoration of gas pressure, which result in restoration of gas supply of gas fired genera-
tors. Thus, restoration of electricity-driven compressors and cranking of NBS generators
should be coordinated to make sure that all generators are restarted successfully.

Table 2. Power supply restoration time of electricity-driven compressors.

Electricity-driven compressor CP1 CP2

Tstart (p.u.) 11 9

The energized time of buses and lines are shown in Table 3 and Table 4.
The comparison of system generation capability curve is shown in Fig. 5. Clearly,

if interdependencies between two systems are not considered, NBS generators can be
restarted earlier and system generation capability can be restored faster. However, gas
supply for gas fired generators may not be available because of the outage of electricity-
driven compressors, and then the gas-fired generators cannot be restarted successfully.
By considering interdependencies between power and gas transmission systems, gas
pressure restoration dynamics is simulated, and gas supply for gas fired generators is
restored, making the generator start-up procedure feasible.
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Table 3. Energized time of all lines.

Line Tstart (p.u.) Line Tstart (p.u.) Line Tstart (p.u.) Line Tstart (p.u.) Line Tstart (p.u.)

1 2 11 6 21 5 31 4 41 8

2 3 12 6 22 6 32 4 42 8

3 2 13 6 23 6 33 4 43 3

4 2 14 5 24 6 34 41 44 1

5 3 15 4 25 4 35 35 45 5

6 3 16 15 26 20 36 6 46 7

7 4 17 6 27 7 37 6

8 4 18 5 28 20 38 7

9 5 19 5 29 7 39 7

10 5 20 15 30 3 40 8

Table 4. Energized time of all buses.

Line Tstart (p.u.) Line Tstart (p.u.) Line Tstart (p.u.) Line Tstart (p.u.)

1 2 11 6 21 6 31 6

2 1 12 6 22 7 32 7

3 2 13 5 23 7 33 7

4 3 14 4 24 6 34 8

5 4 15 5 25 2 35 8

6 5 16 5 26 3 36 8

7 25 17 4 27 4 37 3

8 5 18 3 28 4 38 5

9 4 19 6 29 4 39 3

10 6 20 7 30 0

6.3 Gas Dynamics

With inputting restoration time of electricity-driven compressors into PipelineStudio, gas
supply restoration time for gas fired generators can be obtained by running PipelineS-
tudio. Figure 4 shows the gas pressure curves generated by PipelineStudio. Natural gas
nodes 20, 25 and 26, which correspond to Xreg20, Xreg25, Xreg26 respectively, provide
gas to gas-fired generators. The pressure curves of natural gas nodes 20, 25 and 26 are
shown in Fig. 4. It is assumed that the gas-fired generators can be started when the gas
pressure reaches 6 MPa. The gas supply restoration time for gas nodes 20, 25 and 26
is shown in Table 5. Clearly, it can be seen that natural gas nodes 20, 25 and 26 take
more than 100 min to restore the gas supply. Compared with restoration actions that
generally take around 10 min in power system, gas supply restorations in gas system
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Fig. 5. Comparison of system generation capability curve

take more time because of larger time constant. Therefore, it is necessary to consider
the gas dynamics for gas transmission system, which makes the strategy more feasible
(Fig. 6).

Fig. 6. Pressure curves of the gas supply nodes of the gas fired generators.

Table 5. Gas supply restoration time for gas nodes

Gas nodes 20 25 26

T (p.u.) 15 13 16
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7 Conclusions

This paper proposed a new method to determine generator start-up strategy for inter-
dependent power and gas transmission systems. Due to close interconnection between
power and gas transmission systems, the restart of gas fired generators is influenced by
gas transmission systems. It is important to restore the power supply of electricity-driven
compressors as soon as possible during generator start-up stage, so that gas supply of
gas fired generators would retore timely. Meanwhile, gas dynamics play an important
role in gas supply restoration because of large time constant of gas system. The proposed
method takes into account of interdependencies between two systems and gas dynamics,
and case studies indicate that proposed method is effective.
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Abstract. Due to the huge amount of data in the distribution network, the topology
analysis method directly based on database query has low performance problems.
To meet the performance requirements of various business applications for topol-
ogy analysis, current mainstream method is an in-memory analysis method based
on full data caching. This method loads all topology data into memory building
a memory-based topology network, and then topology analysis starts. Although
this traditional method indeed solve performance problems, it also brings series
of problem such as slow service startup (it takes a long time to load full data into
memory), untimely cache update, and data inconsistency. This paper proposes
a distribution network topology data storage scheme and a corresponding data
dynamic loading-analysis method. Main features of the improved method are:
Adopting slice-storage strategy, using single feeder as a data slice to store con-
nection information of all conductive equipments outside the station; Using single
station as a data slice to store all conductive equipments’ connection information in
the station room; Each data fragment stores “inter-chip connection device object”
information to realize splicing of each data fragment. Based on storage scheme
above, a dynamic loading method of topology data is proposed. This method can
improve the speed of reading distribution network topology data so that topology
analysis service does not need to load entire distribution network topology data
into memory in advance. It also carries out dynamic loading of data on demand,
reducing server’s requirement for memory resources and service start-up time,
while effectively circumventing the technical difficulties of real-time update of
memory topology network.

Keywords: Power grid topology analysis · Sharded storage · Dynamic loading ·
Topology modeling

1 Introduction

At present, the distribution network topology data model is usually constructed based
on the CIM topology model in the IEC 61970 standard or the SG-CIM topology model
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formulated by the State Grid Corporation [1–5]. The traditional topological data stor-
age method generally adopts database for structured storage, that is, terminal tables and
the connection node tables are constructed in the database to describe the connection
relationship between conductive devices [6]. This method usually takes a single device
and a single terminal/connection node as storage unit, i.e., each device and each termi-
nal/connection node corresponds to one record in the database [7]. However, the number
of distribution network equipments in a provincial power company can reach tens of mil-
lions, which means corresponding terminals/connection nodes could only be larger [8].
Too many records in equipment terminal tables and connection node tables results in
very low data query efficiency. In addition to the above storage model based on terminal
tables and connection node tables, current production management system (PMS 2.0)
of State Grid Corporation of China adopts the power grid GIS model to store power
grid topology information. The advantage of this model is that it realizes the integrated
management of GIS graphics and topology information of grid network and improve
convenience of linkage maintenance of equipment graphics and topology information
on the GIS platform [9, 10]. This storage solution, however, still faces the obstacle of
too many data records and excessive resource usage, resulting in slow startup of the
topology analysis service and low analysis efficiency.

On the premise of using the above storage method, in order to meet the performance
requirements of business applications for topology analysis, the topology analysis service
have to pre-load all topology data into the server memory to complete the construction
of the topology network [11]. This greatly increases the consumption of server memory
resources, and pre-loading topology data will make the service startup time incredibly
long, reaching hours. Such service cannot be deployed in containers (such as Docker
deployment), which is in linewith the current system cloud deployment trend resulting in
extremely inconvenience to system operation and maintenance. In addition, due to high
update frequency of the distribution network, the topology data is usually updated daily.
Therefore, real-time update of the memory topology network must be considered, which
greatly increases the complexity of data processing and easily causes data inconsistency,
thereby affects the performance and accuracy of topology analysis.

At present, some scholars and engineers at home and abroad are exploring the use
of graph database to store power grid topology information to solve the problem of
topology analysis efficiency of large-scale power grid data [12]. Graph database (GDB)
is a technology for parallel analysis and processing of massive data on the Internet that
has emerged in recent years. Its original concept comes from graph theory [13, 14]. Since
the power system network topology can be expressed intuitively with graphs and can be
easily accessed in parallel, the application of graph database to power system analysis
can improve the computational efficiency of massive data processing in power systems
[15]. Reference studies the power grid topology analysis based on graph database and
verifies the advantages of the graph database relative to the relational database [16].
There is a problem in separation of equipment model and ledger information. Therefore,
the author believes that the topology relationship of power grid equipment is the core
information of power grid management and is inseparable from key information such
as equipment resources, assets, graphics, etc., ensuring the consistency of these data is
a key factor in designing data storage scheme for power grid equipment. Therefore, if
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the equipment resources, assets, and graphics information are stored in the relational
database while the topology information is stored in the graph database, it will have
difficulty in ensuring transaction consistency during daily data entry and maintenance,
meanwhile it is very easy to cause inconsistency between topology data and other data,
which directly affects the subsequent data application [17]. Upon analysis above, in order
to make the research results convenient for engineering application, this paper does not
use graph database to store the grid topology information.

This paper focus on technical defects of current data loading mode with a condition
of application of current topology data network and actual business requirements. In
this case, a discovery shown up for distribution network data storage and real time data
loading basing sharding strategy.

2 Main Thoughts

In order to solve problems above, this paper proposes a distribution network topology
data storage method and dynamic data loading method based on sharding strategy. This
method can greatly improve the loading efficiency of topology data compared with tradi-
tional methods. Through the on-demand dynamic loading strategy, the topology analysis
service does not need to load entire distribution network topology data into memory in
advance, which can effectively reduce the server hardware resource requirements and
service start-up time. It also effectively circumvent the technical difficulties of the tradi-
tional method of real-time update of memory topology network, thus greatly improving
the accuracy of topology analysis results.

In order to better illustrate the technical solution, the definitions or explanations of
related technical terms are now given as follows:

Terminals and connection nodes: In the CIM/SG-CIM standard, the topology infor-
mationmodel of power equipment is represented by the terminal-connection nodemodel.
Each conducting equipment (Conducting Equipment) contains several electrical points,
called terminals (Terminal) [18]. The Connectivity Node is the resistance-free fusion
point of the terminals of the conductive devices and the terminals are fused together
through the connection nodes to express the topological connection between the devices
[19, 20]. The relationship between conductive devices, terminals, and connection nodes
can be simply summarized as: a conductive device contains one or more terminals; a
connection node is fused with one or more terminals. As shown in Fig. 1, conductive
device A contains two terminals: terminal A-1 and terminal A-2. Conductive device B
contains two terminals: terminal B-1 and terminal B-2. Conductive device C contains
two terminals: terminal C-1 and terminal C-2. Terminal A-2 and terminal B-1 are fused
together through connection node a, and terminal B-2 and terminal C-1 are fused together
through connection node b.

3 Topological Data Storage Model

The distribution network usually uses feeder as the dailymanagement and operation unit.
In applications such as distribution network operation and maintenance, fault handling,
etc., distribution network topology analysis is divided into local topology analysis and
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Fig. 1. Schematic diagram of terminals and connection nodes of conductive equipment.

global topology analysis. The data scope of local topology analysis is limited to one
feeder or one station building; the data scope of global topology analysis is the entire
distribution network in a certain area, thus topology tracking across feeders and stations
is required. It can be seen that the smallest data loading scope for distribution network
topology analysis is usually feeder and station. In view of the above characteristics,
this paper adopts the sharding storage strategy, and divides the distribution network
topology data into a series of data fragments based on feeder and station, and stores
data fragments as units. Specifically, a single feeder is used as a data slice to store the
connection information of all conductive devices within the feeder; a station is used as
a data slice to store the connection information of all conductive devices in the station.
The storage format of the above data fragments adopts the Json document format. The
main advantage of this data sharding storage strategy is that a single feeder or a single
station building is used as a data fragment for overall storage, which can easily realize the
overall loading of feeder/station topology data, greatly improving the speed of topology
data loading.

According to the above ideas, this paper designs two collections based onMongoDB
database, namely: feeder topology collection and station topology collection. These two
sets are similar to two tables in a relational database, and the details are as follows:

3.1 Feeder Topology Collection

The feeder topology collection stores the topology information of all feeders. The topol-
ogy information of each feeder is stored as a Json document (Document) as a data frag-
ment. The main fields of the document include “feeder ID”, “equipment object array”,
“connection relationship array” and so on. in:

“Feeder ID” is the unique identifier of the feeder in the power grid production
management system.

The “equipment object array” contains all out-of-station conductive device objects
in the feeder, and each out-of-station conductive device object could also be describes as
a JSONObject. In this paper, the above conductive device objects are classified into two
categories: “ordinary device object” and “inter-slice connection device object”. “Ordi-
nary device object” refers to a device that is not connected to other data fragments and
its attributes include device type, device ID, voltage level and other attributes commonly
used in topology analysis; “Inter-slice connection device object” includes two types of



362 S. Yang et al.

off-site liaison switches and internal and external connection lines. Among them, the
off-site tie switch is a topological connection device between two feeders (as shown in
Fig. 2). The switch is stored in the two connected feeder topology data slices at the same
time, whose attributes include device type, device ID, etc. It has properties commonly
used in topology analysis such as voltage level and the opposite side feederID, which
records the ID of the other connected feeder. The connection line inside and outside the
station is the connection device between the outlet connector in the station and the cable
connector outside the station. It belongs to the topological connection device between
the station and the feeder (as shown in Fig. 3). Its attributes used in topology analysis
such as device type, device ID, and voltage level are widely used attributes. It also has
the attribute “connected station ID”, through which the connected station building is
recorded.
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B B

Substation 2

Feeder 1

Feeder 2

Off-site 

contact 

switch

Legend:

distribution transformer

switch (on)

tower

switch (off)

B Substation

Fig. 2. Inter-segment connection equipment-off-site contact switch diagram.

The “connection relationship array” contains the connection relationship information
between all out-of-station conductive devices in the feeder. Each connection relationship
object can also be expressed within a JSONObject. Its properties include terminal ID,
terminal sequence number, conductive device type, conductive device ID, and connection
node IDproperties. The terminal ID is the unique identification of the device terminal; the
terminal sequence number refers to the sequence number of the terminal in the conductive
device, which expresses the location information of the terminal in the conductive device
to which it belongs; the conductive device type refers to the type code of the conductive
device to which the terminal belongs; the conductive device ID refers to the unique
identification of the conductive device to which the terminal belongs; connection node
ID refers to the unique identification of the connection node to which the terminal is
connected.
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3.2 Station Topology Collection

The station topology collection stores the topology information of the equipment in the
station of all power distribution station buildings. The topology information of each
station is stored as a JSON document (Document) as a data slice. The main fields of the
document include “station ID”, “equipment object array” and “connection relationship
array”, etc. in:

“Station building ID” is the unique identification of the station building in the power
grid production management system.

The “equipment object array” contains all the conductive device objects in the station
building, and each conductive device object info in the station is also a JSONObject. In
this paper, the above conductive device objects are divided into two categories: “ordinary
device object” and “inter-slice connection device object”. “Ordinary device object” refers
to a device that is not connected to other data fragments, and its attributes include device
type, device ID, voltage level and other attributes commonly used in topology analysis.
“Inter-slice connection device object” refers to the outgoing connector in the station
(as shown in Fig. 3). The outgoing line connector in the station is connected with the
connecting line inside and outside the station. Its attributes include equipment type,
equipment ID, voltage level and other attributes commonly used in topology analysis,
and it has the “connected feeder ID” attribute, which records the connected feeder ID
through this attribute.
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Fig. 3. Inter-segment connection equipment - schematic diagram of outgoing connectors in the
station.

The “connection relationship array” contains the connection relationship informa-
tion between all conductive devices in the station building. Each connection relationship
object is also a JSONObject. Its properties include terminal ID, terminal sequence num-
ber, conductive device type, conductive device ID, and connection node ID properties.
The terminal ID is the unique identification of the device terminal; the terminal sequence
number refers to the sequence number of the terminal in the conductive device, which
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refers to the location information of the terminal in the conductive device to which it
belongs; the conductive device type refers to the type code of the conductive device to
which the terminal belongs; the conductive device ID refers to the unique identification
of the conductive device to which the terminal belongs; connection node ID refers to the
unique identification of the connection node to which the terminal is connected.

Compared with the traditional storage model based on terminal/connection node
table, the above model has main advantages apparently: when performing topology data
loading analysis, the traditional method needs to read a large number of records of
devices and terminals/connection nodes with low loading speed while new method uses
a single feeder or a single station building as a data slice for overall storage, which
can realize the overall loading of feeder/station building topology data, which greatly
improve the speed of topology data loading.

4 Dynamic Loading Method of Topology Data

Different types of topology analysis require different data range. Based on the above
topology data model, which realizes each data fragment through the information of
“inter-slice connection device object” stored in each data fragment, the splicing can
form a complete distribution system topology network to progress topology analysis
across feeders and stations. This method is applied before topology analysis to provide
required topology data. By applying this method, the topology analysis service does
not need to load entire distribution system topology data into the memory in advance.
Instead, it loads the data fragments according to the needs of analysis, so as to realize the
on-demand data loading,which greatly reduces thememory resources occupied in server.
It also reduces the service startup time and facilitates the operation and maintenance of
the service. At the same time, the technical problem of real-time updating of the topology
network in memory is prevented. Main points of the method are as follows:

4.1 Initial Data Fragment Loading

Determine the initial data fragment according to the starting device of this topology
analysis and load the data, which is used by the topology analysis service to build a
topology network in memory. It would be accurate to be specifically divided into the
following two situations:

Case 1: If the originating device is an off-site device, according to the feeder ID of
originating device, the data fragment corresponding to the feeder to which it belongs is
queried from the feeder topology data slicing;
Case 2: If the originating device is an in-station device, according to the station ID of
originating device, the data fragment corresponding to the station to which it belongs is
queried from the station topology data slicing.

If the data range required for this topology analysis is limited to the initial data
fragment, no subsequent steps are required; if a larger data range is required, further
steps should be taken.
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4.2 Inter-shard Connection Device Object Query

Query all inter-shard connection device objects in initial data fragment. It would be
accurate to be specifically divided into the following two situations:

Case 1: The type of initial data fragmentation is feeder, then query all off-site tie switches
and two device objects of off-site and off-site connection lines in its device object array;
Case 2: The type of the initial data fragmentation is the station, then query all in-station
outgoing connector objects in its device object array.

4.3 Directly Connected Data Fragment Loading

By using acquired connection device objects from shards, it would be utterly needed to
determine the IDs of all connected data fragments and load the data for the topology
analysis service to build a topology network in memory. It would be accurate to be
specifically divided into the following three situations:

Case 1: The type of the connected device object between the shards is an off-site tie
switch, then the ID of the connected feeder data fragment is determined according to its
“opposite feeder ID” attribute, and then the corresponding data fragments of feeder is
queried from the feeder topology set according to feeder ID;
Case 2: The type of the connected device object between shards is the connection line
inside and outside the station, then the ID of the connected station building data fragment
is determined according to its “connected station ID” attribute, and then the correspond-
ing data fragments of station is queried from the station topology set according to station
ID;
Case 3: The type of the connected device object between shards is the outgoing line
connector in the station, then the ID of the connected feeder data fragment is deter-
mined according to its “connected feeder ID” attribute, and then the corresponding data
fragments of station is queried from the station topology set according to feeder ID.

Those operations complete the loading of data fragments directly connected to the
initial data fragment. If topology analysis needs to further expand the data range, step
4.4 is required to complete the loading of data fragments indirectly connected to the
initial data fragment.

4.4 Indirectly Connected Data Fragment Loading

By using each connected data fragment acquired in step 4.3, it would be demanded
to query the inter-shard connection device objects contained in order to find the ID of
the connected data fragment according to the connection information of the inter-shard
connection device, and complete the data loading. The connected data fragments can
be loaded through circulation and iteration methods in the achievement to above ideas,
until the loaded data range meets the requirements of this topology analysis.
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4.5 In-Memory Topology Network Construction

After the completion of topology data loading, the topology network needs to be built in
memory for topology analysis. Main step of the construction is to convert the topological
connection information of the device into a topological analysis graph model.

The paper defines a graph model for topology analysis, which specifically includes
a vertex model and an edge model.

Themain attributes of the vertex include: “Vertex ID”, “VertexDeviceType”, “Vertex
Device ID”, “Terminal Connectivity”. “Vertex ID” is the unique identifier of the vertex;
“Vertex Device Type” represents the device type code of the device corresponding to the
vertex; “Vertex Device ID” represents the unique identifier of the device corresponding
to the vertex; “Terminal connection status” refers to the device corresponding to the
vertex the interconnected state of all terminals. As an abstract representation of the
electrical connectivitywithin devices, this property corresponds to the on and off states of
switch-like devices, and can be used for topology tracking considering switch states.This
property is an enumeration type, and each enumeration value represents a terminal
connection state, for example: use the value “200” to indicate the state “the total number
of device terminals is 2, and the No. 1 terminal and No. 2 terminal are not connected”,
in this case, the value can represent the “min” state of an ordinary two-terminal switch.
For another example, the value “301” is used to indicate the state “the total number of
equipment terminals is 3, in which the No. 1 terminal is not connected to the No. 2
terminal, the No. 1 terminal is connected to the No. 3 terminal, and the No. 2 terminal
is not connected to the No. 3 terminal”. This state value can represent the “left closed”
state of a three-terminal bidirectional isolating switch. For another example, use the value
“401” to indicate the state “The total number of equipment terminals is 4, of which the
No. 1 terminal is not connected to the No. 2 terminal, the No. 1 terminal is not connected
to the No. 3 terminal, the No. 1 terminal is not connected to the No. 4 terminal, and the
No. 2 terminal is not connected. The terminal is connected to the No. 3 terminal, the
No. 2 terminal is connected to the No. 4 terminal, and the No. 3 terminal is connected
to the No. 4 terminal.” This state value can represent the “BC” state of a four-terminal
T-switch.

The main attributes of the edge include: “Edge ID”, “Edge Device Type”, “Edge
Device ID”, “Start Vertex ID”, “Start Terminal”, “End Vertex ID”, “End Terminal”. The
“Edge ID” is the unique identifier of the edge; the edge is mainly divided into two types
in the paper, the first type of edge is an abstract concept, which represents the connection
relationship of the device, and the attributes of “Edge Device Type” and “Edge Device
ID” are both Empty, the other type of edge represents line-type devices, such as lines,
wires, cables, etc. Its “Edge Device Type” refers to the code of the corresponding device
type, and “Edge Device ID” refers to the unique identifier of the corresponding device;
“Start Vertex ID” Refers to the vertex ID connected to the head end of the edge; “Start
Terminal” refers to the terminal number of the device connected to the head end of the
edge, which is used to describe more precisely which terminal of the device the head end
of the edge is connected to; The vertex ID of the end connection; “End Terminal” refers
to the terminal number of the end connection of the edge, which is used to describe more
precisely which terminal of the device the edge end is connected to.
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In the paper, the dynamic topology tracking of the power grid is realized through the
three attributes of the “Start Terminal”, “End Terminal” and the “Terminal Connectivity”
of the vertex. The base principle is: during the topology tracking process, it would
generally started to trace from assumed that the end vertex (denoted as A) of a certain
edge (denoted as E), to the end vertex (denoted as B). B represents a switch device,
and the “End Terminal” of E is T, indicating that the connection position of E and B is
at terminal T. Then, through the “Terminal Connectivity” (corresponding to the actual
switch state) attribute of B, the connection relationship between other terminals of B and
terminal T is obtained. To get the terminal connected to T, it would be needed to find the
edge connected to B at the terminal according to the “start terminal” or “end terminal”
attribute of the edge, and perform the next trace procedure; for the terminal that is not
connected to T, it would stop tracking at the terminal.

The steps of constructing a memory topology network based on the graph model are
as follows:

1) Vertex construction

The discovery first maps all conductive devices to vertices in the graph, creates
corresponding vertices for each device, and assigns the device type and device ID to the
“vertex device type” and “vertex device ID” attributes of the vertex respectively.

For switch devices, establish a mapping relationship between “switch state” and
“terminal connection status”, and convert the device’s “switch state” information into
the “terminal connection state” attribute of the vertex according to this relationship.

2) Establish the mapping relationship between the connection node and the device
terminal, device body and vertex

At present, the topological connection information model of power grid equipment
usually follows the CIM/SG-CIM standard, that is, the electrical connection relationship
between devices is expressed by the connection relationship between device terminals
and connection nodes. Thereby, the mapping relationship between the connection node
and the device terminal and the device body can be established.

At the same time, there is a one-to-one correspondence between the device body and
the vertices constructed in step (1). Therefore, through the above mapping relationship,
the device terminal, device body, and vertex information connected to the connection
node can be quickly searched, which provides support for the construction of the next
edge.

3) Edge construction

The discovery constructs the edge of the graph structure according to the connec-
tion relationship between devices, and specifically constructs the corresponding edge
according to the connection node. The basic method is: for each connected node, find
the set of connected devices, denoted as S. If S contains a busbar (or running rod), then
construct an undirected edge connected to the busbar (or running rod) for the rest of
the equipment in S, and assign the “start vertex” of the edge according to the mapping
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relationship in step (2). Attribute values such as ID, “Starting Terminal”, “Ending Vertex
ID”, “Ending Terminal”; To the edge, and according to the mapping relationship in step
(2), assign the edge’s “start vertex ID”, “start terminal”, “end vertex ID”, “end terminal”
and other attribute values.

4) Compression of graph data

In order to reduce resource occupation and improve analysis efficiency, the discovery
performs merging processing on specific vertices and edges to reduce the amount of
graph data. Specifically, the vertices that meet the following requirement are processed:
the vertex device type is a line type device (such as wire, cable, line) and the vertex
is associated with two edges (volume equal to 2). The processing method is shown in
Fig. 4: the vertex to be processed is V, the two edges associated with V are E1, E2, and
V, E1, and E2 are merged into a new edge, which is recorded as E3. The “edge device
type” and “edge device ID” attributes of E3 are taken from the “vertex device type” and
“vertex device ID” of V; the first and last vertex information of E3 are respectively taken
from the other side vertex information of E1 and E2. After completing the formation of
the new edge E3, delete V, E1, E2.

VE1 E2V1 V2

Merge

V1 V2E3

Fig. 4. Schematic diagram of vertex and edge merging processing.

To sum up, the main work of the topology network construction is to construct
the vertex set and the edge set of the graph model according to the conductive device
information. The detailed steps are as follows (as shown in Fig. 5):

1) Start traversing all conductive devices;
2) According to the information of the current conductive device, construct a graph

vertex and add it to the set of graph vertices;
3) Query the topological connection information of the current conductive equipment,

and update themapping relationship table between connection nodes, terminals and
equipment, hereinafter referred to as the connection node mapping table;

4) Repeat steps (2) to (3) till all conductive devices have been traversed;
5) Start traversing the connection node mapping table;



Analysis Method of Fragmented Storage 369

6) Obtain the list of conductive devices associated with the current connection nodes;
7) If conductive equipments contain busbars (or running rods), connect the rest of

the equipment with busbars (or running rods), construct edges, and add a set of
incoming edges;

8) If conductive equipments do not contain busbars (or running rods), connect these
equipments in pairs to build an edge, and add a set of incoming edges;

9) Repeat steps (6) to (8) till all connected nodes have been traversed;
10) Merge vertices of line type devices and its associated two edges to complete the

compression of the graph data;
11) Construct a graph structure using the set of nodes and edges generated above.

Start building the power 

topology network

Get the next conductive 

device

Whether the traversal is over

false

Conductive device 

structure diagram 

vertex

Join the graph vertex 

set

Get the mapping 

relationship between 

connection nodes and 

devices

Join the connection node 

mapping table

true

Get the next connection 

node

Get a list of conductive devices 

associated with a connection node

Whether the traversal is over

false
Whether the busbar (or runbar) 

is included in the equipment list

Connect the busbar (or running rod) to 

the rest of the equipment to construct 

the edge

Connect devices two by two 

to construct edges

add edge set

falsetrue

true

Merge the vertices of the line type device and its associated two edges to 

complete the compression of graph data volume

Successful construction of 

power topology network

Fig. 5. Topological network construction process.

5 System Implementation and Experimental Analysis

The research results of this paper take the goal of being engineering and practical as
consideration. On the premise of meeting the scale application of primary equipment
in provincial power companies, it is planned to develop a lightweight integrated graph
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analysis platform prototype system for power grid topology analysis and data retrieval.
Its goal is to have the advantages of high running performance, small hardware resource
occupation, and easy deployment, operation and maintenance.

5.1 System Scenario Data Loading

Take two typical topology analysis scenarios in distribution network application as
examples:

1) Loading of complete topology data for a single feeder

For topology analysis scenarios within a single feeder, the complete topology data
of the feeder needs to be loaded. The complete topology data includes all the conductive
devices outside the station and the conductive devices in the station within the feeder.
The specific process is as follows (as shown in Fig. 6):

Topology data set acquired by feeder 

ID 

false true

Acquire station data 

topology set

Whole feeder data loading 

complete

Is internal and 

external connector 

line equipment object

true

Acquire connected station ID

Iteration complete

Acquire feeder equipment device set 

A with feeder relation set B 

Update a to A and 

b to B
false

Acquire in-station equipment 

object set a and instation relation 

set b

Fig. 6. Single feeder topology data loading process.

(1–1) Enter the feeder ID to be loaded;
(1–2) According to the input feeder ID, query the feeder topology collection in the

database to obtain the device object array (referred as A) and the connection relation
array corresponding to the feeder, in order to build a topology network for topology
analysis service;
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(1–3) Start traversing the device object array A;
(1–4) If the current equipment object type is an internal and external connection

line object, obtain its “connected station ID” attribute, and query the station building
topology set in the database according to this attribute to obtain the equipment object
of the corresponding data block of the station building Arrays and connection relation
arrays, which are used by the topology analysis service to build a topology network in
memory;

(1–5) Repeat steps (1–1) to (1–4) till all device objects in the device object array A
have been traversed;

(1–6) The process is complete.

2) Loading of contact feeder topology data

For the cross-feeder topology analysis scenario, in addition to complete topology
data of the current feeder, it is also necessary to load the complete topology data of the
feeder that is connected to the current feeder. The specific process is as follows:

(2–1) Enter the ID of the current feeder;
(2–2) According to the input current feeder ID, query the feeder topology set in the

database to obtain the device object array of the data shard corresponding to the current
feeder, denoted as B;

(2–3) Start traversing the device object array B;
(2–4) If the current equipment object type is an off-site tie switch object, obtain

its “opposite feeder ID” attribute, and query the feeder topology set in the database
according to this attribute to obtain the equipment object corresponding to the data
block of the opposite feeder array and connection relation array, which are used by the
topology analysis service to build a topology network in memory;

(2–5) Repeat step (2–1) to (2–4) till all device objects in the device object array B
have been traversed;

(2–6) The process is complete.

5.2 Experiment and Result Analysis

In order to verify the specific advantages of the analysis mode based on fragmented
storage and dynamic loading of topology data proposed in this paper, the research team
developed a power grid GIS one-picture display system, and conducted related exper-
iments based on power grid topology data of a provincial power company of the State
Grid. The total number of equipment with grid topology (including low-voltage equip-
ment) is more than 200 million. The research results in this paper are compared with the
load topology data based on relational database Oracle 11 g query and the load analysis
method based on fully cached topology data. In order to obtain accurate experimental
results, these three topology data loading modes use the same topology search algorithm
and the same topology data loading algorithm, the same amount of device data and
are deployed on the same hardware server (operation system: CenterOS 7.7; memory:
1T; main frequency: 2.2 GHz). Main indicators as startup time, service memory usage,
topology analysis time, and containerized deployment Equal pros and cons would be
thoroughly investigated and compared.
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Table 1 shows the resource occupied by different topology data loading modes under
the situation of using same number of devices. It can be seen from the table that with
the increase of devices, the shard dynamic loading mode and the relational database
loading mode occupy less memory resources, and the service startup time is shorter,
while the full topology data loading mode service startup time and memory usage size
with further increase of devices. Currently mainstream containerized deployment has
harsh requirements on the server’s memory.

Table 1. Resource consumption of multi-mode startup.

The number of
devices/10 million

Data loading mode Service startup time/S Service startup
occupies memory/G

0.0326 A 0.89 0.1

B 10 0.58

C 0.83 0.1

0.132 A 0.88 0.1

B 63.2 2.01

C 0.84 0.1

0.587 A 0.86 0.1

B 890.6 8.3

C 0.79 0.1

1.235 A 0.73 0.1

B 1278.7 12.8

C 0.76 0.1

5.648 A 0.87 0.1

B 5163.8 64

C 0.88 0.1

Note: A - Relational data loading mode; B - Fully cached data loading mode; C - Shard dynamic
loading mode.

Table 2 shows the situation of unconditional topology search in multiple modes. It
can be seen that with the increase of the number of search devices, the total search time
gradually increases. The shard dynamic loading mode used in this paper occupies less
memory for topology search than the other two loading modes. When the number of
participating topology searches reaches the scale of 10,000, the average device search
time in the shard dynamic loading mode shows a steady increase.

To sum up, compared with the traditional topology data loading mode, the research
results in this paper have the advantages of small memory footprint, fast service startup,
high search efficiency, and unlimited containerized deployment when dynamically load-
ing topology data and analyzing and searching for more than million-level data would
take the advantage.
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Table 2. Multimodal topology search data.

The number of
devices/10 million

Data loading
mode

Search time/s Service search
occupies
memory/G

Average search
time per
device/10−5s

0.0326 A 13.63 0.8 0.418

B 0.386 0.763 0.118

C 0.392 0.3 0.120

0.132 A 54.32 1.5 4.115

B 1.55 0.9 0.117

C 1.59 0.3 0.120

0.587 A 396.25 6 6.750

B 9.91 3.6 0.169

C 9.96 2 0.170

1.235 A 689.73 12 5.580

B 21.93 6.5 0.178

C 22.04 5 0.178

5.648 A 3456.41 20 6.120

B 138.89 16 0.246

C 138.93 8 0.246

Note: A - Relational data loading mode; B- Full cache data loading mode; C - Shard dynamic
loading mode;

6 Conclusion

In comparison of other control group, themethod proposed in this paper has the following
technical effects:

(1) Using a single feeder or a single station building as a data block for overall storage
can easily realize the overall loading of feeder/station topology data, which greatly
improves the speed of topology data reading.

(2) By applying the topology data dynamic loading method proposed by the present
discovery, the topology analysis service does not need to load the entire distribution
network topology data into the memory in advance, but dynamically loads the data
in blocks according to the needs of the topology analysis, which greatly reduces
the occupation to the memory meeting resource requirements easier, and reduce the
service startup time, which is convenient for service operation and maintenance. At
the same time, the technical problem of real-time updating of the memory topology
network is prevented.
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Abstract. Under the background of carbon peaking and carbon neutrality, the
energy industry is faced with the severe conflict between the pressure of car-bon
emissions reduction and the cost of energy supply. An optimal dispatchingmethod
of integrated energy system with low-carbon complementation of source side and
load side under a ladder-type carbon trading mechanism is proposed in this paper.
Firstly, the model of carbon capture in source side and the model of auxiliary
devices and integrated demand response in load side are introduced. Then, the
ladder-type carbon trading mechanism is introduced, and an optimal dispatching
model aiming at the minimum total operating cost of the integrated energy system
is established. Through the case study, it is verified that under different carbon
trading mechanisms, the optimal dispatching model can effectively weaken the
peak-valley contradiction of the electric and heating load and reduce carbon emis-
sions, and the model under ladder-type carbon trading mechanism can achieve full
wind power consumption, which has better low-carbon economic characteristics.

Keywords: Integrated energy system · Low-carbon economy dispatching ·
Carbon capture · Integrated DEMAND response · Carbon trading mechanism

1 Introduction

Global warming has become one of the major problems facing human society. Develop-
ing low-carbon economy is of great significance to sustainable development. Thermal
power generation is the main source of carbon emissions at present, accounting for more
than 1/3 of the total carbon emissions [1]. Therefore, in the context of carbon peaking
and carbon neutrality, it is increasingly important to develop renewable energy power
generation and gas-fired power generation to replace coal-fired power generation.

The reduction of power plant carbon emissions from the source side can be solved
from two aspects. First, from the perspective of technology, carbon capture equipment
and renewable energy generation can be introduced. Secondly, from the perspective of
policy, carbon trading mechanism should be established to guide the increasing output
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of cleaning units [2]. As the proportion of clean energy power generation increases, its
strong uncertainty also increases the peak-valley difference of equivalent load of the
system, which aggravates the peak load adjustment pressure of the power grid and also
increases the reserve capacity of thermal power units, making it impossible to reduce
the start-up of high-carbon units and seriously restricting the consumption of renewable
energy. Therefore, a comprehensive consideration of the uncertainty of renewable energy
and the characteristics of carbon capture power plants makes the coordinated operation
of the above two become a new idea of low-carbon economic dispatch [3, 4].

With the rise of the idea of Energy Internet, the coupling of power grid with other
energy forms such as heat network and the construction of Integrated Energy System
(IES) has become a hot research topic. As an important part of IES, Combined Heat
and Power (CHP) plant effectively improve energy efficiency [5], but are still limited by
the traditional operation of “ determining electricity by heat “. Generally, there are two
solutions: One is Thermal Energy Storage (TES), and the other is Demand-Side Man-
agement (DSM) [6]. The effects of TES andDSMdo not overlap, but are complementary
[7, 8].

Current studies mainly focus on the scheduling of carbon capture or electricity load
demand response in a single energy system. There are still the following research gaps
in this field: 1) Most of the current literatures use carbon trading mechanism with fixed
carbon price, which fails to fully tap the guiding value of carbon tradingmarket, resulting
in lowweight of carbon emission reduction in optimization objectives; 2) Few literatures
have carried out detailed verification of the source side and load side coordination of
carbon capture thermal power plants and integrated demand response, and explored their
low-carbon performance under different carbon trading mechanisms.

Therefore, this paper proposes an optimal dispatch method of integrated energy
system with low carbon complementary source side and load side under the ladder-type
carbon trading mechanism. Firstly, the model of carbon capture in source side and the
model of auxiliary devices and integrated demand response in load side are analyzed.
Then, an optimization dispatch model under the ladder-type carbon trading mechanism
was established with the objective function of minimizing the total operating cost of the
integrated energy systemwithin the scheduling cycle. Commercial optimization software
CPLEXwas used to solve the problem.Through example analysis, it is verified that under
different carbon trading mechanisms, the model can optimize the electric and heating
load curve, weaken the peak-valley contradiction of the electric and heating load, achieve
full wind power consumption and reduce carbon emissions. The combination of ladder-
type carbon trading mechanism, carbon capture and integrated demand response can
better meet the requirements of economy and low carbon.

2 Low-Carbon Complementary Model of Source Side and Load
Side

2.1 Structural of the System with Low-Carbon Complementation of Source Side
and Load Side

The renewable energy generation in the system only considers wind power, and the
system structure is shown in Fig. 1.
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Fig. 1. Structural diagram of an integrated energy system

2.2 Model of the Carbon Capture in Source Side

Carbon Capture model of CHP Units. In the process of gas power generation, CHP
units can use waste heat recovery device for external heating, which improves the
economic performance and efficiency of the whole syste [9]:{

Pe
CHPi,t = Pgi,tη

e
GT

Ph
CHPi,t = Pgi,tη

h
GT

(1)

where i is the serial number of CHP unit, is the serial number of the period, Pgi,t is
the natural gas power the CHP unit consumed; Pe

CHPi,t、Ph
CHPi,t respectively are the

electrical power and heating power of CHP unit; ηeGT、ηhGT represent the gas-electric
and gas-heat conversion efficiency of the CHP unit, respectively.

The carbon capture model is as follows:

ECO2,total
CHPi,t = egPgi,t�t (2)

ECO2,cap
CHPi,t = ηCHPi,tE

CO2,total
CHPi,t (3)

PR
CHPi,t = λ

cap
CHPE

CO2,cap
CHPi,t /�t (4)

PCO2,cap
CHPi,t = PR

CHPi,t + PB
CHP (5)

Pe,J
CHPi,t =

{
Pe
CHPi,t, Unit i is not equipped with carbon capture

Pe
CHPi,t − PCO2,cap

CHPi,t ,Unit i is equipped with carbon capture
(6)

where ECO2,total
CHPi,t is the total carbon emission of the CHP unit during the period t; eg is

the parameter of carbon emission intensity per unit of natural gas; �t is the duration
of a unit time range and the value is 1 h; ECO2,cap

CHPi,t is the carbon emission captured by
the CHP unit installed with carbon capture device; ηCHPi,t is the carbon capture rate
of the CHP unit installed with carbon capture device; PR

CHPi,t is the operating energy
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consumption of CHP unit caused by carbon capture; λcapCHP is the energy consumption of

capturing per unit of CO2; P
CO2,cap
CHPi,t is the total energy consumption of CHP unit caused

by carbon capture; PB
CHP is the fixed energy consumption of carbon capture; Pe,J

CHPi,t is
the net output of CHP unit.

2.3 Model of Auxiliary Device and Integrated Demand Response in Load Side

Combining the integrated demand response with auxiliary device on load side can fully
develop advantage of multi-energy coupling characteristic in IES, exploit the regulation
ability of the heating load, smooth the electric load curve, and weaken the opposite
peak-valley characteristics of electric and heating load.

Model of Thermal Storage Tank. The model of thermal storage tank was referred to
Ref [10].

Model of Electric Boiler. The electric boiler works in the high wind power generation
period, uses thewind power to produce heat power and reduces the electric-heat coupling
output undertaken by CHP units meanwhile, which further expands the space for wind
power to supply electric load. The model of electric boiler was referred to Ref [10].

Electricity Demand Response. Electric load consists of fixed load and flexible load in
this study. The electric flexible load is divided into two types: time-shifting load and
interruptible load

PDR
t =PL

t + PTSL
t − PIL

t (7)

where PDR
t is the electric load power after demand response; PL

t is the electric load
power before demand response; PTSL

t is the time-shifting electric load power, positive
whenmoving into this period, negative whenmoving out; PIL

t is the interruptible electric
load power in period t.

The characteristic of time-shifting load is that the total amount of electricity con-
sumption remains unchanged and the time of electricity consumption can be flexibly
changed, which can be described by the following formula:

PTSL
t,min ≤

∣∣∣PTSL
t

∣∣∣ ≤ PTSL
t,max (8)

T∑
t=1

PTSL
t =0 (9)

where PTSL
t,max and P

TSL
t,min are the maximum and minimum values of the time-shifting load

power during period t.
Interruptible load is a part of the load that the user can interrupt to relieve the power

supply pressure during periods of power shortage or high electricity price. It can be
described as:

0 ≤ PIL
t ≤ PIL

t,max (10)

where PIL
t,max is the maximum interruptible load power in period t.
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Thermal Demand Response. Heating load consists of fixed load and time-shifting load
in this study.

HDR
t =HL

t + HTSL
t (11)

where HDR
t is the heating load power after demand response; HL

t is the heating load
power before demand response; HTSL

t is the time-shifting heating load power, positive
when moving into this period, negative when moving out.

Time-shifting heating load meets the following constraints:

0 ≤
∣∣∣HTSL

t

∣∣∣ ≤ HTSL
t,max (12)

T∑
t=1

HTSL
t =0 (13)

where HTSL
t,max is the maximum interruptible heating load power in period t.

3 Ladder-Type Carbon Trading Mechanism

The regulatory authorities issue free carbon emission quota to IES. When the carbon
emission generated by IES is lower than the quota, the remaining quota can be sold in
the carbon trading market; otherwise, the excess quota needs to be purchased. The unit
carbon trading price of traditional carbon trading mechanism is fixed, and its ability
to restrain carbon emissions is limited. Compared with the traditional carbon trading
mechanism, the ladder-type carbon trading mechanism has a stricter constraint effect on
carbon emissions.

In the ladder type carbon tradingmechanismproposed in this paper, the part of carbon
emissions beyond carbon quota is divided intomultiple carbon emissions interval, carbon
trading price of each interval is incremental. It means that the more carbon emissions
exceed the carbon quota, the price of carbon trading increases accordingly.

The actual carbon emissions ECO2 , carbon quota Ec and carbon trading cost CCT are
calculated as follows:

The carbon emission source is CHP units and grid electricity purchasing. The car-
bon emission is captured and sequestered by carbon capture device. The actual carbon
emission of IES (including Ng units) within a dispatching cycle is calculated according
to Eq. (14):

ECO2=
T∑
t=1

Ng∑
i=1

(ECO2,total
CHPi,t − ECO2,cap

CHPi,t ) + eb

T∑
t=1

Pb
t �t (14)

Ec = δh

T∑
t=1

Ng∑
i=1

(
ϕPe

CHPi,t + Ph
CHPi,t

)
�t + δe

T∑
t=1

Pb
t �t (15)
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CCT=

⎧⎪⎪⎨
⎪⎪⎩

c0
(
ECO2 − Ec

)
, 0 ≤ ECO2 ≤ Ec

c
(
ECO2 − Ec

)
, Ec < ECO2 ≤ Ec + v

cv + c(1 + α)
(
ECO2 − Ec − v

)
, Ec + v < ECO2 ≤ Ec + 2v

c(2 + α)v + c(1 + 2α)
(
ECO2 − Ec − 2v

)
, ECO2 > Ec + 2v

(16)

where eb is the parameter of carbon emission intensity per unit electricity purchased from
the grid; Ec is the carbon emission quota within a dispatching cycle [1]; δh is the carbon
emission quota coefficient of CHP units; δe is the carbon emission quota coefficient of
grid electricity purchasing; ϕ is the conversion coefficient of electric power to heating
power of CHP unit [2]; CCT is the carbon trading cost of a dispatching cycle; c0 is the
price of selling excess carbon emission allowances; c is the carbon trading base price;
α is the ladder growth rate of carbon trading price; ν is the upper limit of every interval
of carbon emissions.

4 Optimal Dispatch Model of Integrated Energy System

4.1 Model of Stochastic Wind Power

The research shows that wind speed followsWeibull distribution. According to the wind
speedprobability density function (PDF) and the relationship betweenwindpower output
and wind speed, the wind power output PDF can be deduced as [10]:

fo(P
W
t ) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

(khvin/γP∗)
[
((1 + hPWt /P∗)vin)/γ

]k−1 × exp

{
−

[
((1 + hPWt /P∗)vin)/γ

]k}

PWt ∈ [0,P∗]
0, otherwise

(17)

h = (v∗/vin) − 1 (18)

where PW
t is the output power of wind power generation, which is an uncertain quantity;

k is the shape coefficient, which describes the shape of wind speed PDF; P∗ is the rated
output power of the wind turbine; vin is the cut-in wind speed; v∗ is rated wind speed; γ
is the scale coefficient, reflecting the average wind speed of a certain period.

4.2 Objective Function

The total operating cost of IES consists of the following parts:

minF = min(Cb+Cg+CCT+CTY+CW+CIL) (19)

where F is the total cost of the dispatching model; Cb is the cost of purchasing power
from the grid;Cg is the cost of generating power and heat and providing reserve capacity
for CHP units; CCT the carbon trading cost; CTY is the cost of CO2 transportation and
storage; CW is the wind abandoning penalty cost and CIL is the compensation cost of
interruptible power load.

Cb =
T∑
t=1

cbt P
b
t �t (20)
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where cbt is the price of grid electricity in period t; Pb
t is the electricity purchased from

the grid in period t.

Cg =
T∑
t=1

Ng∑
i=1

(
Pgi,t�t

Qgas
λ
g
t + Copen

i Si,t + rgiRCHPi,t�t) (21)

where Qgas is low calorific value of natural gas; λ
g
t is natural gas price; Copen

i is the
startup cost of the CHP unit; Si,t is the startup variable of the CHP unit in period t, where
1 represents startup and 0 represents shutdown; rgi is the reserve cost of the CHP unit;
RCHPi,t is the reserve capacity of the CHP unit during the period t.

CTY = σty(

T∑
t=1

Ng∑
i=1

ECO2,cap
CHPi,t ) (22)

where σty is the price of transportation and storage of per unit carbon dioxide.

CW =
T∑
t=1

KWPwq,t�t (23)

Pwq,t = E(PW
t ) − Pw,t (24)

whereKW is the penalty cost per unit ofwind abandoning volume;Pwq,t is thewind aban-
doning power; E(PW

t ) is the expected wind power output; Pw,t is the actual consumption
of wind power.

CIL =
T∑
t=1

KILP
IL
t �t (25)

where KIL is the compensation coefficient of interrupted electrical load.

4.3 Operational Constraints

a. Power balance constraints:

Ng∑
i=1

Pe,J
CHPi,t + Pw,t + Pb

t = PDR
t +Peb,t (26)

Ng∑
i=1

Ph
CHPi,t + HHSS

DC,t − HHSS
CH,t + Heb,t = HDR

t (27)

where Peb,t is the power consumed by the electric boiler.
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b. CHP units constraints:

CHP units operation constraints are shown in Ref [12].
Carbon capture constraints are shown in (2)–(6).

c. Thermal storage tank constraints are shown in Ref [10].
d. Electric boiler constraints are shown in Ref [10].
e. Wind power output constraint:

0 ≤ Pw,t ≤ E(Pw
t ) (28)

f. Reserve capacity constraint: Due to the inclusion of wind power random variable,
the reserve capacity is an uncertain constraint condition, and Chance Constrained
Programming (CCP) is used to deal with the uncertain problem.

Prob

⎧⎨
⎩

Ng∑
i=1

RCHPi,t ≥ E
(
PW
t

)
− PW

t

⎫⎬
⎭ ≥ α (29)

where α is the artificially set confidence, which can balance economy and reliability;
PW
t is the wind power output during period t, which is an uncertain quantity. The method

how to transform this chance constraint into a deterministic constraint refers to Ref [11].

g. Integrated demand response constraints are shown in (7)–(13).

5 Model Solving

5.1 Probabilistic Serialization Processing of Wind Power

After the PDF of wind power output is discretized by using Sequence operation theory
(SOT), opportunity constraint can be transformed into deterministic constraint. The
probability sequence can be expressed as:

Na∑
i=0

a(i) = 1, a(i) ≥ 0 (30)

The length of probability sequence is:

Na,t =
[
PW
max,t

q

]
(31)

where q is the discretization step size; PW
max,t is the maximum possible wind power. The

probabilistic sequence obtained by discretization has a total of Na,t+1 states, of which
the output of the ua,t state is ua,tq, and the corresponding probability is a(ua,t).
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According to the PDF of wind power output fo(PW
t ), the corresponding probability

sequence a
(
ua,t

)
can be obtained:

a
(
ua,t

) =

⎧⎪⎨
⎪⎩

∫ q/2
0 fo

(
PW
t

)
dPW

t , ua,t = 0∫ ua,tq+q/2
ua,tq−q/2 fo

(
PW
t

)
dPW

t , 0 < ua,t < Na,t∫ ua,tq
ua,tq−q/2 fo

(
PW
t

)
dPW

t , ua,t = Na,t

(32)

Wind power output expectation E(PW
t ) can be obtained from the probability

sequence:

E(PW
t )

Na,t∑
ua,t=0

ua,tq · a(ua,t) (33)

5.2 Handling of Chance Constraints

To deal with chance constraint (29), a 0–1 variable ωua,t is introduced as:

ωua,t=

⎧⎪⎨
⎪⎩
1,

Ng∑
i=1

RCHPi,t ≥ E(PW
t ) − ua,tq

0, otherwise

,∀t, ua,t = 0, 1, ...,Na,t
(34)

Formula (34) represents: in any period, when the total reserve capacity is not less than
the difference between the power which wind power supplies to load and its expected
value, the decision variable is 1, otherwise 0. Thus, opportunity constraint is transformed
into certainty constraint.

In combination with the wind power output probability sequence, (29) can be
transformed into (35):

Na,t∑
ua,t=0

ωua,t a(ua,t) ≥ α (35)

Since the expression in (34) is incompatible with the solution format of mixed integer
linear programming, (36) is used to replace (34):

⎛
⎝Ng∑
i=1

RCHPi,t − E(PWt ) + ua,t q

⎞
⎠/

τ ≤ ωua,t ≤ 1 +
⎛
⎝Ng∑
i=1

RCHPi,t − E(PWt ) + ua,t q

⎞
⎠/

τ (36)

where τ is an extremely large positive number.
(35) and (36) can replace (29) to convert the chance constraint of reserve capacity into

deterministic constraint, so as to solve mixed integer linear programming with CPLEX
programming.
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6 Case Study

To verify the effectiveness of the proposed scheduling model, a case study of IES in
north China was conducted.

6.1 Parameters Settings

The wind turbine parameters are referenced [10]. There are two CHP units in total, and
only carbon capture equipment is added to CHP unit 1, while no modification is made
to CHP unit 2. The maximum power of incoming load is set at 10% of the load power
demand in each period, and the maximum power of outgoing load is set at 20% of the
load power demand in each period. The maximum interruptible load is set at 15% of
the load power demand in each period. The maximum power transferred to the heating
load is set at 10% of the heating load demand in each period, and the maximum power
removed from the heating load is set at 20% of the heating load demand in each period.
Other system parameters and carbon trading ladder price are shown in Table A1, and
CHP units parameters are shown in Table A2. The electricity purchase price of IES from
the superior power grid is shown in Table A3.

In a dispatching cycle, the expected output of wind power, electric load demand and
heating load demand are shown in Fig. 2.
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supply optimization result

6.2 IES Optimal Dispatch Results

Figure 3 shows the IES power system optimal operation strategy within a scheduling
period. It can be seen that in order to ensure power supply during the peak period of
electricity price (period 9–12, period 18–21), IES increases the output of CHP units and
reduces the purchasing power from grid and carbon capture power, so that most of the
power generated by CHP unit 1 is supplied to the load side, and it is avoided to purchase
power from the grid during the peak period of electricity price, so as to improve the
economic benefit of IES. The carbon capture power during period 13–17 is relatively
high, because the electricity load demand is larger and wind power output is insufficient,
which leads to higher output of CHP units and more carbon emissions. Because at this
time, the grid electricity price is in the flat period, IES can make up the power supply to
the load side by purchasing power from the grid. As a result, the IES can improve the
carbon capture power to avoid to produce too much carbon transaction costs, and the net
electrical output of CHP unit 1 is reduced slightly. In the periods when the electric load
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demand and electricity price are both low and the heat load is high (period 1–4, period
22–24), IES increases the carbon capture power and reduces the net electrical output of
CHP units, which provides more consumption space for wind power while reduces the
carbon emission and ensures the low-carbon characteristic of IES. In addition, the wind
curtailment power is always 0 during the dispatching cycle, indicating that the wind
power is 100% absorbed by IES.

Figure 4 shows the optimal operation strategy of IES heating system, the releasing
power of the thermal storage tank is positive and the charging power is negative. It can
be seen that, in the period when the electricity price and load are both high (period 10,
period 17–18), the IES thermal load demand is shared by the two CHP units. This is
because in order to guarantee the electric power supply in these periods, the electric
thermal coupling output of CHP units is high. When the wind power is abundant (period
1–6, period 21–24), the electric boiler starts to supply part of the heat load and reduce
the heating production pressure of CHP units. The thermal storage tank storages heat in
the daytime when the output of CHP units is high and the demand of heat load is small
while it releases heat at night, reducing the electric thermal coupling output of CHP units
at night together with the electric boiler, and increasing the consumption of wind power.

6.3 Analysis of the Complementation of Source-Load Low-Carbon Performance
Under Different Carbon Trading Mechanism

This section sets up eight cases, traditional carbon trading price is set to 300 ¥/t. The
case settings are shown in Table 1,

√
means considering and × said don’t consider.

Figure 5 and Fig. 6 shows the comparison of different cases under the two carbon
trading mechanisms, and each group of data has been normalized. Figure 7 shows the
wind power curtailment and carbon emissions in 8 cases, and Fig. 8 s the comparison of
related costs in 8 cases.

Table 1. Different settings of eight cases

Case 1 2 3 4 5 6 7 8

Traditional carbon trading mechanism
√ √ √ √ × × × ×

ladder-type carbon trading mechanism × × × × √ √ √ √

carbon capture × √ × √ × √ × √

integrated energy system × × √ √ × × √ √

According to Fig. 5 and Fig. 6, it can be seen that the advantage of carbon capture lies
in the significant reduction of carbon emissions, while the disadvantage lies in the high
operating pressure of CHP units and the high cost of electricity purchase in peak periods.
This is because part of the electric power produced by CHP units is used for capture, and
the net output of the CHP unit is reduced, thus increasing the consumption space of wind
power. Although part of the electric power for carbon capture will make it necessary to
increase the electricity purchased from the grid and the electricity generation from CHP
units during the peak load period.
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The advantage of integrated demand response lies in optimizing load curve and
reducing electricity purchase cost, while the disadvantage lies in weak carbon emission
reduction effect and high carbon transaction cost. This is because the demand response is
based on the essence of reformulating the load curve according to the cost of producing
electric and heating power and the situation of electric thermal coupling output of CHP
units in each period. Due to the low electric power supply cost in the peak period of wind
power, the system will move the time-shifting electric load into these periods to absorb
wind power as much as possible, and transfers part of heat load which is originally high
in these periods to the daytime properly to weaken the peak-valley contradiction of the
electric and heating load. In this way, IES can decrease the heating production pressure
of CHP units at night. Thus the electric thermal coupling output of CHP units decreases,
which gives rise to further expansion of wind power consumption space. During the
periods of high electricity price, part of the load is moved out or interrupted, which
greatly reduces the electricity purchase cost and the total cost, proving the economy of
the integrated demand response. Integrated demand response reduces carbon emissions
by increasing the ratio of wind power utilization, reducing the energy supply of CHP
units and power purchased from the grid. However, due to the limited amount of wind
power and load adjustment, it is impossible to achieve a drastic cut in the energy supply
of CHP units, so the effect of reducing carbon emissions is not as direct and significant
as carbon capture.

Fig. 5. Comparison of cases under
traditional carbon trading mechanism

Fig. 6. Comparison of cases under
ladder-type carbon trading mechanism

The effect of combining the two is significantly better. It indicates that under two
different carbon trading mechanisms, carbon capture and integrated demand response
have similar complementary properties, and the combination of the two can achieve
more significant effects of carbon reduction and wind power consumption.

Figure 7 and Fig. 8 prove that the ladder-type carbon trading mechanism can effec-
tively reduce carbon emissions, but it has almost no impact on the amount of wind power
consumption. This is because the ladder-type carbon trading mechanism strictly limits
carbon emissions through the high price of the second and third intervals, so that it
does not exceed the range of the first interval except the peak period of electricity and
heat consumption. Wind power usage is in essence directly related to the load demand,
while the ladder-type carbon trading mechanism does not affect the load demand in each
period, so it has no influence on the total wind power curtailment.
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and carbon emissions in different cases
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7 Conclusion

This paper proposes an optimal dispatching method of integrated energy system con-
sidering the low-carbon complementarity of source side and load side under ladder-type
carbon trading mechanism. It realizes flexible scheduling of the system and enhances
the low-carbon economy of the system through the coordination of ladder-type carbon
trading mechanism, source-side carbon capture and load-side comprehensive demand
response. The following conclusions are obtained through case analysis:

The dispatching model proposed in this paper combines source side carbon cap-
ture with load side integrated demand response and verifies that the two have similar
complementary properties under different carbon trading mechanisms, and explores the
advantages and disadvantages of both. The combination of the two can weaken the
peak-valley contradiction of the electric and heating load through peak shaving and val-
ley filling, make the actual carbon emissions decrease when the output of CHP units
increases, so that IES has a good low-carbon economy on the basis of ensuring the
reliability of energy supply. Moreover, the cost, wind power consumption and carbon
emissions of this model are optimal under the ladder-type carbon trading mechanism.

Appendices

Table A1. Parameters of the system
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Table A2. Parameters of gas CHP unit

Table A3. Time-of-use price

Time frame Concrete time Electricity price(¥/kWh)

Peak period 8:00–12:00, 18:00–22:00 1.206

Flat period 6:00–8:00, 12:00–18:00 0.825

Valley period 1:00–6:00, 22:00–1:00 0.4425
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Abstract. The comprehensive development of the spot market has become the
focus of electricity market construction in China in the next stage. The develop-
ment and operation of virtual power plants in the future will be mainly realized in
the context of the electricity spot market. And exploring the mechanism for virtual
power plants to participate in the electricity spot market is of great significance
for tapping the potential of distributed resources and encouraging virtual power
plants to aggregate multiple entities to participate in the electricity market. To this
end, this paper first proposes a multi-objective aggregation optimization model
considering the uncertainty of new energy output, and then proposes a trading
mode and framework system for virtual power plants to participate in the electric-
ity spot market according to the current rules. Finally, based on the above analysis,
a multi-objective decision-making model for virtual power plants to participate
in spot market transactions is established, and the effectiveness of the model is
proved. Through the systematic analysis, the development of virtual power plants
in the future are discussed.

Keywords: Virtual power plant · Electricity spot market · Trading mechanism ·
Multi-objective optimization · Decision model

1 Introduction

With the further advancement of the power system reform and the gradual increase in the
proportion of renewable energy, it is urgent for demand-side resources to participate in the
operation and regulationof the power grid, coordinatewith the power generation side, and
reduce the randomness andvolatility of both sides [1]. From theperspective of themarket,
with the gradual establishment of the competitive electricitymarket, the types of demand-
side entities are diversified, and the new market entities such as distributed generations,
energy storage facilities, and electric vehicles are becoming increasingly active, and
new market mechanisms and business models need to be established to support the
development of these entities [2–4]. The gradual integration of new technologies and the
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energy field represented by information technology and control technology has provided
a technical guarantee for demand-side resources to participate in the electricity market
[5–7].

At present, virtual power plants (VPPs) mainly participate in demand response and
peak regulation auxiliary services [8, 9]. With the advancement of the reform of elec-
tricity marketization, as a key link connecting medium and long-term transactions and
real-time operation, the comprehensive development of the spot market has become the
core and focus of the next stage of China’s electricity market construction [10, 11].
Development and operation of VPPs in the future will be mainly realized in the con-
text of the electricity spot market. However, the market mechanism that was originally
designed for traditional generators and loads was not well adapted to VPPs [12].

Due to the characteristics of resources aggregated, VPPs have more complex char-
acteristics, and there are obvious differences between VPPs and traditional plants [13,
14]. In terms of utility function, VPPs can provide peak shaving and valley filling ser-
vices, capacity resources, frequency regulation backup and other services that have been
market-oriented, which blurs the market positioning of VPPs [15, 16]. In terms of phys-
ical constraints, charging and discharging restrictions of energy storage batteries and
behavioral laws of electric vehicles make VPPs have unique energy limitations and par-
ticular modeling methods [17, 18]. In terms of cost characteristics, VPPs have greater
uncertainty after aggregating resources with uncertainty, and there is no fixed value for
discharge costs, which is depended on the price of the charging period and the opportu-
nity cost of other periods with inability to discharge [16, 19, 20]. The complex costing
will challenge the decision-making of market members and the regulation of organizers.
Therefore, VPPs have special characteristics in many terms.

In order to promote the participation ofVPPs in the electricity spotmarket, organizers
need to clarify the adaptability and inadequacy of the existing market mechanism, study
the participation methods suitable for VPPs, and clarify the elements of the mechanism
that need to be adjusted.

VPPs will support the large-scale new energy connecting to the power grid, alle-
viate the fluctuation, and improve the utilization rate of new energy [13]. Different
from the traditional power generation side and demand side resources, VPPs have a
variety of advantages such as real-time and flexibility, and their mechanisms for par-
ticipating in market transactions should also have their particularities [21]. Under the
background of the electricity marketization, it is of great significance to connect the
power auxiliary service market, demand response and electricity spot market. And the
mechanism of electricity spot market for VPPs should be explored to tap the potential
of distributed resources and encourage VPPs to aggregate multiple entities to participate
in the electricity market [22].

To this end, this paper first proposes two indicators of theminimum reliability expec-
tation value and confidence capacity, analyzes the uncertainty of new energy output. On
the basis of summarizing the internal resource output characteristics and output cost of
VPPs, an internal aggregation optimization model with uncertainty and lowest cost as
the goal is established. Then the trading mode and framework system for VPPs to partic-
ipate in the electricity spot market according to the current spot market rules is proposed.
Above all, a two-stage decision-making model for VPPs to participate in spot market
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transactions is established. The effectiveness of the model is validated with an example.
Through the systematic sorting out of the trading mechanism of VPP participation in the
electricity market, the development direction of future mechanism design is discussed.

2 Uncertainty Analysis of New Energy Output

The reliability of wind and PV power plants can be evaluated from three aspects: the
probability of power outages, the time of blackouts, and the amount of power outages,
and they can be described by the minimum expected value of reliability, δwind and δsolar .

δ = 1

NY

NY∑

Y=1

1

T

No∑

o=1

δ
(
ZY ,o

)
D

(
ZY ,o

)
(1)

where δ(ZY,o) is the least reliability expected function, ZY,o is the system state at the o
time point in the Y th simulation, and D(ZY,o) is the duration of the system in that state.
No is the number of system states and NY is the number of simulation calculations.

The wind and PV power station are equivalent to conventional power plants of the
same type, and the auxiliary function method is used to calculate the confidence capacity
Cwind and Csolar . The minimum expected value for reliability δ affected by capacity
credit C and system load L.

The capacity credit of PV and wind turbines under different loads is calculated by
formula (1) and the sequentialMonte Carlomethod, and the δwind-Cwind and δsolar-Csolar

curves are plotted, as shown in Fig. 1 and Fig. 2.
According to the calculation method of conventional unit reliability index [23], the

δusual-Cusual curve of conventional unit is plotted. The flowchart is shown in Fig. 1,
where N is the number of samples.

First, the minimum expected value of reliability corresponding to the capacity of
the wind power station is found on the δwind-Cwind curve, and then the corresponding
capacity is found on the δusual-Cusual curve of the value, which is the capacity credit of
the wind power station. The PV power station can be obtained in the same way.

δusual(Cusualo,Lo) = δwind (Cwindo,Lo) (2)

Cusualo , Cwindo is the installed capacity of conventional units and wind turbines, and the
Lo is the system load.

The total reliability δall of all aggregated wind and PV power plants is calculated as
shown in Eq. (3).

δall = δall

(
n∑

i=1

Ci

)
(3)

n is the number of all wind farms and photovoltaic power plants,Ci is the capacity credit
of the ith wind power station or PV power station.
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Fig. 1. Reliability metric calculation process.

Fig. 2. Capacity credit diagram of wind power and PV power plants in first quarter.

3 Model of VPPs Participating in the Electricity Spot Market

3.1 Trading Mode

The role of VPPs is similar to that of traditional power plants, and when optimized with
the goal of maximizing the overall revenue, the main mode of VPP participating in the
electricity market is a hybrid model of bilateral mode and joint venture mode [24, 25].
In the model, there exists a power trading center and at the same time allows both virtual
power plants and users to conduct bilateral transactions independently. Under this more
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flexiblemodel, electricity buyers and sellers in themarket have full autonomy indecision-
making and can decide on their own how to participate in electricity transactions. At
the same time, the VPPs have multiple profit channels under this mode, which can
greatly improve the revenue. VPPs can participate in the competition of multiple trading
markets at the same time, including the day-ahead market (DA) real-time market (RT).
And the VPPs will reasonably select different markets to participate in the competition
according to its own output. VPPs participating in the DA market needs to predict the
power generation one day in advance and reasonably arrange power generation plan
according to the forecast output. Because the forecast has a certain degree of error, so it
needs a RT market to ensure the RT balance of power supply [26].

The DA market and RT market both have short trading cycle, in which the VPPs
usually serve as the price receiver, that is, their bidding strategy will not cause price
fluctuations in both markets. In the spot market, virtual power plants are divided into
two categories according to whether they participate in RT market bidding, which also
determines whether virtual power plants need to submit RT market bidding curves.
When the VPP participates in the RT market bidding, the VPP operator will generate
the bidding curve of price and electricity according to its own optimized decision model
to the trading market, indicating the willingness of the VPP to buy and sell electricity in
the market. And before formulating its own decision model the VPP operator needs to
consider the impact of its uncertainty factors, including output volatility, spot electricity
price uncertainty, load demand uncertainty. When not participating in the RT market
bidding, the VPPs can only rely on the DA market transaction to ensure the balance
of electricity. But at present, there are more uncertainties and strong real-time in the
electricity market, which will make the VPPs in a very passive situation.

3.2 Framework

This paper aims at the structure of multi-VPPs composed of multiple regional VPPs,
and studies the multi-VPP trading strategy based on game theory. When two or more
VPPs are connected and managed through a centralized control center, the structure
formed is a multi-VPP structure [27]. The control mode of multiple VPPs in this paper
is a combination of decentralized control and completely decentralized control, which
means the power generation units within multiple VPPs are not fully autonomous, and
multiple VPPs are not completely independent of each other. They are in a state of
mutual competition but interrelated, and each VPP combines its own output and other
VPP information to develop its own strategy to participate in market competition, as
shown in Fig. 3.

3.3 Bidding Model

The factors that affect the trend of the market price expectation curve in different sce-
narios include the daily market price expectation curve and the behavior of competitors
in different scenarios, based on which VPPs adjust their profit model and achieve the
goal of maximizing the profitability of participation in the spot market, as shown in the
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Fig. 3. Multi-VPP trading structure.

function (4), which is constructed based on the goal of maximizing the profit in the DA
energy market combined with the DA frequency modulation (FM) market.
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Parameters of various entities aggregated by VPPs constitute a collection I, and
aggregated loads constitute a collection K. Among them, it is an expected scenario h in
the typical scene set H. In this scenario, the clearance price of the FM capacity of the
service market, the clearance price of the FM mileage of the service market, and the
system marginal clearance price of the energy market in the DA market at time t are P1
t,h, P2 t,h, P3 t,h. Under the above conditions, D + i,t,h and D- i,t,h on behalf of the DA
independent system operators in the FM market accepted the capacity of the up/down
FM of unit i. R + i,t,h and R- i,t,h on behalf of the DA independent system operators in
the service market accepted up/down FM mileage of unit i. Di,t,h on behalf of the DA
independent system operators on the market to accept the reported capacity of unit i.
lk,t,h represents the declaration curve of the load k accepted by the independent system
operators in the DA market.

Calculate the probability-weighted average of all classical scenarios and the price of
the market clearance before the day, establish the second stage optimization model, and
combine the two-layer model with external optimization to calculate the total revenue
of VPPs under different profit modes.

The dispatching agency and the power trading center are the followers in the game,
and the joint market clearance is carried out according to the power demand and the
quotation of each subject, and the function is established with the goal of minimizing
the total purchase cost.
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U is a collection of regular units. Su,t,h, SD,AS u,t,h, SR,AS u,t,h are the quotation of
the FM capacity and mileage of the unit u at time t under the scenario h in the electric
energy market and the auxiliary service market. Sdis i,t,h and Sch i,t,h are respectively
the charging and discharging quotationmileage of the entity i at time t under the scenario
h in the electric energy market. SD,AS i,t,h and SR,AS i,t,h are respectively the quotation
of the FM capacity and mileage in the auxiliary service market. Du,t,h is the up/down
frequency regulation capacity of the conventional unit accepted by the independent
system operator in the DA energy market. D + u,t,h and D- u,t,h are the unit up/down
frequency regulation mileage accepted by the independent system operator in the DA
FM market. R + u,t,h and R- u,t,h are the unit up/down frequency regulation mileage
accepted by the independent system operator in the current service market.

The relevant constraints for Eq. (4) include grid power transmission constraints, VPP
up-and-down mileage constraints, and VPP capacity up-and-down capacity constraints,
as shown in Eqs. (6)–(8).

∣∣∣Dout
I ,t,h − Din

I ,t,h

∣∣∣ ≤ Dem
max (6)

At time i, the difference between the electricity sold and purchased by the VPP in
the DA energy market should be less than the maximum bidding power in the market.

{
D+
i,t,h ≤ R+

i,t,h ≤ αiD
+
i,t,h

D−
i,t,h ≤ R−

i,t,h ≤ αiD
−
i,t,h

(7)

In the scenario h of DA service market, the FM mileage R+
i,t,h and R−

i,t,h of the
unit i at time t should be greater than its FM power D+

i,t,h and D−
i,t,h, which should be

less than the FM electricity reported. αi is an FM mileage multiplier, which is used to
calculate the actual moving mileage of the unit for every up/down 1MW of FM capacity.
It is calculated by comparing the total mileage of all FM resources in the previous period
with the total capacity.

{
0 ≤ Dout

i,t,h + D+
i,t,h ≤ Pdis

i,max

0 ≤ Din
i,t,h + D−

i,t,h ≤ Pch
i,max

(8)

The sum of the FM capacity and the purchased/sold capacity reported by the unit in
the service market is less than the maximum charging and discharging power Pch i,max
and Pdis i,max of the VPP in the DA market.

Equation (5) needs tomeet the power balance constraint of the electric energymarket,
and the power constraint of the conventional unit is shown in Eq. (9)–(10).

∑

i∈I

(
Du,t,h − li,t,r

) = Lt −
∑

u∈U
Su,t,h (9)

Lt is the size of the system load at the moment t.

P−
u,t,h − Pg,min ≤ Pu,t,h ≤ Pg,max − P+

u,t,h (10)

The output of the unit u at time t is constrained. Pg,min and Pg,max are the maximum
and minimum output of the unit.
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Based on the above functions, the profit model optimization system and method
of the spot market of VPP are constructed, which belongs to the nonlinear and mixed
integer optimization problem, and the system is established based on Matlab to solve
the profit model with the largest output total return. The logic of the model is shown in
Fig. 4.

Fig. 4. A two-stage model of VPPs participating in the spot market.

4 Numerical Example

In this paper, a VPP composed of wind units, PV units, energy storage facilities and
flexible loads is selected as an example for verification. Distributed wind turbines are
rated at 8 MW and 10 MW in maximum output. Distributed PV units are rated at
5MW and 7MW inmaximum output. The maximum storage capacity of energy storage
batteries is l0 MWh, the minimum storage capacity is l MWh, and the initial capacity
is 5 MWh. The maximum charging power is 1.5 MW/h, and the maximum discharge
power is 2 MWh.

The results of the internal resource optimization are shown in the Fig. 5.
Figure 5 shows the wind-solar-storage hybrid power generation. The charging and

discharging timeof energy storage reflects the peak andvalleyof loadpower consumption
to a certain extent. The period from 1:00 am to 7:00 am has high wind power generation,
and the excess power generationflows to the energy storage facilities. 10:00 am, 18:00pm
to 20:00 pm, and 24:00 pm are the load peaks, and the energy storage facilities discharge
to make up for the shortage of new energy generation in the VPP. By coordinating the
charging and discharging of energy storage facilities, the VPP reduces the abandonment
of wind and solar energy.

Figure 6 show the adjustment effect of the VPP on the load. By adjusting the flexible
load to shift the peak and fill the valley, the originally large peak-to-valley difference is
reduced, which is beneficial to the safety and stability of the power system.
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Fig. 5. Charging and discharging power of each entity after internal optimization of VPP.

Fig. 6. Internal optimized load of VPP.

Themodels under ten electricity price scenarios are calculated to obtain the two-stage
decision-making results of VPPs participating in spot market transactions.

Based on the internal balance adjustment of the virtual power plant, the virtual power
plant externally participates in the spot market as a power plant to obtain benefits. For
the analysis of the previous decision-making, it can be seen from Fig. 7 that the daily
declaration output curve of the VPP can be divided into three stages: the first stage
is from 0 am to 8 am, because the system only has wind power output at night, so
the amount of declaration is low. The second stage is from 9 am to 15 pm. This stage
is gradually increased with distributed PV power generation, and the system’s joint
declaration volume gradually increases. The third stage is from 16 pm to 23 pm. As the
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Fig. 7. VPP joint declaration output curve.

peak of electricity consumption is approaching, the DA market price rises, and the joint
declaration volume of the system reaches the highest value.

5 Conclusion

The VPP aggregates the diverse and scattered small and micro entities into a whole,
and is dispatched by the VPP operator in a unified manner, which makes good use of
the complementarity of the output of the small and micro entities and improves the
overall economic benefits. This paper explores a two-stage decision-making model for
VPPs that include distributed power generation, energy storage batteries, and flexible
compliance to participate in electricity spot market. The research shows that the model
can effectively support VPP operators to optimize the reporting strategy under spot
market conditions, make decisions scientific and effective, and improve the profits. In
the next stage, the consideration is howVPPoperators canmake joint strategic quotations
in multiple markets such as the medium and long-term market, the spot market and the
auxiliary service market to improve profits.
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Abstract. Reliability prediction of relay protection devices is an important tech-
nical means to improve the inherent reliability performance of relay protection
devices. The current reliability prediction mainly adopts the GJB/Z 299C stan-
dard and the U.S. military standardMIL-HDBK-217, both of which consider each
stress in a series model and do not consider the role of individual stresses on the
overall failure rate, resulting in less accurate predicted values for the basic failure
rate of components. Therefore, in this paper, a barrel theory analysis method is
used to propose the calculation method of partial stress failure rate focusing on
the failure mode of aluminum electrolytic capacitors on power supply boards,
and a common coefficient to evaluate the interaction between each stress is given.
The prediction results are also compared with the traditional reliability prediction
standards, and it is found that the failure rate of aluminum electrolytic capaci-
tors is greatly improved, and the life of relay protection devices is shortened to
12 years under normal environment and 6 years under the worst environment,
which is consistent with the statement in the “Regulations for the Operation and
Management of Microcomputer Relay Protection Devices” that the service life of
re-lay protection devices should not be less than 12 years.

Keywords: Relay protection devices · Barrel theory · Reliability prediction ·
Stress characteristics · Operating failure rate · Acceleration factor

1 Introduction

The relay protection device is the first defense line for the safe and stable operation of
the grid. When a fault occurs in the grid equipment, the protection device is required to
remove the faulty equipment correctly and quickly to avoid affecting the normal work
of other parts. In recent years, large-scale power outages around the world have been
directly or indirectly related to the incorrect running of protection devices to some extent.
This is because electromagnetic and thermal stresses, which are strongly associated with
the stable operation of relay protection devices, play a vital role in their reliable running
[1, 2]. The environmental stresses in substations have special characteristics: firstly, the
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distribution of industrial frequency electromagnetic fields due to their energy transfer and
distribution functions and the intricate distribution of high frequency electromagnetic
fields due to faults and switching operations; secondly, the variety of equipment in the
station can cause uneven distribution of thermal fields due to more heat loss and heat
dissipation. Therefore, an accurate and reasonable assessment of the reliability of relay
protection devices, to provide a basis for their regularmaintenance and decommissioning
and replacement, has also become a current research direction of great interest.

The failure rate of protection devices not only increases over time, but also increases
maintenance costs and accident risks. Previously, the safe and stable operation of sec-
ondary equipment was achieved through repair and maintenance methods, but this prac-
tice not only affects the reliability of protection devices by introducing human factors,
but also causes the problem of insufficient field operation and maintenance personnel. In
addition, the current age of the maintenance and repair cycle of relay protection equip-
ment is an empirical engineering value that lacks systematic, scientific, and accurate
predictions. Therefore, in order to avoid economic losses caused by blind replacement
of equipment and safety hazards associated with continued operation, scientific and
reasonable reliability prediction and life estimation of protection devices are of great
significance to improve the safety, reliability and economy of power systems [3].

2 Reliability Prediction Method

2.1 Reliability Prediction Methods in Relay Protection Devices

Reliability prediction for relay protection devices refers to the work performed to esti-
mate the reliability of a relay protection device under given operating conditions. Spe-
cific metrics measured in terms of product failure rate (λ), mean time between failures
(MTBF), reliability (R), and other metrics [4, 5]. Usually, the higher reliability of relay
protection equipment, the longer its service life, the greater the MTBF, the higher the
reliability, and the lower corresponding product failure rate. The role of reliability pre-
diction is to estimate the reliability parameters of relay protection equipment in different
operating environments based on the reliability data or empirical data of similar prod-
ucts or the units that make up the product, as the product itself does not or has fewer
corresponding data.

As shown in Fig. 1, the “bathtub curve” divides the product life cycle into three
phases: 1. Infant mortality period, early failures; 2. Period of useful life, approximately
constant failure rate; 3. Wear out period, wear failures [6]. Cause using constant failure
rate is still the most relevant approach for estimating the predicted reliability of a system,
reliability prediction methods are mainly for products where the failure occurs in the
period of useful life [7].

2.2 Comparison of Various Reliability Prediction Methods

Reliability prediction is based on the reliability prediction manuals, also known as the
reliability prediction standard, which provides basic data and prediction methods. Com-
mon reliability standards include IEC/TR 62380 of the International Electrotechnical
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Fig. 1. Bathtub curve

Commission, SR-332 of Bell Labs, MIL-HDBK-217 of the U.S. military standard, and
GJB/Z 299C of the national standard. Other well-known standards for enterprise relia-
bility prediction include Siemens SN29500, FIDES-Guide, a FIDES Group company,
and Quanterion Solutions 217Plus [8, 9].

In these standards, GJB/Z 299C is benchmarked against MIL-HDBK-217 and for-
mulatedwith reference to it. The two standards are comprehensive in terms of component
categories and provide 2 expected methods of component counting method and compo-
nent stress analysis method, but their disadvantage is that both have not been updated
for many years, and the predicted standard value of component failure rate is lower
than the actual situation. And Bell Labs SR-332, Siemens SN29500, FIDES Group Inc.
FIDES and Quanterion Solutions 217Plus standards are all corporate standards, all with
their own predicted models and corresponding applicable scenarios. With the develop-
ment of their own enterprises and the times, corporate standards are representative and
up-to-date.

At the same time, reliability prediction methods can be divided into three categories,
the most commonly used is the method based on basic empirical model, like the U.S.
military standard and Bell Labs standard, the advantage of this method is that it can
actually respond to failure rate and defect density, and can be used as a good indicator
of field reliability, but its disadvantage is that this kind of model is difficult to keep
updated continuously, it is difficult to obtain high-quality field data, and it is difficult
to distinguish quality and environment such relevant variables. The other two are the
failure physics-based approach and the test data-based approach, respectively.

Since the circuit composition and hardware platform architecture in protection
devices are known, it is more accurate to use the stress model analysis method to pre-
dict reliability in relay protection devices. However, even for the same standard and the
same method, there are still differences in the stress analysis method models used for
reliability estimation of the same components. The reason for this is the difference in
the source of components. In the GJB/Z 299C manual, when using the stress analysis
method to calculate the working failure rate of domestic capacitors, the temperature is
considered, but the effect of electrical stress is not considered, as in Eq. 1 below. While
in the analysis of foreign imported capacitors using the GB/Z 299C standard, it is only
when calculating the working failure rate that both the temperature coefficient πT and
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the electrical stress coefficient πS are considered, as in Eq. 2 below.

λP = λbπEπQπCVπSRπKπch (1)

λP = λbπEπQπTπSπch (2)

This indicates that the accuracy of the model of the stress analysis method will be more
fully considered as the performance of the component being expected evolves, reducing
the uncertainties and making the failure rate more accurate as well. As shown in Fig. 2
below.

Failure 

Rate

PhaseTrue system faliure Rate

Uncertainty Bound

Fig. 2. Component failure rate trend

Therefore, with the widespread use of domestic devices in relay protection devices, it
will also continue to promote the improvement of themanufacturing process of domestic
devices. Also with the progress of material physics, the original use of the 299C standard
for relay protection devices is not expected to meet the requirements, and the majority
of researchers are looking for a method that is applicable to the reliability expectation
within relay protection devices.

Since the power supply board is the most failure-prone board in relay protection
devices, the replacement rate of the power supply board reaches about 40%as can be seen
in the replacement statistics of the failed boards in a provincial company for three years
from 2017–1019 [10]; and the failure rate of electrolytic capacitors accounts for 60% of
the total number of failed devices in the power supply boards [11]. Based on this, this
paper adopts the barrel theory,mainly considers the failure causes of power supply boards
and electrolytic capacitors in protection devices, and proposes an engineering-oriented
reliability prediction method.

3 New Reliability Prediction of Relay Protection Devices Based
on Barrel Theory

3.1 Advantages of Reliability Prediction Based on the Barrel Theory

The barrel theory, also known as the short board theory, proposed by Laurence J. Peter,
the core content of which is: a barrel holds the amount of water, and does not depend on
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the highest piece of wood on the wall of the barrel, but precisely on the shortest piece of
the wall [12]. In the relay protection device, the power board is prefer to failure, and the
electrolytic capacitor in the power board is the key component that affects the reliability
of the power board, and its life is shorter compared to other components, so the life of
the electrolytic capacitor determines the life of the whole board and protection device.
The lifetime of aluminum electrolytic capacitors is mainly influenced by temperature
and electrical stress. With the current technology level, the life time can be predicted by
determining the basic failure rate and the corresponding acceleration factor.

3.2 Reliability Prediction New Method of Aluminum Electrolytic Capacitors

Traditional reliability prediction methods are usually presented in series. If any one of
the N components fails, the system will fail, and the operating failure rate model is
represented as formula 3 follows.

λsystem =
∑n

i=1
Niλpiπi (3)

The operating failure rate of each specific component consists of two parts, the basic
failure rate and the stress acceleration factor, as shown in the following Eq. 4. Usually,
the basic failure rate is obtained through the reliability standard, or the data is obtained
by testing under standard conditions; while the acceleration factor is analyzed by the
stress model, so as to obtain the corresponding factor.

λp = λbπeπqπs (4)

A better approach, according to the Reliability Information Analysis Center (RIAC)
in the United States, is to combine additive and multiplicative models to predict the
failure rate of each type of failure mechanism separately [13]. Each of these failure rate
terms is then accelerated by the stress or component characteristics applicable to the
object of study. This model takes the following form:

λp = λ0π0 + λeπe + λcπc + λiπi + λsjπsj (5)

This method has universal applicability, however, in the power system, the power
secondary equipment has unique environmental stress: the equipment operates in high
temperature and high humidity environment for a long time, is affected by overvoltage
and overcurrent after switch-blade operation, and the complex electromagnetic environ-
ment and electromagnetic interference in the substation, all of which urgently need to
be improved on the original reliability prediction method [14].

Based on this, this paper proposes a method for reliability prediction of aluminum
electrolytic capacitors in relay protection devices, which takes into account both specific
failure modes and stress profiles based on the traditional failure rate model, the effects of
electrical stress and temperature stress already considered in the traditional failure rate
model, and the effects induced by electromagnetic interference. The model approach
can be continuously updated based on the collection of field failure rates and failure
mode percentage information.Based on the aluminumelectrolytic capacitor failuremode
analysis and stress profile analysis, the specific model is as follows.

λp = λ0π0 + λeπe + λTπT + λQπQ + λiπi (6)
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whereπ0 is the operating failure acceleration factor;πe is the environmental acceleration
factor; πc is the temperature stress acceleration factor; λi is the electromagnetic induced
stress failure rate, and πQ is the quality factor accelerated failure factor.

The specific reliability prediction method is divided into two parts, one is the esti-
mation of the stress model acceleration factor, the specific model needs to be analyzed in
relation to the actual stresses endured and the criteria, and the second is the calculation
of the partial stress failure rate in the test environment, once the π factor is defined for
each component of the modeling and once the failure rate is assigned in the cause of
failure, the basic failure rate can be determined. Considering that the prediction method
in this paper targets failure in the period of useful life. The basic failure rate is as formula
7 follows:

λb = PFCλobs

π0
(7)

where λobs is the failure rate observed in the test, PFC is the weighting factor under the
corresponding failure rate and failure mode, π0 is the acceleration factor under the test
conditions, and λb is the fundamental failure rate to be found.

The advantages of this method are: 1. The mode of fixing the basic failure rate of
fixed components in the traditionalmethod is improved tomake up for the unreliable data
brought about by factors such as environment, layout and quality, and greatly improve
the accuracy of the basic failure rate in reliability estimation. 2. The location of the test
data collection and test site is not fixed, it can be the test chamber or the data statistics
in the field, and the data obtained is applicable to the corresponding conditions.

4 Reliability Prediction Steps of Relay Protection Devices Based
on Barrel Theory

4.1 Failure Mode Analysis of Electrolytic Capacitors

The electrolytic capacitor is the component with the highest failure rate in the power
supply board of relay protection devices. This is due to design defects, dielectric wear,
voltage, current, temperature, mechanical stress and other intrinsic or extrinsic factors
may cause the capacitor to fail. Aluminum electrolytic capacitors may fail due to open
circuit, breakdown, liquid leakage, degradation of electrical parameters and other phe-
nomena during operation by the above factors. Specific failure modes are shown in the
following Table 1.

4.2 Electrolytic Capacitor Stress Profile Analysis

The detailed methodology is accomplished by assessing whether each stress is a major,
minor factor in the damage pattern. A 3:1 ratio weighting between the primary and
secondary factors was then used to estimate the percentage of failure attributable to
these stresses.

Operating temperature, overcurrent and overvoltage are the primary stresses that
accelerate the operating failure mode; the stresses that accelerate the environmental
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Table 1. Electrolytic capacitor failure mode.

Failure mode Failure phenomenon Cause of failure

Open circuit Aluminum foil disconnected
from the lead wire

Abnormal external stress on
lead wire, poor contact between
lead wire and aluminum foil

Short circuit No insulating effect of oxide
film and electrolyte

Over-voltage, overcurrent and
high temperature effects; metal
particle adhesion, burrs in
aluminum foil and leads

Electrical capacity decrease The cathode and anode
aluminum foil front-to-back
area decreases and the
electrolyte dries out

Over-voltage, over-current and
high temperature effects;
insufficient electrolyte capacity

Electrolyte leakage Internal temperature rise Overvoltage, ripple current and
temperature rise from charging
and discharging, internal
temperature rise leading to
increased ESR

causes of failure are vibration, corrosive stress, aging stress and humidity. Each of the
five failure modes is listed at the top of the table indicated, and each accelerated stress
is listed on the left side of the table. Each combination is identified by a space, a “P”
(primary) or an “S” (secondary). The relative percentages of relevant failures caused by
accelerated stress are listed on the right. In the literature [15] and [16], the failure modes
and failure rate categories of electrolytic capacitors were analyzed in detail to obtain
the percentage of various failure modes of aluminum electrolytic capacitors. Then the
composition and degree percentage of the failure category corresponding to each failure
mode is analyzed by the analysis table of electrolytic capacitor failure modes and failure
modes. The analysis table of electrolytic capacitor failure modes is follows (Table 2).

4.3 Partial Stress Failure Rate and Acceleration Factor Under Normal Stress
Conditions

Work Failure Rate λ0 and Acceleration Factor π0. Since most of the failures of
the components in the protection devices in operation come from the thermal stresses
of the components during normal operation and the thermal stresses due to electro-
magnetism, which bring about a temperature increase. Therefore, with reference to the
FIDES standard, the Arrhenius model with the ratio of electrical stress coefficients is
used for calculation, as formula 8 shown below.

π0 = γ0 × (
1

Sreference
× S)

3

· e11604×Ea×[ 1
293− 1

Tambient+273 ] (8)

where the electrical stress ratio is 0.55 (Operating voltage over rated voltage), Other
parameters are as Table 3 follows:
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Table 2. Electrolytic capacitor failure mode.

Failure
category

Accelerated
stress

Failure mode

Open
circuit

Short
circuit

Capacity
decrease

Leakage Weighted Total
%

19% 69% 2% 10% 3:1

Work failure High
temperature

P S P 8.48 52.68

Overcurrent S P P 22.10

Overvoltage S P P 22.10

Environmental
failure

Vibration S 1.81 21.52

Corrosion
stress

S 6.57

Aging S 6.57

Humidity S 6.57

Ambient
temperature

Temperature
cycling

S S S 7.71 7.71

Quality Failure Product
Quality

S S S S 9.52 9.52

Induced failure Induced
overload

S S S 8.57 8.57

Table 3. Other parameters in work failure acceleration factor.

λ0

(
Unit : 10−6

)
γ 0 Sreference Ea

0.4 0.85 0.5 0.4

It can be obtained that the work failure rate acceleration factor π0 = 2.34 under
normal ambient temperature 40 °C; the work failure rate acceleration factor π0 = 5.70
under the worst ambient temperature 60 °C. Also, since the work failure failure ratio in
the stress profile analysis is 52.68%, the work failure rate λ0 = 0.09× 10−6 is obtained
by bringing into the formula 8.

Environmental Failure Rate λe and Acceleration Factor πe. Using the national mil-
itary standard environmental category definition of environmental type, according to the
definition of environmental category, in the normal environment, the relay protection
device is considered to be located in the environmental category of “general ground
fixed”, said in ordinary buildings or better ventilation on the fixed rack, by the vibration,
shock impact is very small environmental conditions, the corresponding environmental
coefficient to take 1.5. Under the worst conditions, the relay protection device is con-
sidered to be located in the environmental category of “bad ground fixed”, which means
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that only the rudimentary weather protection facilities of the ground environment or
underground pits, the environmental conditions are relatively harsh.

Finally, the corresponding environmental stress coefficients in the 299C inlet part
stress method are used to express, and the corresponding environmental coefficients are
respectively taken as 1.5 and 2.5. Substituting the environmental fault percentage data
into the formula 8, λe = 0.0574× 10−6.

Ambient Temperature Failure Rate λT and Acceleration Factor πT . The acceler-
ation coefficient of ambient temperature failure rate is compared with the acceleration
coefficient of electromagnetic thermal stress in the operating state, which only takes
into account the effect of ambient temperature on the components, so the acceleration
coefficient can be calculated using the Arrhenius model, where the formula 9 follows
where k is the Boltzmann constant, k = 8.62× 10−5(eV /K).

πT = e
Ea
k [ 1

T0
− 1

T1
] = e

Ea
k [ 1

273+40− 1
273+T1

]
(9)

Substitute the ambient temperature to get: under normal environment (40 °C),
πT = 1; under the worst environment (60 °C): πT = 2.4361. Substitute the ambient
temperature fault percentage data into the formula to get, λe = 0.0308× 10−6.

Quality Grade Failure Rate λQ and Acceleration Factor πQ. The quality grade
of components is inseparable from the specifications implemented in their production
process. The stringency of the quality control required by the specifications determines
the quality grade of the components. According to literature [17], the quality grade of
electrolytic capacitor material in relay protection devices is chosen as R grade, which
corresponds to an acceleration factor πQ = 0.1 in 299C. Substituting the quality level
fault percentage data into the formula yields, λQ = 0.3808× 10−6.

Induced Failure Rate λi and Acceleration Factor π i. The induced factor failure rate
model refers to the induced failure rate model in the FIDES standard, and the induced
factors considered aremechanically induced, electrically induced and thermally induced,
and the specific model can be expressed as the following Eq. 10 [18].

πi = (πplacement × πapplication × πruggedising)
0.511×ln(Csensitivity) (10)

where πplacement indicates the effect of the location of the item in the device or sys-
tem. Aluminum electrolytic capacitors belong to the analog power interface function,
πplacement = 2.5; πapplication indicates the influence of application environment on elec-
trolytic capacitors, and the weight of each induced stress environment is indicated by
the application coefficient Pmark , which is divided into three levels. The corresponding
application coefficients Pmark increase in steps of 1, 3.2, and 10. The specific application
environments are listed in the following Table 4.

Using the proportional weighting formula 11, the acceleration factor πapplication =
3.0 in the protection cell; the acceleration factor πapplication = 3.07 in the outdoor area.

πapplication = 1

66
·
∑

k=Criteria
Pmarksk · Posk (11)
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Table 4. Application environment assessment table.

Application Environment Grade (application factor Pmark ) Weights

User type Level 1/General public/Pmark = 3.2 20

User qualification level Level 1/Qualified/Pmark = 3.2 10

System mobility Level 0/Moderate contingencies/Pmark = 1 4

Product manipulation Level 1/Manipulation without displacement
or disassembly/Pmark = 3.2

15

Type of electrical network Level 1/Slightly disturbed network
/Pmark = 3.2

4

Exposure to human activity Level 1/Possible activity in the product
zone/Pmark = 3.2

8

Exposure to machine disturbance Level 1/Indirect exposure /Pmark = 3.2 3

Exposure to the weather Level 0/Relay protection cell Pmark = 1;
Level 1/Outdoor areas Pmark = 3.2

2

πruggedising indicates the effect of overstress in the product development process, and
the default value is 1.7. Since the effect of electromagnetic stress on the aluminum
electrolytic capacitor is not a major factor, it is not considered as a major factor in the
consideration. Csensitivity indicates the sensitivity coefficient of overstress in the model,
and theCsensitivity = of the aluminum6.4. Substituting intoEq. 11, the induced coefficient
πi = 11.1854 in the relay protection cell; the induced coefficient πi = 11.4328 in the
outdoor area. Substituting the induced factor failure percentage data into the formula 8,
λi = 0.003065× 10−6.

Finally, bringing back to Eq. 6, the failure rate of aluminum electrolytic capacitor
λp under normal stress conditions can be obtained: λp = 0.4× 10−6.

4.4 Prediction of Work Failure Rate Under Specific Environmental Stress

Considering the worst case of relay protection device operation, it is assumed that the
internal temperature rise and ambient temperature of the device is the worst 60 °C, and
the ambient condition is the worst condition. Under this stress condition, the partial
stress acceleration coefficient is calculated, and the operating failure rate of aluminum
electrolytic capacitor under severe environmental stress λp = 0.804× 10−6 is obtained.

5 Relay Protection Device Failure Rate Results and Analysis

5.1 Results Comparison of 299C and Barrel Theory Prediction Reliability

The reliability of relay protection devices is predicted by different methods and the
results are compared. The basic failure rate of individual components on each board in
the relay protection device is referred to GJB/Z 299C standard.
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Using this new method, data on the failure rate of electrolytic capacitors in power
supply boards can be obtained. As shown in the following Table 5, the failure rate of
the aluminum electrolytic capacitors can reach 50%, which is almost 2–4 times of other
failure components.

Table 5. Failure rate of electrolytic capacitors on the power supply board

Component name Quantity Running failure rate (Unit: 10−6)

… … …

PCB board 1 0.11232

Aluminum electrolytic capacitors 20 0.5175

Photocouplers 30 0.277425

… … …

Table 6. Application environment assessment table.

Predicted method λp under normal

conditions (Unit: 10−6)

λp under adverse

conditions (Unit: 10−6)

Notes

299C 2.13626 5.27933 CPU board

299C 0.52760 0.93954 I/O board

299C 0.21617 0.46159 AC board

299C 0.70846 1.20916 Operation board

299C 2.14493 5.27933 Power supply board

Barrel principle 4.33005 9.34118 Power supply board

299C 0.72974 1.71021 LCD board

299C 0.18308 0.76079 Back board

Comparing the resultswith the reliability prediction results obtained using the “barrel
theory”method.Normal and adverse environmental pressures are shown inTable 6 (Unit:
10−6). As can be seen from the Table 6, the reliability of the power supply board accounts
for a major part of the overall reliability of the protection device. The failure rate of the
power supply board and the CPU board is relatively high and can reach several times
that of the other boards ().

The overall failure rate of the device can be estimated by using Eq. 12 [18] (Table
7).

MTBF = 1∑n
i=1 λp_board(i)

(12)
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Table 7. Overall failure rate of the device under different environmental stresses.

Standard Normal environmental stress Adverse environmental stress

Total Failure Rate (299C) 5.80379 ×10−6 15.85359 ×10−6

MTBF (299C) 19.6691 (years) 7.2006(years)

Total Failure Rate (barrel theory) 8.83137 ×10−6 19.70181 ×10−6

MTBF (barrel theory) 12.9261(years) 5.7941(years)

5.2 Results Analysis of 299C and Barrel Theory Prediction Reliability

Analysis of Reliability Prediction Results of Relay Protection Devices. From the
expected results, the expected life of the protection device based on the “barrel theory”
is much lower than the expected life based on 299C reliability. The main reasons are: 1.
299C expected manual has not been updated since 2006, and some emerging electronic
components in the manual cannot find the corresponding basis, such as stable perfor-
mance, high-frequency filtering performance of tantalum capacitors in the 299C manual
cannot find the corresponding basis. As a result, the basic failure rate of some compo-
nents is estimated more conservatively. 2. The observed failure rate data calculated as
the normal standard environmental stress is obtained from the observed data in Quan-
terion Solutions’ 217Plus standard, which may vary due to the different environ-mental
stresses during the observed test, resulting in a high failure rate when observed.

The main reasons for the shortening of the service life of the protection devices in
terms of their expected reliability process are: 1. Based on the traditional multiplicative
form of the operate failure rate model, various stress correlations in the internal are not
taken into account, resulting in less accurate modeling of stresses. 2. In the traditional
stress model analysis method, the internal stress acceleration coefficients, except for the
temperature stress, are based on the trial statistics, which makes the stress model not
accurate enough.

Meanwhile, the failure rate of the electrolytic capacitors in the twomethods is account
for a great portion in the supply board, which means the electrolytic capacitors have
played a significant role and thus have huge influence in the supply board.

Analysis of Strengths and Weaknesses of Barrel Theory Prediction Reliability
Method. The advantages of the reliability prediction method based on the “barrel theo-
ry” are: 1. The ability to obtain the probability of occurrence of the corresponding failure
modes through specific test data and to collate the failure causes corresponding to each
failure mode through the failure analysis process, thus achieving a proportional division
of the overall failure rate under a specific environmental stress and making the calcula-
tion more accurate. 2. The new method has some reliability growth. As the process level
of electronic components improves, the ratio of failure rate and failure modes observed
under standard stress will change, and the traditional estimation method that loses data
support becomes no longer accurate and applicable, but the idea of this method and the
model under standard stress can still be re-established for the new period of reliability
prediction.
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However, this new method still has shortcomings: 1. The new method is only appli-
cable to failures that occur between the “Period of useful life”, because the probability
of failure tends to stabilize during this period. 2. This method considers electromag-
netic interference at high frequencies, but due to the episodic nature of electromagnetic
interference in relay protection devices, it is categorized in this case in the category of
induced interference failure. With the progress of electronic products process, the case
of failure modes caused by other energy storage components failure causes in relay pro-
tection devices will take up a larger proportion, and further research is needed for the
model in terms of electromagnetic immunity of components.

6 Conclusion

As the first line of defense to protect the safe and stable operation of the power grid,
the failure rate and maintenance cost of relay protection devices will rise year by year
as the time of commissioning grows. Therefore, the scientific and reasonable reliability
prediction of protection devices is of great significance to improve the safety, reliability
and economy of power system.

This paper adopts the barrel theory analysis method, focuses on the failure mode of
aluminum electrolytic capacitors on power supply boards, proposes a calculationmethod
for the basic failure rate of partial stresses in protection devices, which can be updated
by combining specific environmental stresses and test data, and gives an acceleration
factor for evaluating each partial stress. The prediction results are also compared with
the traditional reliability standard prediction method, which all found that the failure rate
of the electrolytic capacitors accounts for a significant portion of the overall failure rate
of power supply boards and even has great influence on the life of the relay protection
devices.

Acknowledgments. This work is supported by The National Key R&D Program of China
(2021YFB2401000).
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Abstract. In this paper, a real-time dispatch algorithm is proposed to maximize
the total profit that an aggregator canwin in the frequency regulationmarket where
a performance-based compensation scheme is engaged. Under this scheme, the
PEV aggregator’s performance of following the regulation signals will affect the
compensation it receives for the frequency regulation service. With the proposed
algorithm, the aggregator optimally allocates the regulation power and baseline
charging power to PEVs to respond to the regulation signals for maximum profit.
Comprehensive simulation studies, which are based on the codes and data of PJM
power market, have been carried out to verify the proposed algorithm. Compared
with the droop-based approach, the simulation results show that the proposed
algorithm can improve the total profit of the aggregator in both cases of dynamic
and traditional regulation signals.

Keywords: Aggregator · Frequency regulation · Vehicle-to-grid (V2G) · Plug-in
electric vehicle (PEV)

1 Introduction

The number of plug-in electric vehicles (PEVs) increases rapidly, which will bring sig-
nificant impact on the power system’s planning and operation [1–4]. For power systems,
PEV is not only a kind of load, but also an important ancillary service provider. By pro-
viding various ancillary services such as voltage regulation [5], smoothing of renewable
energy sources [6], spinning reserve [7], frequency regulation [8, 9] and so on, PEVs
can not only benefit the power systems, but also make profit for their owners.

Frequency regulation is an essential ancillary service and will play an increasingly
important role with the development of intermittent and stochastic renewable energy
generation. Due to the fast-response characteristic of the PEV battery systems, PEVs
can provide higher quality regulation service compared with the traditional providers
(the generators). Participating in frequency regulation, PEVs can get profit when they
are plugged into the power grid to satisfy their charging demands.
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Since an individual PEV can hardly affect the frequency, an aggregator is expected to
combine and dispatch a large group of PEVs to participate in frequency regulation [10].
The primary function of PEVs is to satisfy their owners’ transportation usage. Hence,
the V2G regulation strategies should take both the charging demands and regulation
instruction signals into account. In the regulation markets, the compensation for the
service providers mainly includes two parts: one is related to the reserved regulation
capacity and the other is related to the real-time responses of the providers.

Consequently, the PEV aggregators’ strategies in the regulation market consist of
two steps. Firstly, the aggregators decide the bidding strategies to optimize the regulation
capacity at each period [11–14]. Secondly, in real time, after receiving the regulation sig-
nals, the aggregators control the charging/discharging power of each PEV to coordinate
the charging demands and regulation instructions [15–20].

Before 2011, in most regulation markets, the second part of the compensation is
merely based on the energy injected to or discharged from PEVs. In some markets, the
opportunity cost (the lost profit in the energy market because of providing regulation
service) is also included in the compensation. Under this compensation scheme the real-
time dispatch strategies of PEV aggregators are relatively simple. Generally, besides
responding to the regulation signals, the objective of the real-time dispatch strategy is
to satisfy the PEVs’ charging demands [15–19]. In [20], the aggregator’s profit is taken
into account when allocating the regulation power to PEVs. In 2011, the FERC (U.S.A.)
issued the Order No. 755 [21] in which a new performance-based compensation scheme
is presented. The ISOs are required to introduce the new scheme into the regulation
markets [22–25]. Under this scheme, the compensation for regulation service consists
of twoparts, i.e., capacity andmileage payment. The latter compensates for the providers’
actual amount of up/down operation during the services. Based on the PJM’s RegD-type
regulation signal data and price data from March 1, 2016 to February 28, 2017 [26], it
can be calculated that themileage payment amounts for about 21% of the total regulation
profit.

The key improvement of the new scheme is that the payment of capacity and/or
mileage are/is dependent on the providers’ performance of following the regulation sig-
nals. Under the new scheme, the aggregators’ strategy in the regulation market becomes
more complex, especially for the second step strategies, because the real-time response
of the aggregator will influence its regulation performance. In [27], a robust optimization
framework is used to optimal the PEV aggregators’ regulation strategy under the new
compensation scheme. The schedule of the regulation capacity is analyzed in [27] while
the real-time dispatch strategy after receiving the regulation signal is not investigated.

In this work a real-time dispatch algorithm for PEV aggregators to provide regulation
service under the performance-based compensation scheme is proposed. Beside the
regulation profit, the aggregator should consider the charging/discharging profit and
the charging demands of PEVs. Furthermore, the performance of the aggregator has a
tight relationship with the real-time responses to the regulation signals. Consequently,
under the new compensation scheme, PEV aggregators need a new real-time dispatch
algorithm for profit maximization when providing regulation service.
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2 Charging/Discharging Profit and Compensation for PEV Owners

On workdays, many PEVs will stay at the parking lots in the daytime (8:00 a.m.–5:00
p.m.). The managers of such parking lots can act as aggregators to use these PEVs to
provide regulation service. It is assumed that once a PEV is plugged into the power grid,
it will provide the aggregator with the information of its initial SOC and its desired SOC
at leaving. Generally, PEVs can be categorized into two types: TYPE 1 whose desired
SOCs are greater than or equal to the initial ones, and the others are TYPE 2. Beside
the capacity and mileage profit, an aggregator participating in the regulation market will
also earn from the energy sold when discharging PEVs and pay for the energy consumed
when charging PEVs. Moreover, in this paper the aggregator will pay PEV owners for
compensation if it fails to satisfy their charging demands. Consequently, to consider the
total profit of the aggregator, the charging and discharging profit and the compensation
for PEV owners should be analyzed.

2.1 Charging Profit

The charging profit is based on the desired SOC, initial SOC and final SOC. Specifically,
PEVs of TYPE 2 should not be charged for energy consumed because their desired SOCs
are smaller than the initial ones. As for PEVs of TYPE 1, between the final SOC and
the desired SOC, the charging profit is based on the smaller one. That is to say, even
though the final SOCs are larger than their desired ones, the aggregator will not get extra
payment for their additionally charged power. The charging profit the aggregator can get
from the ith PEV can be expressed as

rchi = max[(min(DSOC
i ,FSOC

i ) − ISOCi )Bcp
sell, 0] (1)

where DSOC
i and FSOC

i are the desired and final SOC (p.u.) at the departure time of the
ith PEV, respectively; ISOCi is the initial SOC (p.u.) of the ith PEV when arriving; Bc is
the battery capacity; psell is the price of energy charged to the PEV owners.

In real-time dispatch, FSOC
i is unknown in advance. At instant t, it is assumed that

the ith PEV is charged with its maximum charging power before it leaves and its final
SOC in this case is the estimated FSOC

i which will be detailed in Sect. 3. At instant t,
the charging profit of the ith PEV is

rchi (t) = Pch
i (t)(αiβip

sell − pbuy(t))�t/3600 (2)

where Pch
i (t) is the charging power of the ith PEV (at the power grid side); pbuy(t) is

the price the aggregator paid to the power grid; αi denotes an indicator function, which
is equal to 1 if the estimated FSOC

i is smaller than DSOC
i and is equal to 0 otherwise;

similarly, βi is equal to 1 if the DSOC
i is larger than ISOCi and is equal to 0 otherwise.

The degradation cost of batteries are assumed to be zero when the PEVs are charged
for regulation service.
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2.2 Discharging Profit

The degradation cost due to discharging can be calculated by multiplying the cost per
kilowatt by the number of kW discharged by a PEV [20, 28]. The discharging profit of
the ith PEV at instant t can be expressed as

rdci (t) = Pdc
i (t)(pe(t) − c)�t/3600 (3)

c = cd + cel/η
dc (4)

where Pdc
i (t) is the discharging power of the ith PEV (at the power grid side); pe(t) is

the energy price at instant t; c is the total cost per kWh of the ith PEV for bidirectional
frequency regulation; cd represents the cost of battery degradation per kWh; cel is the
cost of the purchased power per kWh; ηdc is the discharging efficiency.

The second term on the right-hand side of Eq. (4) represents the unit loss of energy
discharged.

2.3 Compensation for PEV Owners for Energy Deficiency

The aggregator has to compensate the PEV owners for the charging demands that are
not satisfied. The compensation paid to the ith PEV is expressed as

Ccom
i = max[pcomi Bc(D

SOC
i − FSOC

i ), 0] (5)

where pcomi is the compensation price for the ith PEV owner, which can be specified by
PEV owners in contract.

For the ith PEV, when charging it with its maximum charging power, the time it takes
to suffice its charging demand is expressed as

Ti(t) = (DSOC
i − RSOC

i (t))Bc/(P
maxηch) (6)

where Pmax is the maximum charging power of PEVs and ηch is the charging efficiency;
RSOC
i (t) represents the real-time SOC of the ith PEV at instant t.
Suppose tremi represents the remaining time of the ith PEV before it leaves. If Ti >

tremi , the aggregator has to pay the PEV owner for compensation, in which case αi = 1.

3 The Real-Time Dispatching Algorithm

3.1 Dispatch Priority

The aggregator dispatches PEVs forV2G regulation considering their charging demands.
PEVswith relatively large charging demands are prioritized for regulation-down service.
The electric energy deficient ratio (EEDR) is defined to describe the charging demand
of a PEV. The EEDR can be positive or negative:

EEDRi(t) = DSOC
i − RSOC

i (t) (7)
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At instant t, a positive EEDR means that the PEV has a charging demand, while a
negative one indicates that the PEV has the potential to be discharged.

The weighting factorsw based on the EEDRs are introduced to indicate the priorities
of different PEVs in real-time dispatch:

wi(t) = EEDRi(t) − EEDRmin(t)

EEDRmax(t) − EEDRmin(t)
(8)

where EEDRmax(t) and EEDRmin(t) represent the maximum and minimum EEDR
among all PEVs at instant t.

The weighting factor is in the range of [0, 1]. In the proposed algorithm, PEVs with
larger weighting factors will be allocated with more charging power. Limited to the
total baseline charging power, PEVs with relatively small weighting factors may not be
charged even though their baseline charging power is set before the operating hour. The
weighting factors change with EEDRs in real time. The more energy a PEV is needed,
the more charging power it will be allocated. Therefore, to decide the compensation for
PEV owners for energy deficiency, we define the estimated FSOC

i as the final SOC when
the ith PEV is charged with its maximum charging power in the remaining time.

3.2 The Objective Function

An objective function is established based on the compensation scheme in PJM power
market [22, 29]. In the PJM power market, the mileage is calculated as the sum of
the absolute differences between the two consequent regulation signals. The over-
all performance score is expressed as a weighted average of the performance score
components:

A = k1S
pre + k2S

cor + k3S
delay (9)

where k1, k2 and k3 are unit-less scalars ranging from 0 to 1 and k1 + k2 + k3 = 1; Spre,
Scor and Sdelay represent the scores of precision, correlation and delay, respectively.

To alleviate the notation, the time dependence with t can be removed from the
variables since this algorithm is based on real-time decision and is solved at each instant.

Let binary variables xchi and xdci represent the charging/discharging states of the ith
PEV. If xchi = 1 , the ith PEVwill be charged; if xdci = 1 , the ith PEVwill be discharged.
Pch
i and Pdc

i represent the power delivered to or from a PEV.
The objective function is

max
xchi ,xdci ,Pch

i ,Pdc
i

Rcap
period + Rmil

period +
N∑

i=1

(Rch
i + Rdc

i − Ccom
i ) (10)

subject to:

Rcap
period = Ccap

period · pcapperiod · Aperiod (11)

Rmil
period = Mmil

period · pmil
period · Aperiod (12)
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Rch
i = (αiβip

sell − (pbuy − w1
i /ϕ1))P

ch
i �t/3600 ∀i (13)

Rdc
i = (pe0 − (c + w2

i /ϕ2))P
dc
i �t/3600 ∀i (14)

Ccom
i = αip

com
i (EEDRi · Bc − Pmaxηchtremi − (Pch

i ηch − Pdc
i /ηdc)�t/3600) (15)

RSOC
i + (Pch

i ηch − Pdc
i /ηdc)�t/(3600 · Bc) ≤ SOCmax

i ∀i (16)

RSOC
i + (Pch

i ηch − Pdc
i /ηdc)�t/(3600 · Bc) ≥ SOCmin

i ∀i (17)

αi =
{
1 EEDRi · Bc > Pmaxtremηch

0 else
∀i (18)

βi =
{
1 DSOC

i > ISOCi
0 else

∀i (19)

w1
i =

{
0 Sact > 0
wi else

∀i (20)

w2
i =

{
wi Sact > 0
0 else

∀i (21)

pe0 =
{
pe Sact > 0
0 else

(21)

Sact = S · Ccap −
N∑

i=1

Pbase
i (22)

0 ≤ Pch
i ≤ xchi Pmax ∀i (23)

0 ≤ Pdc
i ≤ xdci Pmax ∀i (24)

xchi + xdci ≤ 1 ∀i (25)

N∑

i=1

(Pch
i − Pdc

i ) ≤ M power (26)

R =
N∑

i=1

(Pdc
i − Pch

i ) (27)

where Rcap
period and Rmil

period represent the capacity and mileage profit for a certain period,

respectively; Rch
i and Rdc

i represent the charging and discharging profit, respectively; ϕ1
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and ϕ2 are constant values larger than 1; SOCmin
i and SOCmax

i are the minimum and
maximum SOC (p.u.) of the ith PEV; Sact represents the actual charging/discharging
power that the aggregator should provide; S is the regulation signal (p.u.) for regulation
up/down and Ccap is the contracted capacity for regulation up/down; Pbase

i represents
the baseline charging power of the ith PEV; M power is the maximum instantaneous
power restricted by the distribution system; R represents the aggregator’s response to
the regulation signal.

Generally, A is averaged over a certain period (e.g., 5 min). Hence, Rcap
period and R

mil
period

are included and they are calculated with formula (3) and (4). However, because the
objective function is calculated everyΔt after receiving a regulation signal, the estimated
values of Mmil

period and Aperiod for this period are adopted to calculate Rmil
period and Rcap

period
(the contracted capacity is given). Assume T is the number of regulation signals received
during a certain period. The mileage at the current instant t can be calculated based on
the regulation signal received. The mileage of the succeeding instants is regarded as the
mean of the mileage before instant t:

Mmil
t+1 = · · · = Mmil

T = (Mmil
1 + · · · + Mmil

t−1)/(t − 1) (28)

where Mmil
t represents the mileage at instant t of this period.

As for A, it is closely related to the aggregator’s every single response (including the
precision, responding rate, etc.). The responses before the instant t are known and the
responses of the succeeding instants are assumed to be equal to that of the current instant.
When the charging power is needed, PEVs with larger weighting factors are considered
to make larger charging profit. The battery cost of PEVs with smaller weighting factors
is considered to be smaller if the discharging power is required.

The main purpose of the weighting factor is to guide the aggregator to satisfying
the charging demands of PEVs when it responds to the regulation signals. Without
the weighting factor, a number of PEVs are probably still with high EEDRs in the
last few hours before they leave, and the aggregator may choose to charge them and its
performance of following the regulation signalswill be degraded. Therefore, the dispatch
flexibility of the aggregator can be enhanced by using the weighting factor. ϕ1 and ϕ2
are set to reduce the weighting factors’ influence on the objective function.

3.3 Detailed Procedure of the Proposed Algorithm

The flow chart of the real-time dispatch algorithm is shown in Fig. 1. Firstly, the aggre-
gator will decide βi of each PEV according to DSOC

i and ISOCi from Steps 1 to 5. Before
receiving the regulation signal at each instant t, the aggregator examines whether the
charging demand of a PEV can be sufficed during the remaining time according to
Eq. (6) and Step 6. Accordingly, the indicator αi is decided. Steps 1 to 10 are essential to
calculate the charging profit of the aggregator and the compensation it pays to the PEV
owners.

From Steps 11 to 13, the aggregator collects the data of the PEVs, such as the
real-time SOCs and charging/discharging power. The EEDR of each PEV is calculated
according to RSOC

i (t) and DSOC
i then the weighting factors are decided.
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From Steps 14 to 17, after receiving a regulation signal, Sact is calculated according
to Eq. (22) and then problem (10)-(27) is solved to dispatch PEVs optimally.

After the dispatch at instant t, Steps 1 to 13 are repeated to calculate the parameters
for the next regulation signal. For example, RSOC

i (t + 1) is calculated as

RSOC
i (t + 1) = RSOC

i (t) + �t(Pch
i (t)ηch − Pdc

i (t)/ηdc)

3600 · Bc
(29)

In the proposed algorithm, only Steps 15 to 17 are executed after receiving a
regulation signal, which guarantees the computational efficiency.

Fig. 1. The flow chart of the real-time dispatch algorithm.
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4 Case Study

4.1 Parameter Setting

To simplify the analysis, we assume an ideal AGC systemwith no communication delay.
As for the accuracy performance, we assume the delay effect is ignored due to the fast
response of PEVs and concentrate only on the precision score [30]. In this paper, for
each Δt set of calculations the performance score will be averaged over a five minute
period.

The parameters adopted in the case studies are listed in Table 1. It is assumed that
a parking lot as an aggregator is formed by 800 PEVs whose plug-in duration is from
8:00 a.m. to 5:00 p.m.. All PEVs can be dispatched by the aggregator for regulation
service. To calculate cd, the relevant parameters in [20] are used, except that the total
cost of the battery is set at $ 260/kWh [31]. For convenience, a unique compensation
price pcom is adopted for all PEV owners. The total baseline charging power is equal
to 717.89 kW each hour. As the initial SOCs and desired SOCs may vary with PEVs,
normally distributed scenarios within the up- and down-limits are used to describe the
SOC levels of PEVs, as shown in Table 2.

Table 1. Parameters adopted in the case studies.

Parameters TYPE 1 TYPE 2

Number of PEVs 560 240

Battery capacity (kWh) 32

Charging/discharging efficiency 0.9/0.9

Maximum V2G power (kW) 10

Maximum/minimum SOC (p.u.) 0.98/0.1

Compensation price for PEV
owners ($/kWh)

1

Price of energy charged to PEV
owners ($/kWh)

0.05

Total baseline charging power
(kW)

717.89

ϕ1/ϕ2 10,000/10,000

Real power market data from PJM is used in the case studies [26]. The energy price,
regulation market capacity clearing price and regulation market performance clearing
price are hourly prices. The aggregator pays for the energy consumed at the hourly
locational marginal price (LMP).
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Table 2. Simulation scenarios of the EVs with normally distributed battery SOCs.

Parameters TYPE 1 TYPE 2

Initial SOC (p.u.) SOC ∼ N(0.35, 0.01)
SOC ∈ [0.2, 0.5]

SOC ∼ N(0.7, 0.01)
SOC ∈ [0.6, 0.8]

Desired SOC (p.u.) SOC ∼ N(0.74, 0.01)
SOC ∈ [0.5, 0.98]

SOC ∼ N(0.5, 0.01)
SOC ∈ [0.4, 0.6]

Two cases for two types of regulation signals, dynamic and traditional regulation
signals are examined. For convenience, they are labeled as Case 1 and Case 2, respec-
tively. Remarkable difference can be found in the energy content between the dynamic
and traditional regulation signal.

It is assumed that the regulation signals are sent to the aggregator every 10 s, which
is adequate for measuring energy delivered to the PEVs. Nevertheless, the proposed
algorithm can be solved quickly enough for cases that the regulation services are required
more frequently.

4.2 Results Analysis

The proposed algorithm is simulated in MATLAB (R2013b) using CPLEX (Version
12.6) and the computer configuration is: Intel(R) i7–6700 (3.4GHz), memory of 8 GB.
The average computing time of this algorithm is 0.2954 s, which can be reduced by
using more powerful computers.

The droop-based control approach for V2G regulation in [17] is used for compari-
son. Based on this approach, the aggregator dispatches PEVs according to their SOCs,
charging/discharging power and charging demands after receiving a certain regulation
signal. It is assumed that all the regulation capacity of the aggregator is accepted by the
ISO and the capacity of regulation up is equal to that of regulation down.

Figure 2 shows the total profit of 9-h operation with the proposed algorithm and
the droop-based approach respectively. Compared with the droop-based approach, the
proposed algorithm can increase the aggregator’s total profit by 1.41% in Case 1 and
1.24% in Case 2, respectively. Apparently, the proposed algorithm is more effective than
the droop-based approach in enhancing the aggregator’s profit in both cases.

The final EEDRs are shown in Fig. 3 and Fig. 4. It can be seen that the proposed
algorithm performs better than the droop-based approach in satisfying the charging
demands of the PEV owners in Case 1. This is not obvious in Case 2 because the final
EEDRs of PEVs are smaller than zero, which means all charging demands are sufficed.
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Fig. 2. Total profit of the aggregator for one day.

(a) Case 1 

(b) Case 2 

Fig. 3. The final EEDRs of PEVs calculating with the proposed algorithm.
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(a) Case 1 

(b) Case 2 

Fig. 4. The final EEDRs of PEVs calculating with the droop-based approach.

The summations of the absolute differences between the regulation signals and their
responses are shown in Fig. 5 and Fig. 6 (Positive values represent that the responses
of the aggregator are larger than the regulation signals, while the negative ones corre-
spond to the opposite). Based on the droop-based approach, PEVs follow the regulation
signals more closely, thus the capacity and mileage profit is higher. However, the total
profit of the aggregator is lower than that of the proposed algorithm as shown in Fig. 2.
As shown in Fig. 5, in Case 1, the aggregator’s responses are almost the same as the
regulation signals except in the last two hours when the capacity and mileage prices
are low and the aggregator has to satisfy the charging demands of PEVs. Therefore,
the differences become lager. During the last hour, satisfying the charging demands of
PEVs incurs the degradation of the aggregator’s performance of following the signals.
Compared with Case 1, the aggregator performs worse in Case 2 because continuous
charging/discharging power is needed in this case. If the compensation of energy defi-
ciency for PEV owners is zero and the capacity and mileage profit cannot cover the
energy cost, the aggregator will stop charging the PEVs. Similarly, if the capacity and
mileage profit and energy price are not high enough, the aggregator will not discharge
PEVs. Consequently, the aggregator’s performance is more likely to degrade in Case 2.
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(a) Case 1 

(b) Case 2 

Fig. 5. The difference between the regulation signal and its response calculatingwith the proposed
algorithm.

(a) Case 1 

(b) Case 2 

Fig. 6. The difference between the regulation signal and its response calculating with the droop-
based approach.
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5 Conclusion

Due to the fact that the charging/discharging power and SOCs of PEVs change in real
time, PEV aggregators ought to dispatch PEVs optimally to respond to the unpredictable
regulation signals, especially in a regulation market with the performance-based com-
pensation scheme. In this paper, a real-time dispatch algorithm for aggregators to pro-
vide regulation service under the new compensation scheme is proposed. This algorithm
maximizes the profit of the aggregator, considering the capacity and mileage profit,
charging/discharging profit, battery cost, the charging demands and the compensation
for PEV owners. With the data of PJM market, the proposed algorithm is extensively
simulated in MATLAB using CPLEX. The proposed algorithm is compared with the
droop-based approach for V2G regulation, and the former can improve the total profit
of the aggregator by 1.41% and 1.24% in the case of dynamic and traditional regulation
signals, respectively.
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Abstract. The renewable and low carbon resources, like hydropower, photo-
voltaic, wind power, as well as the transmission and distribution network on the
earth are vulnerable to the natural disaster chain which will seriously affect the
carbon decreasing performance of evolving the new type of power system, thus it
is urgent to reveal the relationship between natural disaster chain and the perfor-
mance of carbon emission decreasing from the new type power system. To this
end, a concept of carbon changes in power systems is put forward in this paper on
the base of the analysis of the impact of natural disasters on the power system, and
a Bayesian network of “natural disaster-power system-carbon change” is provided
to describe the influence of natural disaster chain on carbon emission trajectory
of the power system. Combined with the characteristics of the natural disaster
chain, a multi-Bayesian network carbon change estimation method considering
the interaction ofmultiple disasters is proposed.And the feasibility of the proposed
method is verified by a disaster chain case of “rainstorm - landslide – flood”.

Keywords: Natural disaster · disaster chain · New power system · Bayesian
network · carbon change

1 Introduction

In 2020, the Chinese government made the commitment to “carbon peaking by 2030”
and “carbon neutrality by 2060” at the 75th Session of the United Nations General
Assembly. In 2021, the Chinese government put forward a work plan and a series of
carbon-related reform measures. As the main source of carbon emission, the electric
power system will bear the brunt, its supply and demand factors will change, and the
direction of future development and reformwill also be deeply affected [1]. On one hand,
as the main source of carbon emissions, the power system needs to be transformed into
a new type of electric power system, that is, on the power side, solar, wind, hydro and
other clean energy power generation will replace fossil energy power generation; and
on the energy consumption side, the energy from coal, gas, and oil will be replaced by
electric energy. At the same time, low-carbon flow power scheduling and operation are
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introduced. On the other hand, low-carbon power systems also mean greater exposure to
climate and environmental impacts, and their vulnerability to extreme natural disasters
will seriously threaten the carbon reduction ability of the new power system. Therefore,
it is necessary and urgent to reveal the correlation between the natural disaster chain,
the new power system and carbon emission.

China is a country with a vast area and a complex geographical environment. There
are great differences in climatic environment and geographical conditions in different
regions, so there are a variety of natural disasters and their causes are complex. Different
types of disasters are often interrelated, that is, the concept of “multiple disasters” [2].
Some literature also put forward three classifications of “multiple disasters”: disaster
chain, disaster group, and disaster experience [2, 3]. Among them, the disaster chain that
attracts the most attention is defined as a series of phenomena caused by the occurrence
of a disaster, which has the characteristics of temporality, inducibility, and expansibility.
Studies on disaster chains have been accumulated for years, and some typical cases have
been given [2, 3].

As a large-scale distributed complex system with real-time and integrity, power sys-
tem is vulnerable to extreme natural disasters. In 2009, cold air in the southern Brazilian
states of Santa Catarina and Paraná caused hurricanes, heavy rainfall, and intense thun-
derstorms, resulting in power outages throughout Paraguay. Brazil’s 18 states, about 44%
of the land, were affected by the accident [4]. The successive disasters of earthquake
and tsunami in Japan in 2011 even led to the reactor explosion and leakage accident
of nuclear power plant, which triggered a global crisis [5]. On the basis of thinking
about small probability and large risk events of power systems, some domestic schol-
ars have pointed out the importance of power systems actively responding to extreme
composite disaster risks, and proposed the estimation of power system failure rate for
disaster chain and disaster group [6]. It is not hard to imagine that under these extreme
disasters, the overall running state of the power system has undergone drastic changes,
and the carbon emission has even undergone unexpected changes, which is undoubtedly
an unstable factor that cannot be ignored for the macro carbon reduction plan such as
“carbon neutrality 2060”.

At present, the research on the interaction mechanism and process of “natural
disaster-new power system-carbon emission” is rare, due to its large system with great
uncertainties. A Bayesian network is an effective tool for reasoning and modeling com-
plex uncertain systems [7]. In view of these characteristics, this paper firstly models and
analyzes each part separately, and then introduces a Bayesian network to construct the
"natural disaster-new power system-carbon emission" association model system from
the perspective of carbon, forming a network that can be estimated by inference. The
paper is arranged as follows: The second section proposes the concept of carbon change
of power system based on natural disasters, power systems, and carbon emission; the
third section proposes the estimation method of carbon change of disaster chain based
on Bayesian networks; the fourth section verifies the availability of the proposed method
with the case of “rainstorm-landslide-flood”.
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2 Basic Concepts, Basic Models, and Basic Research Ideas

2.1 Natural Disaster Theory and Modeling of Carbon Change Pathway

The formation of natural disasters is a very complicated process of the atmosphere-earth
system. The long-term analysis and research on the formation process of disasters have
deepened the understanding of disastermechanisms and gradually formed the basic theo-
retical framework of disaster theory. The theory of the regional disaster system advocates
those disasters (DS) are the products of the surface variation of the earth, resulting from
the comprehensive effects of disaster-causing factors (H), disaster-inducing environment
(E) and disaster-bearing body(S) [8], it can be expressed as following.

DS = E ∩ H ∩ S (1)

After introducing the consideration of carbon emission and carbon sink, the gen-
eration and action path of disasters can be expressed in Fig. 1 in combination with
the regional disaster system theory. Two correlation models are proposed in the figure,
namely the natural disaster model and the carbon disaster model. In the disaster model,
the carrier is described as a natural system, human engineering, and human society. The
human engineering of this paper is mainly a power system. In the figure, the disaster
loss is described as social damage, engineering damage, and natural damage, among
which the dotted line corresponds to the human society, human engineering, and natural
system in the disaster-bearing body, and its influence is very complex. A carbon disaster
is a disaster caused by a natural disaster, which is manifested as the increase of carbon
emission and the decrease of carbon sink, which is summarized as the carbon change
proposed in this paper.
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Fig. 1. Occurrence of disasters and their effect pathway on carbon change

In this paper, with the help of the knowledge meta-model [9], the disaster chain is
modeled as follows:

CDE = (N,R) (2)

In formula (2), CDE is the final carbon change; N is the set of event nodes, and is
expressed as follows:

N = {Di}; i ∈ [1, n] (3)
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whereDi is the ith disaster object and n is the total number of disaster objects. In order to
introduce Bayesian network modeling, the disaster object is regarded as a set of disaster
elements in this paper, which is expressed as follows:

Di = {Eij}; j ∈ [1,l] (4)

where Eij is the jth disaster element for disaster object i, and l is the size of disaster
elements.

In formula (2), R is the set of induced time sequence relations, which is represented
by formula (5) below.

R = {rij}; i ∈ [1, n]; j ∈ [1, n] (5)
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E13E12

E14

D2

E21 E23

E22

D3

E31r12 r23

E32

E33

E34

r13

r31

r21 r32

Fig. 2. Schematic diagram of disaster chain modeling

Meanwhile, based on the above modeling, a schematic diagram of disaster chain is
given as shown in Fig. 2.

2.2 Power System

The power system can be divided into a primary system composed of power generation
and transmission and distribution equipment and a secondary system composed of auto-
matic control equipment. As the main body of the modern power supply system and the
main carrier of electricity load, the primary system has a wide range of equipment dis-
tribution, and tight coupling, and is vulnerable to the influence of the movement process
of the atmosphere-earth system and natural disasters. In particular solar, wind, hydro,
and other clean energy power generation as the main power generation, and the power
grid connected to such power sources are more sensitive to weather, geology, environ-
ment, and other factors, and more vulnerable to natural disasters. Typhoons, lightning,
rainstorm, mountain fire, ice disaster, and other natural disasters will cause multiple
equipment failures in the power system, resulting in power flow transfer and automatic
device maloperation and failure to operate, and even large-scale power failure [10]. This
paper focuses on the primary power system and discusses the emission increasement
caused by natural disasters on primary equipment. The influence mechanism of the dis-
aster on secondary equipment and the resulting emission increasement need to be further
studied.
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For the power system under the impact of natural disasters, this paper extracts the
primary equipment directly affected by the disaster as the power system object in the
model, and regards it as the set of primary equipment state elements for the need of
Bayesian network modeling, as shown in formula (6) below.

F = {Ej}; j ∈ [1,m] (6)

where Ej is the state of jth primary equipment in a power system.
Equipment state elements can include equipment operation state, equipment con-

struction damage, equipment functional damage, and other variables that represent the
disaster damage to power primary equipment, and their specific forms are actually similar
to the disaster diagram.

2.3 Carbon Changes

Carbon change is the combination of “carbon emission increasement” and “carbon sink
reduction”. In this paper, it is pointed out that the impacts of natural disasters bring about
additional carbon emissions. As direct measurement of carbon emissions is difficult,
conversion methods such as emission factor method, mass balance method and actual
measurement method are commonly used for estimation [11]. For the primary power
system, carbon change mainly comes from the following two sources:

(1) Physical carbon change, that is, the carbon estimation of resources required by the
system to repair physical damage. From the perspective of carbon change, it is
difficult to draw a conclusion directly from the physical damage degree. The phys-
ical damage repair of power primary equipment belongs to an engineering project,
which requires comprehensive resource allocation in terms of manpower, materials,
and management. Part of the carbon assessment of the project has been proposed
[12, 13]. The carbon estimation and engineering carbon estimation processes of
engineering cases are presented respectively in those papers, but the estimation of
physical change still requires complex and detailed data, which is usually difficult
to obtain.

(2) Functional carbon change, it refers to the additional carbon emissions generated
by replacing the functions of other redundant devices in the system with those of
damaged equipment functions. For the primary power system, this point is obvious.
Once the low-carbon electric energy of new energy cannot be delivered to the user
side due to natural disasters, the thermal power output has to be increased and the
low-carbon electric energy is replaced by high-carbon electric energy to meet the
demand. The above example can be expressed simply in formula 7:

LC = (ET − EN ) × �P × t (7)

ET represents the thermal power emission factor per unit power, EN represents the
renewable energy emission factor substituted, �P represents the total amount of power
substituted in the primary system, and t represents the total time used for substitution.
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3 Estimation of the Losses of Disaster Chain Based on the Bayesian
Network

3.1 Expansion of the Emergency Chain

Emergency is a complex system under the action of natural and social environment, it is a
unity of structure and behavior, and can have a destructive effect on the natural and social
environment. Using the knowledge of systems engineering theory, the composition of
emergencies can be combined. There are three categories of elements: input, state, and
output. Formulated as follows [14]:

E = (I , S,O) (8)

where I represents the input factor set, S represents the state factor set, and O represents
the output factor set. The three sets can be expressed by the formula as follows [14]:

I = {ir|1 ≤ r ≤ l} (9)

S = {sj|1 ≤ j ≤ m} (10)

O = {ok |1 ≤ k ≤ n} (11)

Natural disaster is a kind of emergency, and it can also be modeled by the above
emergency model. In this study, compared with natural disaster itself, this paper pays
more attention to the whole of “natural disaster-new power system-carbon emissions”,
and the final result will be carbon emission oriented rather than disaster oriented. Based
on this model framework, this paper proposes a natural disaster-new power system-
carbon emission model, as shown in Fig. 3.

hazard intensity

duration

device status

disaster prevention 

measures

Carbon emission caused by 

functional loss,

carbon emission caused by 

physical damage and repair

IN Natural disaster 
element set

STATUS Power 
system element set

OUT Carbon changes

Fig. 3. “Natural disaster-power system-carbon change” system model

The system model shown in Fig. 3 can only describe a “single disaster-new power
system-carbon emission” system, so it is necessary to introduce disaster chain model in
series to form a multi-disaster system, as shown in Fig. 4.
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Fig. 4. Disaster emergencies in disaster chain series

3.2 Bayesian Network Inference and Estimation

As a kind of emergencies, disasters are uncertain, so it is suitable to use Bayesian
networks for representing and reasoning uncertain problems as modeling tools [7]. The
Bayesian network of a single disaster emergency element is composed of a triple G =
(N, E, P), where N is the node set, E is the directed edge set between two nodes with
causality, and P is the probability set of all nodes in the network. The Bayesian network
composed of this triple can be shown in Fig. 5. Then the joint probability distribution of
all factors in the network composed of a single emergency is as follows [7, 8]:

p(i1, i2, . . . , il, s1, s2, . . . , sm, o1, o2, . . . , on) =
l∏

r=1

p(ir)
m∏

j=1

p(sj|i1, i2, . . . , im)·

m∏

j=1

p(sj|s1, s2, . . . , sm)

n∏

k=1

p(ok |s1, s2, . . . , sn) (12)

i1

i2

i3

i4

s1

s2

s0

o1

o2

Fig. 5. Bayesian network
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In the Fig. 5, the probability contained in the probability set is assigned to each
node of the network. In the network, the probability of a single node can be obtained
by Bayesian formula. Taking a node as an example, its probability can be calculated as
follows:

p(s1) =
∑

p(i1, i2, i3, i4)p(s1|i1, i2, i3, i4) (13)

Equation (13) can also be used to derive the probability distribution of other nodes,
that is, the probability distribution of each node can be obtained through the prior prob-
ability distribution of the forward node connected to the directed edge and its own
posterior probability distribution. The probability distribution of output o1 and o2 can
be obtained through the derivation of the whole Bayesian network layer by layer and
node by node.

Due to the characteristics of temporality and inducibility, it can be considered that
with the gradual advancement of each link in the disaster chain, each node in each link is
closely related to the node in the previous link, and at the same time, it is not interrelated
as much as possible through the selection of nodes, showing the following probability
distribution:

p(iA1, iA2, . . . , iAh) =
h∏

r=1

p(iAr) (14)

p(iB1, iB2, . . . , iBm) =
m∏

j=1

(
∑

p(iBj|iA1, iA2, . . . , iAh)p(iA1, iA2, . . . , iAh)) (15)

p(iC1, iC2, . . . , iCn) =
n∏

k=1

(
∑

p(iCk |iB1, iB2, . . . , iBm)p(iB1, iB2, . . . , iBm)) (16)

For a Bayesian network, there are usually some observable nodes. At this time, the values
of these nodes in the network is determined, which can be used as evidence variable to
reversely deduce the value and probability of updating other nodes, which is equivalent
to using the value of evidence variable as a priori knowledge to update the network.
Taking S1 in Fig. 5 as an example, if S1 is taken as the evidence variable, i1:

p(i1) = p(s1)

p(s1|i1) (17)

Thus, the probability distribution of disaster chain Bayesian networks for multiple
disaster emergency elements can be derived respectively, and the disaster chain relation-
ship is in series to form a disaster chain Bayesian network for carbon change as shown
in Fig. 6. Although the network structure is more complex, the end node of the network
is still a carbon change node. This means that the results of network inference estimation
are still carbon change oriented.

Through the disaster chain Bayesian network for carbon change described in this
section, the key elements are extracted as nodes in the modeling, and various possible
values of each node are fully considered. The priori probability and posterior probability
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...

...

Fig. 6. Disaster chain bayesian network

of each node are refined, so that the whole network can be updated with a given evidence
variable. The value probability of each power system node and carbon change node in
the complex network can be calculated, and the estimation of power system disaster
situation and carbon change are given.

4 Case Study

4.1 Case Introduction

Assuming that there is a new power system topology as shown in Fig. 7, thermal power,
hydropower and photovoltaic power generation systems provide power to the user load
and have no energy exchange with the external grid; it is considered that the system has a
degree of robustness under the impact of extreme natural disasters, and the whole system
can still operate in fault state when some power generation nodes and transmission and
transformation facilities fail. Assuming that all equipment in the power system is fully
fault-free before each disaster occurs in the disaster chain.

Fig. 7. Power system topology diagram of demonstration case
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The “rainstorm-landslide-flood” disaster chain is applied to the primary power sys-
tem, and primary equipment with specific impact of disasters can be out of action due
to the impact. The simulation is implemented by MATLAB toolbox Bayes Net Toolbox
for MATLAB [15].

4.2 Case Analysis and Calculation

Referring to disaster historical data and professional literature [16–18], the elements of
natural disasters, power systems and carbon changes are extracted, and the Bayesian
network node table of the disaster chain is obtained as Table 1. Among them, the initial
state of equipment Sai, Sbi, Sci, disaster switch nodes ibc, icc, disaster-inducing environ-
ment ibr , icr , direct disaster-causing factor icex and the initial disaster-related reference
variables ia1, ia2, ia3, ia4 of disaster chain can be used as evidence variables.

Table 1. Bayesian network node table

Sub-network Natural disaster Electrical system Carbon change

Rainstorm Maximum wind scale ia1 Initial state of equipment
sai

A Function loss oa1

Rainfall accumulation ia2 Equipment status sa0 A Physical loss oa2

Rainstorm intensity ia3 Construction damage sa1

Duration ia4 line damage sa2

Landslide Whether happened ibc Initial state of equipment
sbi

B Function loss ob1

Mountain crack depth ibr Equipment status ib0 B Physical loss ob2

Volume of soil and rock
ib1

Construction damage ib1

Slip height ib2 Transmission and
transformation equipment
damage ib2 ib2 ib2 ib2 ib2
ib2

Flood Whether happened icc Initial state of equipment
sci

C Function loss oc1

River cross-sectional area
icr

Equipment status sc0 C Physical loss oc2

Upstream flow icex Construction damage sc1

Peak stage ic1 Transmission and
transformation equipment
damage sc2

Duration ic2 Initial state of equipment
sc3
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The Bayesian network based on this table is shown in Fig. 7. In the figure, the values
of disaster switch nodes ibr and icr are “yes” or “no”, according to the input variables
of the previous disaster sub-network. If the values are determined as “yes”, that is, the
corresponding sub-network is effective. It needs to continue downward reasoning, and if
the values are “no”, then the derivation and summary of the carbon change estimation of
each sub-network are completed. According to the specific disaster-causing mechanism
of the disaster chain, the external input variables are also introduced according to the
actual needs in the derivation of each sub-network, such as the upstream flow in the
“flood” sub-network. In the case, this paper believes that the disaster-causingmechanism
of the disaster is that in the disaster chain, a large amount of soil and rock silt rivers
are caused by landslide disasters, and the cross-sectional area of rivers is reduced. At
this time, if the upstream inflow reaches the disaster-causing threshold, the flood will be
triggered.

The damage of primary system equipment needs to be oriented to the calculation of
carbon change. Since it is still difficult to estimate the specific physical change, the power
system nodes should mainly characterize the functional changes of equipment (such as
power generation and transmission capacity) rather than specific physical damage. In
order to overcome the difficulties caused by incomplete and inaccurate data, this paper
abstracts the values of power system nodes and physical loss nodes, and replaces specific
physical quantities with discrete expert evaluation indexes. Taking into account the node
value and probability too much will bring difficulties to the realization of the network,
this paper takes binary processing for all nodes in the network.

TheBayesian network of the case established inMATLAB toolbox is shown in Fig. 8.
For the convenience of simulation calculation, the disaster switch points ibr and icr as
evidence variables are not set in the network. The conditional probability and evidence
variables of each node are set to Bayesian network, and the posterior probability of
each node of the network is updated as Table 2. In Table 2, in order to distinguish the
specific sources of nodes, we mark nodes with similar names from three subnets with
A, B and C. State values of some variables seem continuous, but they may not. Take A
Function loss oa1 as example, it has two state values (0, 360) and [1781, 3116). If Line 2
is heavily damaged and in shutdown, all the power supply from Photovoltaic can’t reach
User Load, then A Function loss is in [1781, 3116). If Line 2 keeps working, the lost of
power supply is little, A Function loss oa1 reaches (0, 360).

For the calculation of priori probability, an example is given in Appendix to show the
obtainment of priori probability in Bayesian network. In the example, sa1 is calculated
using given condition probability and basic priori probability by Bayesian formula:

p(sa1 = 0) =
∑

ia1,ia2,ia3,ia4

p(sa1 = 0|ia1, ia2, ia3, ia4)p(ia1, ia2, ia3, ia4) (18)

p(sa1 = 1) =
∑

ia1,ia2,ia3,ia4

p(sa1 = 1|ia1, ia2, ia3, ia4)p(ia1, ia2, ia3, ia4) (19)

The given condition probability and basic priori probability refer to papers putting
forward theory and formulas about probabilities distribution in disaster, power system
and carbon emission research fields. The condition probability is showed in Appendix
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Fig. 8. Bayesian network of the case

Table 1, and complete calculation process of (18) and (19) is showed as (a-1) and (a-2)
in Appendix.

Fig. 9. Implementation of the Bayesian network in MATLAB
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Table 2. Variable value and priori probability

Node type Variable name State values Priori probability

Evidence variable Whether happened iac No, yes (1.000, 0.000)

Maximum wind scale
ia1

(-, grade 7), [8 grade, -) (0.000, 1.000)

Rainfall accumulation
ia2 ai2(mm)

(50, 100), [100, 250) (0.000, 1.000)

Rainstorm intensity ia3
(mm/min)

Cloudburst, catastrophic
cloudburst

(0.000, 1.000)

Duration ia4 (h) (-,3), [3,-) (0.000, 1.000)

A equipment initial state
sai

Good, general (0.000, 1.000)

B equipment initial state
sbi

Good, general (1.000, 0.000)

Upstream flow icex
(m3/s)

(-, 500), [500,-) (0.000, 1.000)

C equipment initial state
sci

Good, general (1.000, 0.000)

B Whether happened ibc No, yes (0.000, 1.000)

C Whether happened icc No, yes (0.000, 1.000)

Target variable Device status sa0 Working, Shutdown (0.368, 0.632)

A Civil damage sa1 Non-damage or mild
damage, severe damage

(0.880, 0.120)

A Line damage sa2 Non-damage or mild
damage, severe damage

(0.360, 0.640)

A Function loss oa1
(tCO2)

(0, 360), [1781, 3116) (0.277, 0.723)

A Physical loss oa2
(tCO2)

A small amount, a large
number

(0.509, 0.491)

Mountain Crack depth
ibr (m)

(-, 83.4), [83.4, -) (0.312, 0.688)

Volume of soil and rock
ib1 (m

3)
(-, 4000000), [4000000,
-)

(0.288, 0.712)

Slip height ib2 (m) (-, 200), [200, -) (0.525, 0475)

B equipment status sb0 Working shutdown (0.683, 0.317)

B construction damage
sb1

Non-damage or mild
damage, severe damage

(0.439, 0.561)

(continued)
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Table 2. (continued)

Node type Variable name State values Priori probability

Transmission and
transformation B
equipment damage sb2

Non-damage or mild
damage, severe damage

(0.550 0.450)

B Function loss ob1
(tCO2)

(0, 1480], [18554, 31806) (0.528, 0.472)

B Physical loss ob2
(tCO2)

A small amount, a large
number

(0.595, 0.405)

River blockage degree
icr

(10%, 30%), [30%,50%) (0.571, 0.429)

Peak stage ic1 (m) (-, 110), [110, -) (0.445, 0.555)

Duration ic2 (h) (-, 3), [3, -) (0.314, 0.686)

C equipment status sc0 Working, shutdown (0.239, 0.761)

C construction damage
sc1

Non-damage or mild
damage, severe damage

(0.567, 0.433)

C Transmission and
transformation C
equipment damage sc2

Non-damage or mild
damage, severe damage

(0.490, 0.510)

C Generators damage
sc3

Non-damage or mild
damage, severe damage

(0.485, 0.515)

C Function loss oc1
(tCO2)

(0, 6600], [22054, 33081) (0.289, 0.711)

C Physical loss oc2
(tCO2)

A small amount, a large
number

(0.520, 0.480)

4.3 Results Analysis

In this part, the reasoning results of multiple Bayesian networks processed by basic
calculation are summarized in tabular form, and the maximum probability is used as the
estimated value of each group of probabilities, and the reasons and practical significance
are analyzed.

Firstly, the power loss of primary system equipment shutdown under the impact of
disaster chain can be estimated as Table 3. It can be seen from Fig. 7 that the shutdown of
impacted equipment will cause the power of photovoltaic power station and hydropower
station to be unable to reach the user side, resulting in power loss. It can be seen from the
whole disaster chain duration that the power loss accident will almost certainly occur,
and it is estimated that at least one photovoltaic power loss accident and one hydropower
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power loss accident will occur. The estimation results reveal the potential threat of the
disaster chain and the potential operation risk of the power system in the disaster chain,
which plays a certain warning role for the disaster prevention andmitigation of the power
primary system.

Table 3. Power loss accident estimation for next disaster chain

No serious power loss Loss of photovoltaic
power

Loss of hydropower
power

Loss of photovoltaic
and hydropower
power

4.40% 11.51% 10.19% 73.90%

The general estimation results of functional carbon change from Bayesian network
inference are summarized in Table 4. Once the low carbon power of photovoltaic power
station and hydropower station cannot reach the user side, it is necessary to improve
the proportion of high carbon power (thermal power) in the energy structure to meet
the load. Through some simple assumptions, the carbon emission difference before and
after can be estimated by the emission factor method, namely the functional carbon
change. According to the inference results of Bayesian network output, the probability
distribution of function carbon change under disaster chain can be calculated, and the
function change of primary system is estimated to be 18 000–40000 t CO2.

Table 4. Functional carbon change estimation of next disaster chain

Functional loss/tCO2 <18000 18000–40000 40000–67000

Probability 15.91% 49.83% 34.26%

From the Bayesian network inference results, this paper can obtain the approximate
estimation results of physical carbon change, summarized in Table 5.Due to the difficulty
in estimating the physical loss of primary power system, this part divides the case of
physical loss into four levels: no significant loss, line-level, single-station-level and
multi-station-level. According to the inference result of Bayesian network output, the
probability distribution of physical carbon change under disaster chain can be calculated,
and the physical carbon change of primary power system is estimated as single station
level.
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Table 5. Physical loss estimation of the next system in disaster chain

Physical loss No significant loss Line-level Single-station-level Multi-station-level
level

Probability 16.04% 15.44% 48.47% 20.05%

5 Conclusion

In this paper, the three concepts in names as natural disaster, new power system and
carbon changes are connected in series. A concept of “carbon changes” in power system
is put forward on the base of the analysis of the impact of natural disasters on power
system, and a Bayesian network of “natural disaster-power system-carbon change" is
provided to describe the influence of natural disaster chain on carbon emission trajectory
of power system. Combined with the characteristics of the natural disaster chain, a
multi-Bayesian network carbon change estimation method considering the interaction
of multiple disasters is proposed. And the feasibility of the proposed method is verified
by a disaster chain case of "rainstorm - landslide - flood".

It should be pointed out that it is difficult to determine the accurate values of each
node of the Bayesian network proposed in this paper, so abstracted and discrete binarized
values are used instead. In the future, in-depth research on the accurate datafication of
these nodes should be conducted, so as to improve the accuracy of Bayesian network
inference model.

In addition, this paper also introduces the carbon emission data of power system
projects as the basis of disaster carbon emission calculation. This kind of data also has
great comprehensiveness and specificity. At present, there are difficulties to obtain the
carbon emission equivalent of various primary equipment, which makes the physical
carbon emission estimation proposed in this paper difficult to be in datafication and can
only give an approximate scale rating, which is also one of the problems to be solve.
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Appendix

Table 6. Condition probability of example

p(sa1 = 0) = ∑
ia1 ,ia2 ,ia3 ,ia4

p(sa1 = 0|ia1 , ia2 , ia3 , ia4)p(ia1 , ia2 , ia3 , ia4)

= p(sa1 = 0|ia1 = 0, ia2 = 0, ia3 = 0, ia4 = 0)p(ia1 = 0, ia2 = 0, ia3 = 0, ia4 = 0) + p(sa1 = 0|ia1 = 1, ia2 = 0, ia3 = 0, ia4 = 0)p(ia1 = 1, ia2 = 0, ia3 = 0, ia4 = 0)

+p(sa1 = 0|ia1 = 0, ia2 = 1, ia3 = 0, ia4 = 0)p(ia1 = 0, ia2 = 1, ia3 = 0, ia4 = 0) + p(sa1 = 0|ia1 = 0, ia2 = 0, ia3 = 1, ia4 = 0)p(ia1 = 0, ia2 = 0, ia3 = 1, ia4 = 0)

+p(sa1 = 0|ia1 = 0, ia2 = 0, ia3 = 0, ia4 = 1)p(ia1 = 0, ia2 = 0, ia3 = 0, ia4 = 1) + p(sa1 = 0|ia1 = 1, ia2 = 1, ia3 = 0, ia4 = 0)p(ia1 = 1, ia2 = 1, ia3 = 0, ia4 = 0)

+p(sa1 = 0|ia1 = 1, ia2 = 0, ia3 = 1, ia4 = 0)p(ia1 = 1, ia2 = 0, ia3 = 1, ia4 = 0) + p(sa1 = 0|ia1 = 1, ia2 = 0, ia3 = 0, ia4 = 1)p(ia1 = 1, ia2 = 0, ia3 = 0, ia4 = 1)

+p(sa1 = 0|ia1 = 0, ia2 = 1, ia3 = 1, ia4 = 0)p(ia1 = 0, ia2 = 1, ia3 = 1, ia4 = 0) + p(sa1 = 0|ia1 = 0, ia2 = 1, ia3 = 0, ia4 = 1)p(ia1 = 0, ia2 = 1, ia3 = 0, ia4 = 1)

+p(sa1 = 0|ia1 = 0, ia2 = 0, ia3 = 1, ia4 = 1)p(ia1 = 0, ia2 = 0, ia3 = 1, ia4 = 1) + p(sa1 = 0|ia1 = 1, ia2 = 1, ia3 = 1, ia4 = 0)p(ia1 = 1, ia2 = 1, ia3 = 1, ia4 = 0)

+p(sa1 = 0|ia1 = 1, ia2 = 1, ia3 = 0, ia4 = 1)p(ia1 = 1, ia2 = 1, ia3 = 0, ia4 = 1) + p(sa1 = 0|ia1 = 1, ia2 = 0, ia3 = 1, ia4 = 1)p(ia1 = 1, ia2 = 0, ia3 = 1, ia4 = 1)

+p(sa1 = 0|ia1 = 0, ia2 = 1, ia3 = 1, ia4 = 1)p(ia1 = 0, ia2 = 1, ia3 = 1, ia4 = 1) + p(sa1 = 0|ia1 = 1, ia2 = 1, ia3 = 1, ia4 = 1)p(ia1 = 1, ia2 = 1, ia3 = 1, ia4 = 1)

= 0.85 × 0 + 0.8 × 0 + 0.23 × 0 + 0.242 × 0 + 0.24 × 0 + 0.12 × 0 + 0.92 × 0 + 0.12 × 0 + 0.32 × 0 + 0.12 × 0 + 0.55 × 0 + 0.88 × 0 + 0.42 × 0 + 0.32 × 0+
0.13 × 0 + 0.88 × 1

= 0.88

(a-1)
p(sa1 = 1) = ∑

ia1 ,ia2 ,ia3 ,ia4

p(sa1 = 1|ia1 , ia2 , ia3 , ia4)p(ia1 , ia2 , ia3 , ia4)

= p(sa1 = 1|ia1 = 0, ia2 = 0, ia3 = 0, ia4 = 0)p(ia1 = 0, ia2 = 0, ia3 = 0, ia4 = 0) + p(sa1 = 1|ia1 = 1, ia2 = 0, ia3 = 0, ia4 = 0)p(ia1 = 1, ia2 = 0, ia3 = 0, ia4 = 0)

+p(sa1 = 1|ia1 = 0, ia2 = 1, ia3 = 0, ia4 = 0)p(ia1 = 0, ia2 = 1, ia3 = 0, ia4 = 0) + p(sa1 = 1|ia1 = 0, ia2 = 0, ia3 = 1, ia4 = 0)p(ia1 = 0, ia2 = 0, ia3 = 1, ia4 = 0)

+p(sa1 = 1|ia1 = 0, ia2 = 0, ia3 = 0, ia4 = 1)p(ia1 = 0, ia2 = 0, ia3 = 0, ia4 = 1) + p(sa1 = 1|ia1 = 1, ia2 = 1, ia3 = 0, ia4 = 0)p(ia1 = 1, ia2 = 1, ia3 = 0, ia4 = 0)

+p(sa1 = 1|ia1 = 1, ia2 = 0, ia3 = 1, ia4 = 0)p(ia1 = 1, ia2 = 0, ia3 = 1, ia4 = 0) + p(sa1 = 1|ia1 = 1, ia2 = 0, ia3 = 0, ia4 = 1)p(ia1 = 1, ia2 = 0, ia3 = 0, ia4 = 1)

+p(sa1 = 1|ia1 = 0, ia2 = 1, ia3 = 1, ia4 = 0)p(ia1 = 0, ia2 = 1, ia3 = 1, ia4 = 0) + p(sa1 = 1|ia1 = 0, ia2 = 1, ia3 = 0, ia4 = 1)p(ia1 = 0, ia2 = 1, ia3 = 0, ia4 = 1)

+p(sa1 = 1|ia1 = 0, ia2 = 0, ia3 = 1, ia4 = 1)p(ia1 = 0, ia2 = 0, ia3 = 1, ia4 = 1) + p(sa1 = 1|ia1 = 1, ia2 = 1, ia3 = 1, ia4 = 0)p(ia1 = 1, ia2 = 1, ia3 = 1, ia4 = 0)

+p(sa1 = 1|ia1 = 1, ia2 = 1, ia3 = 0, ia4 = 1)p(ia1 = 1, ia2 = 1, ia3 = 0, ia4 = 1) + p(sa1 = 1|ia1 = 1, ia2 = 0, ia3 = 1, ia4 = 1)p(ia1 = 1, ia2 = 0, ia3 = 1, ia4 = 1)

+p(sa1 = 1|ia1 = 0, ia2 = 1, ia3 = 1, ia4 = 1)p(ia1 = 0, ia2 = 1, ia3 = 1, ia4 = 1) + p(sa1 = 1|ia1 = 1, ia2 = 1, ia3 = 1, ia4 = 1)p(ia1 = 1, ia2 = 1, ia3 = 1, ia4 = 1)

= 0.15 × 0 + 0.2 × 0 + 0.77 × 0 + 0.758 × 0 + 0.76 × 0 + 0.88 × 0 + 0.08 × 0 + 0.88 × 0 + 0.68 × 0 + 0.88 × 0 + 0.45 × 0 + 0.12 × 0 + 0.58 × 0 + 0.68 × 0+
0.87 × 0 + 0.12 × 1

= 0.12

(a-2)
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Abstract. The scale of power grid equipment is huge, and the large amount of
power grid spatial data is very likely to cause data display performance degra-
dation. Therefore, the smooth display of power grid spatial data under large data
volume has become a key technical problem to be solved in the construction of
grid GIS applications. For the grid spatial data and its application characteristics,
a large-scale grid spatial data dynamic loading and rendering method is proposed.
The method uses MongoDB database to store grid spatial data; controls front-end
data loading through grid resource data display rules and line data hierarchi-
cal compression to reduce network transmission and front-end drawing pressure;
dynamically schedules data according to viewport range and establishes request
cache and data cache on the client side to improve device rendering efficiency;
uses HTML5 technology for data multi-threaded parsing of data and real-time
drawing of device symbols. It has been proven that this method can significantly
improve the fluency, interactivity and flexibility of existing grid GIS applications
in Web graphics display in large data volume scenarios, and greatly improve the
user experience.

Keywords: Power grid GIS · Vector · Spatial data · HTML5

1 Introduction

Graphic display of power grid equipment is the basic function of power grid GIS appli-
cation. The business applications of grid power generation, transmission, substation,
distribution, and electricity consumption all need to be integrated with geospatial infor-
mation to improve grid resource management and visual analysis capabilities [1–11].
The data volume of low-power grid equipment in most provinces in the country has
reached tens of millions or even hundreds of millions. Therefore, realizing the efficient
display of large-scale power grid spatial data on the Web side has become an urgent
problem to be solved in related applications.

At present, the Web graphics display based on massive spatial data mainly has the
following implementation schemes:
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(1) Real-time dynamic grid rendering. This solution is currently themainstreammethod
for displaying large-scale power grid spatial data on the web. The main idea is that
the client sends a graphics rendering request to the server according to the current
viewport range, and the server queries data from the database in real time according
to the request range and renders it as a picture and returns it to the client for display.
This method does not require high rendering capabilities on the client side, and its
main disadvantages are: 1) The server side undertakes the tasks of data retrieval
and graphics rendering at the same time, and the load is large; 2) Since the Web
side obtains static pictures, it is difficult to realize the human-computer interaction
functions such as the flickering of graphic elements and the dynamic highlighting
of mouse clicks [12]; 3) The client cannot dynamically change the color and style
of graphic elements, which makes it difficult to meet the important requirements of
many power applications, such as switch setting, device live coloring, and simulated
power failure analysis.

(2) Raster tile rendering. According to a specific two-dimensional space hierarchical
grid segmentation scheme, the method pre-generates a grid tile set with a certain
spatial range and number of layers on the server side, that is, a grid tile pyramid.
When browsing the map, the client obtains all the corresponding tiles from the
server according to the viewport range, and finally splices into a complete map.
Because it is pre-formed, this method reduces the pressure of real-time drawing on
the server, but there are still shortcomings 2) and 3) of the first solution.

(3) Vector tile rendering [13–15]. In recent years, with the rapid development of
HTML5 technology, the ability of browser vector drawing has been greatly
improved. From this, the vector tiling technique was developed, which splits vector
data into a series of descriptive files in a pyramid-building manner, organized in
formats such as GeoJson orMVT [13]. The client requests the corresponding vector
tile data for drawing according to the window range. This method overcomes the
shortcomings of grid rendering, and has the advantages of interactivity, controllable
style, and small size. However, this method will divide and store spatial objects in
multiple tiles, which is extremely unfavorable for front-end editing-type function
development, and some highly interactive business functions are also difficult to
implement. Therefore, this method is still only suitable for background images.
Show.

In order to solve the insufficiency of the existing grid GIS application in the web-side
graphic display technology, this paper makes full use of the high-performance vector
drawing capabilities and many new features of HTML5, and implements a web-oriented
large-scale grid spatial data vector display method, which can significantly Improve the
fluency, interactivity and flexibility of graphic display of existing Web GIS applications
in the power industry, and improve user experience.

2 Design

2.1 Overall Design

In this paper, MongoDB database is used for the storage of grid spatial data. Through
data display rules and line (including overhead line and cable) draw thinning, the amount
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of data loaded for graphics browsing is reasonably controlled to reduce network trans-
mission and front-end drawing pressure; during graphics browsing, data is dynamically
scheduled according to the viewport range, and the number of requests is reduced by
establishing request cache in the front-end to establish data cache to enhance rendering
speed; finally, HTML5 technology is used for multi-threaded data parsing on the Web
side and real-time symbolic rendering. The general idea is shown in Fig. 1.

Line grading is 

diluted

Power grid spatial

data

Dynamic scheduling of data based 

on dual caching mechanism

Line hierarchical 

compression data

Data 

display 

rules

Real-time  symbol rendering

Fig. 1. Overall design of the method.

2.2 Grid Spatial Data Storage

GIS applications have very high requirements on the performance of spatial data services,
including real-time response, high concurrency, and high throughput. Based on sufficient
technical research, this paper uses MongoDB database to store power grid spatial data.
MongoDB has the following characteristics in storing grid spatial data:

(1) Rich indexing and data query interface support, both attribute indexing and spatial
indexing: In addition to supporting attribute indexing similar to that of relational
databases, the caching system also specifically supports spatial data storage and
spatial indexing, providing range queries by rectangle, polygon, point, circle and
other geometric elements.

(2) Supports automatic data sharding and natively supports massive data storage: Pro-
vides automatic data sharding (Auto-Sharding) storage technology. A horizon-
tally scalable database cluster that dynamically adds or removes nodes. With this
technology, more data volumes can be easily supported.
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(3) Cache progressive loading: MongoDB is not a pure memory library and supports
persistent storageof data. Therefore,when the cache service starts, it is not necessary
to load all the data from the relational database to the memory at one time, and it
can gradually load the data after starting through its own persistent storage. This
solves the problem that the traditional cache service takes too long to start.

2.3 Data Display Rule Making

Due to the large amount of grid resource data, certain data display rules must be designed
to control the number of devices displayed on each screen. According to the character-
istics of power grid GIS applications, on a small-scale map (such as 1:20000000), only
the power station and line information of a high voltage level (above 500 kV) needs to
be displayed; on a large-scale map (such as 1:1000), it is necessary to display the station
inside the power station. Primary equipment, tower and column equipment. Based on
the above requirements, this paper designs a hierarchical display rule for power grid
resource data. The rule first determines the minimum display scale and the maximum
display scale of the map, and divides the scale range into several continuous intervals,
each interval is called a display level, such as L0, L1, L2…Ln. Each level contains four
properties: level ID, minimum scale, maximum scale, visible devices. The level ID is
the unique identification of the display level; the minimum scale and the maximum scale
specify the scale range corresponding to the level; the visible device refers to the device
type and its voltage level displayed under the display level.

When the client is browsing graphics, it will determine the display level according to
the current map scale, and then obtain the device type and voltage level to be displayed
according to the display level, and finally obtain the corresponding device data from the
server for rendering.

2.4 Line Data Compression

Transmission lines are important information displayed by grid GIS applications. Line
types include overhead lines and cable lines. The amount of line data depends on the
number of nodes, and in the grid data model, the nodes of overhead lines correspond
to the towers one by one. The huge number of towers leads to a very large amount
of line data loaded when displaying large scale (such as nationwide, province-wide or
city-wide) grid lines, which imposes a serious burden on data transmission and front-end
rendering. Therefore, data compression is necessary to ensure smooth graphics viewing.

In this paper, a line data hierarchical compression method is designed. The main idea
is to conduct hierarchical line thinning according to the scale range, and the thinning
algorithm uses the Douglas-Pook algorithm [16]. In this method, a number of compres-
sion levels are established, and each compression level contains five attributes: level ID,
minimum scale, maximum scale, voltage level, and dilution threshold. The minimum
scale and maximum scale specify the scale range of the level; the voltage level defines
the range of voltage levels for dilution (since the large range of lines is mainly for high-
voltage trunk lines, lines with higher voltage levels need to be compressed); the dilution
threshold refers to the Douglas threshold used for the level, and the larger the threshold,
the stronger the dilution. The higher the threshold, the stronger the thinning. The thinned
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line data can be cached in the memory of the query service or stored in the database
MongoDB.

3 Realization

3.1 Dynamic Loading of Data

In this paper, data loading is done using on-demand loading and local caching strategies.
The basic principle of on-demand loading is that although the total amount of data

is large, the amount of data displayed per screen is always limited, so only a smaller
amount of data can be loaded according to display needs. This includes two aspects:
determining the spatial scope of data retrieval based on the current viewport range; and
determining the type of equipment and voltage level to be retrieved based on the current
map scale, combined with the data display rules. Through the filtering of the above two
layers of conditions, the amount of data loading can be greatly reduced.

To improve the display efficiency, this paper establishes a request cache and a data
cache on the client side. The request cache stores the data query requests sent by the
client each time, and the content is the space range and display level of the request. Its
role is to quickly determine whether a new data request is included by existing requests,
if it is included, the client does not need to send, which will reduce repeated requests.
The data cache stores the device information returned by each query, including spatial
location information and attribute information, and is used to cache all the acquired
device data. In this paper, the data cache is used as a direct data source for client-side
device drawing, i.e., the client will quickly retrieve the device objects in the current
viewport range from the request cache for graphical drawing.

Since the use of both caches involves finding existing requests or device data by
spatial extent, theR-tree structure is used for the storage structure of the cache. Therefore,
the R-tree [17] structure is used for the storage structure of the cache. R-tree is a spatial
index data structure widely used today. The R-tree enables fast retrieval of spatial objects
in a specified spatial range. It is a highly balanced tree, consisting of intermediate nodes
and leaf nodes. Each node corresponds to a region, the intermediate node stores the
region range of all its child nodes, and the regions of all its children nodes fall within
its region range; the leaf node’s stores the outer rectangle of all spatial objects within
its region range. According to this data structure of the R-tree, when it is necessary to
query the objects in the specified spatial range, it is only necessary to iterate through
the spatial objects contained in a few leaf nodes and determine whether the conditions
are satisfied. This approach makes it unnecessary to iterate through all the objects and
significantly improves efficiency.

The main process of dynamic loading of data is as follows:

(1) Client-side cache container creation

The client creates two R-tree structures as request cache and data cache, denoted
as RTreeRequest, RTreeData. Each data request is stored as an entry in RTreeRequest,
denoted as (I, L). I is the minimum outer rectangle of the entry, which is the spatial
rectangle range of the data request, and L is the display level ID corresponding to the
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data request. Each device is stored as an entry in RTreeData, denoted as (R, Data). R is
the minimum outer rectangle of the spatial graph of the device, and Data is the spatial
information and attribute information of the device.

(2) The client determines the display level and space range

The client gets the current map scale and matches the corresponding display level
in the data display rules according to the scale, which is recorded as LC. The client gets
the geospatial range (a rectangular range) of the current screen display and extends the
range appropriately, such as the length and width of the range are extended by 20% to
form the data query spatial range, which is recorded as IC. The reason for this expansion
is that the client will cache the requested space range, so that when the map panning is
performed, the new screen space range does not need to be requested again if it does not
exceed the actual space range of the last data request. This reduces the number of data
requests and reduces the pressure on the server.

(3) The client sends a data query request

If there is a request entry (In, Ln)whose query range In contains IC and display level
Ln is equal to IC, then there is no need to send the request and the process is terminated;
if there is no request entry that meets the above conditions, then send a data query request
to the server with request parameters including spatial rectangle range IC, display level
LC and current scale SC. If there is no request entry that meets the above conditions, a
data query request is sent to the server with parameters including the spatial rectangular
range IC, display level LC and the current scale SC.

(4) The server side executes the query and returns the result

The server side determines the query conditions based on the request parameters.
The spatial range condition is IC. The attribute condition is device type and voltage level
filter condition, which is determined by display level LC combined with display rules.

For non-line equipment, the server queries data from MongoDB according to the
above spatial conditions and attribute conditions and returns it to the client in GeoJson
format. For line equipment, the query data source is firstly determined by data com-
pression rules according to the scale SC and voltage level conditions of this request. If
the original data is queried, the processing is the same as that for non-line devices; if
the compressed data is queried, the compression level is calculated, and the compressed
data of the corresponding level is queried from the server memory cache or MongoDB
and returned to the client.

(5) Client-side device data parsing and caching

After the client gets the query results from the server, it needs to parse the GeoJson
string into memory objects and save them in the local data cache RTreeData. When
the amount of returned data is large, the data parsing process is time-consuming and
the state of the page is unresponsive, resulting in lagging graphics browsing. In order
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to improve the smoothness of graphics browsing, this paper adopts the multi-threaded
solution provided by HTML5 for data parsing and duplicate data rejection. The specific
method is: the client opens a Web Worker background thread in advance, and the main
thread of the page gets the query GeoJson string, then passes the string and the set of
loaded device IDs to the background thread, which performs data parsing to generate
memory objects and rejects the loaded devices according to the set of loaded device IDs
to form the set of newly loaded device objects and passes them to the main thread. The
main thread obtains the set of newly loaded device objects and inserts them all into the
local device data cache RTreeData.

The detailed process of data loading is shown in Fig. 2.

Server-side

Request cache, data cache R tree 

structure creation

Determine the display 

level and query spatial 

extent based on the 

current viewport

Changes the current 

viewport for graphical 

browsing

Search the request cache to 

determine whether to send a 

data query request

Receive requests and determine 

query criteria

Determine the device 

type of the query

Query the raw data in 

the MongoDB database

Whether to query for 

compressed data

Query the corresponding 

compression level of line data in 

the service cache or spatial 

database

Generate geojson 

and return

Multi-threaded data 

parsing and adding to 

the data cache

False
True

Line

Non-line devices

True

False

Calculates the 

compression level

Client

Fig. 2. Data dynamic loading process.

3.2 Real-Time Rendering of Data

Power grid GIS applications have many important requirements, such as device high-
lighting, analog switch setting, analog live coloring, and analog power failure analysis,
all of which need to change the color, symbol, and style of the device in real time on
the client side. At present, the conventional server-side rendering method is difficult to
meet the above requirements, and this paper adopts the client-side real-time rendering
strategy. The biggest advantage is that the color and style of the device graphics can be
dynamically changed, and the above functions can be easily realized.
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When the user browses the map and the viewport of the map changes, the client
will start rendering the data in real time. The process is mainly divided into two steps:
the first step is to quickly extract the device objects within the geographic range of the
current viewport from the local data cache based on the R-tree search method to form
a set of device objects to be rendered. In the second step, for each device in the set, the
symbol information of the device is obtained, and the symbol is drawn.

In this paper, the Canvas element provided by HTML5 is used as the canvas for map
drawing, and the basic geographic and power grid equipment symbols are drawn in real
time on the canvas (Canvas) through JavaScript script.

The graphic symbols of power grid equipment are mainly divided into two cate-
gories: line symbols and point symbols. Linear symbols refer to symbols of equipment
such as cables, overhead lines, and connecting lines in stations, which are represented
by solid lines or dotted lines, which are relatively simple to draw. Dot symbols include
most of the grid equipment (up to several hundred) symbols such as transformers, cur-
rent transformers, circuit breakers, etc. Each point symbol is composed of several basic
primitives (polyline, polygon, circle, ellipse, ellipse arc, Bezier curve, text, etc.). This
paper creates a new Canvas element for each point symbol, uses the graphics drawing
interface provided by Canvas to complete the drawing of all the basic primitives of the
symbol, and then draws it to the Canvas of the map, so as to realize the real-time draw-
ing of device symbols. Compared with the conventional way of displaying equipment
symbols using static pictures (such as PNG and SVG), this real-time drawing method
can dynamically change the color of symbols, which well meets the dynamic coloring
requirements required by power grid operation analysis applications.

The implementation process of the client to implement device symbolic rendering
is shown in Fig. 3, which mainly includes the following steps:

(1) Start graphic browsing, pan or zoom the map, and change the current viewport
range;

(2) Search the device objects in the current window range from the data cache, form a
set of devices to be rendered, and traverse the set of devices to be rendered;

(3) Determine whether the traversal ends, if so, end, if not, turn to step (4);
(4) Obtain the next device, obtain the symbol corresponding to the device, and deter-

mine the type of the device symbol. If it is a linear symbol, directly draw a solid or
dashed line on the canvas of the map, and turn to step (3); if it is a point First, create
a new canvas (Canvas) element, and draw the basic primitives of the symbol on this
element; then convert the canvas (Canvas) element into an image (Image) element;
finally, use the drawImage method provided by HTML5 to draw the image on the
map. on the canvas, and go to step (3).
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Fig. 3. Data real-time rendering process.

4 Testing and Verification

4.1 Test Data and Program Implementation

Based on the method in this paper, the research team developed a power grid GIS one
map display system. Based on the power grid resource data of a certain province, the
power grid resource GIS display test is carried out. The provincial power grid equipment
(including low-voltage equipment) has a total of more than 200 million, of which the
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data volume of lines (including overhead line segments and cable line segments) is more
than 20 million.

The power grid resource spatial database tested adopts MongoDB 4.0, the query
service is implemented in Java, and the Web terminal is implemented in JavaScript and
HTML5.

4.2 Graphic Rendering Effect

Figure 4 shows the overall display effect of the line in a large geographical range; Fig. 5
shows the partial display effect of the line; Fig. 6 shows the rendering effect of the wiring
diagram in the station after the map is enlarged.

Fig. 4. Rendering effect of large-scale power grid resource map - overall display of lines

Fig. 5. Rendering effect of large-scale power grid resource map - partial display of lines
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Fig. 6. Rendering effect of power grid resource map - wiring diagram in the station

4.3 Caching and Data Compression Effects

Perform 5 independent random browsing tests on the client side, and each browsing
includes map zooming out, zooming in, and panning operations. The test records the
number of client viewport changes and the number of actual line query requests during
the browsing process. From the test results, since some repeated requests are avoided
by using the request cache, the number of data requests is significantly less than the
number of viewport changes. It can be seen that the request cache has a significant
effect on reducing the pressure of server-side data query and client-side data parsing. In
addition, to verify the effect of line data compression, the line query request returns both
the original data and the compressed data, and the total amount of data of both lines is
counted. From the comparison of results, through line compression, the amount of data
transmission is greatly reduced, thereby reducing the pressure on client rendering. The
specific test results are shown in Table 1.

Table 1. Client random roaming test results.

Test number Viewport changes Number of requests The total amount of data received
on the line

Uncompressed Compression

Test 1 120 15 8.5 0.8

Test 2 52 8 3.1 0.3

Test 3 82 9 15.8 1.2

Test 4 20 6 14.3 1.1

Test 5 36 10 21.4 1.6
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4.4 Comparative Analysis

At present, State Grid Corporation of China’s power grid GIS applications are mainly
concentrated in production management, distribution network repair and other business
systems. The web-side grid graphic display method in the above system is as follows:
every time the map viewport changes, the client sends a graphic request to the server,
and the server immediately queries the data from the database and renders it as a picture
for display to the client. The display component adopts Flex. Compared with the above
schemes, this method mainly has the following two advantages:

(1) The method in this paper uses client-side real-time rendering, which is more inter-
active than server-side rendering, and can instantly change the color and style dis-
played by the device. Therefore, the method in this paper is easier to implement
common functions such as device highlighting, device click query, analog switch
setting, and charged coloring. In addition, the graphics rendering is completed by
the client, the amount of data transmitted over the network is small, and the server
pressure is light.

(2) In the above system, a service rendering request is performed every time the view-
port changes, and the method in this paper reduces repeated requests due to the use
of request caching, avoids sending data requests every time the viewport changes,
and reduces the pressure on the server.

5 Conclusion

In this paper, we propose a Web-oriented dynamic loading and vectorization display
method for massive spatial data of power grid resources for power grid spatial data and
application characteristics. It has been verified by actual measurement: 1) This method
can support the high-performance display of massive power grid spatial data on the web
side; 2) Due to the vectorized rendering on the web side, it is very suitable for the setting
of analog switches, dynamic charging and coloring of equipment required for power
grid operation analysis applications. Dynamic annotation data refresh requirements,
while facilitating the realization of object flickering, mouse movement/click dynamic
highlighting and other effects, can provide a better user experience. The research results
of this paper have been applied to many large-scale power grid GIS application systems.
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Abstract. Based on the strict control of carbon emission rights and carbon emis-
sion quotas in various countries, this paper proposes a dispatching strategy for the
conversion of abandoned wind power into natural gas, and realizes the transfer
and consumption of electric energy. In addition, P2G and carbon capture storage
and utilization are added to the traditional electricity-heat-gas-hydrogen integrated
energy system, which accelerates the process of further realizing “carbon neutral-
ity”. Secondly, the economic goal is to consider the tiered carbon trading and wind
curtailment costs as the total operating cost; the real carbon emission of the sys-
tem after carbon capture is taken as the low-carbon goal. By constructing different
discrete preference weights between the two goals, the CPLEX solver is used to
obtain the complete the Pareto frontier. Finally, the optimal compromise solution
and the day-ahead optimal scheduling reference value are obtained according to
the fuzzy membership function. Comparing the participation analysis considering
P2G, it proves the superiority of the proposed strategy.

Keywords: Electricity-heat-gas-hydrogen integrated energy system · P2G ·
Stepped carbon trading · Pareto frontier · Fuzzy membership function

1 Introduction

With the continuous development of information technology, the energy crisis and the
environmental crisis are constantly pouring in [1]. In the face of the new trend of low-
carbon energy in the world, our country is based on the goal of low-carbon development,
and gradually enters the road of technological update and innovative development [2].
However, in my country’s power industry, fossil fuels are mainly used as the main body,
and its carbon emissions account for a considerable proportion. Therefore, there is still
a long way to go to achieve the “double carbon” goal.
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The integrated energy system IES (Integrated Energy System) contains a variety
of energy sources that are coordinated with each other. Therefore, in this paper, the
electric-heat-gas-hydrogen model is added to the original IES, and the P2G is refined,
which can meet different loads under suitable output conditions, making the system
more economical and stable.

Due to the uncertainties of most clean energy, the problem that must be dealt with
in different periods is how to absorb the energy of abandoned wind and make the huge
power system operate in a low-carbon economy [3]. However, as a key technology to
solve the problem of wind curtailment, P2G equipment converts electric energy into
natural gas, and transports it to the natural gas network in large-scale storage or normal
temperature pipelines to generate profits for users to use [4]. In fact, P2G includes two
working processes, that is, the electrolysis of water to produce hydrogen and the reaction
of hydrogen and carbon dioxide through a methane reactor to produce methane. In the
second reaction, a strong exothermic process will be generated in this reactor, and the
industry can consider heat recovery and utilization of this process, and cooperate with
CHP (Combined Heat and Power) to supply heat, which can improve energy efficiency.
And in the original two reaction processes, the efficiency of electric methane production
was 55%, while the electric hydrogen production efficiency was 80%. Therefore, it is
extremely important to refine the process of electric hydrogen production [5].

References [6, 7] proposed a two-layer optimal dispatch model for a power-natural
gas integrated energy system that considers the rational utilization of abandoned wind
from power-to-gas conversion and the optimal operation of natural gas systems, but
ignores the factors generated by carbon capture. Therefore, this paper adds a carbon
capture storage (CCUS) device to the electric thermal hydrogen IES. Regarding CCUS
technology, it is the only solution that can significantly reduce fossil fuel carbon emis-
sions in power generation and industrial production. At the same time, the IEA believes
that to achieve the goal of carbon neutrality and carbon peaking, CCUS technology
captures 15%-30% of carbon dioxide. CCUS technology is the core technology and key
technology for large-scale emission reduction of fossil energy in the future, and it is also
the underpinning technology for our country to achieve carbon neutrality in the future
[8]. References [9, 10] proposed a stepped carbon trading mechanism to restrict carbon
emissions, but in the process of model calculation, only positive carbon trading was
considered, and the negative carbon trading was not reflected in the literature.

Therefore, this paper considers the stepped carbon trading mechanism on the tradi-
tional P2Gmodel. After adding theCCUSdevice, the total carbon emission of the system
is the lowest as the first carbon emission target. In this process, the fuzzy membership
function is used to obtain the maximum carbon emission The optimal compromise solu-
tion is used to compare the carbon emissions under different conditions of adding P2G
and not adding P2G, so as to illustrate the progress of this scheduling strategy [11]. In
addition, the two-stage operation benefit analysis of P2G, including CHPwith adjustable
thermoelectric ratio, also involves the impact of the hydrogen fuel cell (Hydrogen Fuel
Cell) operation strategy used in electric hydrogen production on the economic opera-
tion of IES, constructing The second goal of low-carbon economic operation with the
smallest total operating cost of IES is established, and a dual-objective model of car-
bon emission and operating cost is constructed. The CPLEX solver is used to solve the
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problem. In two different scenarios, the optimal economic operation is obtained through
analysis. Strategy.

2 Structure Diagram of Electricity-Heat-Gas-Hydrogen Integrated
Energy System with P2G

Under the IES system, which is composed of a combination of various energy sources,
each energy structure can adapt to each other to meet the load consumption. Under the
original stepped carbon trading mechanism, this paper not only refines the application
characteristics of P2G to absorb photovoltaic and wind power, but also considers the
different constraints under the negative carbon trading mechanism, and also adds the
thermoelectric ratio of CHP equipment. The characteristics of the adjustment, and the
gas boiler GB (gas boiler). Its graph is shown in Fig. 1.

Fig. 1. Structure diagram of electricity-heat-gas-hydrogen integrated energy system

3 Modeling of Carbon Allowances and Stepped Carbon Trading
(Linearized Model)

3.1 Actual Carbon Emissions

The process of hydrogen fromnatural gas produced by themethane reactorMR (Methane
Reactor) can absorb a part of CO2, and the carbon recovered in this process will reduce
the actual emission of carbon, so it should be considered. The actual carbon emission
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model is as follows:
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ET = Ebuy,o + Eto,o − EMR,o

Ebuy,o =
T∑

t=1
(m1 + n1Pbuy,o(t) + q1P2

buy,o(t))

Eto,o =
T∑

t=1
(m2 + n2Pto,o(t) + q2P2

to,o(t))

Pto,o(t) = PCHP,d (t) + PCHP,e(t) + PGB,e(t)

EMR,o =
T∑

t=1
λPMR,t(t)

EP2G,o =
T∑

t=1
δPP2G,t(t)

(1)

In the formula: ET , Ebuy,o are the actual carbon emissions of IES and superior power
purchases respectively, Eto,o is the actual total carbon emissions of MR, GB, and CHP;
Pbuy,o(t) is the power purchased during t, EMR,o is the amount of CO2 recovered by
MR, EMR,t is the power absorbed by the methane reactor during t period, PCHP,e(t),
PCHP,d (t), PGB,e(t), Pto,o(t) is the cogeneration power, cogeneration gas, gas boiler,
and total output power in the t period; m1, n1, q1, m2, n2 and q2 are the parameters of
thermal power units and methanated carbon emissions, respectively; PP2G,t(t) is The
power absorbed by the electric-to-gas process per unit time is the parameter of the MR
equipment to absorb CO2. It is the parameter of CO2 absorption in the process of P2G
equipment electricity to gas conversion; PCHP,o(t) is the natural gas power output by
P2G in t period.

3.2 Initial Quota of Carbon Emission Rights

Regarding the initial quota of carbon emission, the government has clear regulations,
which generally adopts the method of free distribution, and the carbon emission of IES
mainly includes the upper-level thermal power unit, GB, and gas load. The initial quota
model is

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

EIES = Ebuy + EGB + ECHP

Ebuy = χe

T∑

t=1
Pbuy(t)

ECHP = χg

T∑

t=1
(PCHP,d (t) + PCHP,e(t))

EGB = χg

T∑

t=1
PGB(t)

(2)

In the formula:EIES ,Ebuy,ECHP , andEGB are the carbon emission allowances of IES,
superior power purchase, CHP, and GB, respectively; χe and χg are the carbon emission
quotas for the unit electricity consumption of coal-fired units and the unit natural gas
consumption of natural gas-fired units, respectively; Pbuy(t) is the electricity purchased
by the superior in the t period; PGB(t) is the thermal energy output in the t period, and
T is the dispatch period.
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To sum up the above, the carbon trading volume that IES participates in is

EIES,t = ECO2 − EIES (3)

3.3 Ladder Carbon Trading

STCO2 =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

−μγ − μ(1 + σ)γ + μ(1 + σ)2(Ti + 2γ ) Ti ≤ −2γ
−μγ + μ(1 + σ)(γ + Ti) −2γ ≤ Ti ≤ −γ

μTi −γ ≤ Ti ≤ γ

μγ + μ(1 + σ)(Ti − γ ) γ ≤ Ti ≤ 2γ
μγ + μ(1 + σ)γ + μ(1 + σ)2(Ti − 2γ ) Ti ≥ 2γ

(4)

In the formula: STCO2 is the stepwise carbon transaction cost parameter; μ is the unit
price of carbon transaction; γ is the length of the carbon emission interval; σ is the carbon
emission price growth rate; Ti is the time ladder.

4 Low-Carbon Economy Dual-Objective Model and System
Modeling Constraints

4.1 Objective Function

1) Operating cost target
In the original IES, this paper comprehensively considers the coordination of mul-
tiple energy sources, and aims to minimize the total operating cost ST with the
main network purchase and sale cost, natural gas network cost, thermal power cost,
penalty cost of wind abandonment and carbon transaction cost as follows:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ST = STDW + STRE + STGW + STDG + STCO2

STDG = λDG
T∑

t=1
PDG(t)

STDW =
T∑

t=1
(EDbuy,o(t) · PDbuy,o(t) − EDsell,o(t) · PDsell,o(t))

STGW =
T∑

t=1
(GGbuy,o(t) · PGbuy,o(t) − GGsell,o(t) · PGsell,o(t))

STRE =
T∑

t=1
(μ · (ERE,o(t))2 + ν · ERE,o(t) + o) · PRbuy,o

(5)

In the formula: STDW , STGW , STRE , are the purchase and sale cost of the power grid,
the purchase and sale cost of the gas grid, and the heat and power cost, respectively,
STDG is the cost of wind abandonment; λDG is the unit wind abandonment penalty
cost coefficient; PDG(t) is the wind abandonment power in the t period. EDbuy,o(t)
is the amount of electricity purchased per unit time, and EDsell,o(t) is the amount of
electricity sold per unit time;GGbuy,o(t) is the amount of gas purchased per unit time,
GGsell,o(t) is the amount of gas purchased per unit time;ERE,o(t) is the amount of heat
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supplied by the thermal power boiler, PDbuy,o(t), PDsell,o(t), PGbuy,o(t), PGsell,o(t),
PRbuy,o(t) are the power purchased by the grid in a unit time, and the amount of
electricity sold by the grid. Electric power, gas power grid purchase power, gas
grid power sales power, thermal power purchase power. μ, v, o are the coefficients
of each order of thermoelectric cost. represents the stepped carbon transaction cost
(see Eq. (4)). The model constructed in this paper is suitable for both positive carbon
transaction costs and negative carbon transaction costs.

2) Actual carbon emission target
As shown in Sect. 3.1, the original actual carbon emission target.

3) Fuzzy membership function to obtain the optimal compromise solution
In order to facilitate the fuzzification of the dual objective function in this paper, the
carbon emissions and operating costs are normalized, as shown in Eq. 6:

{
sCO2 = ET

O/ET

sRUN = STO/ST
(6)

In the formula: sCO2 and sRUN represent the carbon emission ratio and operat-
ing cost ratio, respectively, and ET

O and STO represent the carbon emissions before
optimization and the total operating cost, respectively.

According to the optimized dual-objective requirements, the trapezoidal func-
tion among the six membership functions selected here is shown in Fig. 2, and the
following model functions can be obtained:

ϕ(s) =
⎧
⎨

⎩

1, s ≤ smin

(smax − s)/(smax − smin), smin < s < smax

0, s ≥ smax
(7)

In the formula: sCO2 and sRUN are respectively brought into the function ϕ(s),
and ϕ(sCO2) and ϕ(sRUN ) are obtained and respectively represent the membership
values of sCO2 and sRUN ; and smaxCO2 and sminCO2 after they are brought in represent the
set maximum and minimum values of sCO2 respectively; and The obtained smaxCO2 and
sminCO2 represent the set maximum and minimum values of sRUN , respectively.

0 F

µ(F(X))

(min) F(max) F(x)

1

Fig. 2. Fuzzy membership trapezoidal function diagram
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Fuzzy Membership Optimization:
The 100 data values of the two targets are imported one by one and different data values
are obtained, and finally the data is solved by the function maximum and minimum rule
[12]. Transforming the bi-objective satisfaction of fi into a satisfaction maximization
problem under all constraints, the following model is obtained:

{
μ = max{fi}
fi = min

(
ϕ(sCO2) , ϕ(sRUN )

) (8)

In the formula: fi represents the optimal solution of the single operation cost and car-
bon emission of the fuzzy membership value, and the membership value corresponding
to the fi corresponding to the final μ value is brought into the atomic formula, and the
optimal solution can be obtained. Running costs and carbon emissions.

4.2 System Model Constraints

4.2.1 Hydrogen Balance Constraints of Electric Heating Gas

1) Electric power balance constraints
Considering the uncertainty of wind turbines, based on reducing the frequency fluc-
tuations caused by the main grid connection. The sale of electricity to the upper
power grid is not considered here.

⎧
⎪⎨

⎪⎩

Pbuy,d (t) = PLoad ,d (t) + PEL,d (t) + PES,d (t) − PDG,d (t)−
PCHP,d (t) + PHFC,d (t)
0 ≤ Pbuy,d (t) ≤ PM

buy,d (t)
(9)

2) Thermal power balance constraints

PLoad ,r(t) + Pr
ES(t) = PHFC,r(t)+PCHP,r(t)+PGT ,r(t) (10)

In the formula: PLoad ,r(t) is the heat load in the t period; PrES(t) is the power input
to the thermal storage in the t period.

3) Natural gas balance constraints
⎧
⎪⎨

⎪⎩

Pbuy,g(t) = PLoad ,g(t) + PES,g(t) + PCHP,g(t)−
PGT ,g(t) − PMS,g(t)
0 ≤ Pbuy,g(t) ≤ PM

buy,g(t)
(11)

4) Hydrogen balance constraints

PH2
EL(t) = PH2

MS(t) + PH2
HFC(t) + PH2

ES (t) (12)

In the formula: PH2
ES (t) is the input power of hydrogen storage in t period.
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4.2.2 Modeling of Key Equipment

1) Combined heat and power CHP
Based on the original electrical-thermal model, the constraints are relatively simple.
Therefore, this paper restricts the consideration of P2G in the electrical-thermal
gas-hydrogen modeling.

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

PCHP,d (t) = ηdPCHP,o(t)
PCHP,r(t) = ηrPCHP,o(t)
Pmin
CHP,o(t) ≤ PCHP,o(t) ≤ Pmax

CHP,o(t)


Pmin
CHP,o(t) ≤ PCHP,o(t + 1) − PCHP,o(t) ≤ 
Pmax

CHP,o(t)

τmin
CHP ≤ PCHP,r(t)/PCHP,d (t) ≤ τmax

CHP

(13)

In the formula: PCHP,o(t) is the natural gas power input to CHP in t period;
PCHP,d (t) and PCHP,r(t) are the electricity and heat energy output by CHP in t
period, respectively; ηd and ηr are the conversion efficiency of CHP into electricity
and heat energy respectively. PminCHP,o(t) and P

max
CHP,o(t) are the natural gas input into

CHP, respectively The upper and lower limits of power;
PminCHP,o(t) and
PmaxCHP,o(t)

are the upper and lower limits of CHP climbing, respectively τminCHP and τmaxCHP are the
upper and lower limits of the thermoelectric ratio of CHP, respectively.

2) Energy storage (electric heating gas hydrogen)
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0 ≤ Psto
ES,m(t) = Hsto

ES,m(t)Pmax
ES,m(t)

0 ≤ Pfre
ES,m(t) = Hfre

ES,m(t)Pmax
ES,m(t)

PES,m(t) = Psto
ES,m(t)ηstoES,m − Pfre

ES,m(t)/ηfreES,m

Tm(t) = Tm(t − 1) + PES,m(t)/Prat
ES,m

Tm(1) = Tm(t)

Hsto
ES,m(t) + Hfre

ES,m(t) = 1
Tmin
m ≤ Tm(t) ≤ Tmax

m

(14)

In the formula: PstoES,m(t) and PfreES,m(t) are the charging and discharging power of
the mth energy storage device in the period t respectively; PmaxES,m(t) is the single
charge and discharge maximum power of the mth energy storage device; Hsto

ES,m(t)

and Hfre
ES,m(t) are binary variables, respectively The charging and discharging state

parameters of m types of energy storage devices in the t period, Hsto
ES,m(t) = 1,

Hfre
ES,m(t) = 0 indicates that they are in the charging state, Hsto

ES,m(t) = 0, Hfre
ES,m(t)

= 1 indicates that they are in the discharging state; PES,m(t) is the final state of

the mth energy storage device in the t period. ηsto
ES,m and η

fre
ES,m are the charging

and discharging efficiencies of the mth energy storage device, respectively; Tm(t) is
the capacity of the mth energy storage device in the t period; PratES,m(t) is the rated

capacity of the mth energy storage device; Tmin
m and Tmax

m are respectively are the
upper and lower limits of the capacity of the mth energy storage device.

3) P2G technology conversion model
In this paper, CCUS is introduced into the traditional P2G model to capture the
amount of carbon dioxide, while P2G is mainly used as one of the main technologies
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to solve the problem of wind abandonment, and it also converts the methane for
transportation or storage [13]. The P2G operation network process is shown in
Fig. 3.

Electric 
Energy

ELH2O O2

CHP

CO2 MS CH4

Air 
receiver

HFC

CCUS
H2

Liquid industrial 
oxygen

P2G

GB

Fig. 3. P2G system conversion structure diagram

EL is actually a water electrolysis device, which converts the original electrical
energy into hydrogen energy. Of course, the generated oxygen can also be stored as
industrial oxygen. At the same time, a part of the hydrogen is input to the MR and reacts
with carbon dioxide to produce methane, and a part is stored, and a considerable part is
Hydrogen energy is converted into heat and electricity through HFC [14]. The model of
the above energy conversion is as follows.

1) EL equipment
⎧
⎪⎨

⎪⎩

PH2
EL(t) = η

H2
ELP

d
EL(t)

Pmin
EL,d (t) ≤ Pd

EL(t) ≤ Pmax
EL,d (t)


Pmin
EL,d (t) ≤ Pd

EL(t + 1) − Pd
EL(t) ≤ 
Pmax

EL,d (t)
(15)

In the formula: PdEL(t) is the electric energy input to EL in t period; PH2
EL(t) is the

hydrogen energy output by EL in T period; ηH2
EL(t) is the energy conversion efficiency

of EL; PmaxEL,d (t) and PminEL,d (t) are the upper and lower limits of electric energy input

to EL, respectively; 
PmaxEL,d (t) and 
PminEL,d (t) are the upper and lower limits of EL
climbing.

2) MR equipment
⎧
⎪⎨

⎪⎩

PMR(t) = ηMRP
H2
MR(t)

Pmin
MR,H2

(t) ≤ PH2
MR(t) ≤ Pmax

MR,H2
(t)


Pmin
MR,H2

(t) ≤ PH2
MR(t + 1) − PH2

MR(t) ≤ 
Pmax
MR,H2

(t)

(16)

In the formula: PH2
MRS(t) is the hydrogen energy input to the MR in the t period;

PMR(t) is the natural gas power output by the MR in the t period; ηMR is the
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energy conversion efficiency of the MR; PmaxMR,H2
(t) and PminMR,H2

(t) are the upper
and lower limits of the hydrogen energy input to the MR, respectively; 
PmaxMR,H2

(t)

and 
PminMR,H2
(t) are the upper and lower limits of MR climbing.

3) HFC equipment
In the energy conversion model HFC with adjustable thermoelectric ratio, the sum
of its thermoelectric conversion efficiencies can be regarded as a constant variable
and adjusted by a regulator [15]. Its conversion model is:

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

Pd
HFC(t) = ηdHFCP

H2
HFC(t)

Pr
HFC(t) = ηrHFCP

H2
HFC(t)

Pmin
HFC,H2

(t) ≤ PHFC,H2(t) ≤ Pmax
HFC,H2

(t)


Pmin
HFC,H2

(t) ≤ PHFC,H2(t + 1) − PHFC,H2(t) ≤ 
Pmax
HFC,H2

(t)

τmin
HFC ≤ Pr

HFC(t)/Pd
HFC(t) ≤ τmax

HFC

(17)

In the formula: PH2
HFC(t) is the hydrogen energy input to the HFC in the t period;

PdHFC(t) and PrHFC(t) are the electric and thermal energy output by the HFC in the t
period, respectively; ηdHFC and ηrHFC are the conversion efficiencies of the HFC into
electricity and heat, respectively; PmaxHFC,H2

(t) and PminHFC,H2
(t) are the hydrogen input

into the HFC, respectively The upper and lower limits of energy; 
PmaxHFC,H2
(t) and


PminHFC,H2
(t) are the upper and lower limits of HFC climbing respectively; τmaxHFC

and τmaxHFC are the upper and lower limits of HFC’s thermoelectricity, respectively.

5 Case Analysis

In order to verify the effectiveness of this optimization strategy, the following two exam-
ples are set up for verification, and the optimal scheduling is carried out with a cycle
of 24 h a day. Introducing the Pareto frontier graph of P2G and without P2G, the opti-
mal economic point A before optimization (11,555.56, 4574.94), the optimal economic
point A′ (9876.56, 4000.00) after optimization; the optimal carbon emission point B
before optimization (11,782.47, 4552.55), the optimal carbon emission point B′ after
optimization (10,069.96, 3877.05). Before and after the introduction of P2G, the cost of
the lowest cost point and the lowest carbon emission point was reduced from 11,555.56
to 9876.56. Carbon emissions are reduced from 4552.55 to 3877.05, which can optimize
both economical operating costs and carbon emissions. As shown in Fig. 4 below.

(1) Risk preference selects the optimal compromise membership value after optimiza-
tion
Aiming at the difficult problem of economic low-carbon dual-objective decision-
making, an optimal compromise solution selection method based on fuzzy mem-
bership function is introduced, which can take into account the optimal balance of
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Fig. 4. Comparison of optimal fuzzy membership degrees

economic and low-carbon dual benefits. The comparison shows that the position of
the optimal compromise point is selected at the position of data1 in the figure. The
membership value of the optimal compromise solution is 0.37, at this time. ET

O =
9912, STO = 3898. The benefit comparison table before and after the ladder-type
carbon trading mechanism is shown in Table 1.

Table 1. Comparison of benefits before and after the step-by-step carbon trading mechanism
considering P2G

Parameter Parameter value

Scenario 1 Scenario 2 optimization

Carbon emissions/kg 4555.37 3877.05 14.9%

Carbon trading cost/yuan 227.50 163.80 11.6%

Abandoned wind and light output/kW.h 134.21 44.74 66.7%

total cost/yuan 11,583.80 10,010.15 13.6%

(2) Optimal daily output balance diagram of electric heating gas and hydrogen
Considering the P2G state, after the IES economic operating cost and carbon emis-
sions are dual-objective optimal scheduling calculations, and using the commercial
solver Cplex in the MATLAB simulation software to solve, the optimal output
balance diagram of electric heating gas and hydrogen can be obtained as follows:
shown in Fig. 5.
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Fig. 5. Optimal output balance diagram of electric heating gas and hydrogen

6 Conclusion

This paper is supported by the Jilin Provincial Department of Science and Technology
(20210402057GH).

In the original IES, while considering CCUS, this paper conducts a detailed compar-
ative analysis of the two stages of P2G, and constructs a dual-objective optimal dispatch
model by considering the cost of stepped carbon trading, the cost of wind curtailment,
and the carbon emission target. And through research and analysis:

1) Considering the two stages of P2G’s electric hydrogen production and conversion
to methane, it promotes wind power consumption, further promotes the efficient
utilization of hydrogen energy, and reduces the problem of system energy loss.
In addition, in the P2G equipment, the heat recovery and utilization of the strong
exothermic process of methanation is carried out, and the heat supply is coordinated
with CHP, which can improve the energy utilization rate.

2) The introduction of CO2 storage can realize full-scale carbon capture when thermal
power units with peak load are in operation. At night, the abandonment of wind
and light is serious, that is, when thermal power units are not in operation, carbon
storage devices are used to release carbon for methanation and power consumption,
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which is conducive to the utilization of electricity. This peak-filling method enables
the stable operation of the power system.

3) When considering HFC to achieve short-term and high-efficiency storage of hydro-
gen energy, introducingmethane to achieve stable storage after electricity production
of hydrogen to methane or using existing natural gas pipelines for safe and cheap
transportation is conducive to long-term storage and even seasonal energy storage.
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Abstract. The distribution locational marginal price is an important congestion
management method for the distribution network with a high proportion of dis-
tributed newenergy.The refined formulation of the distribution locationalmarginal
price is conducive to the allocate the electric energy economically and enhance the
enthusiasm of both the generation side and the consumption side to participate in
congestion management. Based on the linear optimal power flowmodel, a method
for calculating the distribution locationalmarginal price by iteratively updating the
loss factor is proposed. The price is divided into four parts: energy, loss, voltage
and congestion. For a typical distribution network example, the proposed method
is used to calculate the electricity price and different components of each node.
The results show that the value and composition of the electricity price can reflect
the actual operation of the system and solve the congestion.

Keywords: Distribution locational marginal price · Linearized power flow
model · Distribution network congestion management · Loss factor

1 Introduction

With the rapid increase of the proportion of distributed new energy and flexible loads,
the distribution network has changed from the power and price-accepting network to a
new network with flexibilities. At present, while the unified electricity market is cleared,
only the power and node voltage constraints of the transmission system are checked.
The topology structure and safe operation requirements of the medium and low voltage
distribution network should be taken into consideration, too [1].

In the future distribution network, the probability of congestion will greatly increase.
In southern Germany, the power generation capacity of distributed power sources has far
exceeded the load capacity of the system, and the overload of cables and transformers
will seriously affect the system security [2]. Therefore, how to improve the ability of
Distribution System Operator (DSO) to manage congestion will become the key to
promoting the development of active distribution networks in the future.

In order to solve the problem of distribution network congestion, DSO can adopt
direct control methods, such as distribution network reconfiguration, load reduction,
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and power output adjustment methods [3–5]. Another method is indirect control, which
uses market-based methods to alleviate the system congestion problem, including Local
Energy Trading [6], Local Flexibility Market (LFM) [7], Locational Marginal Price
(LMP) [8] etc., by providing a trading platform to motivate electricity generation and
consumption customers to participate in the congestion management of the distribution
network. This kind of market is cleared after the wholesale market which provides the
clearing price without the consideration of distribution network topology constraints.
The price of nodes in distribution network differs due to line transmission losses, voltage
exceeding and congestion caused by the load, which helps to increase or decrease the
corresponding load and contributes to alleviating the congestion situation.

When a node increases the unit power load, the marginal cost it needs to increase is
defined as Distribution Locational Marginal Price (DLMP). The calculation of DLMP
needs to construct an optimal power flow model. Compared with the transmission net-
work, the R/X value of the distribution network is larger, so the DC power flow is not
applicable. Although the AC power flow model or the second-order cone power flow
model has higher calculation accuracy, it cannot distinguish the influence of different
factors in the system on the electricity price [9, 10]. The linear power flow model can
obtain different components of the marginal electricity price of the distribution network
node while ensuring the accuracy.

Reference [11] divides the node electricity price into three parts: energy, loss and
congestion. It is concluded that whether the system loss is considered will affect the
final price result. Reference [8] establishes three methods for expressing line power
flow, and the conclusion shows that the method based on marginal loss is more feasible.
Reference [12] proposed a DLMP calculation method considering reactive power price
and voltage constraints. However, it does not take into account the line power flow
constraints. Reference [13] proposes a linear node marginal price calculation model that
takes into account system losses. But the line power flow constraints in this paper only
consider the active power constraint, where the reactive power is ignored. Reference [14]
uses the method of inscribed regular polygon to linearize the line transmission power
constraint, and linearizes the influence of the line power flow constraint on DLMP.

Based on the shortage of existing research on congestion management, this paper
uses the linear power flowmodel based on literature [12] to calculate the DLMP. Aiming
to minimize the total cost of purchasing electricity, and considering the constraints of
line transmission capacity and node voltage amplitude, a calculation method through
iteratively updating line loss factors is proposed, which ensures the accuracy of the
results and simplifies the computational complexity. The accuracy and effectiveness of
the congestion management method proposed in this paper are verified by comparing
with the results of the AC power flow model.

2 Optimal Power Flow Model of Distribution Network

2.1 Objective Function

min
∑

i∈G
CP
i P

G
i + CQ

i Q
G
i (1)
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2.2 System Constraints

1) System Power Balance Constraints
⎧
⎪⎨

⎪⎩

∑
i∈N

(
PG
i − PD

i

) − ∑
k∈L

PLoss
k = 0,

(
λPall

)

∑
i∈N

(
QG
i − QD

i

) − ∑
k∈L

QLoss
k = 0,

(
λ
Q
all

) (2)

where: PD
i , Q

D
i are the active and reactive power of the load at node i respectively;

PLoss
k , QLoss

k are the active and reactive power loss on line k respectively; N , L are
the set corresponding to all nodes and all lines in the system.

2) Node Power Balance Constraints
⎧
⎪⎪⎨

⎪⎪⎩

PG
i − PD

i + ∑
j∈A(i)

FP
ji − ∑

j∈C(i)

(
FP
ij + PLoss

ij

)
= 0,

(
λPi

)

QG
i − QD

i + ∑
j∈A(i)

FQ
ji − ∑

j∈C(i)

(
FQ
ij + QLoss

ij

)
= 0,

(
λ
Q
i

) (3)

where:A(i), C(i) are the set of parent nodes and child nodes of node i respectively;
FP
ij , F

Q
ij are the active and reactive power transmitted by the line between nodes i

and j respectively.
3) Node Voltage Constraints

{
Vi − Vmax

i ≤ 0,
(
μ+
i

)

−Vi + Vmin
i ≤ 0,

(
μ−
i

) (4)

4) Line Transmission Capacity Constraints
√

(
FP
k

)2 +
(
FQ
k

)2 ≤ Smax
k (5)

where: FP
k , F

Q
k are the active and reactive power flow flowing on line k respectively;

Smax
k is the maximum transmission capacity of line k.
The regular polygon constraint equation is used for approximation [15].

rPFP
k + rQFQ

k ≤ rSSmax
k ,

(
ρk

)
(6)

5) Power Constraints
⎧
⎨

⎩
PG,min
i ≤ PG

i ≤ PG,max
i ,

(
α
P,−
g , α

P,+
g

)

QG,min
i ≤ QG

i ≤ QG,max
i ,

(
α
Q,−
g , α

Q,+
g

) (7)
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2.3 Lagrange Function

Synthesizing the above system safe operation constraints, the Lagrange equation is
constructed as Eq. (8).

L =
∑

i∈G
CP
i P

G
i + CQ

i Q
G
i

+λPall

(
∑

i∈N

(
PG
i − PD

i

)
−

∑

k∈L
PLoss
k

)
+ λ

Q
all

(
∑

i∈N

(
QG
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i

)
−

∑

k∈L
QLoss
k

)

+
∑

i∈N
λPi

⎛
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∑
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∑
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(
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)
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Q
i
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ij

)
⎞
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+
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∑
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−QG
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(8)

3 Calculation Method of DLMP Based on Linear Power Flow
Model

3.1 Calculation Model of DLMP

According to the Lagrange equation, the active and reactive power of the load are
respectively derived. DLMP are obtained as shown in Eqs. (9)–(12).

�P
i = �P

energy + �P
loss + �P

voltage + �P
congestion (9)
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⎧
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DLMP is divided into four components: energy, loss, voltage and congestion. There-
fore, it is necessary to construct the linear model of the active and reactive power flowing
through each line, line losses and voltage with respect to the active and reactive power
of the node power.
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3.2 Linear Model of Line Power Flow with Respect to Node Power

The distribution network is radial, and the line power flow can be expressed as the sum
of the load of each node and the loss of each line downstream of the line.

[
FP

FQ

]
=

[
A 0
0 A

][
PD − PG

QD − QG

]
+

[
T 0
0 T

][
PLoss

QLoss

]
(13)

A(k, j) =
{
1, j ∈ B(k)
0, j /∈ B(k)

(14)

T (k, l) =
{
1, l ∈ L(k)
0, l /∈ L(k)

(15)

where: B(k), L(k) are the set of downstream nodes and lines of line k respectively.

3.3 Calculation of Loss Factor

The active and reactive losses of the line can be expressed as:
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where: T (k) is the end node of line k.
Loss Factor (LF) is defined as the sensitivity of line loss to node power. The deriva-

tives of the line power flow and line loss with respect to the node power are obtained
through calculating the partial derivatives of Eqs. (13) and (16) with respect to the node
load power respectively. Eq. (17) is obtained by synthesizing the derivation results of
the those.
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By solving the first and third equations in Eq. (17), the sensitivity of the line active
power loss and reactive power loss to the node active power can be obtained; by solving
the second and fourth equations, the sensitivity of line active power loss and reactive
power loss to node reactive power can be obtained.
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3.4 Linear Model of Line Loss with Respect to Node Power

Perform Taylor expansion of the line loss at a certain operating point, ignoring the
quadratic and higher-order terms.
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Define the loss coefficient matrix as below.
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The linear expression of the line loss with respect to the node power is obtained.
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where: κPLoss, κQLoss are constant vectors which can be calculated as follows.
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are the reference values of the active and reactive power of the

node load and generation respectively.

3.5 Linear Model of Node Voltage with Respect to Node Power

The linear expression of line power flow and node power can be obtained by substituting
Eq. (20) into Eq. (13).
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where: T̃ = T + I.
The linear relationship between node voltage and node power can be obtained by

referring the method in [12].
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So far, the approximate linear expressions are obtained.
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Fig. 1. Schematic diagram of DLMP calculation process

3.6 DLMP Calculation Process

In this paper, an iterative calculation method is proposed. The schematic diagram of the
calculation process is shown in Fig. 1.

4 Case Study

In this paper, the typical 17-node distribution network in the reference [16] is used
(Fig. 2).

Fig. 2. Node system structure diagram
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4.1 Analysis of Calculation Results of DLMP

This study sets up the following two scenarios to calculate and analyze DLMP. Three
identical distributed power sources are placed at nodes 9, 11, and 17. The price of active
power and reactive power of balance node are set as 50e/MW and 5e/MVar. In scenario
1, the power flow constraint of line 3–12 is set as 4MW.Two scenarios are set for studying
the model built in this paper and parameters are shown in Table 1.

Table 1. Parameters for different scenarios

Scenario Active output
range/MW

Reactive
output
range/MVar

Active power
price/e/MW

Reactive power
price/e/MVar

Voltage
range/p.u

1 [0, 1.3] [−0.65, 0.65] 55 5.5 [0.8, 1.2]

2 [0, 5] [−2.5, 2.5] 25 2.5 [0.95, 1.05]

According to the model without considering the line loss (S-OPF), the linear power
flow model (L-OPF) constructed in this study, and the MatPower AC power flow model
(ACOPF), the optimal power flow is calculated, and the DLMP results are compared.

In scenario 1, lines 3–12 is congested. Comparing the DLMP values under different
models, as shown in Fig. 3, due to the congestion of line 3–12, the active power price
of node 12 and its downstream nodes increases as a whole, and the corresponding load
decreases, thus the congestion is solved. The composition of DLMP of each node under
the L-OPF model is shown in Fig. 4. It can be seen that the marginal price of active
and reactive power nodes is composed of three parts: energy, loss and congestion. Due
to the power flow of lines 3–12 reaches the capacity limit, DLMP of node 12 and its
downstream nodes are added the congestion part.

The results show that line congestion has significant impact on DLMP, and only
affects the price of congested line and its downstream nodes. Therefore, the location of
line congestion can be inferred according to the part corresponding to the congestion in
DLMP.

In scenario 2, the voltage of node 11 reaches the upper limit. The composition of
DLMP under different models is shown in Fig. 5, which consists of three parts: energy,
loss and voltage. It can be seen from the figure that on the basis of energy price, both
the voltage and the loss parts act to reduce the DLMP. The reason is that node 11 is
located at the end of the line and is equipped with a distributed power source with a large
output, which leads to the voltage rise. Nodes 8-10 are most affected, and the DLMP
is significantly lower than that of other nodes. Other nodes are less affected, but the
electricity price still has dropped to varying degrees.

The results show that the line voltage over-limit has obvious impact on DLMP and
affects the nodes of whole system. All nodes can be guided by the price to adjust the
power and participate in the voltage management of the distribution network.
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Fig. 3. The Price of Each Node in Scenario 1

Fig. 4. The Composition of DLMP of Each Node in Scenario 1

Fig. 5. The Price of Each Node in Scenario 2
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5 Conclusion

According to the operation characteristics of the distribution network, this paper studies
the congestion management method based on DLMP, and proposes a method to solve
the DLMP by iteratively calculating the loss factor. The main conclusions are as follows:

1) DLMP can successfully solve the congestion problem in the distribution network.
The linear power flowmodel decouples the active and reactive power, and the power
price is divided into four independent parts: energy, loss, congestion and voltage.
The case study results show that different components can reflect the operating status
of the system;

2) The comparison results of the calculation examples show that the DLMP calculated
by this method is basically consistent with the results of the AC power flow model.
At the same time, the requirements for initial data are low, the calculation process
is simple, and it is feasible in practical applications.

DLMP is used in distribution network congestion management with high effective-
ness and low construction cost. In the future distribution network, coordination and
complementation of multiple energy sources and flexible loads will become a trend. The
further research of corresponding DLMP calculation method and market clearing model
is required.
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Abstract. AsPVgrid-connected capacity has been increasing, a serious challenge
to grid security and stability is brought. When the power grid fails, the capacity of
off-grid units in a PV power station cannot be directly monitored, which makes
it difficult to achieve real-time and accurate control of the generator tripping and
load-shedding strategies of systemprotection. In this paper, a real-time lowvoltage
ride through (LVRT) and off-grid discrimination technology for the PV power
station is presented based on the reactive power-supported LVRT control strategy
from the perspective of engineering application. Through this technology, the
capacities of PV units in three different operating states: Normal operation, LVRT,
and off-grid can be calculated in time, which provides a quantitative reference for
accurate generator tripping and load-shedding control strategy to improve the
security and stability of the grid containing a high percentage of new energy
access. Finally, the feasibility and accuracy of the discrimination technology are
verified by simulation.

Keywords: Low voltage ride through (LVRT) · Voltage dip · PV off-grid ·
Real-time discrimination

1 Introduction

In recent years, with the rapid development of PV power generation technology, the PV
power generation connection scale is getting larger and larger, and a large number of
power electronic devices connect to the grid. This has changed the grid pattern, and its
vulnerability also easily leads to the problem of large-scale off-grid in the case of a fault
occurs, which brings challenges to the security and stability of the power system [1–3].
In 2016, SA Power Networks experienced six consecutive voltage dips, and most of its
wind turbines experienced continuous LVRT failure, which eventually led to large-scale
new energy off-grid [4]. In the “Three-North” region of China, due to the large-scale
centralized development of new energy and the weak grid frame, voltage stability issue
of the system caused by faults at the feed end is prominent. At present, several large-scale
new energy off-grid accidents have occurred [5–7].
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In reference [8], the reasons leading to wind turbine off-grid are analyzed, measures
for retrofitting wind turbines and improving the wind farm collector system and pro-
tection configuration from the angle of engineering application are proposed, and the
solutions that can reasonably avoid large-scale off-grid accidents are raised combined
with the characteristics of large wind power bases. In reference [9], the off-grid time
sequence of wind power and PV is studied, and the impact of new energy off-grid on
the important AC cross-section of the AC system it is connected to is qualitatively and
quantitatively analyzed. In reference [10], the fault process of large-scale new energy
off-grid in the UHVDC feeder grid is analyzed. Then, in view of the shortcomings of the
existingmeasures to copewith new energy off-grid, a frequency emergency control tech-
nology scheme and its implementation method that uses information such as DC phase
commutation failure as a trigger condition are proposed according to the characteristics
of the fault process.

So far, there has been little research on real-time LVRT and off-grid discrimination
technology for PV power generation at home and abroad. As there are a large number
of PV power station units, accurate monitoring of each unit depends on a high-speed
communication network in the station, which requires a huge construction volume and
high construction cost. Therefore, on the premise of satisfying stability control require-
ments, we need to carry out research on simplified and centralized real-time off-grid
discrimination technology for the PV power station based on the in-place message. In
this paper, a real-timeLVRT and off-grid discrimination technology is proposed based on
the LVRT control strategy for PV power stations. By monitoring the electrical quantity
at grid-connected points, the unit capacity of the PV power station in different operat-
ing states when a failure occurs is calculated, which provides a reference for generator
tripping and load shedding control, thus improving the safety and stability of the power
system.

2 PV Power Generation System and Its Control Model

A simplified schematic diagram of the PV power generation system is shown in Fig. 1.
Grid Connection Diagram of PV Power Generation System.

PV

DC/AC

C

L
Pw

uabciabc

Fig. 1. Grid Connection Diagram of PV Power Generation System.
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The PV inverter transmits the electric energy converted from solar energy absorbed
by the PV unit into the grid, and the active power at its two ends should be kept in
balance. The following expression can be obtained:

udcC
dudc
dt

= PW − 3

2
UdId − UrId (1)

where
udc—bus voltage of PV DC link;
PW—the maximum power output from the PV unit;
C—DC link voltage stabilizing capacitance;
Ur—Equivalent voltage loss of inverter;
Ud and Id—Voltage and current at the grid-connected point in dq coordinates.
The control strategy of PV grid-connected inverter is shown in Fig. 2 [11–13]:
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Fig. 2. Control Strategy of PV Grid-Connected Inverter.

The control strategy in the figure adopts a double closed-loop control structure,
whose outer loop is the voltage loop and the inner loop is the grid-connected current
loop. Through abc/dq0 transformation, the grid-connected current is decoupled into two
components: the active component and the reactive component. The vd and vq control
equations are as below:

vd= − (
Kip+KiI

/
s
)(
i∗d − id

) + ωLiq + ed (2)

vq= − (
Kip+KiI

/
s
)(
i∗q − iq

)
+ ωLid + eq (3)

where
vd and vq—reference value of inverter output voltage;
Kip and KiI—PI regulator capacity ratio and integration gain;
i∗d and i∗q—current reference values;
ed and eq—disturbance of grid voltage.
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3 LVRT Control Scheme Based on Reactive Power Supported

In the national standard GB/T19964-2012 Technical Requirements for Connecting Pho-
tovoltaic Power Station to Power System, as shown in Fig. 3, the following requirements
are set forth for large PV power stations [14]:
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Fig. 3. LVRT Capability Requirements for PV Power Station.

1) The PV power station should be able to run continuously without off-grid for 0.15s
after the voltage at the grid-connected point of the PV power station drops to zero. It
can be cut out of the grid when the voltage at the grid-connected point drops below
curve 1.

2) PV power station recovers to the value before the fault with at least 30% of rated
power per second after fault clearing.

3) The response time of dynamic reactive current is not more than 30ms and reactive
current should satisfy:

⎧
⎨

⎩

IT ≥ 1.5
(
0.9 − Ug

)
IN 0.2 ≤ Ug ≤ 0.9

IT ≥ 1.05IN Ug < 0.2
IT = 0 Ug > 0.9

(4)

where
Ug—Per-unit value (pu) of voltage at the grid-connected point of PV station;
IN—Rated grid-connected current of the inverter.
PV is generally connected to the grid with a unity power factor in normal operation,

and reactive power is issued when a fault occurs. Its control strategy is divided into two
parts: active control and reactive control.

The external regulation characteristics of the active part mainly depend on the outer
voltage loop, and the control equation of the active current can be obtained:

id = kp1
(
u∗
dc − udc

) + ki1

∫ (
u∗
dc − udc

)
dt (5)
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where
u∗
dc—DC link bus voltage limit;
udc—DC link bus voltage;
kp1 and ki1—Outer loop PI controller capacity ratio and integration gain of the active

control part.
From Eq. (4), it is known that the PV output reactive current should satisfy the

following:

{
Iq = 1.5(0.9UN − Ud )IN 0.2 < Ud < 0.9
Iq = 1.05IN Ud < 0.2

(6)

where
UN—Rated voltage at the grid-connected point;
Ud—Voltage at the grid-connected point in dq coordinates;
IN—Rated current of the inverter.
Then the reactive current satisfies the equation as shown in (7).

⎧
⎪⎨

⎪⎩

L
diq
dt = kp2

(
i∗q − iq

)
+ ki2

∫ (
i∗q − iq

)
dt − ωLid

i∗q = 1.5(0.9UN − Ud )IN 0.2 < Ud < 0.9
i∗q = 1.05IN Ud < 0.2

(7)

where
i∗q—Set value of inverter reactive power;
kp2 and ki2—PI controller capacity ratio and integration gain of the reactive power

control part.
Due to the capacity limitation of the inverter itself, the active current should satisfy

the inequation constraints:

id ≤
√
i2lim it − i∗2q (8)

Then the control model of the PV station during LVRT is shown in the following
equation:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

udcC
dudc
dt = PW − 3

2UdId − UrId
id = kp1

(
u∗
dc − udc

) + ki1
∫ (

u∗
dc − udc

)
dt

L
diq
dt = kp2

(
i∗q − iq

)
+ ki2

∫ (
i∗q − iq

)
dt − ωLid

i∗q = 1.5(0.9UN − Ud )IN 0.2 < Ud < 0.9
i∗q = 1.05IN Ud < 0.2

id ≤
√
i2lim it − i∗2q

(9)

It can be seen from the above formula that the simplified mathematical model of
photovoltaic is also composed of several nonlinear differential equations. In order to
solve its numerical solution, it needs to be discretized and appropriately deformed.



Research on Real-Time LVRT and Off-Grid Discrimination Technology 493

Discretize and mathematically deform Eq. (9) to obtain the iterative format of voltage
output response during low-voltage crossing, as shown in the following equation.
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

udc(k + 1) = Ts
C

[
PW (k) − 3

2Ud (k)Id (k) − UrId (k)
]/

udc(k) + udc(k)

i{ d (k + 1) = kp1
[
u∗
dc − udc(k + 1)

] + ki1
k+1∑

j

[
u∗
dc − udc(j)

]

i∗q = 1.5(0.9UN − Ud )IN 0.2 < Ud < 0.9
i∗q = 1.05IN Ud < 0.2

iq(k + 1) = Ts
L

{

kp2
[
i∗q(k) − iq(k)

]
+ ki2

k∑

j

[
i∗q(k) − iq(j)

]
− ωLid (k + 1)

}

+ iq(k)

id (k + 1) ≤
√
i2lim it − i∗q(k)2 k = 1,2 · · · n

(10)

4 Real-Time LVRT and Off-Grid Discrimination Technology

Since all units are controlled by the LVRT scheme described above during the fault,
according to Kirchhoff’s Current Law, the active current Id� and reactive current Iq� at
the outlet detection point of the PV station can be expressed as:

{
Id� = Id1 + Id2 + . . . + Idn
Iq� = Iq1 + Iq2 + . . . + Iqn

(11)

Let the PV station have m PV units with a single capacity of α MW. After the fault
occurs, due to the influence of different transmission line impedances and other practical
factors, the operating states of the units can be classified into normal operation, LVRT
and off-grid. Where.

θ—Unit capacity ratio of units in normal operation;
η—Capacity ratio of LVRT units;
λ—Capacity ratio of off-grid units, that is,

θ + η + λ = 1 (12)

Considering that each unit has similar active and reactive power output characteristics
under the same control strategy, then

θ = id_mea − id_lvrt
id�_cal

(13)

η = iq_mea − iq_normal
iq�_cal

(14)

where
id_mea and iq_mea—Measured values of active and reactive currents of the grid-

connected point;
id_lvrt—Active current output from the unit working in LVRT state;
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iq_normal—Reactive current output from the unit in normal operation;
id�_cal—Sum of active currents output assuming all the units operate normally;
iq�_cal—Sum of reactive currents output assuming all the units working in LVRT

state.
It is known that the power factor of units in normal operation cosϕ, then combining

Eqs. (9) and (10), it can be obtained that,

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

id_lvrt=
m·η∑

1

(√
i2lim it − i∗2q

)

id�_cal =
m∑

1

[
kp1

(
u∗
dc − udc

) + ki1
∫ (

u∗
dc − udc

)
dt

]

iq_normal=
m·θ∑

1

{[
kp1

(
u∗
dc − udc

) + ki1
∫ (

u∗
dc − udc

)
dt

]
tan ϕ

}

iq�_cla =
m∑

1
[1.5(0.9UN − Ud )IN ]

(15)

Substituting Eq. (14) into Eqs. (12) and (13), obtain

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

θ =
id_mea−

m·η∑

1

(√
i2lim it−i∗2q

)

m∑

1

[
kp1(u∗

dc−udc)+ki1
∫
(u∗

dc−udc)dt
]

η =
iq_mea−

m·θ∑

1
{[kp1(u∗

dc−udc)+ki1
∫
(u∗

dc−udc)dt
]
tan ϕ}

m∑

1
[1.5(0.9UN−Ud )IN ]

(16)

where

ilim it = 1.2IN ,

{
i∗q = 1.5(0.9UN − Ud )IN 0.2 < Ud < 0.9
i∗q = 1.05IN Ud < 0.2

.

Correspondingly, the proportion of off-grid capacity of PV units during the fault is:

λ = 1 − θ − η (17)

The normal operating unit capacity value of the PV station during the fault is the
product of m, α and θ , the LVRT unit capacity value is the product of m, α and η, and
the off-grid unit capacity value is the product of m, α and λ.

5 Simulation Verification

The simulation model for the 9 MW PV station built in PSCAD/EMTDC is shown in
Fig. 4, and the specific parameters of the simulation model are shown in Table 1. A
single-phase grounding fault is set at the midpoint of the 220 kV overhead line, and the
current at the grid-connected point is monitored to simulate the fault’s steady state.
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Table 1. Parameters of 9 MW PV Station.

Item Parameter Item Parameter

Unit Capacity 3 MW 220 kV line
length

40 km

Box transformer
wiring method

d-yn11-yn11 220 kV line
resistance

0.019 	/km

Transformation ratio
of Box Transformer

35 kV/0.27 kV/0.27 kV 220 kV line
impedance

0.2463 	/km

Short circuit
impedance of box
transformer

6.50% 220 kV line
capacitance

0.0148 µF/km

Main transformer
wiring method

Yn-d11 Cable type of
collector wire

YJV22-26/35 kV-3 ×
50 mm2

Transformation ratio
of main transformer

220 kV/35 kV Collector wire
resistance

0.1669 	/km

Short circuit
impedance of main
transformer

10.50% Collector wire
reactance

0.0503 	/km

Temperature 25 ºC Collector wire
capacitance

0.0108 M	 * km

Illumination intensity 1,000 W/m2 Collector wire
length

1 km

PV 1

PV 2

PV 3

transformerinfinite grid

220kV/35kV

35kV/0.27kV

35kV/0.27kV

35kV/0.27kV

overhead line

Fig. 4. Topological Structure of PV Power Station Simulation Model.

When the system runs to 0.3 s, a short-circuit ground fault occurs at phase A of the
220 kV overhead line. As shown in Fig. 5, the voltages at grid-connected points drop
to 0pu and 0.5pu respectively. The three PV units are respectively in normal operation,
LVRT, and off-grid states, which means θ1 = η1 = λ1 = θ2 = η2 = λ2 = 1

3 , the power
factor of a normal operating unit is cosϕ = 1. The output currents of PV units are shown
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in Fig. 6 and Fig. 7. Substituting the known quantities into Eqs. (16) and (17), obtain

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

θ1 + η1 + λ1 = 1

θ1 = 0.084−3×η1×0.027
0.180

η1 = 0.054−3×θ1×0.060×tan ϕ
0.156

(18)

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

θ2 + η2 + λ2 = 1

θ2 = 0.111−3×η2×0.056
0.180

η2 = 0.029−3×θ2×0.060×tan ϕ
0.081

(19)

After calculation, θ1 = 0.333, η1 = 0.346, λ1 = 0.321, θ2 = 0.290, η2 = 0.358,
and λ2 = 0.352 are obtained. Ignoring the errors caused by the simulation environment,
the actual values of the unit off-grid capacity ratio are basically consistent with the
calculated values, which verifies the feasibility and accuracy of the above real-time
LVRT and off-grid discrimination technology (Table 2).

Table 2. Actual and Calculated PV Power Station Output Currents (kA).

PV Id_mea1 Id_mea2 Iq_mea1 Iq_mea2 Id�_cal1 Id�_cal2 Iq�_cal1 Iq�_cal2

1 0.060 0.060 0 0 0.060 0.060 0.052 0.027

2 0.024 0.051 0.054 0.029 0.060 0.060 0.052 0.027

3 0 0 0 0 0.060 0.060 0.052 0.027

Total 0.084 0.111 0.054 0.029 0.180 0.180 0.156 0.081

voltage drop
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voltage drop

time 0.200 0.250 0.300 0.350 0.400 0.450 0.500 0.550 0.600 
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Fig. 5. Voltage Dip Curve.
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active current
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Fig. 6. Active and reactive Current Curve of PV Power Station when Voltage Drops to 0pu.
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Fig. 7. Active and reactive Current Curve of PV Power Station when Voltage Drops to 0.5pu.

6 Conclusion

Based on the reactive power supported LVRT control scheme and considering the engi-
neering practice, in this paper, a real-time LVRT and off-grid discrimination technology
for PV power stations is proposed. Through theoretical analysis and simulation verifica-
tion, the following conclusions are obtained: This real-time LVRT and off-grid discrim-
ination technology delivers more accurate discrimination of the off-grid capacity of PV
power stations during voltage dips,which provides technical support for the development
of grid stability control measures such as generator tripping and load shedding and is
conducive to the realization of such accurate grid stability control measures. During the
discrimination process, it only needs to monitor the current at the grid-connected point
of PV stations, which requires a lower calculation volume, provides the highly real-time
capability, and low implementation cost. The simulation result proves the effectiveness
of the proposed real-time off-grid discrimination technology.
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Abstract. In order to achieve carbon peaking and carbon neutrality, the electricity
marketization reform is gradually advancing. Power generators use the dark bid
auctions mechanism to bid, resulting in the market being in a state of incomplete
information. Therefore, the accurate market equilibrium results and the analysis of
the transaction behavior of power generators have a significant impact on the sta-
ble operation of the market. Based on the incomplete information market in which
generators are not aware of other bidding strategies and cost functions, this paper
establishes a bi-level model of generator quotation, and interacts with bidding and
clearing information. Based on the deep reinforcement learning (DRL) technology
in artificial intelligence, this paper proposes a generator decision-making method
with online learning function, and finally finds the optimal bidding strategy of
the generator that meets the load demand in a short time. In generally, this paper
simulates the quotation behavior of generators under incomplete information, sets
up multi-scenario experiments to compare and analyze the market equilibrium,
so as to provide suggestions for market rules. Results show that the DRL algo-
rithm based on Deep Deterministic Policy Gradient is suitable for solving market
equilibrium problems in complex environments. The bi-level model can simulate
the real market operation and competition condition, help power generators make
correct bidding strategies and achieve Nash equilibrium results. This paper has
reference value for finding the equilibrium of multiple interests in the design of
market mechanism.

Keywords: Deep reinforcement learning · Incomplete information · Market
equilibrium · Bi-level model

1 Introduction

At present, the power system reform is gradually breaking the original electricity market
model integrating power generation, transmission and distribution. The design of the
operationmechanism in the electricitymarket has becomeoneof the core issues ofmarket
construction [1]. For the mechanism design problem in the electricity market, since the
trading behavior of members affects the market to some extent [2], it is necessary to
analyze their possible behaviors and themarket equilibrium state. For the research on the
problemof generator bidding andmarket equilibrium, the traditional solution to is to use a
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game theory method [3–5], which can take into account the competition and cooperation
betweendifferent subjects [6], but requiresmore assumptions and simplifications, limited
to network elements of static games with complete information. When it does not match
the actual situation, the obtained Nash equilibrium may have a certain deviation.

In order to simulate the real situation of many members competing for market share
under incomplete market information and the rational bidding behavior of generators
to maximize their own income, a growing number of researches use artificial intelli-
gence methods such as reinforcement learning (RL) to solve the problem. In the existing
research, reference [7] established the comprehensive income model to verify the influ-
ence of medium and long-term contracts on the bidding of generators. Reference [8]
proposed an improved RL automaton algorithm, which models the generator quotation
behavior and market clearing process as a repeated game problem, and helps genera-
tors to optimize the quotation in the case of incomplete information. As a new type of
artificial intelligence algorithm, RL can repeatedly explore and solve problems by trial
and error in a dynamic environment. It has low requirements for accurate mathematical
models, complete information and parameter settings, and provides the possibility to
solve complex system optimization decisions [9].

However, the RL algorithms in the above literature mostly use Q-learning and its
deformation algorithms, which are restricted by the limited dimension of the Q value
table and can only deal with low-dimensional and discrete situations [10]. Therefore,
the model can only be simplified, and the continuous state space is transformed into a
finite state space, which lacks the authenticity and integrity of the information. The deep
reinforcement learning algorithm (DRL) has certain advantages in dealing with high-
dimensional uncertain problems due to its combination of deep neural network (DNN)
and RL. So, it can solve the decision-making problem of multi-party interactive games
[11]. Reference [12] compares the difference in benefits obtained by Double Deep Q
network (DDQN) and traditional Q-learning algorithms. Experiments show that DDQN
can help generators make better decisions in the face of complex environments, which
reflects the effectiveness and superiority of the algorithm. Reference [13] studies the
behavior of market participants based on DRL and proposes a learning mechanism for
market participants under the DRL framework. But DDQN is still essentially limited
by the Q-value table and can only deal with discrete problems. To further apply DRL
to continuous action space, the Deep Deterministic Policy Gradient (DDPG) algorithm
is used to solve the Markov decision process (MDP) with continuous state space [14].
Also consider the physical non-convex properties of market participants [15] to design
more favorable bidding strategies.

At present, there are few studies on the application of DDPG algorithm in solving
market equilibrium problems. Reference [15] established a bi-level model of the bidding
market, considering the non-convex operating characteristics of complex markets, but
lacked the analysis of the clearing mechanism and the market equilibrium state. Refer-
ence [16] studies the bidding strategy of generators, but only stays at the level of math-
ematical modeling, ignoring the physical process of information interaction between
generators and the market. In fact, the behavior of generators is closely related to the
market. The revenue of power generators is closely related to the market price, and the
bidding strategies varies under different market mechanisms [17]. The design of the
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market mechanism needs to consider the behavior of power generators, and the bidding
strategy of power generators also affects the market clearing. Since the research on the
above problems, this paper establishes a bi-level model of generators quotation in the
incomplete information market, and apply the DDPG algorithm to solve the market
equilibrium to find the optimal strategy. Though the simulation of improved IEEE-3
and IEEE-30 model, different market mechanisms are simulated to help generators and
managers make strategic decisions and set market rules from a macro perspective. The
superiority of DDPG algorithm is verified by arithmetic examples.

2 Basic Model of Market Under Incomplete Information

The electricity market can be divided into complete information market and incom-
plete information market according to the degree of information disclosure. This paper
assumes that the internal information of power generators is not public, all power gen-
erators do not know the relevant information of other competitors, and the market is in
a state of incomplete information. In this section, starting from the market structure, the
bidding model of generators, the load demand side and the market clearing model of
the power trading center are established respectively, to establish a bi-level optimization
model for generators to participate in bidding, and carry out research work.

2.1 Market Structure

The market mechanism is the main factor that affects the bidding of the main body and
the equilibrium of the market. Combined with the current situation of electricity market
construction, the market rules of this article are formulated:

1) The electricity market adopts the dark bidding auction mechanism [18]. Each gener-
ator independently conducts strategic bidding according to the existing information,
and formulates its own bidding strategy to obtain the maximum profit. After obtain-
ing the quotation information of power generators, the independent system operators
(ISO)will clear themarket based on the social welfaremaximization and disclose the
nodal price. After many times of information exchange between power generators
and operating agencies, the entire market will reach a state of equilibrium, that is,
the Nash equilibrium. In this equilibrium state, no entity can obtain more profits by
changing its own bidding strategy, and the generators can obtain their own optimal
bidding strategy and maximum profit.

2) The market clearing method is unified clearing according to the marginal price, that
is, the last unit that meets the load demand is quoted as the marginal unit. The price
is defined as the marginal price to determine the quantity and price of the remaining
units.

3) The market transaction mode is the power bank mode, and the market members
include power generators and users, as well as independent system operator. The
following is a modeling analysis of the clearing process of generators, users and
ISO.
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2.2 Generators Bidding Model

In this paper, the supply function equilibrium (SFE) model is used to construct the
bidding strategy of generators. In the SFE model, the power generators participating in
the market competition make quotations according to their own marginal costs, which
avoids the false bidding behavior. The nodal price and the bid-winning quantity are
determined by the market, which reflects the influence of the market on the behavior of
the main body, as well as the dual control of price and quantity, and ensures the fairness
and stability of the market.

Power generators participate in market bidding in the form of quotation and volume
[19]. The cost function is expressed as a quadratic function of its output power per unit
time:

Cg(PGi) = aGiP
G
i + 1

2
bGiP

G2

i ,∀i ∈ �m (1)

Cm
g (PGi) = aGi + bGiP

G
i ,∀i ∈ �m (2)

whereCg(PGi) is the cost function of the generator,Cm
g (PGi) is themarginal cost function

of the generator, aGi and bGi are the linear and quadratic coefficients of the cost function,
respectively, �m is the set of generators, and PG

i is the output power of the generator.
Generators bidding procedure based on marginal cost. The intercept or slope or a

combination of the two can be used as the bidding strategy coefficient [15]. In this paper,
the intercept is used as the strategy coefficient for bidding.

The optimization model of generators aiming at maximizing profit is:

max
λi

Ri = λiP
G
i − Cg(PGi),∀i ∈ �m (3)

amin
Gi ≤ aGi ≤ amax

Gi (4)

whereλi is themarket clearing electricity price,Ri is the profit value of the generator, amin
Gi

and amax
Gi is the upper and lower limit of the quotation of the generator set, respectively.

2.3 Load Demand Model

The load participates in the market in the form of quoted volume without quotation [19].
Corresponding to the generator bidding model, a linear demand model of the load is
established:

Ck
d (PDj) = cDj+dDjP

D
j ,∀j ∈ �k (5)

Cd (PDj) =
∫

Ck
d (PDj)dP

D
j = cDjP

D
j + 1

2
dDjP

D2

j ,∀j ∈ �k (6)

where Ck
d (PDj) is the demand function of the load, Cd (PDj) is the integral of the load

demand, used to represent the benefit of the load, cDj and dDj are the intercept and slope
of the demand function, respectively, �k is the load set, and PD

j is the marked force in
the load.
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2.4 Market Clearing Model

After receiving the quotation information of each power generator, ISO form the total
quotation curve and the total demand curve to match and clear the unified marginal
price, and determine the winning amount of electricity and electricity price. Considering
various constraints such as generator output limit, load output limit, power balance
constraint, nodal power flow constraint, etc., the direct-current (DC) optimal power flow
is used to establish a market clearing model for maximizing social welfare as follows:

max
aGi

π =
k∑

j=1,j∈�k

(cDjP
D
j + 1

2
dDjP

D2

j ) −
m∑

i=1,i∈�m

(aGiP
G
i + 1

2
bGiP

G2

i ) (7)

s.t.

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

PGmin
i ≤ PG

i ≤ PGmax
i ,∀i ∈ �m

PDmin
j ≤ PD

j ≤ PDmax
j ,∀j ∈ �k

m∑
i=1,i∈�m

PG
i −

k∑
j=1,j∈�k

PD
j = 0

PTDF(PG
i − PD

j ) ≤ Lmax

(8)

where PGmin
i and PGmax

i are the minimum and maximum output values of the generator
sets, respectively, PDmin

j and PDmax
j are the minimum and maximum output values of

the load, respectively, �m and �k are the set of all generator sets and loads participating
in the bidding, PG

i and PD
j are respectively Indicates the declared amount of electricity

from the generator and the load. PTDF is the power transmission transfer distribution
factor [20], which can effectively constrain the power flow of themodel and Lmax express
the maximum capacity limit of the transmission line.

2.5 Bi-level Bidding Model of Generators

In the electricity market with incomplete information, generators participate in bidding
based on their own data and submit the data to electricity operators. In order to maximize
their own profits, the power generator adopts the optimal bidding strategy, which will
affect the market clearing and further affect the nodal price and market equilibrium. The
power operator integrates the quotation information of each generator and the market
operation parameters for centralized and unified clearing. The result will affect the next
quotation of generators and make them make timely strategic adjustments. Therefore,
a bi-level model of generator bidding is established. The upper model is the bidding
decision-making layer of generators, aiming at maximizing the profit of generators; the
lower model is the market clearing layer, aiming at maximizing social welfare. The
interaction between the bi-level model is carried out through bidding information and
clearing information. The model diagram is shown in Fig. 1.
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Fig. 1. Schematic diagram of the bi-level model diagram.

3 Deep Reinforcement Learning Solving Algorithms

3.1 MDP Model

Artificial intelligence is a technology that simulates human behavior through computer
programs to perform specific tasks. Machine learning is an important branch. At present,
commonmachine learning algorithms can be divided into: supervised learning, unsuper-
vised learning and DRL [21]. As a basic modeling method of DRL,MDP can effectively
solve the control and decision-making process in complex environmental systems. In
this method, each agent can automatically perceive the current state sgt within the time
interval t, and take action agt according to a certain strategy pgt , thereby changing the
environmental state and obtaining a reward rgt , the reward is accumulated over time as
a payoff. The goal of each generator is to maximize its own returns:

Rg =
∑T

t=1
γ t−1rgt (9)

where T is the total number of time intervals, and γ ∈ [0, 1] is the discount factor,
indicating the importance of future returns to the current decision.

Therefore, an MDP model of incomplete information electricity market is estab-
lished, which is described by a quadruple {sgt, agt, pgt, rgt}, where sgt represents the
state space, agt represents the action space, pgt represents the policy, and rgt represents
the reward function, as follows:

1) State space: State is the basis of action selection and it is the expression of the
environmental characteristics observed by the agent. In this model, the state space
includes the electricity price of each node of the system and the total load demand.

2) Action space: The DDPG algorithm can handle continuous action space. In this
model, the action space is the quotation curve given by the quotation coefficient.
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3) Strategy: Conditional probability distribution about actions given by states. In this
model, the strategy is the set of coefficients of the generator bidding strategy.

4) Reward function: The reward function serves as the feedback of the environment
after the agent performs an action. In this model, since the market is a rational
electricity market, generators only care about their own profit returns, so the profit
of each generator is used as the reward function. As shown in formula (3).

3.2 DDPG Algorithm

Different from the requirements in the game theory method, the DDPG algorithm is
more suitable for dealing with the market equilibrium under incomplete information,
and transforming the optimization problem of finding the best strategy into the update
problem of the search experience. The DDPG algorithm combines deep learning tech-
nology and actor-critic algorithm and is suitable for continuous action space. The actor
is the action function, which is used to generate the action of the interaction between the
agent and the environment. The critic is the judgment function, which is used to evaluate
the pros and cons of the action performed by the agent. In the DDPG algorithm, the
actor-critic network is approximated by a deep neural network DNN. It includes four
neural networks, namely actor network, target actor network, critic network, and target
critic network.

In the state st , the action at = π
(
st |θπ

t

)
is executed through the policy function π ,

and get the next moment state st+1 and the current state reward value Rt . Update the
action-value function via the Bellman equation and compute the Q value:

Qπ (st, at) = E
[
rt(st, at) + γQπ (st+1, π(st+1))

]
(10)

Yi = Ri + γQπ (st+1, π(st+1)) (11)

Minimize the loss function using the gradient descent algorithm:

L = 1

N

∑
i

(
Yi − Q

(
st, at |θQ

))
(12)

Store the amount (st, at, rt, st+1) of state transitions in an experience pool. Each time
randomly pick a state from the pool to transition and update four network parameters at
the same time. The policy function is updated with a small batch of samples using the
experience replay pool:

∇θπ J ≈ 1

N

∑
i

[
∇aQ

(
s, a|θQ

)∣∣∣
s=si,a=π(si)

∇θπ π
(
s|θπ

)∣∣
s=si

]
(13)

An exponential smoothingmethod is used to update the target network, where ρ � 1
ensures the stationarity of the algorithm training:

θQ
′ ← ρθQ + (1 − ρ)ρθQ

′
(14)

θπ ′ ← ρθπ + (1 − ρ)ρθπ ′
(15)

The DDPG algorithm framework is shown in Fig. 2.
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Fig. 2. DDPG algorithm framework diagram.

3.3 A Bi-level Model Solution Based on DRL

This paper uses the DDPG method to solve the bi-level model. The lower-level clear-
ing model is a linear programming problem, solved by convex optimization, providing
a training environment for agent behavior. It outputs nodal price and profit as status
and reward value, respectively. The upper-level bidding decision is a complex adaptive
system problem. The DDPG algorithm will be used to train the generator to obtain the
optimal bidding strategy. By constructing the influence of the transaction behavior of
generators on the market, analyze the market equilibrium state and compare different
results in multiple scenarios.

The structure diagram and flow chart of the market equilibrium analysis based on
DRL are shown in Fig. 3 and Fig. 4, respectively.

Fig. 3. DRL structure diagram of generator quotation decision.
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Fig. 4. DRL flow chart of generator quotation decision.

4 Case Analysis

4.1 IEEE-3 Model Test System

This section simulates the incomplete informationmarket based on the improved IEEE-3
system for simulation verification. In addition, a comparative analysis is carried out for
different situations of the transmission line capacity limit requirements of lines 1–2. The
3-node network topology is shown in Fig. 5. The following Table 1 [22] gives the basic
parameter information. The impedance between the nodes in the network is the same,
and the influence of the capacity of other transmission lines is not considered except for
the upper limit of the transmission line 1–2.
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Fig. 5. 3-Node network topology diagram.

Set the experimental simulation parameters. Among them, the maximum number of
experimental simulationsT = 10000; the number of training initial sessionsTcap = 500;
the number of training sessions Ttra = 9000; the update rate ρ = 10−3; the discount
factor γ = 0.

Table 1. 3-Node network basic parameter table.

Bus Generators Loads

i aGi
(¥/MW)

bGi
(¥/MW2)

PGmin
i

(MW)
PGmax
i

(MW)
cDj
(¥/MW)

dDj
(¥/MW2)

PDmin
j

(MW)

PDmax
j

(MW)

1# 15 0.01 0 500 40 −0.08 0 500

2#
—

40 −0.06 0 666.67

3# 18 0.008 0 500
—

The Impact of Transmission Line Congestion on Market Equilibrium
Consider two situations for comparative analysis: i. Line 1–2 transmission capacity is
limited, that is, Lmax = 25MW ; ii. Line 1–2 transmission capacity is unlimited, that is,
Lmax = 1000MW . The rest of the parameters remain unchanged. Set up comparative
experiments for analysis.

i. When the line capacity is limited.
When the transmission line capacity is limited, the individual bidding strategies and
profit changes of generators are shown in Fig. 6(a) and Fig. 6(b), respectively. As
the training progresses, it gradually converges to a stable solution. This result is the
optimal strategy combination and maximum return.

ii. When the line capacity is unlimited.
When the transmission line capacity is unlimited, the individual bidding strategies
and profit changes of generators are shown in Fig. 7(a) and Fig. 7(b), respectively.
As the training progresses, it gradually converges to a stable solution. This result is
the optimal strategy combination and maximum return.
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Fig. 6. Generator strategy and profit results in the case of limited line capacity.

Fig. 7. Generator strategy and profit results in the case of unlimited line capacity.

Under the training of the DDPG algorithm, the strategy training process adopted by
each agent and the change trend of the total reward under each sequence are shown in
the figure above. In the early stage of the algorithm, the calculated value of the critic
network on the state action value function is quite different from the actual value. In
addition, the algorithm randomly explores the action space, resulting in poor actual effect
of the agent in selecting actions. At this time, the strategy is inaccurate, resulting in large
fluctuations in the training value. As the training progresses, after 4000 iterations, the
critic network can accurately calculate the state action value, and the actor network can
output the optimal action in the current state. At this point, the strategy values gradually
converge and the total reward of the sequence gradually stabilizes. The optimal value is
obtained at the end of the training and the market reaches equilibrium.
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Comparing the impact of transmission line capacity restrictions on bidding strategies
of generators under incomplete information, the relevant data are shown in Table 2.

Table 2. Equilibrium strategy combination and payoff in different blocking situations.

Situation Generators Policy
(¥/MW)

Nodal
Price
(¥)

Profit
(¥)

Amount
(MW)

Cost (¥) Income
(¥)

Social
Welfare
(¥)

Limited
Lmax =
25MW

G1 20.29 21.53 730.68 123.67 1931.51 2662.19 3823.69

G2 22.98 25.29 1776.91 289.49 5546.11 7323.01

Unlimited
Lmax =
1000MW

G1 17.24 21.05 1580.34 381.18 6444.19 8024.53 5282.85

G2 19.68 21.05 405.69 171.48 3204.17 3609.87

Based on the above data, the relevant analysis is as follows:

1) Nodal Price Analysis:
In an ideal power market, generators at any node in the system can freely supply
power to the load, ensuring themaximum degree of freedom in themarket. However,
the actual power transmission system greatly limits this degree of freedom due to the
constraints of transmission line capacity, and because of the further expansion of the
scale of the generation and consumption markets, the degree of congestion may be
further deepened. Usually, power generators will manipulate market power through
nodal prices after realizing the status of the network nodes they are in. In generally,
the generators in the load pocket have higher quotations, while the generators in
the load delivery area have low quotations. However, due to network congestion,
the power generators who quoted low prices in the delivery area could not send
electricity into the area, so they could only call the high-priced units in the load
pocket, resulting in an increase in the node electricity price in the load pocket area
during this period.

When the transmission line capacity is unlimited, the nodal price is the same
for all generators. But when the capacity is limited, the nodal price is different
for each other, and it is higher than when there is no constraint. This is because
power generators use market power to raise electricity prices in a small range and
increase their bidding strategies to obtain higher profits, resulting in the rise of node
electricity prices. When the limit exists, the nodal price is a linear combination of
the quotations of the two units and is no longer determined by a single unit. The
nodal price serves as an effective signal reflecting the market supply and demand.
The rise in electricity prices reflects the scarcity of electricity. In the case of severe
congestion in the transmission system, the unified electricity market is divided into
multiple markets, and the blocked part will lead to part of the market surplus. This
surplus part cannot belong to independent system operators, otherwise they will
be motivated to deliberately create transmission congestion; nor can it be returned
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to market members, otherwise the incentive effect of marginal electricity prices
on economic behavior will be weakened. Reasonable solution to transmission line
congestion is a key issue in market mechanism design. The first is to adjust the
network structure and parameters as much as possible to change the network flow
and resolve congestion; when the operation optimization cannot be satisfied, the
transmission plan of each market participant should be reasonably adjusted under
the premise of fair competition and economic security to ensure the stable operation
of the system.

2) Profit and Competitiveness Analysis:
The improvement of the bidding strategy does not necessarily increase the profit of
power generators. As can be seen from Table 2, although the bidding strategy for
both generators is higher in the presence of capacity constraints than in the absence
of constraints, it leads to different degrees of increase and decrease in profits. Due
to the existence of line 1–2 blockage, G1 has a certain cost advantage, but cannot
provide enough power to D2, so that D2 can only turn to the higher cost G2 to
purchase power, resulting in a subversive change in the amount of power bid by the
two generators, which ultimately also leads to a change in generation revenue and
profit.

3) Social Welfare Analysis:
As far as social welfare is concerned, the social welfare in the unlimited situation
is higher than that in the limited situation, indicating that the strategic bids by the
generators are made at the cost of reducing the social welfare. Therefore, when
setting market rules, in order to prevent this phenomenon from happening, it is
necessary to increase the capacity limit of the transmission line as much as possible.
Even if the bid-winning power within the generator set will change, the user group
will benefit in terms of node electricity price and social welfare. It can also reduce
the influence of power generators using their own quotations to manipulate market
power while ensuring the interests of multiple parties as much as possible.

Verification of DDPG Data Generalization Ability
In fact, the electricity load of residential users fluctuates in real time, which makes it
impossible for the actual load to be the same as the load during algorithm training.
Therefore, this section studies the data generalization ability of the generator decision-
making model based on DDPG, using three sets of data with different loads, respectively
high, medium and low levels, using the DDPG model trained in this paper to participate
in generator quotations. And calculate the corresponding market equilibrium data under
the unlimited transmission line.

The specific results are shown in Table 3.
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Table 3. Balance strategy combination and income situation under different load data.

Level Generators Policy
(¥/MW)

Nodal
Price
(¥)

Profit
(¥)

Amount
(MW)

Cost (¥) Income
(¥)

Social
Welfare
(¥)

High G1 0 31.59 7048.65 500 8749.99 15798.65 26744.64

G2 28.97 31.59 4034.09 328.41 6342.84 10376.93

Medium G1 17.24 21.05 1580.34 381.18 6444.19 8024.53 5282.85

G2 19.68 21.05 405.69 171.48 3204.17 3609.87

Low G1 21.67 23.81 1427.68 180.65 2872.84 4300.52 722.58

G2 53.98 23.81 0 0 0 0

The above results can show that no matter what level of load is used for data training,
the DDPG algorithm can accurately converge and find the optimal value, and the results
are consistent with the actual situation. The bi-levelmodel of generator bidding decision-
making based on the DDPG algorithm is effective when faced with the generalized data
that has never been trained. It can help generators choose appropriate quotations to
achieve market equilibrium, which proves that the model has good data generalization
ability.

4.2 IEEE-30 Model Test System

This section conducts amore general verification basedon the improved IEEE-30 system,
the principle is the same as above. The 30-node network topology is shown in Fig. 8,
and the basic parameters of the generators and loads are shown in Table 4 and Table 5
[21]. The impedance between the nodes in the network is the same, and the influence of
the capacity of other transmission lines is not considered except that the upper limit of
the transmission line 6–8, 12–14, and 10–17 is 10, 8, and 10 MW, respectively.

Two sets of comparative experiments are also set up to consider the cases with and
without the limitation of the transmission line capacity. The specific results are shown
in Table 6.

From the data in Table 6, we can draw a conclusion similar to that of the 3-node
system. The limitation of transmission capacity will lead to the increase of nodal price
to varying degrees, and the reduction of social welfare, but the profit of power gener-
ators may not necessarily increase. In the case of the same transmission line capacity
limit, there will also be a phenomenon that individual power generators use market
power to cause unfair competition in the market. Therefore, it is necessary to increase
the capacity limit of transmission lines as much as possible to alleviate the degree of
congestion while ensuring the safe and stable operation of the market. In addition, in
this example, regardless of whether the transmission line capacity is limited or not, the
data at the market equilibrium solution shows that G5 has reached its maximum output
limit, indicating that the maximum output value of the generator has a certain effect on
the market equilibrium result. The upper and lower limits of generator output cannot be
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Fig. 8. 30-Node network topology diagram.

Table 4. 30-Node network basic parameter table of generators.

Name Bus Generators

I i aGi
(¥/MW)

bGi
(¥/MW2)

PGmax
i

(MW)
PGmin
i

(MW)

G1 1# 18 0.25 100 5

G2 2# 20 0.20 80 5

G3 13# 25 0.20 50 5

G4 22# 22 0.20 80 5

G5 23# 22 0.20 50 5

G6 27# 16 0.25 120 5

ignored when analyzing market equilibrium. Overall, winning bid and revenue of G6
are significantly larger than other power generators, because G6 has the lowest power
generation cost and has an advantage in market competition. Compared with using the
node price to manipulate the market power, it is more conducive to the success of the
bidding by the power generator by reducing its own cost to make a real. When there
are multiple power generators in a large-node system, market regulators need to be alert
to the collusion among power generators to increase their own profits at the expense of
social welfare. In this regard, relevant laws and regulations can be improved, and power
generators can be guided to make real quotations and information disclosure, thereby
form a good, stable and fair power market environment.
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Table 5. 30-Node network basic parameter table of loads.

Name Bus Loads Name Bus Loads

I i cDj
(¥/MW)

dDj
(¥/MW2)

i i cDj
(¥/MW)

dDj
(¥/MW2)

D1 2 120 −5.0 D11 17 90 −3.5

D2 3 130 −5.5 D12 18 95 −3.5

D3 4 120 −4.5 D13 19 90 −3.5

D4 7 135 −5.0 D14 20 90 −3.5

D5 8 150 −5.0 D15 21 160 −6.0

D6 10 95 −3.0 D16 23 120 −5.0

D7 12 150 −5.5 D17 24 150 −6.0

D8 14 125 −4.0 D18 26 100 −4.5

D9 15 100 −4.5 D19 29 95 −3.5

D10 16 150 −5.0 D20 30 125 −4.5

Table 6. Equilibrium strategy combination and payoff in different blocking situations.

Type Equilibrium Policy (¥/MW)

G1 G2 G3 G4 G5 G6

Limited 21.08 24.19 34.32 27.24 0 24.84

Unlimited 22.75 24.04 0 25.35 0 19.76

Type Nodal Price (¥)

G1 G2 G3 G4 G5 G6

Limited 36.33 36.28 41.19 35.01 46.65 43.01

Unlimited 37.52 37.52 37.52 37.52 37.52 37.52

Type Profit (¥)

G1 G2 G3 G4 G5 G6

Limited 653.13 618.66 437.98 353.98 982.73 1301.90

Unlimited 716.71 726.31 375.86 573.89 525.86 897.70

Type Amount (MW)

PG1 PG2 PG3 PG4 PG5 PG6

Limited 61.01 60.45 34.34 38.81 50 72.65

Unlimited 59.07 67.38 50 60.84 50 71.03

Type Social Welfare (¥)

Limited 17705.66

Unlimited 20322.23
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Through the comparison and analysis of the above-mentioned multi-scenario exper-
iments, it can be shown that the bi-level model of generator bidding decision-making
established in this paper can effectively solve the intelligent bidding behavior of gener-
ators. It has certain data generalization ability, and can simulate the impact of different
market mechanisms on the bidding behavior strategy of power generators. It can be
well-used in power systems of various scales, helping power generators and managers
to make strategic decisions and market rules from a macro perspective.

5 Conclusion

In order to solve the equilibrium problem of the incomplete information market, based
on the literature review and existing research, this paper proposes to use the DDPG
algorithm to solve the bi-level optimizationmodel of power generation bidding. Through
the comparative analysis of multi-scenario experiments, the following conclusions are
drawn:

1) The DDPG algorithm used in this paper can be applied to solve the market equilib-
rium problem in a complex environment. The method can simulate the real market
operation and the competition of power generators, which is helpful for generators
to make strategic bids and guide the design of market rules;

2) Even if multiple generators are in the incomplete information market, they can still
achieve equilibrium through mutual competition, and at the equilibrium point, the
profits of each generator are not affected by the bidding strategy;

3) The power market is the basis for generators bidding, and the behavior of generators
also affects the market equilibrium. By modeling the process of information inter-
action between power generators and the market, studying the strategic quotation
behavior of generators in the power market has important engineering value and
practical significance for ensuring the benefits of market entities, maintaining the
fair and stable market order, promoting the rational distribution of resources, and
improving the market rules and mechanisms.

Acknowledgements. This paper was supported by the National Natural Science Foundation of
China (62073345).
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Abstract. The reliability of the security and stability control system has an impor-
tant impact on the stable operation of the regional power grid. As the scale of the
stability control system becomes larger and the function becomes more and more
complex, it is necessary to analyze the reliability of the complex stability con-
trol system. In this paper, a new reliability analysis method, GO methodology, is
introduced into the field of reliability analysis of stability control system. Firstly,
establish the GO diagram of the stability control system, and then analyze its reli-
ability based on hardware failure, software failure and communication channel
failure from quantitative and qualitative perspectives. Finally, calculate the failure
probability of the stability control system. In quantitative analysis, considering the
influence of common signals, we revise the calculation results. The calculation
results correspond to the results of qualitative analysis. Therefore, the results are
used as the basis for the reliability analysis of the stability control system.

Keywords: Security and stability control system · Reliability · GO
methodology · Quantitative analysis · Qualitative analysis

1 Introduction

The security and stability control system (hereinafter referred to as the stability control
system) is the second line of defense of the power grid security defense. From the system
level, it solves some complex problems encountered in the operation of the power grid
and provides a guarantee for the stable operation of the power system. Over the years,
several “Blackouts” have occurredworldwide [1–5], and the accident analysis shows that
the failure of the stability control system is one of the main reasons. Different from the
relay protection device, the stability control system can protect the main network system
in a wide area and on a large scale through layered design and station-to-station inter-
connection [6]. If the stability control system fails to work normally, the consequences
will be serious. Nowadays, under the “Double Carbon” goal, the high proportion of new
energy access and the deep power-electronized power grid will inevitably bring new
challenges to the stable operation of the power system [7]. Therefore, the research on
the reliability of the stability control system is of great importance.

In recent years, with the rapid development of ultra-high voltage AC/DC power
grid, the provincial stability control systems of each grid have been gradually improved.
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Compared with the past, the stability control systems are larger in scale, more complex
in layer design and control logic. Also, there is a great increase in the amount of control
measures and the range of fortification. Currently, it is very necessary to analyze the
reliability of large-scale complex stability control systems. At present, the research on
the reliability of the stability control system at home and abroad has just started, and
little research on its research method is available [8]. But, the reliability research of relay
protection devices is relatively mature, and the commonly usedmethods includeMarkov
state space method, Monte Carlo method, GO methodology based on success flow, etc.
[9–15]. Some scholars have introduced Markov state space method and Monte Carlo
method into reliability analysis of stability control system, and achieved certain results
[16–18]. Domestic scholars’ research on the reliability of the stability control system
mainly focuses on the hardware reliability of the stability control device or the operation
mode of the device, etc. There is a lack of relevant research on the probability of the
large-scale stability control system’s effective action under the existing strategies. This
paper combines the GO methodology with the reliability research of stability control
system, and proposes a general analysis method. The GO methodology is a success-
oriented system probability analysis technology [19], which can intuitively reflect the
control relationship between various levels in the stability control system, and is suitable
for solving the reliability analysis problem of complex systems. Therefore, taking the
provincial stability control system of sending-end DC power grid as an example, this
paper employs it to calculate the probability of the system’s effective action based on
the software and hardware failure.

2 The Working Principle and Analysis Basis of the Stability
Control System

2.1 System Structure and Action Process

Figure 1 is a structural diagram of stability control system of a provincial power grid.
Take this as an example for analysis. The system is a typical four-layer structure. The first
layer is the co-control master station, the decision-making layer of the entire system.
With a redundant configuration mode of two stations at different places and two sets
of devices at each station, it is to take generator-shedding measures after a DC fault
occurs. Under normal operation, being the master site, the co-control master station
1participates in logical judgment and actually works, and the co-control master station
2 is standby. The standby site only participates in the logical judgment and does not
actually work. When the two sets of devices of the co-control master station 1 fail at
the same time, the co-control master station 2 switches to the master site, and the two
sets of devices at each site are independent of each other. The second layer is the AC
sub-station of converter station and the 750 kV AC sub-station, which is responsible
for summarizing the capacity information of the units that can be switched in this area
and sending it to the co-control master station, receiving and executing the generator-
shedding command issued by the co-control master station, and also responsible for
forwarding DC fault information to the co-control master station (this function is only
available in the AC sub-station of converter station). The devices at each site at this
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Fig. 1. Structure diagram of stability control system

level are dual redundant, and the dual devices are independent of each other. The third
layer is the DC sub-station of converter station and 330 kV AC sub-station, which is
responsible for summarizing the capacity information of the units that can be switched
in this area and sending it to the 750 kV AC sub-station, receiving and executing the
generator-shedding command issued by the 750 kV AC sub-station. It is responsible
for judging the DC fault and sending it to the AC sub-station of converter station (this
function is only available in the DC sub-station of converter station). The devices at
each site at this level are dual redundant, and the dual devices are independent of each
other. The fourth floor is the power plant of DC near-zone and the execution station of
new energy, which is responsible for taking generator-shedding measures. The device of
power plant is a double redundant configuration, and the dual devices are independent of
each other, and the device of execution station of new energy is a single configuration.
In the actual situation, according to the characteristics of each region, the number of
execution stations in each region is different, and the configuration of the two execution
stations in each region is unified in this paper.

The main function of the stability control system is to take generator-shedding mea-
sures to balance the excess power in the grid when a DC failure occurs. The process is
shown in Fig. 2.

When the device of DC sub-station of converter station recognizes the DC fault,
it calculates the loss of DC and sends it to the device of AC sub-station of converter
station. The co-controlmaster station device calculates the number of units to be switched
according to the pre-designed strategy, and allocates it to the device of 750 kV AC sub-
station and the AC sub-station of converter station. It is forwarded to the device of
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Fig. 2. Schematic diagram of the action process of the stability control system

corresponding 330 kV AC sub-station, and the device of 330 kV AC sub-station selects
the execution station of local power plant and new energy after receiving the command.

2.2 Reliability Index of the Stability Control System

The reliability of the stability control system can generally be evaluated by the system’s
rejection rate and the system’s misoperation rate. In the above model, the system’s
rejection means when a DC fault occurs, the two sets of devices in the system do not
take corresponding measures. For example, two sets of devices at a site have hardware
failures or software defects at the same time, causing both sets of devices to fail at the
same time. System’s misoperation can be understood as the stability control system not
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taking measures according to the preset strategy. For example, when a DC fault occurs,
the stability control system should cut off 200MW units according to the preset strategy,
but the actual capacity of generator-shedding calculated by the stability control system
is 300 MW due to software defects.

At present, the design principles of hardware of the stability control device is that
when a module failure occurs, the device is locked. That is to say the set of devices fails.
Therefore, the hardware failure ismore likely to cause the stability control device’s rejec-
tion; Generally, multiple anti-error criteria are set to reduce the probability of device’s
misoperation; at the same time, comparedwith hardware failure, the system softwarewill
undergo a strict multi-link testing process before the device leaves the factory, and the
software reliability is generally not affected by the service life. Therefore, the probability
of software defects is less than the probability of hardware failures.

From the perspective of the impact on the power grid, the stability control system’s
rejection is far more harmful than the stability control system’s misoperation. Therefore,
this paper starts with the failure of the stability control system and calculates the system’s
rejection rate as the basis for reliability analysis. The more common defects that can lead
to device failure can be roughly divided into three categories, namely device hardware
failure, device software failure and communication channel failure. This paper focuses
on the application of the GO methodology in the reliability analysis of the stability
control system. There are certain assumptions about the relevant data, see Table 1 [20].

Table 1. Data of the device hardware and software failure

Fault type Failure rate/h−1 Repair time/h

Device hardware failure 2.965 × 10–6 24 h

Device software failure 3.75 × 10–6 12 h

Communication channel failure 13.92 × 10–6 24 h

3 Establishment of GO Map of the Stability Control System

Based on Fig. 2, the GOmodel of the stability control system is established, and the two-
state unit (type 1 operator) is used to represent the co-control master station, substations
at various levels, and various types of execution station devices; a single signal generator
(type 5 operator) is used to representDC failure that occurs and is identified by the device.
For various types of execution station devices, if a certain station fails, the impact on
the stability control system is only the loss of part of the controllable resources. If the
remaining controllable resources are sufficient, it can be approximately considered that
the failure of the station device has no effect on the stability control system. Therefore,
an OR gate (type 2 operator) is used to represent the logical relationship of the two
execution stations of near-zone power plant, and an M to K gate (type 11 operator) is
used to represent the six execution stations of new energy. M is 6, K is 5 (Fig. 3).

The stability control system is a repairable system, and its steady-state availability
(average working probability) can be calculated from the failure rate and repair rate. The



Reliability Analysis of Complex Stability Control System 523

Fig. 3. GO diagram of the stability control system

calculation formula is as follows.

P0 =
(

μhardware

λhardware+μhardware

)
×

(
μsoftware

λsoftware+μsoftware

)
×

(
μchannel

λchannel+μchannel

)
(1)

Substitute the parameters in Table 1 into Eq. 1 and we can obtain P0 ≈ 0.9995500.
For a site with a single set of configuration, such as each execution station of new energy,
the average working probability of stable control is P0; for a site with double sets of
redundant configuration, such as each AC substation or power plant, if any of the two
sets of devices at the site is available, the station stability control function is available,
and the average working probability is P1 = 1 − (1 − P0)2 = 0.9999998; a site with
dual-station in different places and each station is configured with dual sets, such as the
co-control master station, only when the four sets of devices in the dual-site fails at the
same time, the function of the co-control master station will fail. The average working
probability is P2 = 1 − (1 − P0)4 = 1 − (0.00045)4 ≈ 1; in this order of magnitude, it
can be approximately considered that the co-control master Steady control will not fail.

To sum up, the types, unit names and working probabilities of each operator of the
stability control system are listed in Table 2 by number. In the table, No. 3 and No. 5 are
listed as AC substations of the converter station. In order to avoid repeated calculation of
the working probability of the AC substation of the converter station in the quantitative
analysis, let the working probability of the AC substation of the No.5 converter station
be 1 in the follow-up calculation. In addition, the case where the occurrence of a DC
fault is not identified by the device is not considered.
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Table 2. Data of operator of the stability control system

Numbering Type Unit name Probability of work

1 5 DC fault identification 1

2 1 DC substation of converter station 0.9999998

3 1 AC substation of converter station 0.9999998

4 1 Co-control master station 1

5 1 AC substation of converter station 1

6, 7 1 750 kV AC substation 0.9999998

8, 9, 10 1 330 kV AC substation 0.9999998

11, 12 1 Execution station of power plant 0.9999998

13, 14, 15
16, 17, 18

1 Execution station of new energy 0.99955

19 2 OR gate

20 11 M takes N gate

21 10 AND gate

4 Reliability Analysis of the Stability Control System

4.1 Quantitative Analysis with Common Signals

PC (i) represents the success probability of operator i, and the physical meaning is
the correct action of the station’s stability control device. PS(i) represents the success
probability of the signal flow i, and the physical meaning is that the control command
flow is successfully transmitted to the station’s stability control device. The probability
formula algorithm is adopted along the signal flow direction, and the system success
probability is quantitatively calculated according to the operator probability calculation
formula. The expression of the calculation result is as follows. In order to simplify the
subsequent calculation process, we suppose:

a1 = PC(1)PC(2)PC(3)PC(4)

a2 = PC(5)PC(8)

a3 = PC(6)PC(9)

a4 = PC(7)PC(10)

(2)

1) Signal flow 19

PS(19) = PS(11) + PS(12) − PS(11)PS(12)

= a1a2PC(11) + a1a2PC(12)

−a21a
2
2PC(11)PC(12)

(3)

Since there are common signals a1 and a2 in the signal flow 11 and the signal flow
12, it is necessary to modify the formula (3). In the expansion of the probability product
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of the signal flow, replace the high-order term with the first-order term and the corrected
result is as follows [21]:

PS(19) = a1a2PC(11) + a1a2PC(12) − a1a2PC(11)PC(12) (4)

2) Signal flow 20

PS(20) =
⎡
⎣ 6∏

j=1

PS(13 + j)

⎤
⎦ +

⎧⎨
⎩

6∑
j1=1

[
1 − PS(13 + j1)

] 6∏
j=1,j �=j1

PS(13 + j)

⎫⎬
⎭ (5)

Since signal flow 13 and signal flow 14 share common signals a1 and a3, signal flow
15 and signal flow 16 share common signals a1 and a4, and signal flow 17 and signal
flow 18 share common signals a1 and a5, it is necessary to correct formula (5). After
correction, the result after correction is:

PS(20) = a1a2a3a4

⎧⎨
⎩

⎧⎨
⎩

6∑
j1=1

[
1 − PC(13 + j1)

] 6∏
j=1,j �=j1

PC(13 + j)

⎫⎬
⎭ +

6∏
j=1

PC(13 + j)

⎫⎬
⎭
(6)

3) Signal flow 21

PS(21) = PS(19)PS(20) (7)

Since signal flow 19 and signal flow 20 have common signals a1 and a2, Eq. (7)
needs to be revised, and the revised result is:

PS(21) = a1a2a3a4[PC(11) + PC(12) − PC(11)PC(12)]⎧⎨
⎩

⎧⎨
⎩

6∑
j1=1

[
1 − PC(13 + j1)

] 6∏
j=1,j �=j1

PC(13 + j)

⎫⎬
⎭ +

6∏
j=1

PC(13 + j)

⎫⎬
⎭

(8)

Substituting the parameters of Table 2 into formula (8), the probability of correct
action of the stability control device can be obtained as:

PS(21) ≈ 0.9999955661 (9)

Equation (9) shows that the stability control device of a certain site fails at the same
time due to hardware failure, software failure or channel failure, and the probability that
the stability control system eventually fails is about 0.0000044339.

4.2 Direct Qualitative Analysis Through State Probability

The principle of qualitative analysis of GO is as follows. Firstly, calculate the failure
probability of each order cut set of all operators except logical operators in the GO graph,
and then sum the failure probability of each order cut set to obtain the probability of
system failure. As for the cut set, it is supposed that among all operators except the logical
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Table 3. Minimum cut set of the stability control system

Numbering Order of cut set Operator number in the cut set Failure probability of cut
set/10–6

1 1 1 0

2 1 2 0.2

3 1 3 0.2

4 1 4 0

5 1 5 0

6 1 6 0.2

7 1 7 0.2

8 1 8 0.2

9 1 9 0.2

10 1 10 0.2

11 2 11, 12 0.0000002

12 2 13, 14 0.2025

13 2 13, 15 0.2025

14 2 13, 16 0.2025

15 2 13, 17 0.2025

16 2 13, 18 0.2025

17 2 14, 15 0.2025

18 2 14, 16 0.2025

19 2 14, 17 0.2025

20 2 14, 18 0.2025

21 2 15, 16 0.2025

22 2 15, 17 0.2025

23 2 15, 18 0.2025

24 2 16, 17 0.2025

25 2 16, 18 0.2025

26 2 17, 18 0.2025

operator, the failure of the operator is a first-order cut of the system if a certain invalid
operator causes the system to fail with the rest of the operators remaining unchanged.
Except the first-order cut set, select two of the remaining operators. If the system fails,
with these two operators failing at the same time and the state of the other operators
remaining unchanged, then the two operators failing at the same time can be seen as a
second-order cut set of the system. In this way, the cut sets of each order of the system
can be obtained. Based on the above, the qualitative analysis of the stability control
system is carried out, and the results are shown in Table 3.
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Based on Table 3, the sum of the probability of occurrence of the minimum cut set
of the stability control system is 0.0000044375. Since the minimum cut sets are not
completely independent, the result of the qualitative analysis is an approximation of
the probability of system failure. This result is basically consistent with the previous
quantitative analysis results.

This paper demonstrates the availability and correctness of the GO methodology
in the reliability analysis of the stability control system from both quantitative and
qualitative perspectives. At the same time, the analysis process also shows that the GO
methodology has intuitive and efficient advantages inmodeling, calculation and analysis.

5 Conclusion

Based on the model of provincial stability control system, this paper introduces the GO
methodology into the field of reliability analysis of large-scale stability control systems,
and discusses the modeling and calculation methods of the GO methodology in the
reliability analysis of complex stability control systems. This paper analyzes the action
model of the stability control system of the provincial power grid under a single DC fault.
In terms of the action model of the stability control system of the larger sub-center-level
power grid under the multiple DC cascading faults, we can expand the application of GO
method in modeling and calculation based on this paper. Compared with other methods,
the GO methodology performs better in the reliability analysis of multi-scenario and
large-scale stability control systems.

In this paper, the probability of software defects is an assumed value. In fact, different
from the hardware platform, the software of each station in the stability control system
is different, and the device software also includes various application modules, and
there are various types of logical relationships among them. In the future research, the
software reliability can be studied separately to improve the research of the stability
control system’s reliability.
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Abstract. Diagnosis and prediction of the health status of wind turbines is of
great importance to ensure the normal operation of wind power systems, and
gearbox breakdowns are a common type of fault in wind turbines. This paper
presents a data-driven prediction method for the main health parameters of wind
turbine drive chains based on convolutional long short-term memory neural net-
works (ConvLSTM). Based on the wind farm operational data obtained in the
field, the Spearman correlation coefficient method is used to pre-process the data,
which reduces the data dimensionality of the training of sthe prediction model and
improves the prediction accuracy. The ConvLSTM is used to perform a time-series
processing of the dataset and a convolution operation on the time series weight
parameters to achieve a secondary reconstruction of the dataset feature vectors.
The reconstructed data is used to train convolutional neural networks for the pre-
diction of the main health parameters during the wind turbine gearbox operation.
The analysis of the algorithm shows that the proposed method has high prediction
accuracy and the model training time is moderate.

Keywords: Wind turbine · Gear box · State prediction · Neural network ·
ConvLSTM

1 Introduction

The “dual carbon” goal of reducing carbon emissions has been formulated in China
[1], and building a new power system with new energy as the main part is the crucial
link to achieve “dual carbon”. Wind power is the most important power source for new
power systems and has become the third largest energy source in China [2]. The harsh
operating environment ofwind turbines can easily cause gearbox damage [3, 4]. Gearbox
damage to a certain extent will cause wind turbine faults [5] and safety accidents [6, 7].
Therefore, predicting the future state is of great significance for timely fault removing,
preventing accidents, and ensuring the safe operation of wind turbines [8–10], according
to the current operating data and damage situation of the wind turbine gearbox.
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Modern wind farms have a complete Supervisory Control and Data Acquisition
(SCADA) system [11–13], which can collect various operational data of wind power
equipment in a precise and comprehensive manner. In references [14, 15], SCADA data
are used to analyze and predict the operating state of gearboxes. The references [16, 17]
studied the pre-processing of SCADA data and the screening of relevant variables, and
locate the fault source according to the change of variable characteristics. References
[18, 19] combined the historical data of wind turbines, the current state of wind turbines
and change trend of wind turbines to predict the situational risk of wind turbines.

At present, the typical prediction models based on data mainly include radial basis
function, long short-term memory network, support vector machine and random forest
algorithm [20–22]. However, when thesemethods process data of continuous time series,
they are still processed according to a single time series, and do not consider the time
correlation among continuous time series data, which affects the prediction accuracy.
LSTM is a special kind of recurrent neural network which is suitable for long continuous
time series tasks. Different LSTM and variant architectures have been proposed for
different application purposes [25, 26]. Reference [27] proposed the Vanilla LSTM
model, which has the advantages of no input gate, forgetting gate and output gate,
and does not require input and output activation functions. However, Vanilla LSTM
cannot capture the correlation among adjacent sequences. To overcome this limitation,
many scholars have constructed hybrid LSTM and LSTM composite structures, such
as FRS-CLSTM [28] and FC-LSTM [29]. But when processing one-dimensional tensor
problems, there may be a problem of mismatching temporal and spatial correlations.
Reference [30] proposed a convolutional long short-term memory (ConvLSTM) model
for the multi-period continuous time prediction problem, which can effectively capture
spatiotemporal features and perform multi-step spatiotemporal prediction.

In this paper, the ConvLSTMmodel is used to predict the operating state of the wind
turbine gearbox. Multiple sets of operating parameters of wind turbines are extracted
from the wind farm SCADA system to form the original dataset. The original dataset
was pre-processed to decrease the dimension of feature vectors by using Spearman cor-
relation coefficient method. The ConvLSTM network is used to perform the convolution
operation on the weight parameters of the dimensionality decreasing time series data to
realize the secondary reconstruction of the feature vector of the dataset. According to
the operating experience, the gearbox oil temperature, low-speed bearing temperature,
high-speed bearing temperature andmain bearing temperature are taken as typical health
parameters of the gearbox, and the reconstructed data is used for deep neural network
training to establish multiple target prediction models. The algorithm example analysis
shows that the prediction accuracy of the method in this paper is significantly improved
which compares with traditional machine learning or classical neural network, and the
model training time is moderate, which verifies the effectiveness of the method.

2 Fault Types Analysis of Wind Turbine Gearbox

The wind turbine drive chain is a transmission component that transmits the power
obtained by the wind wheel to the entire shaft system of the generator, which includes
the main shaft, gearbox, coupling and other mechanical parts. Gearbox is an important



A ConvLSTM-Based Approach to Wind Turbine Gearbox Condition Prediction 531

part of the transmission chain, which is used to transmit the mechanical energy of the
wind turbine and increase the rotation speed. It is the weak point of the wind turbine.
Fault will cause a long-term shutdown of the turbine and large maintenance investment.
The operating environment of the wind turbine is harsh, and the turbine is easily affected
by sand, rain, snow, and freezing. In addition, the instability of wind speed and wind
direction makes the wind turbine run in an alternating load state for a long time, which is
easy to cause damage to the gearbox. When the damage reaches a certain level, various
faults and even safety accidents may occur. Typical fault types of gearboxes are shown
in Table 1.

Table 1. Gearbox typical faults and their characteristic performance

Fault type Reason description Measurement features

Gear damage Hard objects or poor lubrication
lead to abnormal tooth surface
wear

Gearbox oil temperature is
too high

Gearbox main bearing
damage

Rolling element pitting, cracks,
surface spalling

Gearbox main bearing
temperature is too high

Gearbox front bearing
damage

Rolling element pitting, cracks,
surface spalling

Gearbox front bearing
temperature is too high

Gearbox rear bearing
damage

Rolling element pitting, cracks,
surface spalling

Gearbox rear bearing
temperature is too high

Gearbox oil pump overload Gear oil is viscous due to low
gear oil temperature

Gearbox oil temperature is
too low

Gearbox oil overheat Insufficient gearbox lubrication,
damaged fans, poor rotation of
components

Gearbox oil temperature is
too high

Low gear oil level Oil level switch damage, gear oil
viscosity, oil leakage

Gearbox oil level is too low

The gearbox is in the engine room, and the health state of the gearbox is generally
checked by manual regular inspection, vibration analysis and oil detection. It will cause
problems such as slight hidden dangers and faults which seriously threatens the safe
operation of wind turbines because they are not easy to detect and found in time. It can
be seen from Table 1 that the typical fault of the gearbox can be directly reflected when
some monitoring values exceed the normal range, so the health status of the fan gearbox
can be reflected through the analysis of these quantities. At the same time, because the
wind turbine system is awhole, so themonitoring quantity of thewind turbinewill change
to some extent during the progressive evolution of gearbox damage. If the future health
parameters of the gearbox can be predicted according to the monitoring quantities of the
wind turbine at the early stage of the gearbox damage evolution, it can be prevented in
time before the gearbox damage causes serious consequences [23, 24]. In this paper, the
gearbox oil temperature, gearbox main bearing temperature, front bearing temperature,
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rear bearing temperature and gearbox oil level are used as the health parameters of the
gearbox, and a health state prediction model based on deep learning is established.

3 Data Preprocessing

3.1 Wind Turbine Operation Data Collection

The wind turbine is equipped with a large number of sensors to monitor the operation
of the wind turbine, and the sensing data of the entire wind farm is collected and stored
through the SCADA system. Themain functions of awind farm SCADA system include:

(1) Real-time monitoring function
TheSCADAsystemcanmonitorwind turbine active power, reactive power, voltage,
current, temperature, wind speed, wind direction, yaw start state, motor operation
and other signals in real time.

(2) Alarm function
When the main control system of the wind turbine unit detects a fault in a certain
part of the unit, it will synchronously transmit it to the SCADA system, display the
failure of the unit, list the content, type and time of the alarm point, and issue an
alarm.

(3) Fault diagnosis function
The SCADA system can locate and diagnose the faults and alarms of wind turbines
according to the alarm information, it also can provide auxiliary decision-making
information and make statistics on the faults.

(4) Database function
The SCADA system can store the collected wind turbine operational data to the
server database for data statistics, storage and report.

In this paper, themeasurement data of 15wind turbines are obtained from theSCADA
system of a wind farm. Each wind turbine is equipped with 85 sensors, and 85 charac-
teristic quantities can be obtained. The data collection time was from February 2016 to
October 2018, the sampling period was 1 min, and the characteristic data totaled about
180,000 sets. Each set of data includes the measurement values of 85 sensors of 15 wind
turbines in a time section. First, the abnormal data whose measured values are outside
the normal range are screened, and the entire set of data at the corresponding sampling
time is eliminated, and the remaining data can be retained as valid data sets. Then, the
correlation analysis is performed on the filtered valid data, and the feature quantities
with high correlation are decreased [31, 32].
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3.2 A Subsection Sample

Feature correlation analysis plays an extremely important role in dimensionality decreas-
ing of sample data, and it is one of the key technologies for sample data pre-processing
in machine learning [16, 33].

Pearson coefficient method [34] is a common method for data correlation analysis,
but this method requires sample data which is obtained in pairs from normal distribu-
tion and approximate to standard normal distribution, and the data should be equidistant
within the logical range. However, wind turbine data does not fully meet these require-
ments. Therefore, this paper adopts the Spearman correlation coefficient method to
analyze the correlation of wind turbine data. The Spearman correlation coefficient is
used to estimate the correlation between two variables, and the variable correlation can
be described by a monotonic function. If the value sets of the two variables do not have
the same elements, when one of the variables can be expressed as a monotonic function
of the other variable (both variables have the same change trend), the coefficient between
the two variables can reach +1 or −1. The Spearman correlation analysis equation can
be defined as:

ρ =
∑

i (ai − a)
(
bi − b

)

√
∑

i (ai − a)2
∑

i

(
bi − b

)2
(1)

In addition to the four characteristic quantities of gearbox oil temperature, main
bearing temperature, front bearing temperature, rear bearing temperature and gearbox
oil level, correlation analysis is carried out on the collected data of other characteristic
quantities, and the Spearman correlation coefficient greater than the threshold value
is discarded. In this paper, when the threshold value is 0.95, the feature dimension of
wind power monitoring data can be decreased from 85 to 28. The decreased feature
quantities are listed in Table 2. Spearman heat map analysis was performed on the
reduced feature quantity. The results are shown in Fig. 1. The chromaticity of each small
square indicates the strength of the correlation between the two variables. The heavier
the color is, the higher the correlation is between the two variables. The diagonal line
is the self-correlation of the characteristic quantity, and the color is the heaviest. As can
be seen from Fig. 1, the color of the cross-correlation block is lighter, which indicates
that the cross-correlation of the characteristic quantity after decreasing is lower, and the
decreasing effect is better.
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Fig. 1. Spearman parameter heatmap

3.3 Generation of Model Training Samples

The generation process of the model training samples is shown in Fig. 2. The interval set
is 5 min between adjacent vectors in the reduced data, and 12-h vectors (v_1, v_13,…
v_145) are continuously extracted, and each interval is 1 h to form a training set feature
vector. The training set target vector dimension is 336. The target vector selects the target
vector (T_2881…) which is after 10 days as the corresponding training set target vector.

Fig. 2. Model training sample generation graph
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Table 2. Gearbox typical faults and their characteristic performance

Variable Feature name Unit Mean Minimum Maximum

cvet_wit Cabin air inlet temperature °C 30.5 −18.0 82.0

cvet_git Generator air inlet temperature °C 28.4 −40.0 69.2

cvet_grs Generator speed r/min 984.4 −40.8 1770.2

cvet_orp Generator export active power kW −15.4 −700.9 699.3

cvet_cgc Grid side current A 373.5 0.0 1977.3

cvet_cgv Grid side voltage V 501.2 0.0 766.0

evmt_cbit Cabin temperature °C 20.0 −13.8 46.0

evmt_cbbit Temperature inside the cabin
cabinet

°C 28.4 0.0 44.1

evmt_tbbit Tower footing temperature °C 25.5 0.0 850.0

evmt_hubt Hub temperature °C 19.1 −40.0 43.0

gbox_oilit Gearbox inlet oil temperature °C 43.2 −7.7 70.9

gert_cu1t Engine room generator coil
temperature

°C 66.0 −3.3 136.4

gert_cci1t Water cooling inlet temperature °C 29.4 −7.1 79.5

gert_ccot Water cooling outlet temperature °C 46.1 −6.9 91.6

gert_slprt Engine room generator slip ring
temperature

°C 42.3 −9.6 104.4

hydr_oilp Hydraulic station oil pressure
detection

bar 150.5 0.0 167.6

hydr_oilt Hydraulic station oil temperature °C 15.8 −10.9 44.1

pith_r1p Axis 1 pitch angle ° 24.5 −238.0 181.7

pith_r1bbt Axis 1 backup power cabinet
temperature

°C 28.4 −40.0 45.0

pith_r2bbt Axis 2 backup power cabinet
temperature

°C 27.8 −40.0 45.0

pith_r3bbt Axis 3 backup power cabinet
temperature

°C 27.6 −40.0 45.0

pith_r1gc Pitch shaft motor current A 2.6 0.0 21.7

wind_spd1 Cabin wind speed m/s 6.1 0.0 33.2

(continued)
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Table 2. (continued)

Variable Feature name Unit Mean Minimum Maximum

wind_dir1 Cabin wind direction 1 ° 176.2 0.0 359.3

wind_dir2 Cabin wind direction 2 ° 171.4 0.0 359.0

yaw_yawp Yaw position ° −175.1 −880.2 634.9

yaw_dirp Wind direction deviation ° 69.0 −179.2 358.6

stat_gfan1n Number of generator fan starts n 968.8 0.0 2141.0

4 Gearbox State Prediction Model Algorithm and Model
Realization

4.1 ConvLSTM Model and Algorithm Description

The structure of the ConvLSTM model is shown in Fig. 3, and the model algorithm is
shown in Eq. (2):

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

i(t) = σ(Wh(t−1) ∗ ht−1 + Wxt ∗ xt + bi)
f (t) = σ((Whf ∗ ht−1 + Wxf ∗ xt + bf )
c′(t) = tanh(Whc′ ∗ ht−1 + Wxc′ ∗ xt + bc)
c(t) = f (t) · c(t − 1) + i(t) · c′(t)
o(t) = σ(Wo ∗ ht−1 + Wxo ∗ xt + bh)
h(t) = tanh[c(t) · o(t)])

(2)

where i(t) is the input gate, f (t) is the forgetting gate, o(t) is the output gate, c(t) is the
memory unit state, h(t) is the memory unit output, � is the sigmoid activation function,
and * is the convolution operation. In this model, a LeakyReLU activation function is
added after the ConvLSTM exit h(t), so that the output value h(t) of ConvLSTM can be
segmented and mapped as in Eq. (3) LeakyReLU serves to speed up the model training
and avoid the gradient disappearance by the σ function.

Y (t) =
{
h(t) h(t) > 0
αh(t) h(t) ≤ 0, α ∈ (0, 1)

(3)

where α is the default value usually set to 0.02.
For the error back-propagation of theConvLSTMunit,we do it by stage-wise forward

propagation of the gradients δ(h) and δ(c) of h(t) and c(t). The loss function L(t) consists
of L(t-1) and L(t). Among them, the gradient of δ(h) is composed of the output gradient
error of the current layer at time t and the error of the previous time t − 1, namely:

δ(h)(t) = ∂L

∂h(t)

= ∂l(t)

∂h(t)
+

(
∂h(t − 1)

∂h(t)

)T
∂L(t − 1)

∂h(t − 1)
(4)
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The gradient of δ(c) is also composed of the output gradient error of the current layer
at time t and the error of the previous layer at time t − 1, namely:

δ(c)(t) = ∂L

∂c(t)

=
(

∂c(t − 1)

∂c(t)

)T
∂L(t − 1)

∂c(t − 1)
+

(
∂h(t)

∂c(t)

)T
∂L(t)

∂h(t)
(5)

The gradient of the weight W(h) is calculated as:

∂L

∂Wf (t)
=

t∑

1

[
∂C(t) � C(t − 1) � f (t) � (1 − f (t))

]
h(t − 1)T (6)
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Fig. 3. ConvLSTM algorithm process

4.2 Implementation of State Prediction Network Model

To achieve the prediction goal, the prediction network shown in Fig. 5 is proposed in this
paper. The prediction network consists of 3 layers of neural network, namelyConvLSTM
layer, convolutional neural network layer (Conv_3D) and fully connected layer (FC). The
ConvLSTM layer network is responsible for incorporating the temporal characteristics
between feature vectors in training, the convolutional neural network is responsible for
extracting the reinforcement vector features, and the fully connected layer is responsible
for fitting the extracted features. Each batch of training is fed with k temporal data
simultaneously, forming an m*1-dimensional tensor. After the ConvLSTM network,
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ConvLSTMreplaces the one-dimensional tensorswith a spatial, temporal, and numerical
three-dimensional tensors and integrates a convolution operation in the transformation
of the input Xt to the state ht-1 and the state ht-1 to the state Ct-1. This operation can add
time series to the vector features, which strengthens the temporal connection between
the features and helps to improve the model fitting accuracy.

Figure 5 details the parameter setting of the model and the working process of the
data flow. The data “D” is transformed through the Reshape layer and the data dimension
change from [None, 336] to [None, 1, 12, 28, 1]. After the ConvLSTM layer, the data
dimension change to [None, 11, 27, 20]. After the ConvLSTM layer, a batch regular-
ization BN layer is used to speed up the training and convergence of the network and to
control the gradient explosion to prevent gradient disappearance and overfitting. After
the BN layer, it enters the Conv_1_1D convolution layer number of convolution kernel
channels of 20, a step size of 1, a kernel is (2×2), and a convolution dimension of [None,
10, 26, 20]. The convolutional layer Conv_1_1D extracts the feature vector and extends
the feature channels from 1 to 20 channels. Maxpooling and Dropout layers are added
between Conv_1_1D and Conv_2_1D. Maxpooling layer can retain the main features
while reducing the parameters and computation, preventing overfitting and improving
the model generalization ability. The Dropout layer randomly abandons some neurons
during training, and each batch of training nodes is randomly selected to avoid overfit-
ting. After the data passes through the Conv_2_1D layer, the dimension becomes [None,
4, 12, 10]. After activation by the Leaky RuLU layer, the dimensionality becomes [None,
480] by the Flatten layer. The flattened data can be directly connected to the fully con-
nected layer, through the Dense_1 to Dense_3 fully connected layers with dimensions
[None, 2000], [None, 2000] and [None, 1] in that order. The fully connected layers have
redundant parameters, which can fully map the “distributed features” extracted from the
convolutional layer to the network space and enhance the representation capability of
the model. It also prepares the output target for the dimension matching transformation.
Finally, the data reaches the output layer. The model uses four single-target prediction
models to form the entire prediction system, and the four single-target models corre-
spond to the four state parameters of the gearbox for prediction. Target_1 represents
“Cabinet Gearbox Oil Temperature”, Target_2 represents “Gearbox Low Speed Bear-
ing Temperature”, Target_3 represents “Gearbox High Speed Bearing Temperature” and
Target_4 represents “Gearbox Side Main Bearing Temperature”.

Note: None is the number of single training batch vectors, and the batch set in this
experiment is None = 1000.

In this paper, the coefficient of determination R2 is used as the evaluation index of
the model. The closer the coefficient of determination is to 1, the higher the accuracy of
the model is indicated, and the expression is:

R2 = 1 − SSR

SST
(7)

where SST is the total sum of squares; SSR is the regression sum of squares.
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4.3 Algorithm Flow

The flow of the gearbox state predictionmethod proposed in this paper is shown in Fig. 6,
which mainly includes the following steps:

(1) Extract the wind turbines historical data from the SCADA system to form the initial
data set.

(2) Preprocess the initial data set. Each input vector of the processed data set is a
continuous 12 h wind turbine state volume, and the target prediction value is the
wind turbine gearbox state after 10 days.

(3) Construct ConvLSTM prediction network model to fit training to the 4 prediction
targets respectively. Determine the data forward transmission path, start to calculate
the loss function loss value, update the weight and bias of each network layer,
calculate the loss and reverse the transmission error, and update the weight.

(4) When the model is trained in certain batches, the loss function loss curve is
smoothed, and the model with the highest evaluation index R^2 is selected and
saved as the final prediction network model. Figure 4 is a flow chart of dataset
acquisition.

Fig. 4. Data collection flow chart



540 L. Jin et al.

5 Experimental Results

5.1 Algorithm Flow

This paper involves models and their comparisons all done on the same computer. The
computer configuration and simulation environment are as follows: Win64, Intel i7-
11700K, DDR4-3200-32GB, RTX-3080Ti (10 GB), Python3.6, Keras 2.2.4. In addition
to the models involved in the proposed method, single hidden layer feedforward neural
network (SLF), support vector machine regression model (SVR), random forest (RF),
convolutional neural network (CNN) and long-short memory neural network (LSTM)
are chosed as control models.

Conv_1_1D

Input layer

Reshape

ConvLSTM

BN layer

Output layer

Leaky_ReLU

Fc_2

Leaky_ReLU

Fc_3

Leaky_ReLU

MaxPooling1D

Dropout

Conv_2_1D

Leaky_ReLU

Dropout

Flatten

Fc_1

(None,336)

(None,2000)

(None,1)

(None,480)

(None,2000)

(None,10,26
,20)

(None,11,27
,20)

(None,5,13,20)

(None,5,13,20)

(None,4,12,10)

(None,336)

(None,1,12,28,
1)

Dataset

D

(None,11,27
,20)

Fig. 5. Proposed model structure diagram
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5.2 Model Prediction Accuracy

Table 3 shows the R2 scores of the performance of the models in the experiment. In
the prediction score of “Cabinet Gearbox Oil Pressure”, the R2 value of the SLF model
is the lowest (0.69), the RF is the highest (0.82), and the ConvLSTM is (0.81). The
ConvLSTM model score is only 1.2% lower than the highest value. In the prediction of
“gearbox low speed bearing temperature”, the SVRmodel has the lowest R2 value (0.74)
and the ConvLSTM model has the highest score (0.85), which is 3.7% higher than the
CNN model. In the prediction of “gearbox high-speed bearing temperature”, the SLF
model has the lowest R2 value (0.75) and the ConvLSTM model has the highest score
(0.84), which is 2.4% higher than the CNN model score; in the prediction of “gearbox
side main bearing temperature”, the SLF model has the lowest R value (0.66), SVR is
the highest (0.82), and ConvLSTM is (0.81). The ConvLSTMmodel scored 1.2% lower
than the top value.

Fig. 6. Model algorithm flow chart
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Among the total R^2 values of each model, the SLF model has the lowest value of
2.87, the SVR and RF have the same value of 3.10, the CNN model value has a value of
3.11, and the LSTM model value has a value of 3.07. The proposed ConvLSTM model
has a value of 3.31 and obtains the highest score, exceeding the SLF model by 15.3%
and the CNN model in second place by 6.4%. Although the proposed model does not
have the highest score for every objective, it maintains a high score in every predicted
objective calculation. The prediction synthesis is strong and can cope with different
prediction data distributions.

Table 3. Comparison of the fitting performance of the models (R2)

Model Target_1 Target_2 Target_3 Target_4 Total

SLF 0.69 0.77 0.75 0.66 2.87

SVR 0.76 0.74 0.78 0.82 3.10

RF 0.82 0.77 0.79 0.72 3.10

CNN 0.72 0.83 0.82 0.74 3.11

LSTM 0.78 0.73 0.79 0.77 3.07

ConvLSTM 0.81 0.85 0.84 0.81 3.31

Table 4. Models training time

Model Time consuming (min)

SLF 22.78

SVR 710.49

RF 1083.58

CNN 382.15

LSTM 239.66

ConvLSTM 760.54

5.3 Model Training Time

The training time of a model is also an important metric for model performance eval-
uation. The training time directly determines whether the model can be widely used.
The training time statistics of each model are shown in Table 4. SLF has the simplest
structure with only 3 layers and the shortest training time of 22.78 min. CNN and LSTM
follow with 382.15 and 239.66 min, respectively.

Comparedwith thefirst threemodels, themodels ofSVRandRFare time-consuming.
710.49 min for the SVR model and 1083.58 min for the RF model. When the sample
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size is small (less than 1000 samples) and the number of feature dimensions is less than
20, the accuracy of SVR and RF is higher and less time-consuming.

As the sample size (more than 28,000 samples for a single wind turbine) and the
amount of data features increases, the training elapsed time for SVR and RF increases
exponentially, but the accuracy does not improve significantly. The time complexity of
SVR itself is proportional to the vector product of the sample size and the number of
features. The time complexity of SVR is O((s ∗ k ∗ log s)m), where s is the number
of samples, k is the number of features, and m is the number of predicted targets. In
the case of large amount of data, number of features and multiple targets, the training
time of SVR is geometrically doubled. Random forest RF sets w search trees with
similar complexity as SVR O((s ∗ k ∗ log s)m). The computational work of SVR and
RF is all done by CPU, which is lower than the deep neural network algorithm done
by CPU and GPU. The model complexity of SVR and RF are exponentially related,
and the training time consuming of complex models increases exponentially. SVR and
RF are not optional algorithms when dealing with big data, high-latitude features, and
multi-object prediction tasks.

The time complexity of the deep neural network
model is O(

∑D
i=1 (M 2

i ∗ K2
i ∗ Ci−1 ∗ Ci)). M is the complexity of the single network

model, K is the convolution scale, and C is the number of convolution channels. The
network depth of the ConvLSTM model exceeds that of the CNN and LSTM models,
and the entire training time takes 760.54 min. The time complexity of the ConvLSTM
model is a cumulative relationship in terms of the number of predicted targets. In large
data volume, multi-feature variables and multi-objective tasks, the time complexity of
the cumulative growth is lower than exponential and is more likely to be widely used.

6 Conclusion

In this article, a forecasting method which uses the ConvLSTM neural network for wind
turbine gearbox health prediction was established and trained with the real data obtained
from wind farm SCADA. The final prediction model can accurately predict the gearbox
state parameters for the next 10 days using 12 h of sampled data. The experimental results
show that the ConvLSTM model is 15.3% more accurate than the classic SLF model,
6.8% higher than the SVR and RF models, and 7.8% and 6.4% higher than the LSTM
and CNN models, respectively. The ConvLSTM model is particularly suitable for wind
turbine data prediction tasks with time-series characteristics and has the advantages of
high accuracy, controllable time consumption and high efficiency.
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Abstract. Theflexible and controllable output of concentrating solar power plants
can improve the economy and reliability of system operation. To this end, a com-
prehensive energy system expansion planning method that takes into account con-
centrating solar power plants is proposed. Firstly, the model of concentrating solar
power plant is established according to the energy conversion characteristics of
concentrating solar power plants; then, the integrated energy system expansion
planning model of concentrating solar power plant is proposed considering the
costs of system investment, operation, wind abandonment and power shortage;
finally, the IEEE14-NGS14 system is used to verify the effectiveness of the pro-
posedmodel. The results show that the concentrating solar power plants can reduce
the system costs, which is important for improving the wind power consumption
and energy utilization of the integrated energy system.

Keywords: Concentrating solar power plants · Integrated energy system ·
Economics

1 Introduction

In recent years, China’s economy has been developing rapidly, but the accompanying
serious environmental pollution and energy crisis problems have to draw the attention of
human beings. In order to achieve sustainable development, countries all over the world
are actively engaged in energy transformation [1]. In this process, concentrating solar
power (CSP) plants have received wide attention from domestic and foreign experts and
scholars because of their high energy efficiency and cleanliness [2]. In [3], an intraday
scheduling model is proposed, which combines CSP plants with thermal storage and
biomass power plants that maximizes the environmental benefits brought by concentrat-
ing solar power plants. In [4], photovoltaic generation and CSP plant is combined to
study the operation of photothermal power plants in power systems with high penetra-
tion of renewable energy. In [5], a strategy is proposed to replace the peaking of thermal
power units with CSP plants. By comparing the economic parameters under different
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strategies, the optimal installed ratio of different power is derived. In [6], a stochastic
planning model with transmission lines, CSP plants, wind farms and gas turbines is pro-
posed. The model investigates the short-term uncertainty of solar and wind energy. In
[7], a scenario-based stochastic framework for optimal scheduling of CSP plants under
market price uncertainty is proposed to obtain the optimal output curve. In [8], a day-
ahead dispatching strategy that combines a concentrating solar power plant with some
responsive residential and industrial loads is proposed to consider the uncertainty of
electricity prices and concentrating solar power plant generation. In [9], a profit-sharing
mechanism is proposed, which combines a concentrating solar power plant and a wind
farm with the aim of maximizing the market day-ahead revenue.

Regarding the study of integrated energy system planning, the key technologies for
integrated low-carbon energy system planning are summarized in [10], and the inte-
grated carbon capture technologies and cross-region level integrated low-carbon energy
system planning approaches are also discussed. In [11], an optimal capacity planning
of integrated energy systems through the coordination and complementarity of multiple
energy sources is performed to achieve the optimal utilization of resources under lim-
ited financial constraints. In [12], a multi-objective robust planning model for integrated
energy systems is proposed with the minimum fuel cost, wind power abandonment and
end-user-side peak-valley load variance as the objective functions. In [13], considering
the impact of wind power uncertainty on integrated energy system planning, the variation
of each cost of the system under different wind power penetration rates is investigated.

In summary, although the above-mentioned literature has studied the model of con-
centrating solar power plants and the stochastic nature of market operation, it has not
been applied to the integrated energy system to study the impact of concentrating solar
power plants on the integrated energy system planning, and for this reason, this paper
proposes an integrated energy system expansion planningmethod that takes into account
the concentrating solar power plants. Firstly, themodel of concentrating solar power plant
is established, and then the IES expansion optimization planning model is established
with the objective of minimizing the sum of the costs of system investment, operation,
wind abandonment and power shortage; finally, the IEEE14-NGS14 algorithm system
is analyzed and verified, and the results show the effectiveness of the proposed model.

2 IES Structure

The basic structure of IES is shown in Fig. 1.
On the supply side, most of the electricity required by IES is provided by the grid and

wind farms,while the natural gas network ismainly responsible for the natural gas energy
required by IES. On the energy coupling side, power to gas (PTG) equipment converts
electrical energy into natural gas energy to improve the system’s capacity to consume
new energy; combined heat and power (CHP) equipment consumes natural gas energy
in the system and generates electrical and thermal energy to maximize energy utilization
efficiency; gas boilers consume natural gas energy and generate thermal energy. On the
energy demand side, the electric load provides electricity for customers, while the gas
load and heat load mainly provide natural gas and heat energy for customers.
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IES can also be regarded as an energy center where energy is produced, transmitted,
stored and consumed, which can effectively improve the efficiency and flexibility of
integrated energy system supply.

Wind farms

Electricity grid

Natural gas networks

PTG 

equipment

CHP device

Gas boiler

Electrical load

Gas load

Heat loadElectric energy flow

Thermal energy flow

Gas energy flow

Fig. 1. IES basic structure

3 Concentrating Solar Power Plants Model

The main structure and energy flow of a concentrating solar power plant is shown in
Fig. 2. The concentrating solar power plant is mainly composed of four parts: light
field, heat storage system, heat transfer fluid and power generation system. The light
field collects sunlight and converts it into heat energy to the heat transfer fluid; part of
the heat energy in the heat transfer fluid is balanced with the heat storage system, and
the other part is converted into electricity to the power generation system; the power
generation system transmits the remaining electricity to the grid.

Solar field
Heat transfer 

fluid
Power block

Electricity 
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Fig. 2. Main structure and energy flow of CSPP

The power balance inside the concentrating solar power plant is shown in Eqs. (1)–
Eq. (4).

PSF
csp,d ,h,t = ηs−thucsp,d ,h,tP

S
csp,d ,h,t (1)

PSF
csp,d ,h,t − PPB

csp,d ,h,t − Pcha
csp,d ,h,t + Pdis

csp,d ,h,t = 0 (2)
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PSC
csp,d ,h,t = (1 − ucsp,d ,h,t)ηs−thP

S
csp,d ,h,t (3)

Pcsp,d ,h,t = ηth−pP
PB
csp,d ,h,t (4)

where, PSF
csp,d ,h,t is the original solar radiation, ηs−th is the solar thermal conversion

efficiency, ucsp,d ,h,t is a random variable between 0 and 1, PS
csp,d ,h,t is the thermal power

after conversion. PPB
csp,d ,h,t is the thermal power delivered by the heat transfer fluid to the

power generation system at time t, Pcha
csp,d ,h,t and Pdis

csp,d ,h,t are the heat storage and heat
release power of the heat storage system at time t. ηth−p is the solar thermal conversion
efficiency, Pcsp,d ,h,t is the electrical power output of the concentrating solar power plant
at time t.

The energy equation related to the heat transfer fluid is:

ETESS
csp,d ,h,t = ETESS

csp,d ,h,t−1(1 − γtess) + ηchaP
cha
csp,d ,h,t − Pdis

csp,d ,h,t/ηdis (5)

ETESS
min ≤ ETESS

csp,d ,h,t ≤ ETESS
max (6)

0 ≤ Pcha
csp,d ,h,t ≤ xstoragecsp,d ,h,tP

cha
max (7)

0 ≤ Pdis
csp,d ,h,t ≤

(
1 − xstoragecsp,d ,h,t

)
Pdis
max (8)

where, ETESS
csp,d ,h,t is the thermal energy stored in thermal energy storage system(TESS)

at time t, ETESS
min is the minimum amount of heat storage to prevent the molten salt

from solidifying, ETESS
max is the maximum amount of heat storage to prevent the molten

salt from overheating, xstoragecsp,d ,h,t is the heat storage and discharge state of the heat storage

device, 1 indicates heat storage and 0 indicates heat discharge;Pcha
max andP

dis
max indicate the

maximum heat storage and discharge power of the heat storage device, respectively, γtess
is the heat dissipation coefficient, ηcha and ηdis indicate the heat storage and discharge
efficiency, respectively.

4 Integrated Energy System Expansion Planning Model
for Concentrating Solar Power Plants

4.1 Objective Function

The objective function of IES expansion planning for concentrating solar power plants is
to minimize the total cost of the planning scheme, including investment cost, operation
cost, power shortage cost, wind abandonment cost, light field operation andmaintenance
cost, heat storage system operation and maintenance cost, light abandonment cost, and
the resulting environmental benefits, expressed as:
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min Z=
T∑
t=1

λt

(
(1 − γ

λT

λt
)Cinv(t) + Cop(t) + Ceens(t) + Cw(t)

)

+
T∑
t=1

λt
(
Csc(t) + Csf (t) + Ctes(t) − Chy(t)

)
(9)

where, Z is the total planning cost; Cinv(t) is the investment cost; Cop(t) is the operation
cost;Ceens(t) is the power shortage cost;Cw(t) is thewind abandonment cost;Csc(t) is the
light abandonment cost; Csf (t) is the solar field operation and maintenance cost; Ctes(t)
is the heat storage system operation and maintenance cost; Chy(t) is the environmental
benefit. λt is the present value coefficient in year t, γ is the capital recovery rate.

The investment cost is expressed as:

Cinv(t) =
Ni∑
i=1

(
BiP

max
i

1 − εi

Mi
(T − Tc

i )(xi,t − xi,t−1)

)
+

Nl∑
l=1

(
BlP

max
l

1 − εl

Ml
(T − Tc

l )(xl,t − xl,t−1)

)

+
Nf∑
f =1

(
Bf P

max
f

1 − εf

Mf
(T − Tc

f )(xf ,t − xf ,t−1)

)
+

Nc∑
c=1

(
BcP

max
c

1 − εc

Mc
(T − Tc

c )(xc,t − xc,t−1)

)

+
Np∑
p=1

(
BpP

max
P

1 − εp

Mp
(T − Tc

p )(xp,t − xp,t−1)

)

(10)

where, Ni, Nf , Nc, Np and Nl denote the number of conventional units, gas boilers,
CHP units, PTG units and transmission lines, respectively; Bi, Bl , Bf , Bc and Bp denote
the investment cost per unit capacity of conventional units, gas boilers, CHP units,
PTG units and transmission lines, respectively; xi,t , xl,t , xf ,t , xc,t and xp,t denote the
operation status of conventional units, gas boilers,CHPunits, PTGunits and transmission
lines, respectively; Pmax

i , Pmax
l , Pmax

f , Pmax
c and Pmax

p denote the capacity of the above
equipment, respectively; Tc

i , T
c
l , T

c
f , T

c
c and Tc

p denote the minimum operation years of
the above equipment respectively. Considering that the life cycle of the equipment is
usually longer than its planning life, depreciation is applied, εi, εl , εf , εc and εp are the
net residual value ratio of the above equipment, Mi,Ml ,Mf ,Mc andMp are the service
life of the above equipment, respectively.

The operating costs are expressed as:

Cop(t) =
d0∑
d=1

24∑
h=1

⎛
⎝

Ni∑
i

Pi,d ,h,tOi +
Nf∑
f

Hf ,d ,h,tOf +
Nc∑
c

Pc,d ,h,tOc +
Np∑
p

Pp,d ,h,tOp +
Ngs∑
gs

Sgs,d ,h,tOgs

⎞
⎠

(11)

where, Ngs indicates the number of natural gas sources; d0 is the number of typical
days; Oi, Of , Oc, Op and Ogs indicates the unit operating cost of conventional units, gas
boilers, CHP units, PTG units and natural gas sources, respectively; Pi,d ,h,t , Hf ,d ,h,t ,
Pc,d ,h,t , Pp,d ,h,t and Sgs,d ,h,t indicates the output value per hour per typical day per year
of the above equipment, respectively.



Integrated Energy System Expansion Planning Considering Concentrating 551

The cost of insufficient electricity is expressed as:

Ceens(t) = C0
eens ·

Nb∑
b=1

�Lb(t) (12)

where, C0
eens and �Lb are the cost per unit of electrical energy deficit and the amount of

electrical energy deficit for energy center b, respectively.
The cost of wind abandonment is expressed as:

Cw(t) = C0
w

Nb∑
b=1

�Cb(t) (13)

The present value coefficient is expressed as:

λt = 1/(1 + τ)t−1 (14)

where,C0
w is the cost per unit of abandoned wind;�Cb is the amount of abandoned wind

at energy center b; τ is the capital discount rate.
The cost of light abandonment is expressed as:

Csc(t) = C0
sc

Ncsp∑
csp=1

�Ccsp(t) (15)

The optical field operation and maintenance costs are expressed as:

Csf (t) =
d0∑
d=1

24∑
h=1

OMSFPSF
csp,d ,h,tηth−p (16)

where,C0
sc is the unit cost of light abandonment;�Ccsp is the amount of light abandoned

by the concentrating solar power plant; OMSF is the unit operation and maintenance
cost coefficient of the solar field.

The operation and maintenance costs of the thermal storage system are:

Ctes(t) =
d0∑
d=1

24∑
h=1

OM tes(Pout
csp,d ,h,t/ηdis)ηth−p (17)

When operating in grid-connected operation, concentrating solar power plants are
able to reduce the emission of environmental pollutants and, as a result, generate certain
environmental benefits, expressed as:

Chy(t) =
d0∑
d=1

24∑
h=1

ρcspPcsp,d ,h,t (18)

where, OM tes is the unit operation and maintenance cost coefficient of thermal storage
system; ρcsp is the environmental benefit coefficient of grid-connected concentrating
solar power plant.
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4.2 Constraints

The constraints for integrated energy system expansion planning include: equipment
commissioning status constraints, operational constraints, power system constraints,
thermal system constraints, and natural gas system constraints.

Equipment Commissioning Status Constraints
When the device to be commissioned is put into the integrated energy system, the com-
missioning status changes from 0 to 1 and remains the same in subsequent years. If the
year to be commissioned is less than the minimum commissioning year of the device,
the device does not participate in commissioning.

Expressed as follows:

xa,t−1 ≤ xa,t ∀a ∈ i+, l+, f +, c+, p+,∀t (19)

xa,t = 0 ∀a ∈ i+, l+, f +, c+, p+,∀t < Tc
a (20)

where, i+, l+, f +, c+ and p+ indicates the candidate devices for conventional units,
transmission lines, gas boilers, CHP and PTG respectively; xa,t is 0–1 variable indicating
the commissioning status of different devices, where 1 indicates a commissioned device,
0 indicates a device to be commissioned, Tc

a indicates the minimum commissioning year
in which each device can be put into operation.

Operational Constraints
The output constraints for conventional units are:

Pmin
i xi,t ≤ Pi,d ,h,t ≤ Pmax

i xi,t, i ∈ {
U , i+

}
(21)

The transmission line tide constraints are:
∣∣Ps

l,d ,h,t

∣∣ ≤ Pmax
l xl,t, l ∈ {

L, l+
}

(22)

∣∣Pl,d ,h,t − Bl
(
θm,d ,h,t − θn,d ,h,t

)∣∣ ≤ M
(
1 − xl,t

)
,∀l ∈ {

L, l+
}

(23)

where,U represents the existing conventional unit,L represents the existing transmission
line, l+ represents the candidate line,Pl,d ,h,t is the transmissionpower of the transmission
line, Bl is the line conductance, θ is the phase angle of the nodes at both ends of the line,
M is a large number and is taken 1015 here.

The operating constraints of the gas boiler are:

Hmin
f xf ,t ≤ Hs

f ,d ,h,t ≤ Hmax
f xf ,t,∀f ∈ {

F, f +}
(24)

Hf ,d ,h,t = η
furnace
heat Gf ,d ,h,t (25)

where, F represents the existing gas boiler,Hf ,d ,h,t represents the heat production power

of the gas boiler,Gf ,d ,h,t represents the gas consumption power of the gas boiler, ηfurnaceheat
represents the thermal efficiency of the gas boiler.
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The operational constraints of the CHP device are:

Pmin
c xc,t ≤ Ps

c,d ,h,t ≤ Pmax
c xc,t,∀c ∈ c+ (26)

Pc,d ,h,t = ηCHPele Gc,d ,h,t (27)

Hc,d ,h,t = ηCHPheat Gc,d ,h,t (28)

where, Pc,d ,h,t and Hc,d ,h,t respectively represent the electricity and heat generation
power of the CHP unit, Pmin

c and Pmax
c are the minimum and maximum output power of

CHP unit, Gc,d ,h,t is the gas consumption power of CHP unit, ηCHPele and ηCHPheat are the
electrical efficiency and thermal efficiency of CHP unit, respectively.

The operating constraints of the PTG unit are:

Gp,d ,h,t = ηpPp,d ,h,t (29)

Pmin
p xp,t ≤ Ps

p,d ,h,t ≤ Pmax
p xp,t,∀p ∈ p+ (30)

where, ηp is the efficiency of the PTG, Gp,d ,h,t is the gas production power of the PTG.

Power System Constraints
The power supply and demand balance constraint equation and the wind abandonment
constraint equation are as follows:

�Pb,d ,h,t = Leb +
∑
p∈b

Pp,d ,h,t −
∑
c∈b

Pc,d ,h,t −
∑
i∈b

Pi,d ,h,t −
∑
r(l)∈b

Pl,d ,h,t

+
∑
k(l)∈b

Pl,d ,h,t −
∑
csp∈b

Pcsp,d ,h,t −
∑
w∈b

Pw,d ,h,t

(31)

Pw,d ,h,t ≤ ρPmax
w (32)

�Cb,d ,h,t = ρPmax
w − Pw,d ,h,t (33)

where,�Pb,d ,h,t represents the hourly power deficit of each energy center per year, Leb is
the electrical load of energy center b. p ∈ b denotes the PTG device p located at energy
center b, and so on. r(l) and k(l) are the end and start nodes of the line, respectively.Pmax

w
represents the maximum value of the wind farm output, Pw,d ,h,t represents the actual
wind farm output, �Cb,d ,h,t represents the abandoned wind power, ρ represents the
probability of the wind farm output reaching its maximum value, which is in accordance
with certain seasonal fluctuations.

Thermal System Constraints

Lbht =
∑
c∈b

Hc,d ,h,t +
∑
f ∈b

Hf ,d ,h,t (34)
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where, Lhtb is the heat load of the energy center b, c ∈ b denotes the CHP unit c at the
energy center b, f ∈ b denotes the gas boiler f at energy center b.

Natural Gas System Constraints
The natural gas system needs to meet the natural gas supply and demand balance, the
upper and lower limits of gas production from the source, and the upper and lower limits
of natural gas flow constraints, expressed as follows.

∑
r(pp)∈b

Gpp,d ,h,t −
∑

k(pp)∈b
Gpp,d ,h,t +

∑
gs∈b

Sgs,d ,h,t = Lgb +
∑
c∈b

Gc,d ,h,t +
∑
f ∈b

Gf ,d ,h,t −
∑
p∈b

Gp,d ,h,t

(35)

Gmin
gs ≤ Ggs,d ,h,t ≤ Gmax

gs (36)

Gmin
pp ≤ Gpp,d ,h,t ≤ Gmax

pp (37)

where, Lgb is the gas load of the energy center b, Gpp,d ,h,t represents the gas flow rate
per hour per typical day of the year for gas pipeline pp; r(pp) and k(pp) denote the
termination and start nodes of the gas pipeline, respectively, Gmax

gs and Gmin
gs denote the

upper and lower limits of gas production from the gas source, respectively, Gmax
pp and

Gmin
pp denote the upper and lower limits of gas flow rate.
The IESextendedplanningmodel for the above-mentioned concentrating solar power

plant is a mixed integer linear programming model, and the optimal solution can be
obtained by calling a commercial solver.

5 Case Studies

5.1 Test System

The IEEE14-NGS14 coupled electric-gas-thermal system is used as an example to effec-
tively validate the integrated energy system expansion planning of the proposed meter
and concentrating solar power plant, which is solved by calling the MIP solver using
GAMS software. The example system is shown in Fig. 3. The power network contains
12 conventional units (7 existing, 5 candidates), 27 transmission lines (20 existing, 7
candidates), 1 concentrating solar power plant, 2 wind farms and 14 electric loads; the
natural gas network contains 2 gas sources, 13 gas pipelines and 3 gas loads; the thermal
network contains 12 gas boilers (7 existing, 5 candidates). The interconversion of energy
sources is carried out through coupling devices CHP and PTG, and the system contains
four candidate CHP units and four candidate PTG units. The conventional units, trans-
mission lines, gas boilers, CHP and PTG parameters are described in the literature [13].
The system planning horizon is 10 years, the payback rate is 10%, the annual discount
rate is 5%, and the annual growth rates of electricity, heat and gas loads are 2.5%, 2.5%
and 5%, respectively. The unit cost of electricity deficiency is set at 420 USD/MWh, the
unit cost of wind and light abandonment is 380 USD/MWh, the environmental benefit
coefficient is 70 USD/MWh, the light field operation andmaintenance cost coefficient of
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the concentrating solar power plant is 8 USD/MWh, and the operation and maintenance
cost coefficient of the thermal storage system is 4 USD/MWh.

To illustrate the effectiveness of the proposed integrated energy system expansion
planning model for concentrating solar power plants, four typical operation scenarios
are set as follows:

1) Scenario 1. Decoupled expansion optimization planning of the system without
considering the concentrating solar power plant;

2) Scenario 2. Decoupled expansion optimization planning of the system, taking into
account the input of the concentrating solar power plant;

3) Scenario 3. Decoupled expansion optimization planning of the system without
considering the concentrating solar power plant;

4) Scenario 4. The system is optimized for coupled expansion, taking into account the
input of the concentrating solar power plant.

Fig. 3. IEEE14-NGS14 test system
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5.2 Planning Results

Decoupling planning means not adding coupling devices, such as CHP devices and PTG
devices, to the system and analyzing the changes of each cost in the system; coupling
planning means adding coupling devices to the system. The specific planning results are
shown in Tables 1 and 2.

As seen in Table 1, the inclusion of the concentrating solar power plant reduces
the commissioning of transmission line L22 in Scenario 2. Regarding the comparative
analysis of the decoupling and coupling scenarios, the system reduces the commissioning
of gas boilers after adding the coupling device and prefers the commissioning of CHP
and PTG devices with high energy conversion efficiency.

As shown in Table 2, after joining the concentrating solar power plant, the investment
cost, operation cost, electric energy shortage cost, wind abandonment cost and total
cost of the system are significantly reduced in both decoupling and coupling cases.
This indicates that the concentrating solar power plant can convert light energy into
electrical energy to generate electricity, thus reducing the operating cost of the system
and improving the service life of the unit; at the same time, the PTG device can convert
electrical energy into natural gas energy and improve the wind power consumption
capacity of the system, making the wind abandonment cost of the coupled planning
scheme generally lower than that of the decoupled planning scheme.

Table 1. Planning results in different scenarios

Categories Scenario 1 Scenario 2 Scenario 3 Scenario 4

Conventional units G10(6),G11(2) G10(6),G11(2) G9(3),G10(6)
G12(4)

G9(3),G10(6),
G11(2)

Transmission lines L24(6),L22(7) L24(6) L24(6),L25(6) L24(6),L26(4)

Gas boilers F8(4),F9(4),
F10(3),F12(6)

F8(4),F9(4),
F10(3),F12(6)

F8(4),F9(4) F8(4),F9(4)

CHP – – C1(1),C2(1),
C3(1)

C1(1),C2(1),
C3(1)

PTG – – P1(2),P3(2),
P4(6)

P1(2),P3(2)

Note: G, L, F, C and P represent conventional units, transmission lines, gas boilers, CHP units and
PTG units respectively, and the numbers in parentheses indicate the year of commissioning of the
corresponding equipment.
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Table 2. Costs for different scenarios

Cost/109 USD Scenario 1 Scenario 2 Scenario 3 Scenario 4

Investment costs 0.283 0.256 0.910 0.792

Operating costs 22.484 22.144 20.422 20.162

Wind
abandonment costs

0.0718 0.0648 0.00692 0.00604

Power shortage costs 0.706 0.556 0.325 0.203

Light field
operation and
maintenance costs

– 0.024 – 0.024

Thermal storage system operation and
maintenance costs

– 0.0034 – 0.00335

Abandoned light costs – 0.584 – 0.584

Environmental benefits – 0.233 – 0.233

Total costs 23.545 23.398 21.664 21.542

The Impact of Concentrating Solar Power Plants on IES
The impact of concentrating solar power plants on IES is mainly reflected in the impact
on conventional units, the amount of abandoned wind and the amount of power deficit.

1) Analysis of the output status of conventional units

The change curve of the output state of the conventional unit is shown in Fig. 4. It can
be seen that the output of conventional units under different scenarios shows different
changing trends. Under scenario 1, the output of conventional units increases year by
year, and the rising trend is flat from the overall viewpoint; from the local viewpoint,
the increase of units in the 2nd and 6th years is slightly larger because the conventional
units G10 and G11 are put into operation in these two years respectively; after joining
the concentrating solar power plant, the output of conventional units still shows a rising
trend, but slightly decreases compared with scenario 1. This is because the concentrating
solar power plant can use the initial heat storage capacity to generate electricity, thus
making the output of conventional units decrease and reducing the operating cost of the
system. Under scenario 3, the unit output increases significantly in years 2 and 6 because
the conventional units need to generate more electricity to meet the system needs when
the PTG units are put in place in years 2 and 6. The output of the conventional unit
in scenario 4 is smaller than that in scenario 3 after the addition of concentrating solar
power plant, which indicates that the addition of concentrating solar power plant can
provide electrical energy to the system, thus extending the life of the unit and improving
the economy of the integrated energy system. At the same time, the thermal storage
device inside the concentrating solar power plant can transfer the thermal energy stored
during the low load period to generate electricity during the peak load period, with good
controllability and dispatchability.
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2) Trend analysis of wind disposal volume

Figure 5 shows the annual variation of wind abandonment. From the figure, it can
be seen that there is a significant reduction in wind abandonment after adding the con-
centrating solar power plant in the decoupling case. This indicates that the concentrating
solar power plant can store heat when there is sufficient light, thus reducing power
generation, allowing more wind power to go online, and improving the wind power
consumption capacity of the system. In the coupled case, no wind abandonment occurs
after the PTG is put into operation in the 2nd year. This indicates that the PTG device
can convert the excess wind energy into natural gas energy and reduce the wind aban-
donment. Meanwhile, comparing the wind abandonment in year 1 of scenario 3 and
scenario 4, it is found that the wind abandonment in scenario 4 is lower than that in
scenario 3, which indicates the positive effect of the concentrating solar power plant on
wind power consumption.
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Fig. 4. Variation curve of output of
conventional unit
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Fig. 5. Trend of wind disposal volume

Trend of Electricity Shortage Changes
Figure 6 shows the annual trend of electrical energy deficit. It can be seen that the
electrical energy deficit decreases significantly after the addition of the concentrating
solar power plant. In scenario 2, the power deficit showed a decreasing trend in the
2nd and 6th years because one conventional unit G11 was put in the 2nd year and one
conventional unit G10 and one transmission line L24 were put in the 6th year, so the
power deficit decreased significantly in these two years. In scenario 4, the decrease of the
electric energy deficit in the 2nd and 6th years is obvious because one conventional unit
G11 is put in the 2nd year and one conventional unit G10 and one transmission line L24
are put in the 6th year, thus increasing the power supply capacity of the system. After the
6th year, no power deficit occurred, indicating the positive effect of the concentrating
solar power plant on reducing the system load loss.



Integrated Energy System Expansion Planning Considering Concentrating 559

2 4 6 8 10
0

500

1000

1500

2000

2500

3000

3500

4000

E
le

c
tr

ic
it

y
 

sh
o
rt

a
g
e
/M

W
h

Planning year/year

Scenario1

Scenario2
Scenario3
Scenario4

Fig. 6. Change trend of power shortage

6 Conclusion

Based on the flexible and dispatchable characteristics of concentrating solar power plant,
this paper proposes a comprehensive energy system expansion planning method that
takes into account the concentrating solar power plant, and uses the IEEE14-NGS14
electric-gas-thermal coupling system to effectively validate the method. The results
show that after adding the concentrating solar power plant, the investment cost, operation
cost, power shortage cost, wind abandonment cost and total cost of the system all show a
decreasing trend. It indicates that the concentrating solar power plant can collect sunlight
for power generation, reduce the operating cost of the unit and improve the economy of
the integrated energy system;meanwhile, the heat transfer fluid in the concentrating solar
power plant can exchange energy with the heat storage system, reduce the heat release
when the light intensity is high and improve the wind power consumption capacity of
the system.

At present, concentrating solar power plants only consider the one-way conversion of
light energy - heat energy - electric energy, and need to rely on gas boilers and CHP units
to maintain when the system is short of heat energy. If the electric auxiliary heating link
can be added to the concentrating solar power plant, the two-way conversion of electric
energy and thermal energy can be realized, which is of great value and significance to
reduce the operating cost of the system and improve the service life of the unit.
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Abstract. To solve the complex microgrid operation control problem under var-
ious operating conditions and equipment states, and to ensure the system’s safe,
stable, and economic operation in any state. This paper presents a microgrid deci-
sion control method based on a behavior trees. The method divides the operation
interval of a grid-connected microgrid into three states: inverse power, normal
operation, and overload operation, and provides a behavior trees decision model
for each. The behavior trees model is responsive and modular, and it has several
advantages such as good logic readability, easy expansion, easy reuse, and easy
monitoring of the operation process, making it appropriate for application sce-
narios with high logic complexity. We can see from the actual strategy operation
effect that the behavior trees decision model presented in this paper can respond
quickly and intelligently to the actual operation conditions under various working
conditions. The use of the behavior trees decision model improves the intelligence
level of in-situ decision making in microgrids, which has a high application value.

Keywords: Microgrid operation control · Behavior trees · Smart decision control

1 Introduction

It is critical to build new energy systems in order to promote the goal of “carbon peaking
and carbon neutrality” [1, 2]. China has built a large number of new energy power plants
with multiple energy sources in recent years. How to ensure the safety of people and
equipmentwhile operating newpower plants. It has been the focus of research to improve
the reliability of power supply and maximize the economy of system operation.

Currently, finite state machines and data-driven artificial intelligence-based meth-
ods are being researched and applied in real-time power grid control. The literature [3]
provides a Mealy-type finite state machine model to improve the overall efficiency of
real-time stability control engineering; the literature [4] provides a wind turbine pitch
control strategy in a network-source coordination environment based on hierarchical
finite state machines to partition and coordinate the pitch control logic during grid
normal and grid disturbance with satisfactory results. The literature [5] provides deep
reinforcement learning algorithms that can effectively account for uncertainty factors
in order to solve the optimal operation of microgrids in real time, the literature [6]
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employs a multi-parameter action exploration mechanism and an optimally designed
neural network structure for microgrid energy management and optimization, and the
literature [7] employs a model prediction approach to achieve coordination and opti-
mization of DC microgrid cluster power by using a model prediction approach. To
realize flexible scheduling of integrated energy systems, the literature [8] provides a
distributed model predictive control based multi-time scale optimal scheduling method
for integrated energy systems.

However, while finite state machines can be visually modeled and verified, they
are difficult to model when the system state space is too large. Most reinforcement
learning controller designs use offline learning and online decisionmode, and the control
performance is excellent on training data; however, once the distribution of the actual
dynamic model differs from the training, the control effect is different from the expected
one, and there is no way to put it into engineering practice. Furthermore, the high
computational performance requirementsmake real-time control difficult to achieve. The
complexity of microgrid real-time decision control is extremely high. The composition
and operating conditions of microgrid systems differ greatly, and the control objectives
of microgrids differ under different operating conditions, implying that the complexity
of using finite state machine modeling can be quite high. It is a significant challenge
to ensure that different microgrids can respond intelligently under varying operating
conditions in order to ensure the system’s safe, stable, and economic operation.

Based on this, a behavior trees based real-time decision control method for micro-
grids is given in this paper. The behavior trees method is currently used in some large
number of applications in the field of game artificial intelligence, robot control [9–11],
behavior trees is a new method that can be used for modeling system behavior, and it
starts to be used inmore andmore fields because of its strict formal semantics, convenient
graphical syntax and good hierarchical properties, behavior tree has the characteristics
of responsiveness, modularity, etc., compared to finite state machine for system state
space large microgrid real-time decision control applications, the modeling complex-
ity of behavior trees is low. Compared with reinforcement learning-based controllers,
behavior trees are easier to implement for real-time decision control and facilitate appli-
cations in embedded systems. Based on the behavior tree, this paper presents the decision
logic of complex microgrid containing light, storage and charging under different oper-
ating conditions such as inverse power, overload and normal operation, and verifies the
effectiveness of the method by a whole day of actual operation data.

2 Behavior Trees (BT)

2.1 Basic Concepts of Behavior Trees

Behavior trees are a method for autonomous intelligences to switch between different
tasks. It is currently used extensively in the gaming industry as well as in robot con-trol.
Its main advantage is that it can be easily reused in the context of another high-er-level
behavior without requiring the formulation of their relationship to subsequent behaviors.

The classical elaboration of behavior trees contains four types of control nodes and
two types of execution nodes, which are simplified and improved for the practical needs
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of microgrid applications. This paper uses node types including two types of control
nodes and two types of execution nodes.

Table 1. Table captions should be placed above the tables.

Node name Type Markings Success Fails

Fallback control node
A node success All nodes fail

Sequence control node
All child nodes 
success

A child node 
fails

Condition execution node
Condition is 
true

Condition is 
false

Action execution node
Always Never

The pseudocode for the four node algorithm is as follows Table 1.

Algorithm 1. Pseudocode for N-child Fallback nodes 

1 Function Tick()
2 for i← 1 to N do
3 childStatus ← child(i).Tick()
4 if childStaus = Success Then
5 return Success
6 return Failure

As we can see, the Fallback node sends the clock from left to right to the child nodes
until the child node that returns “success” is found and returned to the parent node, and
when all of the child nodes return “failure,” “failure” is returned to the parent node.

4 if childStaus = Failure Then
5 return Failure
6 return Success

1 Function Tick()
2 for i← 1 to N do
3 childStatus ← child(i).Tick()

Algorithm 2. Pseudocode for N-child Sequence nodes 
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The Sequence node, like the Fallback node, finds a node that either returns a “failure”
to its parent or returns a “success” to its parent when all nodes are “successful.“

Algorithm 3 Condition node pseudocode 

1 Function Tick()
2 if condition - ture
3 return Success
4 else
5 return Failure

If the condition is “true,” the condition node will return “success,” otherwise it will
return “failure.“

Algorithm 4. Action node pseudocode 

1 Function Tick()
2 ExecuteCommand()
3 return Success

The command will be executed by the Action node, which will return “Success.“

2.2 Behavior Tree Operating Environment

The behavior trees model runs in a separate thread, and the behavior tree logic and
controlled device model communicate via Blackboard. The black-board design pattern

Fig. 1. Behavior tree operating environment diagram
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is a data centralized design pattern that is commonly used for data sharing amongmultiple
modules. It is essentially a “Key-Val” type HashMap, as illustrated in the Fig. 1.

3 Microgrid real-time decision control method based on behavior
trees

3.1 Architecture for Real-Time Decision Control Based on Behavior Trees

The real-time decision-making architecture based on behavior trees is shown in the
following Fig. 2.

Fig. 2. The real-time decision-making architecture based on behavior trees

The microgrid operation decision control process is as follows.

(1) The microgrid operation control system collects key operational data from micro-
grid devices via RS485 or CAN, filters it, and feeds it to the BT decision
model.

(2) Microgrid operation control system and microgrid energy cloud communication to
obtain the energy storage system operating curve and the charging and discharging
operating curve of electric vehicles.

(3) The microgrid operation control system decides the reference control commands
for the current energy storage system, photovoltaic system, and electric vehicle
based on the BT decision model and sends them to the PCS, photovoltaic inverter,
and electric vehicle charging pile via the communication interface to complete the
real-time decision control process.

3.2 Equipment Models

ThePV,ES, Point ofCommonCoupling(PCC), and electric vehiclemodels are defined as
follows to help show the choice process in the behavioral trees decision model Tables 2,
3, 4, 5 and 6.
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Table 2. PV model

Parameters Description

Ppv PV power generation

Ppv−eco The economic power of PV, which is the maximum power that can be generated
by PV

Ppv−down PV limitable power, the value is the inverse of the power generated

Ppv−up PV’s incremental power, which is the difference between the maximum power
that can be generated by PV and the current power

Table 3. ES model

Parameters Description

Pes ES power generation

Pes−eco The economic power of energy storage, which is the energy storage system’s
planned curve power given by the cloud

Pes−down PThe difference between the current maximum permissible charging power and
the current power of energy storage is the downward power of energy storage

Pes−up The difference between the present maximum permissible generation power and
the current power of energy storage is known as up-regulated power of energy
storage

Table 4. EV model

Parameters Description

Pev EV power generation

Pev−eco economic power, which is the EV’s planned curve power transmitted down from
the cloud

Pev−down The difference between the current maximum permissible charging power and the
current power of the EV is the EV’s downward power

Pev−up The difference between the current maximum permissible generation power and
the current power of the EV’s up-regulated power
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Table 5. PCC model

Parameters Description

Ppcc Power of PCC

Ppcc−down The maximum power consumption permitted by PCC, i.e. the upper distribution
transformer’s load capacity limit

Ppcc−up Maximum power generation allowed by the PCC

3.3 Behavior Trees Decision Model

In this paper, we demonstrate the behavioral tree decision model’s decision-making
methodusing a real-timedecision-making process in grid-connectedmicrogrid operation
conditions.

As shown below, the mathematical model of the behavior trees can be represented
as a triplet.

Ti = {fi, ri,�t}
where i is the tree’s index, fi is the node’s function, ri is the return status, i.e., “success”
or “failure,” and �t is the time step.

Fig. 3. Grid-connected microgrid system’s operation control logic

The Fig. 3 above depicts the grid-connected microgrid system’s operation control
logic. The microgrid operation process can be divided into three intervals based on the
state of the PCC: the inverse power operation interval of the grid-connected network,
the normal operation interval, and the overload operation interval. Using the Fallback
operation, the model can be combined into a more complex behavior trees model, whose
mathematical expression is as follows:

T0 = Fallback(T1, T2, T3)

where T1 is the overload control subtree, T2 is the inverse power control subtree, and T3
is the normal operating condition interval control subtree.
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The complete behavior treesmodel formicrogrid decision control is as follows Fig. 4.

Fig. 4. The complete behavior trees model for microgrid decision control

We detail the decision control logic for each of the three subtrees below.

Subtree of Overload Control(T1). The Decision Logic for the Overload Control
Subtree is as Follows Fig. 5:
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Fig. 5. The decision logic for the overload control subtree

(1) When the PCC’s power exceeds the maximum power consumption allowed by the
PCC, the C1 node returns “success.“

(2) If the power of PCC exceeds the maximum operating power of electricity within
the adjustable range of ES, then the A2 action node is executed.

(3) Otherwise, the A1 action node is executed, and the EV begins to limit charging
power.

Subtree of Inverse Power Control(T2). The Decision Logic for the Inverse Power
Control Subtree is as Follows Fig. 6:

Fig. 6. The decision logic for the inverse power control subtree
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(1) C3 returns “success” when the PCC power falls below the minimum allowable
operating power (i.e. inverse power state).

(2) Detecting whether the PCC is less than the minimum allowable operating power
difference within the energy storage’s adjustable range, i.e. executing A3 if C4
returns “success”, otherwise executing C5.

(3) A3 node energy storage control to compensate for PCC inverse power differential.
(4) C5 is used to determine whether increasing the EV’s charging power to the EV’s

demand power can cause the PCC to no longer reverse the power; if it returns
“success,” execute A5, indicating that the EV increases the charging power.

(5) The final phase of A4, which began to limit photovoltaic power generation.

Subtree of Normal Operating Control(T3). TheDecisionLogic for the Inverse Power
Control Subtree is as Follows Fig. 7:

Fig. 7. The decision logic for the inverse power control

(1) Under normal operating conditions, the decision tree determines in real time
whether the PCC power will exceed the allowed operating power if the electric
vehicle and energy storage are operated at the most economical power; if so, C6
returns “success,” otherwise “failure.“

(2) If C6 returns “success,” proceed to determine whether running the EV at the most
economical power will cause the PCC point to exceed the allowed operating power,
i.e., whether C7 returns success; if C7 returns success, then execute A6, the EV runs
at the most economical power, and the energy storage compensates for the power
difference.

(3) Otherwise, A7 is executed, the energy storage follows, and the EV compensates for
the power difference.

(4) If C6 returns “failure,”make your decision. If the electric vehicle and energy storage
are operated in accordance with the most economical power, C8 returns “success”,
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if not, C9 returns “failure”, if the electric vehicle and energy storage are operated
in accordance with the most economical power, the PCC will not reverse power.

(5) If C9 returns “success,” A8 is executed, and the energy storage compensates for
the power difference; otherwise, A9 is executed, and the energy storage operates in
accordance with Pes−down, and the EV compensates for the power difference.

(6) If C8 returns “Fail”, A10 is executed, i.e., themost economical operating conditions
are followed.

It is important to note that the behavior trees model can be easily modified to meet
the project’s application requirements. If the control requirements exceed the scope
described above, it can be easily applied to different application scenarios by modifying
the behavior trees control model without modifying the binary executable.

4 Engineering Application

4.1 Experimental Environment

Themethod described in this paper has been operating stably in a laboratory environment
for a long time. As illustrated in Fig. 1, the primary system in the laboratory employs
a hybrid AC-DC microgrid topology with energy storage, PV and EV charging and
discharging piles connected to the DC bus side and the AC load being the company’s
office power Fig. 8.

Fig. 8. The primary system in the laboratory

The following table lists the experimental environment’s specific parameters.
The operational constraints of the critical equipment need to be described as follows.

(1) Since laboratories purchase electricity from the grid using a single electricity price,
the main role of energy storage is to dissipate excess PV generation. Its operational
constraint is to stop charging after SOC is higher than 90 and stop discharging after
lower than 15.
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Table 6. The experimental environment’s specific parameters

Equipment Power rating Number Other parameters

ES 20 kW 1 40 kWh

PV 15 kW 1 /

EV 15 kW 1 100 kWh

Load 8 kW 1 /

(2) Electric vehicles and laboratories signed a discharge agreement. It is discharged
daily at the laboratory. The start and stop of its discharge depends on the demand of
the car used and on the PV generation. The electrical constraint is that the electric
vehicle stops discharging after the SOC falls below 30, ensuring that the owner can
drive the car home from work without any problems

4.2 Operation Analysis

A full day of actual operation is shown below to demonstrate the control effect of the
method described in this paper.

It should be noted that the laboratorymicrogrid is governed by single electricity price,
so the main control goal of the system is to consume excess new energy generation while
minimizing power purchases from the grid, resulting in a reduction in energy costs.

The run results are as follows Fig. 9.

Fig. 9. The run results of laboratory environment

(1) Starting in the early morning with a SOC value of 31, discharging to supply the
load and operating node A8 (In Fig. 7).
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(2) At 8:42:59, the energy storage discharges to its minimum capacity; at this time, the
energy storage has no discharge capacity, no electric vehicle, and the network has
no inverse power, with node A10 (In Fig. 7) running.

(3) At 10:44:03, the electric vehicle discharges instantly, and the PCC begins to reverse
power - 5.4kW, at this time the storage has a rechargeable capacity of 20kW, and
node A6 (In Fig. 7), which is running, begins to charge the storage.

(4) At 12:59:45, the electric vehicle stops discharging, the energy storage can discharge,
and node A8 (In Fig. 7) is running, providing discharge to power the load.

(5) Another electric vehicle is discharged at 13:39:15 and operates under the same
conditions as the first (3).

(6) At 17:28:46, the energy storage gradually fills, the rechargeable capacity gradually
decreases, and backflow begins, at which point it runs to node A9 (In Fig. 7) and
the electric vehicle discharge power begins to be limited.

(7) The EV stops discharging at 17:47:06, and the storage has the ability to discharge
and run node A8 (In Fig. 7) to provide discharge to power the load.

The all-day operation analysis demonstrates that the method described in this paper
can fully and automatically respond to various operating conditions and equipment status
to achieve all-day autonomous economic operation.

4.3 Comparison with Finite State Machines (FSM)

Because the behavior trees model is a programming implementation whose primary
values are readability, extensibility, and reusability, a brief comparison with finite state
machines is made here.

A After adding a new safety state to the FSM (one that required transitions from
all other states), every other transition function required tedious modification. Adding
more behavior to the BT only increased Code complexity linearly, whereas the FSM
is super-linear. This fits well with the knowledge that in the worst case, the number of
transitions in an FSMs grows by the order of O(n2), , whereas BTs grow by O(n).

5 Conclusion

A behavior trees based microgrid decision control method is presented in this paper to
solve the operation control problem of a complex microgrid under different operating
conditions and different equipment states, and to ensure the safe, stable, and economic
operation of the system in any state. The method divides the microgrid’s operation inter-
val in grid-connected operation into counter-current, normal, and overload states, and
provides a behavior tree decision model for each. The actual operation results demon-
strate that the behavior trees decisionmodel presented in this paper can respond to differ-
ent operating conditions in a timely and intelligent manner. The behavior trees model is
responsive and modular, and it has many advantages such as good logic readability, easy
expansion, easy reuse, and easy monitoring of the operation process, making it suitable
for high logic complexity application scenarios. The application value is excellent.
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Abstract. With the increasing penetration of inverter-interfaced distributed gen-
erators (IIDGs), the power flow in the distribution network changes accordingly.
Feeder automation (FA) based on unidirectional power flowdesignmay not be able
to cope with the scenario after the IIDG connection. It is urgent to study the impact
of the IIDG on local FA. First, the fault equivalent model of IIDG is analyzed in
combination with the low voltage ride-through strategy. On this basis, taking two
local feeder automation modes, voltage-time and voltage-current modes which
are widely used at present, as examples, their operating principles are discussed,
respectively. Combined with the faults at different positions upstream and down-
stream of the point of common coupling (PCC) in the distribution network, the
impact of IIDG integration on the action of each switch of local feeder automation
is analyzed in detail. Finally, the local FA simulationmodel is established by using
PSCAD/EMTDC, which verifies the rationality of the theoretical analysis.

Keywords: Inverter-interfaced distributed generator · Voltage time type ·
Voltage current type · Feeder automation · Distribution network

1 Introduction

With the proposal of the strategy of “building a strong smart grid and ubiquitous power
Internet of things”, the construction and development of China’s distribution networks
also have higher requirements, such as making full use of distributed power, reducing
the risk of large-scale blackouts, and improving power quality [1]. As an important part
of distribution automation, feeder automation plays an important role in improving the
power supply reliability of the distribution network and meeting the needs of customers
[2]. Local feeder automation is widely used in zones B and Cwhich do not have commu-
nication conditions and have relatively low requirements for power supply [3] because
it does not rely on the master station and communication, and can realize fault location
and isolation locally with low cost.

In local feeder automation, the setting of each switch is closely related to the over-
all distribution network structure. Most distribution networks in China are radial net-
works, or “hand-in-hand” networks with closed-loop design and open-loop operation.
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Its essence is still a single power supply system. Thus, the settings are usually set accord-
ing to the one-way flow of power flow [4]. However, under the background of the deep
integration of power Internet of things and energy Internet, the inverter-based generator
is increasingly widely used in the distribution network, and the integration capacity is
also increasing year by year [5]. The power flow of the distribution network is changed
due to the integration of IIDG, and the action logic between local FA switches may be
affected, resulting in that the feeder automation system cannot quickly and accurately
identify and isolate faults, and the fault range is expanded. Therefore, it is necessary to
study the impact of the grid connection of IIDGs on local feeder automation.

Based on analyzing the fault current characteristics of active distribution networks,
literature [6, 7] studies the influence of IIDG integration on the switching, relay pro-
tection, and reclosing actions in voltage-time type FA. However, IIDG is equivalent
to a constant current source in the analysis, and the influence of its LVRT capability
on the fault characteristics is not considered. Considering the low-voltage ride-through
control strategy, literature [8] established the equivalent model of IIDGs and analyzed
the impact of IIDG grid connection on voltage-time type FA, but it did not analyze the
impact of the integration of IIDG on the “voltage-free opening” action strategy of the
switch. In addition, the above literature only analyzes the voltage-time type FA with
IIDG integration, which has certain limitations. Literature [9, 10] analyzes the impact of
IIDG integration on switching action logic under voltage-time type and stepped-current
FAmodes in combination with the working mode of IIDGs, but does not make a relevant
analysis on the voltage-current type FA mode that are widely used.

To sum up, based on the inverter control strategy and low voltage ride through strat-
egy, the IIDG fault equivalent model is established; On this basis, taking the voltage-time
type and voltage-current type feeder automation modes as examples, the impact of IIDG
integration on the local feeder automation system is analyzed given the faults at different
locations including upstream and downstream of the point of common coupling (PCC).
Finally, the simulation model of local feeder automation built by PSCAD/EMTDC
verifies the accuracy of the theoretical analysis.

2 Fault Equivalent Model of Inverter-Interfaced Distributed
Generator

2.1 IIDG Equivalent Model

The IIDG, with photovoltaic as a typical representative, is mainly composed of an
inverter, DC control system, and filter. The photovoltaic system model is shown in
Fig. 1.

Photovoltaic Array Inverter Distribution Network

LCL

Fig. 1. Photovoltaic system model.
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During normal operation, IIDG mainly adopts double closed-loop decoupling con-
trol, inwhich the outer loop adopts constant power control, to realize the power regulation
[11].

When a fault occurs in the distribution network with distributed generator integra-
tion, IIDG detects the voltage drop of the PCC. Currently, according to relevant grid
regulations in China, the distributed generator needs to enter LVRT mode, continues
grid-connected operation within the specified time, and provides a certain amount of
reactive power compensation to assist in grid restoration. Considering the grid connec-
tion requirements and eliminating the negative-sequence current output by IIDG under
asymmetric conditions, the control mode based on the positive sequence voltage of PCC
is generally adopted in practical projects [12, 13]. Therefore, the IIDG outputs the active
current Idg.d and reactive current I dg.q as shown in (1).

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

Idg.q =

⎧
⎪⎨

⎪⎩

0 UPCC.f > 0.9

1.5(0.9 − UPCC.f)IN, 0.2 ≤ UPCC.f ≤ 0.9

1.05IN UPCC.f < 0.2

Idg.d = min
{
Id0,

√
I2max − (Idg.q)

2
}

(1)

where, UPCC.f is the per-unit value of the positive-sequence voltage at the PCC; IN
refers to the rated current of the PCC where IIDG connects; Id0 is the active current
command under normal operation; Imax is the maximum current allowed to flow through
the inverter, generally 1.2IN.

To sum up, when the distribution network occurs faults, the equivalent calculation
model of IIDG can be expressed as:

İIIDG.f = (Idg.d cos θ + Idg.q sin θ) + j(Idg.d sin θ − Idg.q cos θ) (2)

where, İIIDG.f is the output current of IIDG in case of distribution network fault; θ is the
phase of UPCC.f.

It can be seen from (1) that the fault current output by IIDG is mainly determined
by the positive-sequence voltage of the PCC. Therefore, IIDG can be equivalent to
a positive-sequence voltage-controlled current source model in case of a distribution
network fault.

2.2 Case Study

To verify the accuracy of the IIDG equivalent model, an equivalent system with IIDG
integration is built in PSCAD based on Fig. 2. The system parameters are as follows:
The voltage of the system is US = 10.5 kV, the impedance of the system ZS = j0.5 �;
The unit impedance of the line is Z = 0.27 + j0.346 �/km, and the line length is LA-B
= 3km; IIDG rated capacity is 2 MW; Load impedance is ZL = 3 + j2 �.
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IIDG

US

A B
RA-B+jXA-B

L

IIIDG.f

Fig. 2. Equivalent system with IIDG integration.

When a two-phase short-circuit fault or three-phase short-circuit fault occurs at
point B, the calculated and simulated values of the IIDG fault current İIIDG.f are shown
in Table 1:

Table 1. The comparison between the calculated value and the simulation value.

The fault type Calculated value/kA Simulated values /kA

three-phase short-circuit fault 0.129� -22.14° 0.131� -21.08°
two-phase short-circuit fault 0.112� -10.34° 0.111� -11.58°

Results from Table 1 show that the calculated value of fault current output by IIDG is
basically consistent with the simulation value. The relative errors of amplitude and phase
Angle are all within 1%, indicating that the IIDG equivalent model has high accuracy.

3 Influence of IIDG on Voltage-Time Type FA

3.1 Voltage-Time Type Feeder Automation

“Voltage-time type” FA relies on the “power-on closing and voltage-off opening” func-
tion of the voltage-type sectionalizing switch, cooperates with the recloser configured
at the outlet of the substation, recovers the power supply step by step, uses the time
sequence for fault detection, and locks the switches before and after the fault position,
to realize the isolation of the fault section [9]. Voltage-time type FA is applicable to
radiation lines, single ring networks, and other frameworks. Its typical circuit diagram
is shown in Fig. 3:

CB1 FS1 LS

FTU
Uab Ucb

TV TV

FTU
Uab Ucb

TV TV

FS2

Fig. 3. Typical circuit diagram of voltage-time type feeder automation.
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Wherein, CB is the outgoing circuit breaker at the substation; FS is the voltage-type
sectionalizing switch; LS is the tie CB; FTU is a feeder terminal, and the corresponding
judgment logic is preset; TV is a voltage transformer used for voltage measurement,
power detection, etc.

3.2 Impact Analysis of IIDG Integration on Voltage-Time Type Feeder
Automation

Taking the distribution network shown in Fig. 4 as an example, the impact of IIDG
integration on voltage-time FA is specifically analyzed. The system parameters are as
follows:

1) The unit impedance of the line is Z = 0.27 + j0.346 �/km, and the length of each
line is LCB-FS1 = 3km, LFS1-FS2 = 2 km, LFS2-FS3 = 4 km, LFS1-FS4 = 2 km, and
LFS3-FS5 = 1.5 km respectively.

2) The impedance of the system under the maximum operation mode and the minimum
operation mode is xsmax = j0.091 � and xsmax = j0.126 � respectively.

3) The integration position of IIDG is in the middle of the FS2- FS3 section.
4) The line end load is 3 + j2 MVA.
5) Set system SB = 100 MVA, UB = 10 kV.

CB FS1 FS2 FS3

FS4

LS

IIDG

K2

K1
FS5

K3

K4

Fig. 4. Voltage-time FA system configuration diagram with IIDG integration.

1) To realize the cooperation between the recloser and the sectionalizing switch on the
line, the outlet switch of the substation shall protect thewhole length of the line. After
IIDG is connected to the distribution network, when the fault occurs at the branch
line (such as K1 and K3 points) and the main line downstream of the integration
point (such as K2 point), the current flowing through CB will be reduced due to the
external drain effect of the IIDG. From the above analysis of the IIDG equivalent
model, the larger the IIDG integration capacity is, the stronger the voltage support
capacity is, and the stronger the shunting effect will be after the distribution network
fault occurs, which may cause the fault current detected by CB to be too small and
refuse to operate, and hence the fault cannot be removed. When the upstream of the
main line of the integration point (such as K4 point) fails, the integration of IIDG
will not affect the action of CB.
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In addition, when a fault occurs in the distribution network, the fault current fed back
from the load is quite weak compared to the fault current generated by the system or
IIDG [15]. Therefore, only the change in power flow due to different IIDG integration
capacities, which leads to a change in fault currents, is considered, while the change in
power flow due to load changes is ignored.

2) The “voltage time type” sectionalizing switch has the characteristics of “power-on
closing and voltage-off opening”. In engineering practice, the traditional “voltage-
off opening” criterion is to trip when the effective value of line voltage monitored
in real time is less than 0.3 times the rated value [14]. When many IIDGs are
connected to the distribution network, it is assumed that CB can act reliably in case
of faults. However, due to the low-voltage ride-through capability of the distributed
generator, a certain voltage can be maintained at this time, which may cause the
voltage detected by the switch (such as FS2) near the PCC to be greater than the set
value, thus affecting its reliable opening.

3) According to relevant regulations on grid connection of photovoltaic power genera-
tors, IIDG needs to adopt the control strategy of “low penetration first and then anti-
islanding” after distribution network failure [12]. Under the anti-islanding strategy,
the maximum opening time of IIDG shall not exceed 2s, while the primary reclos-
ing time of substation outlet CB is generally set as 1s [16]. Therefore, when CB
is reclosed, IIDG may still be in grid-connected operation. If the IIDG integration
position is close to CB or the line switch fails to open reliably, non-synchronous
reclosing may be caused. In addition, if the IIDG exactly matches the local load, the
anti-islanding protection will not act, the distributed generator and some loads will
continue to operate, and non-synchronous closing may also occur during reclosing.
CBmay act again due to the impulse current during non-synchronous reclosing, and
the overall action logic of FA is affected, so the fault isolation cannot be realized
correctly.

3.3 Case Study

Impact of Load Change on Fault Current. The simulation model shown in Fig. 4
is built in PSCAD, and the following simulations are carried out for the two cases of
distribution network end load of 3 + j2 MVA and 9 + j4 MVA respectively: 2 MW
IIDG is connected under the maximum operation mode of the system, and a three-phase
short-circuit fault is set to occur at points K1 and K2. At this time, the fault current
flowing through the substation exit switch is shown in Table 2:
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Table 2. Current flowing through CB when the load changes.

The fault location Load Fault current/kA

K1 3 + j2MVA 2.415

9 + j4MVA 2.427

K2 3 + j2MVA 1.362

9 + j4MVA 1.368

Results from Table 2 show that when the load changes, the current flowing through
the CB does not change much, hence the effect of the load change on the fault current
can be ignored in the later analysis.

Impact of IIDG Integration on Substation Outlet Protection. A voltage-time type
FA simulation model based on Fig. 4 is built in PSCAD, and the following simulations
are carried out for the two cases of no IIDG integration and 2MW IIDG integration
in the distribution network: two-phase short-circuit fault occurs at K1, K2, K3 and K4
points. At this time, the fault current flowing through the outlet switch of the substation
is shown in Table 3:

Table 3. Current that flows through CB when IIDG integration capacity is 2MVA.

The fault
location

IIDG
integration
condition

Operation
mode

Current
flowing
through
CB/kA

The fault
location

IIDG
integration
condition

Operation
mode

Current
flowing
through
CB/kA

K1 Not
integrate
IIDG

maximum 1.805 K3 Not
integrate
IIDG

maximum 1.024

minimum 1.781 minimum 1.015

Integrate
IIDG

maximum 1.722 Integrate
IIDG

maximum 0.921

minimum 1.698 minimum 0.908

K2 Not
integrate
IIDG

maximum 1.228 K4 Not
integrate
IIDG

maximum 2.816

minimum 1.210 minimum 2.760

Integrate
IIDG

maximum 1.142 Integrate
IIDG

maximum 2.803

minimum 1.131 minimum 2.754

It can be seen from the Table 3 that before and after IIDG is connected, the current
flowing through the outlet switch CB changes little in case of fault at point K4, which
indicates that IIDG has little impact on outlet protection in case of fault at the upstream
main line of the PCC. When the fault occurs at K1, K2 and K3, the current flowing
through CB after IIDG is connected will be significantly reduced, which indicates that
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the connection of IIDG has a great impact on outlet protection when the fault occurs
in the upstream branch line and the downstream branch line of the PCC. According to
the distribution network parameters, the minimum operating current of the substation
outlet switch is Imin_trip = 0.864 kA [9]. When a two-phase short-circuit fault occurs at
K2 and K3 points, the minimum fault current flowing through CB is 1.099 kA and 0.908
kA respectively, which is close to the minimum operating value of protection.

When the FS2-FS3 section is connected to 2.5MW IIDG, if a two-phase short-circuit
fault occurs at K2 andK3 points, theminimum fault current flowing through CB is shown
in Table 4:

Table 4. Current that flows through CB when IIDG integration capacity is 2.5 MVA.

The fault location Minimum short-circuit
current /kA

The fault location Minimum short-circuit
current /kA

K2 1.046 K3 0.86

It can be seen from Table 4 that with the increase of IIDG integration capacity,
the external shunting effect of the distributed generator becomes stronger. When the
integration capacity increases to 2.5 MW, the minimum current flowing through CB is
0.86 kA, less than Imin_trip. At this time, the outlet switch of the substation cannot protect
the full length of the line, and hence the action coordination between each switch will
be affected.

Impact of IIDG Integration on Sectionalizing Switch Opening. A two-phase short-
circuit fault occurs at K2. Under the maximum operation mode of the system, simulate
the distribution network without IIDG, with IIDG of 2 MW, and with IIDG of 2.5 MW.
Suppose the fault occurs at 5 s, CB acts after 0.2 s of fault, and the effective value of
FS2 voltage before and after CB acts is shown in Fig. 5:
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Fig. 5. Effective value of FS2 voltage before and after CB operation.
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It can be seen fromFig. 5 that when the distribution network is not connected to IIDG,
the effective value of FS2 voltage drops to zero after CB trips, and the switch reliably
opens due to voltage off; After IIDG is connected to the distribution network, the voltage
at FS2 decreases but is not zero due to its low-voltage ride-through characteristics. The
larger the capacity of IIDG integration, the stronger the support capacity for the voltage
of the PCC, which may cause that after CB tripping, the voltage-time type sectionalizing
switch will not trip due to detecting the voltage greater than 0.3UN, resulting in that it
is unable to isolate the fault in time.

Impact of IIDG Integration onCBReclosing. A three-phase short-circuit fault occurs
at K2, and the distribution network without IIDG integration and with 2 MW under the
maximum operation mode of the system is simulated. Suppose a fault occurs within 5
s, and the outlet switch CB acts after 0.2 s of the fault and recloses after 1s. During
reclosing, all switches on the line remain closed, and the phase difference between the
system side and IIDG is exactly 180°. At this time, the current flowing through CB is
shown in Fig. 6:
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Fig. 6. Current flowing through CB before and after switching.

It can be seen from Fig. 6 that when the distribution network is connected to IIDG, if
IIDG is continuously connected to the grid before reclosing, a large impulse current may
be generated during reclosing, resulting in CB reclosing failure and an adverse impact
on the whole system.

4 Influence of IIDG on Voltage-Current Type FA

4.1 Voltage-Current Type Feeder Automation

Voltage-Current Type FA Based on Sectionalizing Switch. The voltage-current type
FA based on sectionalizing switch adopts the composite criterion combined with the
fault current. By recording the times of voltage loss and overcurrent, the isolation of the
fault area and the rapid restoration of the power supply in the non-fault area are realized
[17]. Voltage-current type FA applies to radiant lines, multi-connection, and other grid
structures. Its typical circuit diagram is shown in Fig. 7:
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CB LS1FS1 FS2 FS3

FS4

FS5

FS6

LS2

Fig. 7. Typical circuit diagram of voltage-current type feeder automation.

FS is a voltage-current type sectionalizing switch. Based on the voltage-type sec-
tionalizing switch and the fault current criterion, the voltage-current type sectionalizing
switch sets the action logic of “locking and opening” [18], that is, if no fault current is
detected within the set time after the switch is powered on and closed, it will lock the
opening action, to reduce the action times of sectionalizing switch in the non-fault area.

In this mode, after the outlet switch acts, the sectionalizing switch in the non-fault
area on the line also needs to act once because it detects voltage loss. To realize the
fast recovery of the non-fault area and reduce the switching action times, an improved
voltage current mode FA is proposed on this basis [18, 19]. The fault treatment mode
is similar to the above modes, but the working mode of the sectionalizing switch is to
judge the fault current first, and then the voltage, that is, when a short-circuit fault occurs
on the line, the fault current is detected before the switch loses voltage, and the switch
is considered to be opened, otherwise it remains closed.

Voltage Current Mode FA Based on the Circuit Breaker. Based on the voltage-
current type FA of the circuit breaker, the sectionalizing switches are changed into circuit
breakers, and the current and voltage signals on both sides are detected. In addition to
the function of “power-on closing and voltage-off opening”, the instantaneous quick
break protection function is also required to be put into operation during reclosing. If it
is closed to a fault, it will be opened and locked immediately, to isolate it [20, 21]. In
this FA mode, the line fault can be removed once the outlet switch of the substation is
closed. The impact on equipment and users is small, but more circuit breakers need to
be used and the cost is high.

4.2 Impact Analysis of IIDG Integration on Voltage-Current Type Feeder
Automation

Combined with the distribution system shown in Fig. 8, the impact of IIDG integration
on voltage-current FA is specifically analyzed, with FS in the figure as a voltage-current
sectionalizing switch or circuit breaker.

1) Whether the voltage-current type FA is based on the sectionalizing switch or circuit
breaker, each switch on the line has the functionof “voltage-off opening”; In addition,
to realize the cooperation of each switch on the line, the outlet switch of the substation
shall protect the full length of the line and configure reclosing at the same time.
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CB FS1

FS2 FS3

FS4

LS1

IIDG

K2

K1 LS2

K4

FS5

LS3K3

Fig. 8. Voltage-current FA system configuration diagram with IIDG integration.

Therefore, after the IIDG is connected to the distribution network, the voltage-current
mode FA will also be affected by the three effects analyzed in Sect. 3.2.

2) For voltage-current type FA based on the sectionalizing switch, the fault current
detected by the sectionalizing switch is generally set to avoid the maximum load
current [22]. After IIDG is connected to the distribution network, if a fault occurs in
the downstream main line (such as K2) or downstream branch line (such as K3) of
the integration point, the boosting effect of IIDG will increase the current flowing
through FS3 and FS5. Therefore, the integration of DG is beneficial to the down-
stream switch of the PCC; Due to the external swabbing effect of IIDG, the current
flowing through FS1 and FS2 will be reduced. The larger the integration capacity
of IIDG, the stronger the shunting effect will be, which may cause the fault current
detected by the upstream switch of the PCC to be less than the set value, and hence
the switch cannot correctly record the overcurrent times.

If a fault occurs in the branch line upstream of the PCC (such as K1), the current
flowing through the switch (such as FS4) on the branch line will increase due to
the boosting effect of IIDG. The integration of IIDG is beneficial to the overcurrent
detection of the switch on the line. For the switches upstream of the PCC of the main
line, on the one hand, the existence of IIDG may cause the switches in the non-fault
area (such as FS2) to detect the fault current provided by the distributed generators;
On the other hand, due to the external swabbing effect of IIDG, the fault current
flowing through the fault area switch (such as FS1) may be reduced. Therefore, the
sectionalizing switches on the main line may be affected and hence the fault cannot
be isolated correctly. If a fault occurs in the upstream main line (such as point K4)
of the PCC, the switch in the fault area (such as FS1) will not be affected, while the
switch in the non-fault area (such as FS2) will detect the fault current provided by
the distributed generator, which is similar to the above situation.

3) For the voltage-current type FA based on the circuit breaker, the current protection
function is enabled when each switch is reclosing in this mode. When faults occur in
the downstream (such as K1 and K2) and upstream branch lines (such as K3), if IIDG
is still connected to the grid when FS2 is reclosing, it may lead to non-synchronous
reclosing, and the resulting impulse current may lead to FS2 protection action and
lockout switching on, expanding the fault range. If a fault occurs in the upstream
main line (such as point K4) of the PCC, the integration of IIDG will not affect the
action of FS1.
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4.3 Case Study

Impact of IIDG Integration on Voltage-current Mode FA Based on Sectionalizing
Switch. Taking Fig. 4 as an example, a voltage-current mode FA simulation model is
built based on the sectionalizing switch, and simulates without IIDG integration and
with 2MW IIDG integration in the distribution network as follows: under the maximum
operation mode of the system, three-phase short-circuit faults occur at K1, K2, K3 and
K4, respectively. The fault current flowing through each switch is shown in Table 5 and
Table 6:

Table 5. Fault current that flows through each switch when IIDG is not connected.

The fault location Switch Fault current/kA The fault location Switch Fault current/kA

K1 FS1 2.345 K2 FS1 1.391

FS2 0.011 FS2 1.389

FS4 2.341 FS3 1.392

K3 FS1 1.198 K4 FS1 3.852

FS5 1.202 FS2 0.008

Table 6. Fault current that flows through each switch when 2MW IIDG is connected.

The fault location Switch Fault current/kA The fault location Switch Fault current/kA

K1 FS1 2.253 K2 FS1 1.291

FS2 0.124 FS2 1.296

FS4 2.392 FS3 1.454

K3 FS1 1.112 K4 FS1 3.851

FS5 1.251 FS2 0.121

It can be seen from Table 5 and Table 6 that when the fault occurs in the downstream
position (K2 andK3 points) of the PCC, the current detected by the downstream switches
FS3 and FS5 increases due to the integration of IIDG, which is conducive to the over-
current detection of the switch; The fault current detected by the upstream switches
FS1 and FS2 decreases due to the shunting effect of IIDG. At present, the fixed value of
fault current of voltage-current type sectionalizing switch is generally set to 1000A [23].
According to the above analysis, the larger the integration capacity of the distributed
generator, the stronger the shunting effect. Therefore,with the larger integration capacity,
the switchmay not correctly detect the overcurrent, thus affecting the subsequent actions
of the FA.

When the fault occurs in the upstream branch line (K1 point) of the PCC, the current
detected by the main line switch FS1 in the fault section will decrease due to the external
swabbing effect of IIDG, while the current detected by the branch line switch FS4 will
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increase due to the increasing effect of IIDG, which is similar to the analysis when the
fault occurs on the downstream of the PCC. After IIDG is connected, the current detected
by switch FS2 in the non-fault section increases from zero to 124A. Because the capacity
of the IIDG connected is small, and the contribution of the distributed generator to the
fault current is small when connected to the grid via the inverter, the current detected by
FS2 is quite different from the fixed value of the switch overcurrent detection. However,
in the context of dual carbon, more and more distributed generators are connected to the
distribution network.When the fault current contributed by IIDG reaches the overcurrent
setting, its connection will affect the action logic of each switch. When the fault occurs
in the upstream main line (point K4) of the PCC, the situation is similar to the above
analysis.

Impact of IIDG Integration on Voltage-current Mode FA Based on the Circuit
Breaker. A voltage-current mode FA simulation model based on circuit breakers is
built, and the following simulations are carried out, respectively, for the two cases of
no IIDG integration and 2 MW IIDG integration in the distribution network: under
the maximum operation mode of the system, a three-phase fault occurs at K2 point.
Assuming that IIDG is continuously connected to the grid, the current detected by the
switch before and after FS2 closing is shown in Fig. 8:
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Fig. 9. Current flowing through FS2 before and after closing.

As can be seen from Fig. 9 that, the IIDG connection makes the current detected
during FS2 reclosing increase sharply. The current value may exceed the set value of its
overcurrent protection, resulting in the rapid tripping of FS2 after closing and expanding
the fault range.
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5 Conclusions

Taking voltage-time type and voltage-current type FA as examples, based on the study
of the IIDG fault equivalent model, this paper analyzes the influence of IIDG connection
on the action of each switch in local feeder automation. The main conclusions are as
follows:

1) For the voltage-time type feeder automation mode, when the fault occurs on the
downstream and upstreambranches of the PCC, the outlet switchmay not act reliably
due to the external shunting of IIDG. In viewof the above situation, the sectionalizing
switch in themiddle of the feeder can be converted into a circuit breaker and equipped
with a protection device. This method can reduce the minimum action current value
of the CB by reducing its protection range, thus alleviating the impact of the shunting
effect; Since IIDG has a certain supporting capacity for the voltage of the PCC, the
connection of IIDG may make the switch near the PCC unable to realize “voltage-
off opening”. Considering the above issue, the opening criterion can be improved
to achieve reliable breaking by using sudden voltage changes before and after CB
operation; In addition, IIDG may be continuously connected to the grid during
switch reclosing on the line, resulting in non-synchronous reclosing. Therefore,
the reclosing can cooperate with anti-islanding protection. Extend its delay time
appropriately to ensure the reliable exit of IIDG at the time of reclosing, hence
avoiding non-synchronous reclosing.

2) For the voltage-current type feeder automation based on the sectionalizing switch,
in addition to the above effects, when a fault occurs upstream of the PCC, the inte-
gration of IIDGmay cause the switch in the non-fault area to detect the fault current.
However, the magnitude of the current mainly depends on the IIDG integration
capacity. If the integration capacity is large, the current detected by the switch may
reach the set value of the overcurrent detection, resulting in an incorrect overcur-
rent count of the switch. To address this issue, the direction judgment logic can be
added to the sectionalizing switch. When the current flowing through the switch is
reversed, the overcurrent counting function of the switch is blocked, thus avoiding
the fault current provided by the IIDG to affect the switch operation.

3) For the voltage-current type feeder automation based on the circuit breaker, when
the fault occurs on the downstream of the PCC, if the IIDG is still connected to the
grid when the switches on the line are reclosing, the impulse current generated by
non-synchronous reclosing may lead to the protection action and locking closing of
the upstream circuit breaker of the PCC, and hence the fault range will be expanded.
To address this issue, extending the delay time of reclosing can be considered as
well.
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Impact of Energy Storage Access
on Short-Circuit Current and Relay Protection

of Power Distribution Network
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Abstract. The access to Energy Storage (ES) has changed the structure of the
Power Distribution Network (PDN) from single power to multi-power. ES dis-
charges power to the outside as a power source on one hand, and on the other
hand, it is charged as a load. Therefore, the access of ES makes the calculation
method of the original power distribution network short-circuit current (SCC) no
longer applicable, and it has a more complicated impact on the original protec-
tion. This paper firstly determines the ES output current under the Low Voltage
Ride Through (LVRT) control strategy based on the actual situation, presents SCC
calculation methods for different fault types, and carries out MATLAB analysis
on the change rules of SCC along with system parameters and ES capacity when
ES discharges using the obtained current formula. Finally, the paper presents the
impact of ES on relay protection under charging and discharging conditions.

Keywords: Energy Storage · Short-circuit current · Low Voltage Ride Through

1 Introduction

ES, an indispensable part of the novel electric power system, plays an important role in
the electric power system absorbing and consuming new energy as well as improving
operational stability, and is an important means to achieve the flexibility of the power
system. Besides, the electrochemical energy storage represented by lithium-ion batteries
has achieved large-scale development and wide application [1]. ES has three states:
charging, discharging, and isolation, and its operation in different states will inevitably
change the topology and load flow direction of the original power distribution network.
ES acts as a power source when it discharges and a load when it charges. The maximum
output current of the ES converter is generally 1.3 times its rated current. When a fault
occurs in the system, it has a great impact on the protection of the traditional power
distribution network, which may cause false tripping or miss tripping of the protection
device. Therefore, the analysis of the calculation of SCC in power distribution networks
with ES is particularly important for the protection setting and configuration of such
distribution networks.
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Based on the basic principle of traditional protection Reference [2] analyzes the
impact of ES access on protection under two states of ES as a load and as a power
source, respectively. In addition, it provides the protection improvement strategy, but it
fails to consider the characteristics of ES with restricted output current nor elaborates on
the problems in cooperation between the upper and lower levels of protection brought by
the access of critical ES. Reference [3] carries out an analysis for two cases of reaching
and not reaching the limit of output fault current of ES power station according to the
output current characteristics of ES power station under PQ control. It also proposes the
improvement method of protection setting optimization, which considers the require-
ments of ES power stations for constant values in discharging, charging, and standby
states, respectively. However, it does not consider the situation under LVRT. Reference
[4] considers the locating and sizing of the ES power station and investigates the impact
of the ES power station on the current protection when it is connected to PDN, but it does
not distinguish the impact under the charging and discharging conditions. Reference [5]
analyzed the setting between overcurrent protections, but did not obtain the precise fault
current value, nor did it analyze the setting coordination during charging. Reference [6]
derives an approximate expression for fault transient and analyzes the characteristics of
fault transient. Reference [7] gives the general analysis method of inverter power supply
fault and the output three-phase fault current. Reference [8] studies the expression of
the steady-state fault current of the inverter power supply, but considers that the out-
put current during low voltage ride-through only emits reactive current, but not active
current. Reference [9] made an accurate calculation of the short-circuit current of the
doubly-fed wind power cluster considering LVRT, and made a response analysis of the
characteristics of the fault current. Reference [10] proposes an SCC calculation method
including both steady-state and transient state of new energy inverter power supply fault
on the basis of fully considering the control strategy and nonlinear problems. Reference
[11] gives an iterative method of SCC based on the superposition theorem for distributed
generation (DG) containing LVRT. It processes DGs as different types of fault equivalent
models according to their locations before and after the fault point in PDN.

In short, there are few studies on the adaptability analysis and principle of relay
protection for the charging and discharging characteristics of electrochemical energy
storage, and most of them make analysis for a single state. Therefore, it is significant to
research the protection adaptability with ES under charging and discharging character-
istics to further propose more reasonable protection principles and setting schemes. In
this paper, the fault analysis model of PDN with ES is given first, and the SCC formula
in the condition of fault reaching a steady state is derived to provide a basis for studying
its influence on the current protection. In addition, this paper studies the general rules
of SCC in PDNs with ES varies with respect to the operating state, operating capacity,
and grid-connection point, and analyzes its influence on relay protection.

2 ES Control Strategy and Output Current

2.1 ES Control Strategy

ES output characteristics are mainly determined by the control strategy of the ES con-
verter. PQ control strategy is usually adopted [12]. When an asymmetric fault occurs in
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the grid, there is a negative sequence in the current output from ES and a large number
of harmonics are generated, which will seriously affect the quality of electric energy.
Therefore, it is also necessary to adopt a positive and negative sequence double closed-
loop current control strategy to suppress the negative sequence current, so that the output
current contains only the positive sequence component [13].

Reference [14], Reference [15] and so on point out that inverter-type energy in the
fault steady state can be equated to a current source controlled by grid-connected-point
voltage Ub i.e., the equivalent model of a voltage-controlled current source (VCCS).

According to the requirement of the Technical Rule for Electrochemical Energy
Storage System Connected to Power Grid [16], ES must be configured with an LVRT
control strategy. When a voltage drop caused by a short circuit occurs in PDN, the ES
converter needs to inject reactive current and track the transformation of grid-connected-
point voltage in real time, and satisfy:

⎧
⎨

⎩

IT ≥ 1.6 × (0.85 − UT )IN
IT ≥ 1.04 × IN

IT = 0

, 0.2 ≤ UT ≤ 0.85
UT < 0.2
UT > 0.85

(1)

where, UT is the per-unit value of grid-connected-point voltage of the ES converter, and
IN is the rated current of the ES converter.

2.2 Energy Storage Converter Output Current

ES discharges at constant power when it is in the normal operating state. When the ES
power station does not reach the maximum output current, it remains the output power
P unchanged, but when the outlet voltage drops, the output current will increase, that is,

P = 3UbICES (2)

where, Ub is the phase voltage of the ES grid-connected point, and ICES is the phase
current output from the ES power station.

During the LVRT period, ES will inject reactive power. When the voltage of the
ES grid-connected point is higher than 0.85 p.u., only reactive power is output at a
constant level, and when lower than 0.2 p.u., only reactive current is output, and almost
no active current is output.When it is between 0.2 p.u.–0.85 p.u., both reactive and active
currents are output, and reactive current needs to be transmitted in priority during LVRT.
However, during LVRT, the active power may not be output in full margin due to the
limitation of the maximum fault current. The curve graph of active and reactive currents
changing with grid-connected-point voltage is shown in the figure below (Fig. 1).

Therefore, if there is one point where the grid-connected-point voltage exists, the
output current of the ES converter reaches its maximum value. After taking unit value,
that is,

(
P

Ub

)2

+ (1.6(0.85 − Ub))
2 =

(
Imax

IN

)2

(3)

Solving this formula with both power and rated current taken as 1, we can find
that Ub = 0.77, that is, when the positive sequence voltage of grid-connected point is
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Fig. 1. Curve of active and reactive currents changing with positive sequence voltage at grid-
connected point

between [0.77, 0.85], the ES converter can meet the output margin of ES active current
while outputting reactive current; when the positive sequence voltage of grid-connected
point is between [0.2, 0.77], the active power cannot be output in full margin.

In practical engineering, when the grid-connected-point voltage is lower than 0.2, the
reactive current is generally injected according to the maximum allowable SCC of the
ES converter. Therefore, when between [0.2, 0.77], the scale factor should be adjusted
to 2, thus the injection current of ES can be obtained. It can be seen that the current
injected from the ES converter is divided into two parts, i.e., active current and reactive
current.

İCES =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

PN
3U2 U̇ U ≥ 0.85UN
PN
3U2 U̇ + 1.6 × (0.85 − U

UN
)IN

U̇
U

� (−π
2 ) 0.77UN ≤ U ≤ 0.85UN

IN
U

√

1.32 − 2 ×
(
(0.85 − U

UN
)
)2

U̇ + 2 × (0.85 − U
UN

)IN
U̇
U

� (−π
2 ) 0.2UN ≤ U ≤ 0.77UN

1.3 × IN
U̇
U

� (−π
2 ) U ≤ 0.2UN

(4)

where, PN and UN are the rated power and phase voltage rating of ES, IN is the rated
current output from ES, U̇ is the voltage vector of grid-connected point, and U is the
module value of grid-connected-point voltage. The four states in the formula are defined
as states a, b, c, and d to facilitate the description.

3 Calculation of Steady-State Short-Circuit Current (SCC)

In China, the structure of PDN is generally in a radial shape. In this paper, PDN with
ES as shown in Fig. 2 is used for the calculation and analysis of SCC. Where, Ės and Zs
are the power supply voltage and equivalent impedance of the system respectively. ZAB,
ZBC and ZAD are impedances of branch circuits. In this paper, only one ES is considered
to be connected.
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Fig. 2. Model of PDN with ES

Based on circuit knowledge, it is known that when a three-phase short circuit or a
two-phase short circuit occurs at f1, f2, and f3 in PDN as shown in the figure, it can
always be equated to the circuit as shown in Fig. 3.

1K

CESI

U

2 sK E

Fig. 3. Equivalent circuit diagram of PDN fault

Where, the parameters of K1 and K2 under different fault conditions are shown in
Table 1.

Table 1. Corresponding impedances under different types of fault conditions

Fault type K1 K2

Three-phase short circuit at f1 ZBf 0

Three-phase short circuit at f2
(Zs +ZAB)ZBf 2

(Zs +ZAB +ZBf 2)
ZBf 2

(Zs +ZAB +ZBf 2)

Three-phase short circuit at f3
ZsZAf 3

Zs +ZAf 3
+ ZAB

ZAf 3
Zs +ZAf 3

+ ZAB

Two-phase short circuit at f1
Zs +ZAf 1

2 + ZBf 1 0.5

Two-phase short circuit at f2
(Zs +ZAB)(2ZBf 2 +Zs +ZAB)

2(Zs +ZAB +ZBf 2)
2ZBf 2 +Zs +ZAB
2(Zs +ZAB +ZBf 2)

(continued)
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Table 1. (continued)

Fault type K1 K2

Two-phase short circuit at f3
ZsZAf 3

Zs +ZAf 3
+ ZAB

ZAf 3
Zs +ZAf 3

+ ZAB

As shown in Table 1, when a three-phase short circuit occurs at f1, its system side
is disconnected from the ES side and the current supplied by the system is not affected
by ES. Therefore, no consideration is given to this condition. The circuit formula can be
obtained according to Fig. 3.

1

K1
U̇ = K2Ės

K1
+ ICES (5)

When the voltage drop at the grid-connected point is different, the current provided
by ES is also different. Substituting the ES output current in the four cases in Formula
(4) into Formula (5), the voltage vector of the grid-connected point U̇ can be obtained,
and then the SCC on each branch and the SCC provided by ES can be obtained. The
current calculation formulas are shown in Table 2 and Table 3.

Table 2. Three-phase SCC calculation

Fault type Fault current (f1) Branch current (fb)

Three-phase short circuit at f2 If = U̇
ZBf

İAB = Ės − U̇
Zs +ZAB

Three-phase short circuit at f3 İf = U̇ + İABZAB
ZAf 3

İf = U̇ + İABZAB
ZAf 3

Table 3. Two-phase SCC calculation

Fault type Fault current positive

sequence (I (1)f )

Fault current negative

sequence (I (2)f )

Two-phase short circuit at point
f1

İ (1)f = Ės − U̇ (1) +ZfBI
(1)
CES

Zs +ZAB +ZBf
İ (2)f = U̇ (1) −ZfBI

(1)
CES

Zs +ZAB +ZBf

Two-phase short circuit at point
f2

İ (1)f = U (1)

Zs +ZAB + 2ZBf 2
İ (2)f = − U̇ (1)

Zs +ZAB + 2Zbf 2

Two-phase short circuit at point
f3

İ (1)f = U̇ − İCESZAB
2Zf +Zs

İ (2)f = −İ (1)f
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When performing the calculation, the grid-connected-point voltage U can be calcu-
lated separately for the cases of active and reactive currents acting separately, and then
the final U can be obtained by using the superposition theorem. It should also be noted
that in the actual calculation, it is necessary to firstly determine in which state of LVRT
the ES operates. When the fault occurs, the ES outputs according to the constant power,
that is, operating in state a. Now, the positive sequence voltage RMS value of ES grid-
connected point is calculated, in which state the ES operates is determined according to
the proportion of positive sequence voltage to the rated voltage, and the fault current is
recalculated.

4 Impact of ES Access in Discharge on PDN Fault Characteristics

From the above obtained expressions, we can know that with ES accessed, the grid-
connected-point voltage is influenced by the access location, fault point location, ES
capacity, and fault type, and SCC is influenced by the grid-connected-point voltage.
Therefore, it is necessary to find the change trend graph and summarize the influence
law based on the SCC calculation formula. The system short-circuit capacity of PDN
with ES shown in Fig. 2 is 500 MVA, the system impedance is Zs = j0.27�, and the
unit length impedance of the line is Z = 0.27 + j0.3454�.

4.1 Impact of ES Access on Grid-Connected-Point Voltage

When the location of the fault point to ES access keeps changing, the analysis is carried
out for the case of a three-phase short circuit occurring downstream, and the simulation
results are shown in Fig. 4. When the ES access location keeps unchanged, the grid-
connected-point voltage gradually increases as the fault point location becomes farther
away; when the fault point location keeps unchanged, the grid-connected-point voltage
gradually becomes smaller as the ES access location becomes farther away. In addition,
when ES performs LVRT, the grid-connected-point voltage increaseswith the increase of
reactive current at the same position, but when ES operates in state d, the grid-connected-
point voltage decreases because only reactive power is emitted.
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(a)The relationship between grid connection point voltage and fault location 

(b)The relationship between grid connection point voltage and energy storage access location

Fig. 4. The relation between grid-connected-point voltage and ES access location

When the location of the fault point is given and the ES access capacity keeps
changing, the change rule is shown in the figure below.With the increase of ES capacity,
its grid-connected-point voltage shows a trend of increasing first and then decreasing. A
similar transformation trend can be obtained when analyzing different operating states
under other fault conditions (Fig. 5).
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(a)The relationship between grid connection point voltage and capacity 

(b)The relationship between grid connection point voltage and capacity in state a

Fig. 5. The relation between grid-connected-point voltage and ES capacity

Reference [17] deduces the relationship between the voltage support effect of the
grid connection point and the impedance ratio of the grid impedance and the penetration
rate of the distributed power generation. It can draw a voltage vector diagram according
to Fig. 3, as shown in Fig. 6. In the figure, the equivalent impedance angle is α, Grid
point voltage is U̇b = Ub � ϕ.
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Fig. 6. Voltage vector diagram when energy storage discharges

For state a, it can be deduced from the relationship between the vectors:
⎧
⎪⎨

⎪⎩

|δUb| = PX−QR
Ub

= P
3Ub

Im(K1)

|U̇b − K2Es| = |δU̇b|
sin α

= P
3Ub

Im(K1)
sin α|K2Es|

sin α
= Ub

sin(α+ϕ)
= P

3Ub

Im(K1)
sin α sin ϕ

(6)

For state b and d, it can be deduced from the relationship between the vectors:

|K2Es|
sin α

= Ub

sin(α + ϕ)
=

PN
3Ub

Im(K1) + 1.6(0.85 − Ub/UN )INRe(K1)

sin α sin ϕ
(7)

|K2Es|
sin α

= Ub

sin(α + ϕ)
= 1.3INRe(K1)

sin α sin ϕ
(8)

It can be seen that when the energy storage operates in state a, the voltage at the grid
connection point is closely related to the imaginary part of K1. For state b, according to
formula (7), it can be known that the voltage of state b is generated by two parts. Part
of it is generated by active current, and part of it is generated by reactive current, so the
voltage of state b is higher than that of state a, and the voltage of state c is higher than that
of state b (the maximum output current is reached). However, when the energy storage
operates in state d, only reactive current is emitted. According to formula (8), it can be
known that the change of voltage is closely related to the real part of K1. Therefore,
the voltage in state d is lower than that in states b and c, but the change trend with the
capacity does not change. The magnitude of the voltage depends on the operating state
on the one hand and on the impedance parameters of the grid on the other hand.

As shown above, the grid-connected-point voltage decreases with the increase of ES
capacity, increases with the distance from the fault point, and decreases with the distance
from the system power supply. Besides, it is independent of the fault type and operation
state.

4.2 Impact of ES Access on SCC

(a) ES Upstream SCC Characteristics
When a three-phase short circuit occurs upstream, ES is decoupled from the

system-side circuit, and the SCC flowing through the system side is unrelated to



Impact of Energy Storage Access on Short-Circuit Current 601

whether any ES is connected. When a two-phase short circuit occurs upstream,
the grid-connected-point voltage satisfies U̇ (1) = Ės/2 without ES connected, and
with ES connected, the grid-connected-point voltage must be greater than 0.5UN .
Therefore, when a two-phase short circuit occurs upstream, ES can only operate in
two states: state a and state b.

With ES operating in states a and b, the change trend of SCC on phase B and
phase C upstream of the fault point with the storage capacity is shown in Fig. 7.

(a) state a 

(b) state b 

Fig. 7. Change of upstream two-phase SCC with ES capacity

In the case of a two-phase short circuit occurring upstream, when ES operates
in state a, the access of ES shows an infeed effect on phase-B SCC, while it shows
an outfeed effect on phase-C SCC. When ES operates in state b, it shows an infeed
effect on both the phase-B and phase-C SCCs.
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(b) ES Downstream SCC Characteristics
When ES operates in state a and a three-phase short circuit occurs downstream,

the trend of upstream and downstream SCCs changing with ES capacity is shown
in Fig. 8 below.

From Fig. 8, it can be seen that, when ES operates in state a, the downstream
SCC shows an infeed effect, while the upstream SCC shows an outfeed effect
when the ES capacity is small and an infeed effect when the ES capacity is large,
and the infeed effect becomes more obvious as the ES capacity increases. As the
reactive current continues to increase, when ES operates in state b,c and state d, its
operation rule is the same as that in state a, both showing an outfeed effect first and
then an infeed effect. However, to obtain an infeed effect on the upstream, a large
ES capacity is required.

Fig. 8. Change of downstream three-phase SCC with ES capacity (state a)

When a two-phase short circuit occurs downstream of ES, the change trend is
shown in Fig. 9. When operating in state a, the upstream phase-B SCC exhibits an
outfeed effect first and then an infeed effect, the upstream phase-C SCC exhibits
an infeed effect, and the downstream phase-B and phase-C SCCs both exhibit an
infeed effect. When operating in state b, the upstream phase-B SCC exhibits an
infeed effect first and then an outfeed, the upstream phase-C SCC exhibits infeed,
and the downstream phase-B and phase-C SCCs both exhibit an infeed effect. State
c is the same as the performance pattern of state b. When ES operates in state d, the
upstream phase-B SCC exhibits an infeed effect, and the upstream phase-C SCC
exhibits an outfeed effect, which is exactly the opposite of the situation in state a,
however, the downstream SCC still exhibits an infeed effect.
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(a) state a 

(b) state b 

(c) state d 

Fig. 9. Variation of downstream two-phase short-circuit current with energy storage capacity

(c) Adjacent Feeder SCC characteristics
When three sections of short circuit occur in adjacent feeders of ES operation, it

plays an infeed effect for the fault branch, and in state a and state b capacity changing
has less influence on the fault current. With the increase of reactive current, the
impact of ES capacity on the fault current becomes larger.
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Fig. 10. Adjacent feeder short circuit three-phase short circuit fault branch current

(b)AB branch 

(a)fault branch 

Fig. 11. Change of adjacent feeders two-phase SCC with ES capacity (state a)
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When a two-phase short circuit occurs, as shown in Fig. 10, the phase-B and
phase-C fault branch SCCs act the same, which shows infeed first and then outfeed,
and the impact on the branch SCC is very small. For lines A and B, both phases B
and C show an infeed effect (Fig. 11).

When LVRT is performed, they exhibit an infeed effect in all the three states: b,
c and d. In the case of the same ES access capacity, the increase of reactive current
causes the SCC to become smaller. When ES all generate reactive power, i.e., when
operating in the state d the infeed effect is more obvious (Fig. 12).

Fig. 12. Change of adjacent feeders two-phase SCC with ES capacity (states b, c, and d)

4.3 General Rules of SCC in ES Discharging

The general rules for single ES accessed in discharge state are as follows:

(1) With ES accessed, the grid-connected-point voltage is only related to the access
location and ES capacity, but not to the fault type. No matter which state ES oper-
ates in, the grid-connected-point voltage shows a trend of increasing first and then
decreasing. When ES is closer to the system power, grid-connected-point voltage
is higher; when the fault point is closer to ES, the grid-connected-point voltage is
lower.

(2) When line fault occurs, ES access shows an infeed effect to the downstream short
circuit or non-fault branch current, regardless of the fault type, operating state, and
fault location.

(3) When a three-phase short circuit occurs downstream, except upstream SCC in state
b always shows an infeed effect, upstream SCC in operating states a, b, and d
all shows an outfeed effect first and then an infeed effect with the increase of ES
capacity.

(4) When BC phase-to-phase fault occurs upstream or downstream of ES, with the
increase of reactive current, phase-C fault currentwill change from infeed to outfeed
effect, while phase-B fault current will change from outfeed to infeed effect.
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(5) When a three-phase short circuit occurs between adjacent feeders, it shows an infeed
effect for the fault branch,while the reverse current of the non-faulted branch current
is larger than the forward current; when a two-phase short circuit occurs, the change
rule of SCC of phase-B and phase-C is the same. When ES operates in state a, it
firstly shows an infeed effect, which is small, and then outfeed effect. When it is
LVRT state, both show an infeed effect.

5 Impact of ES Access on Relay Protection

When ES discharges, it is equivalent to an inverter-type power source, and its impact on
the fault current is affected by the LVRT control strategy. The fault current change rule
has been discussed above, that is, when the fault current shows an outfeed effect, it may
lead to miss tripping of the protection system; when the fault current shows an infeed
effect, it may lead to false tripping of the protection system. The presence of reverse
current may also result in loss of directional selectivity of the protection system.

When ES charges, which usually be done at constant power, it is equivalent to a load.
This section focuses on the qualitative analysis of the impact on current protection when
ES charges.

In the condition of no fault occurring in the line, when ES changes from discharging
state to charging state, it will make the load of PDN and the load current flowing through
the upstream line increase, which may lead to the false tripping of upstream protection.
In addition, the circuit’s backup protection setting will be done as per the maximum load
current that occurs on the line, so when a short circuit occurs at the end of adjacent lines,
it may cause the miss tripping of backup protection.

When a fault occurs upstream of ES, ES will be too higher than the level of upstream
SCC, thus leading to enhanced protection sensitivity, which may result in false tripping
of protection. When a fault occurs downstream of ES or on adjacent lines, the fault
branch current becomes smaller due to the shunt effect of ES, making the protection
range smaller and less sensitive, and thus causing miss tripping of protection.

6 Conclusion

The charging and discharging of ES pose an impact on the current protection of PDNs,
so it is very important to calculate SCCs of PDNs with ES. In this paper, the SCC of
PDN with ES taking into account the LVRT characteristics is calculated on the basis
of the LVRT control strategy and the factors affecting SCC are analyzed in detail using
the calculation formula. In addition, the general rules of grid-connected-point voltage
and SCC change with parameters after ES is accessed are summarized. Furthermore,
the impact of ES on relay protection under two conditions of charging and discharging
is given, which provides a theoretical basis for further study on the current protection
scheme of PDN adapted to the charging and discharging conversion of ES.
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Abstract. With the increasing penetration rate of distributed renewable energy
and more complexity of grid, it is essential to keep a secure voltage profile for
the safety, stability and economy of the power system. A reactive voltage control
approach in regional power grid is proposed in this paper, which can provide online
decisions without the requirement of the model and parameters. The proposed
approach enhances the ability to rapidly restore the voltage back to normal after
severe system disturbances. Furthermore, to regulate voltage profiles and reduce
shunt operations, an LSTM based reactive voltage control model is also proposed
by considering transformers and capacitors. A case of a regional power grid in
Jiangsu is studied to verify the proposed scheme. The experimental results show
the capability and efficiency of the proposed scheme. In contrast to traditional
methods, our approach improves the accuracy of the control strategy by prediction
model meanwhile limiting the action times of control devices.

Keywords: Deep learning · Reactive power optimization · Renewable energy ·
Voltage control · LSTM

1 Introduction

With the rapidly increasing penetration of renewable energy, the proportion of exter-
nal direct current (DC) and renewable energy generation in Jiangsu is reaching 50%.
Modern power systems are facing grand challenges in regulating voltage profiles due
to the inherently complex dynamics and high uncertainty brought by renewable energy.
The existing theoretical system of reactive voltage operating and planning could not
satisfy the requirements of stable grid operation, mainly reflected in the problems of
voltage overrun, reactive power backflow, and increased network loss. Securing power
regulation with reactive voltage control effectively is a critical issue to be addressed
in power systems. At present, the popular reactive voltage control methods for solving
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dynamic problems are model prediction [1, 2], intelligent optimization [3–6], mathe-
matical optimization [7], load partition [8–11] and reactive power partition [12–14]. The
control effectiveness of model prediction method could have a large impact due to state
estimation error. The intelligent optimization method does not consider the cooperative
operation mode of reactive power devices, and cannot meet the requirements of system
time scale. The mathematical optimization method is difficult to achieve the goals of
economy and safety, and cannot adapt to the strong stochastic nature of photovoltaics.

On the contrary, the load partition method converts dynamic reactive voltage control
into static optimization. Nevertheless, renewable energy has substantial uncertainty that
causes large fluctuations in a short period, which greatly limits the load partitionmethod.
The reactive power partitioning method can simplify the computation and reduce the
calculation errors caused by inaccurate measurements. Moreover, this method requires
high accuracy in power flow calculations, strict and precise mathematical models. What
is worse, the control strategies given are usually not global optimization. To sum up,
these methods generally have many downsides, such as heavy computation, the long
calculation time for deriving optimal control actions, difficulty in achieving online con-
trol, and ease of falling into local optimal solutions, further limiting their applications
in real-time. In response to the limitations above, many researchers have tried to com-
bine artificial intelligence with reactive voltage control methods. Reference [15] uses
reinforcement learning to map the measured values of voltage magnitudes and topology
information of On Load Tap Changer (OLTC) tap ratio changes so as to minimize the
voltage deviation across the system. However, this method relies on topology informa-
tion and only regulates reactive power through transformers. Reference [16] combines
reactive voltage control model with deep learning, which fits the nonlinear relationship
between system features and reactive voltage control strategies through a deep belief
network. Reference [17] utilizes an off-policy algorithm, i.e., deep deterministic policy
gradient (DDPG), to solve a persistent control problem. Nevertheless, DDPG, as an
off-policy learning approach, has relatively unstable performance.

The reactive voltage control problem is a complex, multi-dimensional, nonlinear
problem. Deep learning algorithms can analyze useful information from massive his-
torical data and establish a hidden relationship between inputs and outputs [18]. On
the basis of the existing researches, we combine deep learning with reactive voltage
control to generate a deep learning agent using an LSTM-based approach. Furthermore,
we establish a refined decision-making scheme for online reactive voltage control in
regional power grid under the uncertainty renewable energy, and realize the synergistic
control mode of transformers and capacitors. Promising results with significant benefits
are demonstrated from aspects of both security and the economy. First of all, based on
the time-series historical data, this scheme trains a deep neural network predictionmodel
and constructs a mapping relationship between the characteristics of the existing sys-
tem and the busbar voltage at the next timestamp. Secondly, when performing real-time
control, for reactive power or voltage violations, an alternative control strategy set for
the adjustable control devices is generated according to the nine-zone diagram. Then, a
prediction model is used for voltage prediction, and a set of control strategies that meet
the conditions are screened out. Finally, the control strategy with the highest score is
obtained as the output according to the reward function.
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Meanwhile, the predictionmodel is continuously updated during interaction with the
environment. Unlike the conventional methods, this scheme gets rid of state estimation,
infers the accurate system state directly according to the Supervisory Control And Data
Acquisition (SCADA) data, and implements the control strategy in a short period. This
method can reduce the number of actions of transformers and capacitors, and improve the
voltage quality. Model training only needs real-time SCADA data, such as node voltage
and line power flow, without complete topological model parameters of the system. This
process can be achieved offline in a safe lab environment without interaction with a real
system.

The remainder of this paper is organized as follows. Section 2 provides an overview
of the LSTM. Section 3 describes the detailed implementation of the deep learning based
reactive voltage control. In Sect. 4, a case study is conducted in Jiangsu. Experimental
results have verified the safety and economic advantages of the proposed approach.
Finally, we conclude our work in Sect. 5, and future research work is also included.

2 LSTM

By using nonlinear functions, deep learning can express complex relationships between
input and output data. To date, deep learning networks include deep belief networks,
recurrent neural networks, and convolutional networks. Deep neural network has excel-
lent learning capabilities, which can promote stabilize power systems [19] and reduce
decision-making time.

Considering the time-series characteristics of electric power data, we use the long
short-term memory neural network (LSTM) algorithm, which can efficiently handle
nonlinear time-series problems and has good generalization ability as well. Therefore,
this paper uses the LSTM algorithm to build a prediction model.

To avoid the problems of “gradient vanishing” and “gradient explosion”, LSTM
introduces a hidden layer structure, which includes forget gate, input gate and output
gate [20]. The composition of the LSTM neural network is shown in Fig. 1.

Fig. 1. Structure diagram of LSTM

As shown in Fig. 1, block I is the forget gate, which can filter the data information
under the previous time series. Block II is the input gate, and block III is the output gate,
Eq. (1) and (2) are the cell state and forgetting gate formulas, respectively, Eq. (3) and
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(4) are the input gate formulas, and Eq. (5) and (6) are the output gate formulas [21, 22].

Ct = ft × Ct−1 + it × C̃t (1)

ft = σ(Wf [Xt,Ht−1,Ct−1] + bf ) (2)

it = σ(Wi[Xt,Ht−1,Ct−1] + bi) (3)

˜C = tanh(Wig · [Ht−1,Xt] + big + WhgHt−1 + bhg) (4)

ot = σ(Wo · [Xt,Ht−1,Ct−1] + bo) (5)

ht = ot × tanh(Ct) (6)

where Ct−1, Ct are the cell states at time t − 1 and time t; Ht−1, Ht are the outputs at
time t − 1 and time t; Xt is the input at time t; ft , it , ot are the function values of the
forget gate, input gate, and output gate at time t; σ is the sigmoid activation function;
W, b are the weights and biases.

3 The LSTM-Based Framework for Reactive Voltage Control

Addressing the regional power grid with high penetration of renewable energy, the reac-
tive voltage control model proposed in this paper takes voltage security and stability
as the primary control objective, to reproduce the number of reactive power control
devices actions is treated as the secondary objective, so as to achieve real-time continu-
ous closed loop voltage optimal control. From the aspect of function mapping, the key
to the control problem is to establish a mapping relationship between the data features
of the regional power system and the controlled bus voltage, which is complex, implicit,
high-dimensional and nonlinear. It is difficult to find an analytics solution at once.

There are massive historical data in regional power grids. Useful information can
be extracted from this data, which helps to solve high-dimensional nonlinear mapping
problems accurately andquickly byusing deep neural networks. The deep neural network
constructed on valid information solves the problem that the conventional methods do
not consider the control operation and physical response of the power device, while only
relying on the linearization of the power network equations.

3.1 Overall Architecture Design

To understand the schematic diagramof the reactive voltage control procedures proposed
in this paper, we depict this control method with deep neural network in Fig. 2. The
framework mainly consists of two components: offline training and online decision-
making.

In the offline training stage, the nonlinear relationship between the system features
and the controlled bus voltage is fitted through LSTM. In the online decision-making
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stage, the agent obtains SCADA data. The agent generates a control strategy set when
the bus voltage exceeds the limit. It filters the strategy set with the nine-zone diagram
and integrates the filtered strategy set with the current SCADA data. The system features
for the voltage prediction model are extracted from the integrated results. Finally, based
on the results of our voltage prediction model, the agent outputs the optimal control
strategy according to the reward function. Real-time measurement data is stored and
recorded simultaneously in discrete data for model updating.

Performance evaluation

Features and 

labels

Sample datasets

LSTM prediction model

Historical 

data of power 

grid

Real time measurement data of 

regional power grid

Agent monitoring

Prediction model

Optimal strategy of 

reactive power and 

voltage control

output

Off-line training

Online application

Agent decision makingTraining set Test set

Determine the 

structure

Determine the 

structure

Fig. 2. Diagram of the reactive voltage control architecture of the framework

3.2 Neural Network Architecture Design

In this paper, the input sequence length of LSTM is 20 records. When generating the
training set, the input sequence is generated sequentially by time series sliding with
a step size of 1. After experiments, it can be found that the predictive ability of the
model is affected by the network unit of LSTM. For the network, three layers of neurons
are applied: the first layer consists of an LSTM layer with 1024 neurons and a tanh
function. Then the second layer is an LSTM layer with 512 neurons and a Rectified
LinearUnits (ReLU) activation function. The last layer is a fully-connected layer (Dense)
with 104 neurons (matching with 104 bus voltages) and a sigmoid activation function.
The optimizer used for the network is the Adamax Optimizer, with a learning rate of
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10−3. To prevent overfitting, a random dropout layer is added after each LSTM layer,
and the learning data features are enhanced by a Dense layer. Thus, to extract more
useful information from the input time series, the first 20 records are fed into the LSTM
layer. After two layers of LSTM transformation, the last timestamp data in the hidden
layer sequence output by LSTM is taken. This data is stitched with the known feature
information of the next record (Such as system state quantity at the current timestamp,
bus voltage at the current timestamp, and the system state quantity at the next timestamp),
and then all is inputted into the Dense layer, as shown in the Fig. 3 below:

Training data

LSTM layers

20 moments 

of data

Keras.backend.concate

Dense layer

Data((Excluding the 104

bus voltages at the next 

moment)) at time T

predicted output

Fig. 3. LSTM prediction model

During model training, the loss function is defined as MAPE (Mean Absolute Per-
centage Error) for model training. It is used to evaluate the prediction performance.With
the following equations:

MAPE = 1

n

n
∑

i=1

∣

∣

∣

∣

xi − xi
xi

∣

∣

∣

∣

(7)

xi represents the actual value, xi represents the predicted value, and n represents the total
number of prediction results.

3.3 Agent Decision Making Strategy

The agent continuously monitors the power grid states. When the node voltage or reac-
tive power exceeds the limit, the agent will determine the standby control strategy type
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according to the voltage regulation logic of the nine-zone diagram (filters out the obvious
incorrect control strategies, such as switching on capacitors while reducing transformer
taps). According to the node’s controllable resources and the control variables’ con-
straints, all the control policies that meet the conditions are given. Based on the former
control policies, the new grid data characteristics are input to the prediction model to
form a new grid state. All control policies that meet the criteria are scored and sorted,
and the highest-scoring control policy comes out. The reward function is a weighted
combination of two parts: the safety evaluation function f1 and the economic evaluation
function f2.

f1 = λV�U = λV

√

√

√

√

1

n

n
∑

i=1

(
Ui − UiN

UiN
)2 (8)

UiN = Uimax + Uimin

2
(9)

�U is the overall voltage deviation of the system, λv is the penalty factor for voltage
deviation. Ui is the actual voltage of the i-th node of the system at that time, Uimax,
Uimin are the maximum and minimum voltage,UiN is the middle value of the upper and
lower voltage limits of the i-th node of the system, and n is the total number of training
samples.

f2 = λ1

Nc
∑

i=0

Ci + λ2

NT
∑

i=0

Ti (10)

λ1, λ2 are capacitor and voltmeter regulation penalty factors, Ci is the number of
operations of the capacitor, Ti is the number of operations of the transformer.

The design of this reward function aims to serve the following purposes:

1) keep the voltage profile within a normal range
2) minimum voltage deviation after any disturbances
3) reduce the number of discrete actions

The constraints of the reward function are as follows:

Umin ≤ U ≤ Umax (11)

Qmin ≤ Q ≤ Qmax (12)

Gi(X ,T ) = 0 i = 1, 2 . . .N (13)

QGmin ≤ QG ≤ QGmax (14)

Tmin ≤ T ≤ Tmax (15)
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whereEqs. (11) and (12) are voltage and reactive power constraints, respectively, Eq. (13)
is the system power flow equation constraint, Eq. (14) is the photovoltaic reactive power
output constraint, andEq. (15) is the capacitor and transformer action number constraints.

The real-time reactive voltage control steps based on SCADA data are presented in
Algorithm 1.

4 Case Study

4.1 Experimental Platform and Study Case

The platform used to train and test deep learning agents for reactive voltage control is
the ubuntu system in Python 3.7. This server is equipped with Intel(R) Xeon(R) CPU
E5-2683 v4 with 64 cores/125 GB memory and GeForce GTX 1080 Ti.

The experimental object selected a regional power grid in Jiangsu, tested in terms
of control error and efficiency in the virtual environment. At present, all the plants
and stations in this region are connected to closed loop control, with 15 transformer
substations with a voltage of 110 kV or less than 110 kV and 11 photovoltaic stations,
summing up to three control areas. The distribution of renewable energy stations is
shown in Table 1:
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Table 1. Distribution of new energy power stations

New energy
power station
name

Node
number

Active
power
(MW)

Reactive
power
(MVar)

New energy
power station
name

Node
number

Active
power
(MW)

Reactive
power
(MVar)

Photovoltaic
station 1

6 10 −3.13 Photovoltaic
station 7

81 2.56 −0.84

Photovoltaic
station 2

12 1.12 −1.38 Photovoltaic
station 8

82 4.99 6.3

Photovoltaic
station 3

16 1.47 −0.34 Photovoltaic
station 9

109 2.56 −0.84

Photovoltaic
station 4

19 1.95 −0.37 Photovoltaic
station 10

110 2.56 −0.84

Photovoltaic
station 5

20 2.56 −0.84 Photovoltaic
station 11

111 0.91 0.4

Photovoltaic
station 6

80 2.23 8.8

4.2 Introduction to Calculation Examples

We selected 15 days of historical information in a certain area of Jiangsu in April 2021
as the experimental data set. Samples were taken every 1 min, and the characteristic
information of each time section was taken as a record. After eliminating abnormal data
in the samples, 20718 records in total are considered for training the agent, of which
18650 records and 2068 records are taken as the training set and test set of the prediction
model, respectively. The training was terminated when the validation accuracy (RMSE
error) did not improve for 30 epochs. The batch size is set to 32.

Each record contains 836 features, including 531 characteristic electrical quantities,
104 bus voltages at the current timestamp, and partial electrical quantities at the next
timestamp (Such as capacitor status, main transformer gear, PV data, 97 features in total)
and 104 bus voltages at the next timestamp.

Feeding with the first 20 records and the first 732 features in the next record (Exclud-
ing the 104 busbar voltages at the next timestamp) into the LSTM neural network to
predict the 104 busbar voltages at the next timestamp.

4.3 Discussion

In order to verify the effect of the reactive voltage control model built in this paper, it is
compared with the following two methods:

1) Conventional methods, using expert rules, tend to tune transformers or switch on/off
capacitors, which particularly depends on accurate physical models and grid state
estimation results. However, the economy of the system is not considered.
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2) TheBP algorithm, given the same dataset, uses theBP algorithm tomake predictions.
As a prediction model in reactive voltage control, it contains two hidden layers and
a fully connected layer.

Table 2. Practical and predicted values and absolute percentage errors

Actual value
(kV)

BP algorithm Deep learning agent

Predictive value
(kV)

Absolute
percentage error
(%)

Predictive value
(kV)

Absolute
percentage error
(%)

10.489 10.997 4.848 10.446 0.407

10.552 10.234 3.014 10.476 0.722

20.998 20.746 1.200 21.204 0.982

36.434 37.295 2.363 36.545 0.305

118.041 115.362 2.270 117.492 0.465

121.158 117.954 2.644 120.898 0.215

121.687 118.257 2.819 120.906 0.642

MAPE 3.434 0.687

The results obtained by each model are shown in Table 2. The actual value is the
voltage under the conventional method. Themagnitude of the error reflects the predictive
power of the model. The performance of the model increases when the error decreases.
The voltage predicted by the method proposed in this paper has the highest accuracy
and is consistent with the actual voltage.

Experimental verification of the strategies using the three methods was performed,
and the device action time and the voltage deviation of the system were also calculated.
Table 3 shows the comparison of the overall voltage deviation effect under the three
control strategies.

Table 3. Comparison of voltage deviation effect under different algorithms

Time
(h)

Voltage deviation Time
(h)

Voltage deviation

Conventional
method (%)

BP
algorithm
(%)

Deep
learning
intelligence
(%)

Conventional
method (%)

BP
algorithm
(%)

Deep
learning
intelligence
(%)

1 2.791 3.191 1.386 13 2.791 3.424 2.257

2 2.222 3.119 1.783 14 2.387 3.462 1.871

(continued)
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Table 3. (continued)

Time
(h)

Voltage deviation Time
(h)

Voltage deviation

Conventional
method (%)

BP
algorithm
(%)

Deep
learning
intelligence
(%)

Conventional
method (%)

BP
algorithm
(%)

Deep
learning
intelligence
(%)

3 2.339 3.599 2.010 15 2.306 3.171 1.543

4 2.673 3.400 1.765 16 2.507 3.679 1.691

5 2.906 3.401 1.628 17 2.438 3.347 1.826

6 2.307 3.195 1.740 18 2.642 3.845 2.723

7 2.548 2.931 1.801 19 2.654 3.942 2.503

8 2.396 3.143 2.278 20 2.906 3.208 2.050

9 2.372 3.506 2.181 21 2.458 3.413 2.018

10 2.866 3.826 1.799 22 2.296 3.533 1.592

11 2.553 3.667 2.024 23 2.618 3.507 1.511

12 2.755 3.492 1.575 24 2.527 3.458 1.710

It can be seen from the table that the voltage deviation of the deep learning agent is
the smallest at most of the time of the day, so the system under its control is the most
stable.

As shown in Fig. 4, the voltage optimization effect at a certain time of day is taken
as an example to demonstrate.

The picture above shows the 24-h voltage control effect of 15, 17 and 28 nodes. Due
to the security evaluation function included in the agent’s decision-making, the voltage
deviation formed by the final output control strategy is controlled within a small range.
These indices obtained by these compared algorithms show that, the proposed method
can effectively control the voltage deviation from a limit magnitude range. Furthermore,
the voltage deviation is lower than the conventional method, which improves the security
of the power grid and the operational performance of the regional power grid (Table 4).
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Fig. 4. Voltage control effect under different schemes
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Table 4. Action times under different control schemes

Conventional method BP algorithm Deep learning agent

Transformer 305 297 280

Capacitor 687 1408 632

Total 997 1705 912

The table above shows the total number of transformer and capacitor trips in the
entire area in one month. The analysis shows that the number of actions of the deep
learning method is reduced among the three methods. Compared with the deep learning
algorithm, the total number of actions is increased by 9.32% with the conventional
method, while the total number of actions of the BP algorithm is increased by 86.95%. It
shows that the control devices switching strategy optimized by the LSTM algorithm can
more effectively improve the rationality of control devices’ actions and reduce additional
switching.

As the prediction effect of the BP algorithm is not optimal, the reactive power
optimization strategy selection will be inaccurate. When the power system exceeds the
limit, the BP algorithm will sometimes deteriorate the system’s stability. The LSTM
algorithm of the prediction effect is far better than the BP algorithm. The choices of the
strategies for reactive power optimization will also be more accurate, and the selection
strategy, on the premise of guaranteeing security, will improve the economic benefit of
the system. So, we can see from the figure that the LSTM algorithm of voltage curve
compared with the other two methods is smoother, and the number of actions of control
devices is less than the other two methods.

Due to the reduced number of actions of the method in this paper, the service life
of the transformer and capacitor is extended, and the economy of the power system is
improved accordingly. It proves that the control strategy generated by the deep neural
network reactive voltage control model shows excellent performance for practicability
and feasibility, and the output control strategy in the same state is better than that of the
conventional method and BP algorithm, achieving better security and economy.

5 Conclusion

Aiming at reactive voltage control in regional power grids, we utilize artificial intelli-
gence to fully study historical data, explore the correlation between real-time power fea-
tures, and achieve online reactive voltage control optimization strategies. The following
conclusions are drawn from the experimental comparison:

1) The neural network can fit the nonlinear relationship between the electrical features
and the bus voltage at the next timestamp. Compared with the nonlinear relationship
calculated by the conventional sensitivity formula, the system voltage after the con-
trol strategy is calculated more accurately and faster, which enables online training



Deep-Learning Based Reactive Voltage Control 621

and continuous neural network updating. Meanwhile, the agent selects the opti-
mal reactive power equipment control strategy, and the continuous reactive voltage
control is realized.

2) Compared with the conventional method and BP algorithm, the proposed method
reduces the number of actions of controlled devices, restrains the fluctuation of
system voltage, and effectively improves the reactive voltage control performance
in the regional power grid.

As a result, we provide a new scheme for applying reactive voltage control in regional
power grids. What is more, we also consider photovoltaic energy application scenarios.
In future work, we will continue the focus on photovoltaic and comprehensively wind
energy collaborative application scenarios.

Acknowledgements. This paper is funded by Research and application of key technologies for
day-ahead planning optimization decisions of renewable energy units in large power grids based
on the artificial intelligence of NARI Technology Co., Ltd. Technology Project.
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Abstract. This paper focuses on the representative renewable energy bases in
eastern Xinjiang and southern Qinghai regions, and conducts in-depth studies on
the current status and problems of power grids in these regions. On the basis of
the power grid characteristics, this paper proposes a DC grid based on the voltage
source converter based high voltage DC (VSC-HVDC) technology, establishes
its simulation model, and analyzes the power flow distribution, the power flow
transfer capacity and the fault ride-through (FRT) characteristics of the proposed
system. The results show that the proposed DC system effectively improves the
steady/transient-state characteristics of the power grids in eastern Xinjiang and
southern Qinghai areas. It helps promote the delivery of renewable energy. In the
meantime, the proposed method provides solutions for solving the problems faced
in the northwest region.

Keywords: Renewable energy transmission · Renewable energy and thermal
bundled system · VSC-HVDC · DC grid · Damping control · Virtual inertia

1 Introduction

In recent years, with the joint efforts of the government, power generation companies,
power grid companies and users, China’s energy transformation process has been accel-
erating. The construction of a new energy consumption structure dominated by wind
power and solar energy is the general trend, and it is an urgent need to replace traditional
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non-renewable energy generation, which will lead to dramatic changes in the future
energy landscape.

The northwest region is an important energy strategic barrier in China, with coal
and wind energy resources occupying the first and second place in the country [1].
Since 2008, Xinjiang, Qinghai, Ningxia, Gansu and other places have successively built
10 GW-level new energy bases, making Northwest China the region with the largest
proportion of new energy in China’s power system. According to the forecast of China’s
new energy power generation, by 2030, the total installed capacity of photovoltaics in
Northwest China is expected to reach 360 million kW; the total installed capacity of
wind power is expected to reach 200 million kW [2].

In the northwest region, eastern Xinjiang and Qinghai have built/planned multiple
10 GW-level new energy bases. Among them, there is a high-density wind power base
in Hami area in the northeastern part of Xinjiang. At present, wind power is collected
to the 750 kV main grid through 110 kV/220 kV lines, and after being bundled with
thermal power in Hami area, Xinjiang, it is sent to central China via Line commutated
converter based high voltage DC (LCC-HVDC); The power grid in the Ruoqiang area of
the eastern Bayinguoleng Mongolian Autonomous Prefecture (Bazhou Ruoqiang area)
is currently a long-line power receiving structure, but a 10 GW-level new energy base is
being planned.

Haixi Prefecture in the west of Qinghai is another large wind power and coal base. At
this stage, power exchanges with neighboring areas are realized through 750 kV lines;
Hainan Prefecture in the east of Qinghai has a 10 GW photovoltaic base, electricity is
mainly transmitted through 750 kV/330 kV lines.

Xinjiang and Qinghai main networks are interconnected through the Hexi trans-
mission channel and the Tianshan-Shazhou-Yuka 750 kV line. The Hami-Zhengzhou
(referred to as Ha-Zheng) ±800 kV LCC-HVDC (Line Commutated Converter) has
been put into operation in the Hami area, and Hami is relatively close to the Zhundong-
Wannan ±1100 kV LCC-HVDC project about 700 km away. The Hami power flow
can also pass through the Zhundong-Wannan LCC-HVDC project. Haixi Prefecture has
completed the Haixi Golmud-Tibet Lhasa±400 kV LCC-HVDC project[3], and is plan-
ning the Haixi to Central China LCC-HVDC channel; Hainan Prefecture is building the
±800 kV Qinghai-Henan LCC-HVDC for the photovoltaic base.

With the advancement of the major strategy of new energy in the west, there may be
some potential risks in the above regions, such as the oscillation problem of new energy
units bundled with thermal power, the short-term isolated load power supply and the
long-term new energy grid connection problems (i.e., the power supply before the load).
Insufficient fault ride-through (FRT) capability after wind/solar bases are connected
to the grid, and limited LCC transmission capacity due to insufficient thermal power
support [4].

This paper studies from the aspects of transient/steady state characteristics, regulation
ability, FRT ability, etc., discusses the effect of adopting DC power grid on improving
the transmission of new energy, proposes a four-port “mouth” type DC power grid
scheme, and gives the topology structure and transient/steady-state control strategy of
this scheme. As an optional scheme, it provides solutions to the problems faced by the
Northwest region as a whole.
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2 Current Situation and Existing Problems of Power Grids
in Hami, Bazhou Ruoqiang, Haixi and Hainan

This section introduces the status quo of the above-mentioned 4-place power grids, and
analyzes the problems existing in their respective power grids.

2.1 Hami Grid

Hami Power Grid is located at the junction of Xinjiang Power Grid andNorthwest Power
Grid (Hami Power Grid is connected to the Northwest Power Grid through a double-
circuit 750 kV, and is connected to the Turpan Power Grid through a double-circuit 750
kV) and is also at the Hami-Zheng LCC-HVDC end.

Hami

Tianshan Converter

Toward 
Zhegzhou

LvZhou 
Power Plant

Toward 
Yandun

Mahuangou
Xifenghui

Mahuangou
Dongfenghui

Shanbei

Nanhu
power plant

Towards 
Dunhuang

Towards 
Turpan Balikun

Santanghu

Zhaomaohu

Power Plant

±800kV LCC-HVDC

750kV Substation/line

220kV Substation/line

110kV Substation/line

Fig. 1. Power grid structure in Hami region

Hami power grid has a strong structure and stable operation, but there is broad-
band coupling oscillation between a large number of new energy units containing power
electronic devices, thermal power units and LCC-HVDC. When the oscillation com-
plementary frequency is close to the vibration mode of the shaft system of the thermal
power unit, sub-synchronous oscillation (SSO) risks are high in the Hami power grid.
There are oscillation problems and weak stability between the 110 and 220 kV lines in
the Hami grid and the 35 kV wind power feeder, static var generator (SVG) in the wind
farm gathering station. For instance, in July 2015, the SSO of the Hami North Wind
Farm led to torsional stress relay (TSR) action trip and the power loss exceeding GW.
The Hami-Zheng LCC-HVDC power was urgently reduced from 4.5 GW to 3 GWwith
a certain impact.

2.2 Bazhou Ruoqiang Power Grid

Bazhou is located in the southeast of Xinjiang Uygur Autonomous Region, with an area
of 47 × 104 km2, the highest operating voltage level of the power grid is 750 kV, and
the power supply radius is 500 km. There are 1 750 kV substation, 7 220 kV substations
and 30 110 kV substations in the network. Among them, the Ruoqiang area in Bazhou,
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which has the largest proportion of new energy planning, is about 700 km away from
Hami. It is currently a load center and uses a single-circuit 750 kV line for power supply.

At present, Bazhou Ruoqiang is a typical long-distance load-type power grid, and the
load is mainly a heavy metal smelting base. However, with the continuous development
of wind resources, it will be planned to be a 10 GW-level new energy base in the future
[6], and it may face weakness of medium voltage grids and difficulties in energy delivery
at that time.

2.3 Haixi Power Grid

Haixi Prefecture is located in the west of Qinghai Province, about 700 km east of Hami.
At present, Haixi Power Grid has 1 750 kV substation, 7 330 kV substations, and 18 110
kV substations. As of 2019, Haixi Prefecture has achieved grid-connected new energy
of 12.25 million kW, and is building the second 10 GW-level new energy base.

The long-line transmission structure of the Haixi power grid leads to insufficient
voltage support after a fault. In 2018, a two-phase short circuit occurred on the 35 kV
collecting bus in a large wind farm in Haixi Prefecture, and the voltage instantly dropped
bymore than 20%,whichwas lower than the protection value (0.9 pu), and a large number
of wind turbines were disconnected from the grid due to low voltage protection. After 82
ms, the fault was removed and the system voltage rapidly rose to 1.17 pu and continued
for 9 s due to the slow response speed, causing adjacent several photovoltaic power
plants of the wind farm disconnected from the grid again with overvoltage protection
action.

2.4 Hainan Power Grid

Hainan Prefecture is located in the east of Qinghai Province, with an area of 4.5 ×
104 km2 and a distance of about 1 000 km from Hami. By 2022, Hainan plans to have
10 GW of photovoltaics and 5 GW of wind power.

The potential problem in Hainan in the future is that under the multi-LCC-HVDC
structure with new energy as the main power source. The large-scale new energy power
planned by Hainan Prefecture is mainly sent out through Qinghai-Henan LCC-HVDC,
but due to environmental and other factors, the scale of the supporting power supply is
very limited, which will affect the actual transmission capacity. In addition, due to the
weak grid structure, the LCC has a great impact on the power grid when continuous
commutation failures and over voltage happen [7, 8].

2.5 Summary

With the acceleration construction of the power grid in Northwest China, the local AC
power grid structures in Hami, Bazhou Ruoqiang, Haixi and Hainan are increasingly
strengthened, and the capacity of new energy consumption and delivery has been con-
tinuously improved. However, the further expansion of the scale of new energy and the
formation of multi-LCC-HVDC transmission systems have further increased the pres-
sure on the safe and stable operation of the power grid. The above regions will face the
following issues:
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1) The oscillation problem caused by the bundled structure of the new energy unit and
thermal power.

2) The power grid characterized by isolated load power supply in the near future will
be transformed into a long-term new energy power supply power grid.

3) The problem of limited LCC transmission capacity caused by insufficient thermal
power facilities.

4) The problem of large-scale power flow transfer and rapid regulation in thewide-area.
Especially after the LCC-HVDC receiving-end fault, it requires the sending-end
power grid to have a higher power flow dispatching capability.

3 Northwest Internal DC Grid Scheme

Based on the above power grid characteristics, this section discusses the proposed DC
networking scheme based on flexible DC technology to improve the transmission of new
energy from the above four places.

3.1 Flexible DC and DC Grid Technology

TheflexibleDC transmission technologyhas the technical advantages of no commutation
failure, can provide stable voltage for passive systems, fast reactive power support,
and grid impedance adjustment. It has become the optimal technical way to connect
large-scale new energy sources, especially fluctuating and isolated power sources to the
grid Error! Reference source not found.
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Fig. 2. Schematic diagram of Zhangbei DC grid project

The DC grid is composed of multiple flexible DC converter stations (voltage source
converter VSC), which can realize the efficient utilization of wind, solar, and fire energy
through a wide range of power flow distribution, and improve the stability of cross-
regional AC and DC hybrid power grids Error! Reference source not found. State
Grid Corporation of China has completed and put into operation the world’s first DC
grid - Zhangbei DC grid project (Fig. 2).
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3.2 The Overall Idea of DC Grid to Enhance the Transmission of New Energy
in Northwest China

The general idea of the scheme proposed in this paper is to build one VSC converter
station in each of the four places mentioned in Sect. 1 to form a “mouth”-shaped DC
power grid. DC grid gathers wind-solar thermal power sources with comprehensive
power flow regulation and stabilization of fluctuations. Then the power is sent to the
four major LCC AC busbars and the 750 kV line to the Shaanxi load center, which
not only improves the stable transmission capacity of new energy, but also reduces the
output of thermal power units. The basic architecture of the proposed DC grid is shown
in Fig. 3.
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Fig. 3. Proposed structure of four-terminal DC grid

In Hami, VSC can adjust its own power and current in real time through addi-
tional damping control (shown in Fig. 4) Error! Reference source not found, and then
dynamically change the number of sub-modules input into the system to provide posi-
tive damping for the AC system. It can achieve the effect of improving the damping of
the oscillation mode and it also has a corresponding inhibitory effect on the torsional
vibration frequency of the thermal power unit.

Fig. 4. VSC control with supplementary damping

In the Ruoqiang area of Bazhou, VSC has extremely low requirements on the AC
system connected to it (the AC system can even be a passive network). In addition, the
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VSC can adopt the virtual synchronous machine control strategy [20] to enhance the
frequency regulation and inertia support capability of the local AC grid by participating
in the primary frequency regulation of the local AC system, as shown in Fig. 5. Due to the
wide-area power regulation capability of the DC grid, the effect of virtual synchronous
control in VSC will be much better than static var generator (SVG), and even better than
energy storage systems with high cost and small capacity. In the future, VSC can be
used to solve the problem of grid connection and delivery of isolated new energy.
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Fig. 5. Schematic diagram of virtual inertia control

For the Haixi state power grid, the VSC active and reactive power can be indepen-
dently controlled in the dq0 coordinate system.When the AC voltage of the Haixi power
grid is too low/high, the VSC can quickly provide/absorb reactive power support to
increase the AC grid voltage and assist the new energy units to complete the FRT.

Fig. 6. Block diagram of decoupling control between active and reactive power

In Hainan Prefecture, the VSC network is used to collect new energy to reduce the
impact of wind and solar fluctuations on system power, increase the proportion of new
energy in LCC transmission, and further enhance the actual LCC transmission capacity.
In addition, VSC can be used to provide dynamic reactive power support to alleviate
problems such as commutation failure, LCC blocking and other faults.

The selection of the specific placement of the VSC converter stations in the above
four places can refer to the following principles.

1) Hami: It is recommended that VSC be connected to the 750 kV main network to
suppress the oscillation by dynamically changing its own damping characteristics.
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In addition, the VSC fast reactive power support capability (over 1200 M var) can
be used to stabilize the commutation voltage of LCC at the sending end of the
Harbin-Zhengzhou project.

2) Ruoqiang: Considering the problems of isolated load power supply and long-term
remote new energy grid connection and delivery, it is recommended that the VSC be
located here. This area has important loads and has large-scale new energy planning
in the long term.

3) Haixi: If there is no LCC in Haixi Prefecture, the VSC should be located in the wind
farms and photovoltaic power station cluster areas with weak power grids. The cost
of strengthening the AC grid of these new energy stations is high with long distance
and the new energy cluster is weak in FTR.

4) Hainan: VSC is recommended to be located in an area close to the LCC, and the col-
lected newenergy is efficiently sent out through theLCCwith expanded transmission
capacity.

4 Main Circuit and Steady-State Operation of Four-Terminal DC
Grid

This section introduces the four-terminal DC grid topology and its core DC equipment.
On this basis, the power flow distribution of the DC system and its basic control strategy
are studied.

4.1 Main Circuit Topology

The four-terminal DC power grid is a “mouth”-shaped structure, using bipolar metal
loop wiring, the DC voltage level is ±640 kV, the VSC capacity of the four stations is
tentatively 4.5 million kW, and the converter valve is a half-bridge topology. The pole
line outlet of the converter station is equipped with ±640 kV DC circuit breaker (CB)
Error! Reference source not found. The main reason for using ±640 kV is that the
transmission distance is long, the DC power is large, and relying on the existing insulated
gate bipolar transistor (IGBT) technology, ±500 kV is incompetent, and the ±800 kV
LCC-HVDC project is very mature, and has good engineering experience for reference.
After the subsequent IGBT overcurrent capability is enhanced, the voltage level can be
adjusted to ±500 kV or ±640 kV. The main circuit parameters of the VSC converter
valve are shown in Table 1.

The converter valve is a half-bridge topology and adopts symmetrical bipolar wiring
(as shown in Fig. 7), which can reduce the insulation level of the equipment, and can
still operate at half power after a single-pole fault, which improves the reliability of the
system. Large-capacity converter transformers are generally three single-phase trans-
formers, and the winding connection method can be designed as Y0/� type to avoid the
zero-sequence component.

The overhead line is used between converters. Due to the changeable climate in the
northwest region, overhead lines are easily affected by strong winds, lightning strikes,
earthquakes and other natural environments. Therefore, 800 kV DC-CBs are installed
at the pole line exits of each converter station to realize DC instantaneous permanent
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Table 1. Parameters of VSC main circuit

Device parameters Value and unit

IGBT rated voltage 3.6 kV

IGBT rated current 3.75 kA

Sub-module average working voltage 2.5 kV

Single-arm submodule (without redundancy) 300

redundancy 8%

Submodule capacitance 18 mF

Vavle

Vavle

DCB
150mH

DCB
150mH

300mH

300mH

Posi�ve

Nega�ve
AC system

VSC Sta�on

Fig. 7. Symmetrical bipolar wiring diagram of converter station

FRT and permanent fault line removal. The IGBT paralleling technology in the DC-CB
module has been fully verified by the Zhangbei DC project. This technology can meet
the current breaking needs of the project described in this article, so there is no technical
bottleneck for the circuit breaker.

4.2 Construction of Four-Terminal DC Grid Simulation Model

According to the main circuit topology proposed in Sect. 3.1, the simulation model of
the four-terminal DC power grid including Hamixi, Bazhoudong, Haixi and Hainan is
built in PSCAD/EMTDC. The control method of the four-terminal DC power grid in
this paper refers to the control strategy of the four-terminal power grid in Zhangbei,
and various methods such as single-point voltage master-slave control and multi-point
voltage droop control can also be used Error! Reference source not found. The control
mode of the Hami converter station is constant DC voltage and constant reactive power,
and the control modes of the other three converter stations are constant active/reactive
power. The corresponding reference values are shown in Table 2.

4.3 Power Flow Distribution of Four-Terminal DC Grid

Through the simulation model built in Sect. 3.2, the power flow distribution of the
system can be obtained as shown in Fig. 8. When the system is running in a steady
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Table 2. Four-terminal DC grid control mode and reference value

Converter station Way to control

Hamixi Constant DC voltage (Udcref1 = 640 kV),
constant reactive power (Qref1 = 0 var)

Bazhoutdong Constant active power (Pref2 = 4500 MW),
constant reactive power (Qref2 = 0 var)

Hainan Constant active power (Pref3 = − 4500 MW),
constant reactive power (Qref3 = 0 var)

Haixi Constant active power (Pref4 = 4500 MW),
constant reactive power (Qref4 = 0 var)

LCC

LCC

LCC

VSC

VSC

VSC

VSC

2000MW

2108MW

1500MW

2890MW

4500MW

4500MW

DC Breaker

±640kV

±800kV

±1100kV

±800kV

Hainan

Jiuquan

Hami

Hamixi

Huaidong

Haixi

Hainan

1200km

2554MW

2068MW1432MW 4500MW

Bazhoudong

Fig. 8. Steady-state power flow distribution of four-terminal DC grid

state, Bazhoudong and Haixi VSCs will each collect 4.5 GW of new energy power,
and transmit about 1.5 and 2 GW respectively to Hazheng and Zhundong-Wannan LCC
through Hamixi VSC; and Hainan VSC can transmit about 4.5 GW power to Qinghai-
Henan LCC. When the LCC power of the receiving end of LCC in Central and East
China is limited, the power flow can also be sent to the load areas such as Tibet and
Shaanxi through the Qinghai-Tibet 400 kV DC line, the Hami-Dunhuang 750 kV AC
line or the Tianshan-Shazhou 750 kV AC line.

5 Analysis of Transient Characteristics of DC Power Grid

This section studies the response characteristics of the proposed four-terminalDC system
when the DC/AC side and the LCC fail.
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5.1 Overhead Line Failure

When aDC pole-to-ground or pole-to-pole short-circuit fault occurs instantaneously, the
fault can be isolated within a fewms with the help of DC-CB, wavelet analysis, traveling
wave protection and other protection logic Error! Reference source not found. If the
DC overhead line has a permanent fault, the DC-CB can quickly isolate the faulty line,
and the DC grid can still operate normally after the emergency power transfer. At this
time, limited by the weak overload capacity of the VSC, the DC system needs to reduce
power.

Assuming a transient fault occurs on the DC line from Hamixi to Bazhoudong, DC-
CB11 and DC-CB12 will act to jump off the faulty line, isolate the fault accurately, and
transfer the power to the normal line, as shown in the Fig. 9. The relevant simulation
test results are shown in Fig. 10 and Fig. 11, and the fault duration is 0.15 s.

Fig. 9. Schematic diagram of fault isolation process by DC circuit breaker

After the DC fault occurs, the active power of the Bazhoudong and Hamixi converter
stations changes rapidly, causing the active power output by Bazhoudong and the active
power received by Hamixi to decrease. The DC voltage in Bazhoudong and Hamixi also
dropped rapidly. After the fault is cleared by DC-CB, the transmission power and DC
voltage can be restored to the stable state before the fault, which has little impact on the
stable operation of the system.

5.2 VSC FRT Capability During AC Fault

When an instantaneous fault such as single-phase/three-phase short circuit occurs on the
AC side of the VSC of the new energy collection station, and wind farm can complete
the FRT under the action of the VSC fast reactive power support, the DC system is not
affected. When single-phase, three-phase and other short-circuit faults occur, the AC
positive sequence voltage decreases, and the VSC can quickly provide reactive power
support. At the same time, the flexibility of the VSC vector control is used to control the
positive sequence and negative sequence voltages respectively and continues to maintain
a certain active power within a safe range. At this time, it is necessary to discharge the
surplus power through the energy-consuming devices configured on the DC/AC side of
the new energy station to avoid overvoltage of the AC/DC buses.
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Fig. 10. Active power waveform diagram during the fault isolation process by DC circuit breaker

Fig. 11. DC voltage waveform diagram during the fault isolation process by DC circuit breaker

5.3 Power Flow Transfer Capability of DC Grid when LCC is Blocked

When CCF occurs in the LCC, for the weak sending-end system dominated by new
energy, the surplus power will charge the filter bank of the sending-end LCC converter
station and cause AC overvoltage. In severe cases, it may cause Large-scale cutting
machine of the sending-end system shown in Fig. 12.

Firing Angle 
Increase

DC current 
reference 
decrease

Send end AC 
overvoltage

VDCOL

Receiving end 
commuta�on 

failure
Sending end sta�on

Receiving end sta�on

Reac�ve power 
consump�on 

decrease of sending 
end

Sending end
current decrease

Receiving end DC
voltage decrease

Constant current 
control

Fig. 12. Transient overvoltage of AC bus at the sending end caused by commutation failure at the
receiving end
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To this end, VSCs in Hamixi and Hainan need to coordinate and participate in the
adjustment of the power flow, and cooperate with synchronous contender with suitable
time-sequencing (VSC quickly provides reactive power support) to improve the delivery
capacity of normal LCCs, and solve the serious problems of new energy units and
thermal power. This translates into an acceptable grid frequency adjustment problem. In
the absence of VSC, if Qinghai-Henan LCC has a single-stage blocking fault, 4 GW of
power will be transferred to the 750 kV AC power grid running in parallel with it, which
will exceed the stability limit of the existing Gan-Qing AC section, causing the failure of
the inter-provincial interconnection line, stability damage and power imbalance among
the internal systems in the northwest. If the bipolar blocking fault occurs in LCC and
loses 8 GW of power, if the security control refuses to act, the risk of large power
outages caused by the accident will be greatly increased; if there is a four-terminal VSC-
HVDC grid, under the action of Hainan and Hamixi VSCs, When Qinghai-Henan LCC
bipolar blocking occurs, up to 4 GW power flow can be quickly transferred to other LCC
projects through the VSC-HVDC grid, thereby reducing the impact of the LCC fault on
the sending system.

6 Conclusion

Aiming at the problems of power grid pattern and new energy transmission in Qinghai
and easternXinjiang, a feasible four-terminal VSC-HVDCpower grid scheme is initially
proposed, which is a way of thinking to solve the problems in the northwest region in
the future with conclusions as below:

1) This paper is mainly a conceptual discussion. It is necessary to carry out detailed
simulation calculations in combination with actual planning and electromechanical elec-
tromagnetic transient software, and compare various schemes to select the optimal
scheme.

2) This scheme will form a wide-area, complex multi-VSC, multi-LCC and new
energy unit and thermal power bundle structure in the northwest, whichwill bring certain
challenges to system scheduling and AC/DC power grid control technology. It is of great
significance for the construction ofDC power grid projects to accelerate the development
of core DC grid equipment such as circuit breakers and converter valves with low cost,
small size, large capacity, and strong fault tolerance.
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Abstract. Since the promotion and application of intelligent electric energymeter
in 2009, more than 400 million intelligent electric energy meters have been oper-
ated, and the first batch of intelligent electric energy meter put into use will soon
reach the rotation cycle. According to the traditional rotation method of intelli-
gent electric energy meter, on the one hand, it causes a huge waste of hardware
resources, on the other hand, it brings a lot of verification workload to the provin-
cial measurement center, which affects the development of normal verification
business. Relying on big data, machine learning and other related technologies,
and based on the data of intelligent electric energy meter disassembly, sorting,
operation and measurement abnormalities, this paper constructs a batch fault pre-
diction model of GBDT and ARIMA fusion algorithm to predict the batch fault
of intelligent electric energy meter operation, realize the innovation of intelligent
electric energy meter rotation method, and provide a reference basis for marketing
the inaccurate replacement business of electric energy meter.

Keywords: Intelligent electric energy meter · Batch failure prediction model ·
GBDT and ARIMA fusion algorithm · Misalignment replacement

1 Introduction

Since the promotion and application of intelligent electric energy meter in 2009, more
than 400 million intelligent electric energy meters have been operated, and there are
still gaps in technical measures, management measures and service measures for meter
replacement. And the first batch of intelligent electric energymeter put into use will soon
reach the verification cycle. According to the traditional intelligent electric energy meter
rotation method, it will cause a large number of normal operation of electric energy
meters to rotate. On the one hand, it will cause a huge waste of hardware resources,
on the other hand, it will also bring a lot of verification workload to the provincial
measurement center and affect the development of normal verification business. How to
innovate the replacement mode of intelligent electric energy meter and break the mode
of all replacement, whether good or bad, has become an urgent problem to be solved by
provincial measurement centers.

Therefore, on the one hand, starting from the actual business needs, build a set
of business management and control system that not only meets the relevant national
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regulations, but also reflects the informatization achievements of State Grid Corporation;
On the one hand, according to the construction requirements for inaccurate replacement
of intelligent electric energy meters by the marketing department of State Grid, online
fault analysis and early warning of intelligent electric energy meters are realized, and
online monitoring, accurate research and judgment and status replacement of intelligent
electric energy meters are realized.

Based on the analysis of the data of electric energy meter disassembly and sorting,
operation batch data and abnormal measurement, this paper constructs a batch fault
prediction model based on GBDT and ARIMA fusion algorithm to predict the operation
batch fault of electric energy meter, so as to provide a reference basis for marketing the
inaccurate replacement business of electric energy meter.

2 Construction Ideas

According to the general arrangement of the company’s marketing [2019] No. 217 docu-
ment “opinions of the State Grid Corporation of China on promoting the state evaluation
and replacement of intelligent electric energy meters”, the replacement of intelligent
electric energy meters is composed of two parts: on-line monitoring of operation error
and batch fault early warning. According to the requirements of the headquarters, deeply
understand the business connotation and work objectives of the inaccurate replacement
and construction of intelligent electric energy meters, and study the batch fault early
warning function of intelligent electric energy meters from two aspects of system sup-
port and business support; Firstly, the key business data of batch fault early warning is
sorted and clarified to realize the integration of cross system quality inspection data.
Then, by studying the batch fault early warning algorithm, the key factors of batch fault
early warning are analyzed, and finally the batch fault early warning model of electric
energy meter based on MDS system is formed.

The batch fault predictionmodel of electric energymeter uses the data of disassembly
and sorting, operation batch, metering abnormality and so on to analyze the periodic,
seasonal and trend change law of the batch fault number of electric energy meter in the
historical month and the factors affecting the change of batch fault number, form the
characteristic indexes of model input, and build a batch fault predictionmodel with multi
model fusion and multi index input. Based on the model fusion criterion of “good but
different”, after model training, the mean square error and goodness of fit are evaluated
to obtain the optimal model parameters and model combination, and the optimal model
combination is used to predict the number of batch failures in the coming months.
Calculate themonthly batch failure rate according to themonthly batch failure prediction
quantity, draw the failure rate trend curve, and obtain the inflection point of failure rate
trend through the change of failure rate trend. Experts can carry out batch fault warning
research and judgment according to the inflection point of fault rate trend, track the
difference between the number of sorting faults of monthly dismantled electric energy
meters and the predicted number of batch faults, and continuously optimize the model.

The specific implementation steps include:

(1) Multi system data fusion, cleaning and preprocessing;
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(2) Extract the characteristic indicators affecting the number of batch faults from the
operation batch fault data;

(3) Build the operation batch fault prediction model;
(4) Realize the monthly failure quantity prediction of operation batch;
(5) Model validation and optimization.

3 Theoretical Basis

Aiming at the construction of batch fault prediction model of electric energy meter, the
regression prediction of batch fault of electric energymeter is realized by using statistical
method, machine learning and big data related technology. Common regression predic-
tion methods include linear regression, support vector machine (SVM), long-term and
short-term memory artificial neural network (LSTM), Bayesian method, gradient lifting
tree (GBDT), moving average autoregression (ARIMA), etc. In view of the character-
istics of batch fault data of electric energy meter, such as small sample size of effective
data, difficult to obtain external environment characteristics, many sample character-
istics but unclear relationship, and gradient lifting tree (GBDT) and moving average
autoregressive (ARIMA) can solve these problems well, two models of gradient lifting
tree (GBDT) and moving average autoregressive (ARIMA) are finally determined to be
used. The key technologies are as follows.

3.1 Gradient Lifting Tree

Gradient lifting decision tree is an integrated learning algorithm based on gradient lifting
technique, which belongs to different combinations of decision tree models. GBDT is
composed of multiple decision trees, and the output is the accumulation of the output
results of each decision tree. By using the combination of gradient lifting and regression
decision tree, each time a new decision tree model is established, it is in the descending
direction of the gradient of the previous model loss function, which makes the decision
model continuously improve. In this batch of fault early warning projects, the factors
affecting the failure of electric energy meters are classified into measurement abnor-
mality, time, statistics and measurement failure, By continuously obtaining data to train
the model, the output results of multiple decision trees are accumulated, so that the
prediction model is gradually improved.

Gradient lifting decision tree is widely used in other industries, such as predicting
the remaining life of turbofan engine based on the performance data of aircraft engine
recorded by modern machines; Based on the disk public data set and the disk data
of dispatching system, the disk fault of dispatching server of power grid company is
predicted.

Gradient lifting tree (GBDT) is a decision tree based learner, which iteratively and
gradually learns to obtain a strong learner through the forward distribution algorithm.
The construction process is mainly divided into three steps:

First, initialize the weak learner:

f0(x) = argmin
︸ ︷︷ ︸

c

∑m

i=1
L
(

yi, c
)(

x ∈ Rtj
)

(1)
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Second, calculate the negative gradient for each iteration:

rti = −[∂L(yi, f(xi)))

∂f(xi)
]
f(x)=ft−1(x)

(2)

Using sample data (xi, rti)(i = 1, 2, . . .m), fit a cart regression tree, until the t-th
regression tree is obtained, its corresponding leaf node area Rtj, j = 1, 2, . . . , J, where J
is the number of leaf nodes of the regression tree, and the best fitting sum is calculated.

ctj = argmin
︸ ︷︷ ︸

c

∑

xi∈Rtj
L
(

yi, ft−1(xi) + c
)

(3)

Third, update the learner until you get a strong learner:

ctj = argmin
︸ ︷︷ ︸

c

∑

xi∈Rtj
L
(

yi, ft−1(xi) + c
)

(4)

3.2 Moving Average Autoregression

As a mature prediction method, the principle of time series analysis lies in: on the
one hand, it recognizes the continuity of the development of things, and can infer the
development trend of things by using past data for statistical analysis; On the other hand,
the randomness caused by accidental factors is fully considered. In order to eliminate
the influence of random fluctuations, historical data are used for statistical analysis and
trend prediction. The biggest advantage of time series analysis is that there is no need
to study the background of the sequence. The timing and autocorrelation of the original
sequence itself have provided enough information for the establishment of prediction
model. A fairly high-precision prediction model can be established only with a limited
sample sequence. There is an inseparable relationship between the failure of electric
energy meter and the monthly cycle. It is feasible to carry out statistical analysis and
trend prediction through the historical data of electric energy meter failure.

Time series analysis has achieved good results in many fields, such as haze predic-
tion, wind speed prediction, power system load prediction and transmission line icing
prediction. For example, based on the data of on-board and trackside systems, predict
the future trend of rail transit auxiliary reverse system faults and give early warning tips
beyond the threshold; The dissolved gas in power transformer oil is diagnosed to realize
the prediction of transformer operation fault.

Moving average autoregressive model (ARIMA), which is characterized by the shift
of prediction objects over time, can achieve better prediction results. In ARIMA (p, d,
q), AR is autoregressive and p is the number of autoregressive terms; MA is the moving
average, q is the number of moving average terms, and d is the difference order to make
it a stationary sequence. Can be expressed as:

(1 −
∑p

i=1
∅iL

i)(1 − L)dXt = (1 +
∑q

i=1
θiL

i)εt (5)

where L is the lag operator, d ∈ Z, d > 0.
The construction process is divided into three steps:
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First, the preprocessing of time series. Moving average autoregressive model requires
that the necessary condition for analyzing and predicting time series is data stationary
and non white noise. It is mainly tested by sequence diagram and correlation diagram.
For non-stationary data, it is processed by difference until the data is stable.
Second, model order determination and parameter estimation. On the basis of deter-
mining the model, the order of the model is determined by BIC criterion method. On
this basis, the model parameters are estimated by training the model. The main methods
include moment estimation, least square method and maximum likelihood estimation.
Third, model validation. It mainly verifies whether the model completely or basically
explains the correlation of the system mining data, that is, the model fitting effect. The
statistics are constructed by using the Barrett theorem to test until the model passes the
test.

4 Model Building

4.1 Build Process

The batch fault prediction model of electric energy meter is connected to the provincial
metering management and dispatching platform MDS and the data collected by power
consumption to realize data induction, fusion, data cleaning, extract characteristic indica-
tors through phase relationship and principal component analysis, train relevant models,
conduct parameter optimization and model evaluation, and finally obtain the optimal
batch fault prediction model of electric energy meter, so as to realize the online predic-
tion of the number of batch faults in the future. The construction process is shown in
Fig. 1.

Fig. 1. Fault prediction model construction process.
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1. Data input: the data comes from the asset attribute data of MDS system, disassembly
and sorting data, as well as the collected abnormal data and measurement abnormal
data of use and purchase system.

2. Data clean: clean and convert the above input data, delete irrelevant data, duplicate
data and noise data in the original data, filter out data irrelevant to the fault prediction
of electric energy meter, and deal with missing values and abnormal values, so as to
provide quality assurance for the later modeling.

3. Feature index: through expert experience and correlation analysis, sort out 101 influ-
encing factors of electric energy meter fault, and finally determine 33 factors with
high influence degree as the characteristic indicators of the model by using the
methods of characteristic screening, principal component analysis and quantitative
analysis.

4. Model build: build a batch fault predictionmodel based onGBDTandARIMAfusion
algorithm, and determine the optimal model through model training, parameter
optimization and model evaluation.

5. Model output and Model improve: use the best trained electric energy meter fault
predictionmodel to predictwhether therewill be faults in the future, count the number
of faults and obtain the batch fault rate prediction by the ratio to the total number
of operation batches, and obtain the turning point interval of sudden increase in
trend according to the trend change of batch fault rate; Using the difference between
the actual sorting fault results and the predicted fault results, return to the model
construction link to continuously optimize the model.

4.2 Model Fusion

Model fusion is based on the idea of voting mechanism, that is, for a mining target, the
prediction results of multiple models are properly synthesized, and the results are better
than any one.

It is assumed that there are m prediction methods for batch failure prediction in the
next stage, while there are two prediction methods in this study. Therefore m = 2, in
order to facilitate the universality of formula introduction, the weight of each prediction
model is ωi in the combined model is determined according to the fitting effect of each
prediction model, then the formula of the combined prediction model can be recorded
as Eq. 6:

ft =
∑m

i=1
ωifit (6)

In the formula: ft is the predicted value of the combined prediction model at time t;
fit It is the predicted value of the i-th prediction model at time t, and Eq. 7 needs to meet
Eq. 8.

∑m

i=1
ωi = 1,ωi � 0, i = 1, 2, . . . ,m (7)

According to the optimization theory, the loss function is defined as the sum of
squares of prediction errors, and the formula is shown in Eq. 8:

minE = min
∑m

i=1
(y2t − 2y

∑m

i=1
wifit + (

∑m

i=1
wifit)

2) (8)
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And meet the conditions, as shown in Eq. 9.
{∑m

i=1 ωi = 1
ωi ≥ 0

, i = 1, 2, . . . ,m. (9)

where et is the error of combined prediction at time t; yt is the observed value; E is
the sum of squares of errors. Set the weights of GBDT model and ARIMA model as
ω1,ω2, the predicted value is y1, y2, the final predicted value of the two models is yc,
the formula can be recorded as Eq. 10.

Yc = ω1Y1 + ω2Y2 (10)

Through the prediction errors of the two models, the variance and covariance of
the two model errors can be obtained, which are set as δ11, δ12, δ22, finally, the weight
coefficients of the two prediction models can be calculated as shown in Eqs. 11 and 12.

ω1 = δ22 − δ12

δ11 + δ22 − 2δ12
(11)

ω2 = δ11 − δ12

δ11 + δ22 − 2δ12
(12)

The final prediction value is obtained by using the calculated weight weighted
average.

4.3 Model Evaluation

For different types of machine learning problems such as classification, regression and
sequence prediction, the selection of evaluation indicators is different. For regression
prediction, the commonly used performance indicators aremainly errors, including train-
ing error, test error and generalization error. The common error index is mean square
error E(f;D), as shown in formula 13.

E(f;D) = 1

m

∑m

i=1
(f(xi) − yi)

2 (13)

On this basis, the training error and test error are compared to avoid the occurrence
of over fitting and under fitting, that is, to realize the coexistence of multiple evaluation
indexes.

4.4 Self Learning Function

Efficient machine learning model needs high-quality data. Training machine learning
model is not a single limited stage in the process. In the face of changing external envi-
ronment, the prediction model is faced with data drift and model attenuation. Therefore,
stable new training data is needed to ensure the prediction accuracy of the model over
time. It is essential to build a model that aims to continuously learn from new data. Its
advantage is to pay close attention to the predictionmodel, find out the shortcomings, and
regularly repair and self update the prediction by discovering more additional data value
or in a more basic way, so as to maximize the value of the prediction model algorithm.
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5 Model Application

5.1 Data Source

To build the batch fault predictionmodel of electric energymeter, it is necessary to obtain
file information, disassembly and sorting data, operation batch data and measurement
abnormal data from MDS and power consumption information acquisition system to
analyze the impact characteristic index of the number of batch faults of electric energy
meter.

According to the batch determination rules, that is, under a bidding batch, all smart
meters of the same manufacturer, arrival year, installation year and specification are
divided into one batch.

This study uses the historical disassembly and sorting data of Henan Province for
modeling analysis and verification. The data are shown in Table 1.

Table 1. Data source.

Data source Data sheet Quantity

MDS system Remove file information 1925218

Remove sort data 1971023

Number of running batches 54949

Power consumption information acquisition system Measurement abnormal data 216 million

1. Operation batch Division: the operation batch is divided according to the bidding
batch, manufacturer, installation year, arrival year, specification, management unit
and arrival batch of the electric energy meter; Then, the total number of faulty
operation batches is 54949, involvingmore than 1.98million faultywatt hourmeters.

2. Division of batch quantity: among the 54949 batches, there are only one batch of
electric energy meters, 10629 batches, quartile: 2, median: 23, quartile: 254, the
average number of batch electric energy meters is 692, the batch with the largest
number of electric energy meters has 60822 electric energy meters, a total of one
batch, and the batch with more than 100 electric energy meters has 18883 batches.

3. Failure months of batches: among the 54949 batches, the number of failure months
is at least one month, a total of 25745 batches, the quartile is 16.5, the median is 32,
the quartile is 47.5, the average number of failure months is 19, and the maximum
number of failure months is 69, a total of one batch.

In conclusion, it can be seen that there are many batches with a small number of
electric energy meters, including 65.6% of the batches with less than 100 electric energy
meters, and many batches with less failure months, including 78.3% of the batches with
failure months of 5 months or less. The batches with less number of electric energy
meters and less failure months are not suitable for prediction using the model, This part
of data will be filtered out when making model prediction.
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5.2 Feature Extraction

The business goal of the research on the batch fault prediction of electric energymeters is
tomine the law of the number of faults in the batch of electric energymeters everymonth.
The data collection focuses on the fault information of the disassembledmeter.Combined
with the reliability theory of electronic products, collect data in as many dimensions as
possible and analyze the batch fault law of the electric energy meter. Among them, tem-
perature, humidity, component quality, operating environment, manufacturer’s process
flow and quality control ability will affect the service life and performance of electronic
products, but the data that can be collected is limited, In this study, the control variable
method is used to offset the impact of insufficient external environmental data.

Based on experience and the idea of reliability theory, firstly, the characteristics that
may affect the fault of electric energy meter are selected from the basic data, which
are called original characteristics; In order to improve the accuracy of the model, some
original features are constructed combined with business experience, which is called
construction features. One vote veto. According to business and expert experience, if
there are some metering or acquisition abnormalities in the electric energy meter, the
electric energy meter must have failed. Based on the above principles, some features
are sorted out, and the importance of features is one vote veto. Important category:
according to business and expert experience, if there are some metering or acquisition
abnormalities in the electric energy meter, the electric energy meter may have failed.
Based on the above principles, some features are sorted out, and the importance of
features is important. For model calculation, in addition to combining the experience of
industry experts, some characteristics of electric energy meters also affect whether they
fail, but such characteristics can not directly identify the importance through business
combing, and calculate the Gini importance through quantitative analysis.

From the original features and structural features, the factors affecting the batch
faults of electric energy meters are explored through correlation analysis, and then the
characteristics are selected by using the methods of correlation coefficient and princi-
pal component analysis to determine the characteristics required for modeling. From
the factors affecting the batch failure of electric energy meters, three major categories
of characteristic indexes are extracted: measurement abnormality, disassembly meter
measurement failure and time. The key characteristic indexes are shown in Table 2.

5.3 Data Preprocessing

1. Data filtering

Among the 54949 operating batches, considering that the batches with small number of
failure months and small number of failures in each month are not suitable for building
models for prediction, these batches will be eliminated. The batches with less than 5
failure months and less than 5 median number of failures in each month and containing
less than 100 electric energy meters will be eliminated, and the remaining 2674 batches.

The data of electric energy meters with metering faults are grouped and summarized
according to the operation batch, and 20319 batches of data are obtained. After excluding
the data with less than 30 samples in the metering fault, 1861 valid batches are obtained.
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Table 2. Description of key characteristic indicators.

Serial number Feature category Name

1 Measurement anomaly class Number of abnormal electricity
meters

2 The unevenness value indicates the
quantity of electric energy

3 Number of meters flying away

4 Number of reverse running of
electric energy meter

5 Number of meter stops

6 Number of voltage phase failure

7 Number of abnormal power factor

8 Number of abnormal clock of
electric energy meter

9 Number of abnormal reverse electric
quantity

10 Number of reverse power flow

11 Quantity of abnormal rate setting of
electric energy meter

12 Number of voltage out of limit

13 Number of voltage unbalance

14 Number of current loss

15 Number of current unbalance

16 Number of cover opening of electric
energy meter

17 Number of constant magnetic field
disturbances

18 Number of user power outages

19 Quantity of demand exceeding
capacity

20 Number of overload

21 Number of current overcurrent

22 Number of abnormal phase sequence

23 Abnormal quantity issued by
expense control

24 Time class Monthly identification

25 Years of batch operation

(continued)
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Table 2. (continued)

Serial number Feature category Name

26 Remove the meter and measure the
fault

Quantity of metering faults in last
month

27 Quantity of metering failures in the
last two months

28 Mean value of metering faults in the
last two months

29 Minimum value of metering faults in
the last two months

30 Maximum quantity of metering
faults in the last two months

31 Mean value of metering faults in the
last three months

32 Minimum value of metering faults in
the last three months

33 Maximum quantity of metering
faults in the last three months

Note: the measurement faults of the disassembled meter include error out of tolerance, inaccurate
indication, out of tolerance of the combination error of themeter, sudden change of electric quantity
data, abnormal deduction of electric charge, period conversion error, clock error, abnormal power
supply and crash.

2. Data filling

Because the original data is almost time discontinuous data, before modeling, it is nec-
essary to fill in the monthly fault data of each batch, fill in the missing month, and fill
the corresponding fault number as 0.

3. Exception handling

Data outliers also have a great impact on the modeling of time series. Therefore, the box
diagram method is used to detect the outliers of the number of monthly faults, detect the
values greater than the upper threshold and the lower threshold, and replace them with
the median, so as to complete the detection and replacement of outliers. As shown in
Fig. 2 and Fig. 3.

After preprocessing the data, 100 batches with a data length of one to two years and
more than two years are sampled and applied to the two models for modeling analysis.
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Fig. 2. Trend chart of batch fault original data Fig. 3. After batch fault abnormal data
processing

5.4 Model Prediction

For each batch, the data of the next six months are divided into test data according to
the time dimension, and the remaining data is used as training data. Fit the training data,
apply the fitted model to the test data to complete the prediction, compare the predicted
value with the real value, and use RMSE and MAPE to evaluate the accuracy of the
model. Where RMSE refers to the root mean square error, and refers to the square root
of the ratio of the square of the deviation between the predicted value and the real value
to the observation times N;MAPE refers to the average absolute percentage error, which
is the average value of the absolute percentage error. The smaller the prediction error,
the more important the lower the MAPE is.

RMSE =
√

1

n

∑n

i=1

(

y
∧

i − yi
)2 (14)

MAPE = 100%
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∑n

i=1
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∣
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∣

y
∧

i − yi
yi

∣

∣

∣

∣
(15)

Predict 100 batches of sampled fault data with a time length of one to two years and
more. The evaluation results of the model are shown in Table 3. The average RMSE and
MAPE of 100 batches with the time length of batch failure data of more than two years
are 5.93 and 55.33, which are lower than the evaluation results with the time length of
batch failure data of one to two years, indicating that the model has a good prediction
effect for batch models with failure data of more than two years.

Table 3. Model evaluation result table.

Data time length RMSE MAPE

One to two years 7.07 79.26

More than two years 5.93 55.33

The analysis results of some batch models with a data length of more than two years
are shown. As shown in Fig. 4, the prediction effect of batch model is close to the real
effect:
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Fig. 4. Effect drawing of partial batch model analysis (more than two years)

As shown in Fig. 5, the prediction effect of the batch model is close to the real value
in the first four months, but the prediction effect is not ideal after that:

Fig. 5. Effect diagram of partial batch model analysis (more than two years)

As shown in Fig. 6, the batch model basically reflects the prediction trend, but there
is still a certain gap with the real value:

Fig. 6. Effect diagram of partial batch model analysis (more than two years)
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Considering the business characteristics and practice, it is planned to output the
number of failures of each batch in the next six months on the results of batch failure
prediction model.

6 Summary

It is concluded that the operation quality of electric energy meter is closely related to the
fault rate and service life. The core of operation state management is fault prediction, and
the key of operation cost and economic benefit is the life prediction of electric energy
meter.

Research on the batch fault early warning model of electric energy meter. By analyz-
ing the disassembly and sorting data, operation batch data and measurement abnormal
data of electric energy meter, build a batch fault prediction model based on GBDT and
ARIMA fusion algorithm to predict the operation batch fault of electric energy meter.
Study and judge the warning batch by using the results and auxiliary information output
by the batch fault prediction model, so as to determine the fault replacement list, Assist
business personnel to formulate reasonable replacement plan and purchase plan. First,
determine whether to replace the table in a whole batch or continue to extend the use.
Second, carry out predictive management on the reserve of spare parts, so as to maxi-
mize the efficiency of optimization decision-making and implementation, and avoid the
large-scale occurrence of malignant emergencies and eliminate certain hidden dangers.
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Abstract. Network communication security technology is an important topic in
the field of substation research. A communication security mechanism based on
online auto-negotiation encryption algorithm for secondary devices is proposed
in this paper, through the research on the communication security problems in
substation. The mechanism includes establishing a unified encryption algorithm
library for the station, online negotiating and selecting encryption algorithmwhich
is adapting to the capabilities of both parties. It realizes peer-to-peer differentiation
and algorithm dynamic switching and improves the confidentiality and availability
of the communication. Through the test of the security communication scheme
of monitoring and protection devices, the function of peer-to-peer differentiation
and adaptive dynamic selection of encryption algorithm among linked devices is
verified.The results show that security communicationhas no impact on the normal
function of device, and a little impact on resource consumption and communication
performance.

Keywords: Communication security in substation · Encryption algorithm
library · Dynamic auto-negotiation of security algorithm · Communication
security system · Secret key management

1 Introduction

There have been frequent cyber security incidents in recent years, which are gradually
transforming from hacker attacks to confrontations between countries. The situation has
become more severe, such as the large-scale power outage in Ukraine’s national power
system [1], the Prism Gate incident, the “Stuxnet” attack on the Iranian nuclear power
plant and the Guri hydroelectric power plant incident in Venezuela.

Information security issues have affected various industries and becoming an impor-
tant factor that threaten the safe and stable operation of power grids [2, 3]. For the safe
and stable operation of the network security power system, requirements such as confi-
dentiality, integrity, availability, non-repudiation are raised in some regulations such as
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“The Internet Security Law of the People’s Republic of China” and “TheNational Devel-
opment and Reform Commission of the People’s Republic of China No.14 in 2014” [4,
5]. Information security has become one of the most important topics in the field of
substation research [6, 7].

At present, the communication security in the substation mainly depends on inde-
pendent encryption and isolation devices. The communication of important secondary
devices such as relay protection or bay units usually use a fixed encryption/decryption
algorithm, and most of the message contents are exchanged through plaintext, which
seriously affects network confidentiality and availability in the substation. A substation
security system mechanism with auto-negotiation encryption/decryption algorithm is
proposed in this paper, which improves the confidentiality and availability of substation
network communication data and balances the impact of security policies on equipment
resources at the same time.

2 Communication Security Reinforcement Methods and Problems
of Smart Substation

At present, the smart substation mostly adopts three layers and two networks structure,
including station level, bay level and process level, as shown in Fig. 1.

Fig. 1. Typical communication structure of substation

The station level includesmonitoring hosts, operatorworkstations, engineerworksta-
tions, data servers, and other equipment, realizing the storage, display and management
functions of the real-time historical data of the entire station, and undertaking human-
machine interaction such as monitoring and operation. The bay level includes relay
protection devices, bay units, wave recording devices and other equipments undertak-
ing controlling and protecting the primary equipments in substation. The process level
includes merging units, intelligent terminals and so on, undertaking monitoring and
controlling of primary equipments.
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The station level network connects the equipments in station and bay level, mostly
adopting manufacturing message specification(MMS) of IEC 61850 Standard or IEC
60870-5-103 protocol. The process level network connects devices in bay and process
level, mostly using generic object oriented substation event (GOOSE) and sampled mea-
sured value (SV) of IEC 61850 Standard. Plaintext data exchange is applied between
the station and process level network, in view of the performance and real-time require-
ment of relay protection and bay units in smart substations, which may cause security
problems.

At present, the communication security reinforcement methods in smart substations
mainly include:

1) Digital certificate authentication verification. The common digital certificates
authentication process [8, 9] includes obtaining certificates from third-party dig-
ital certificate servers by receiving and sending ends, exchanging certificates during
communication, verifying the validity of certificates and performing signature ver-
ification. The identity and operation authority of the other party can be confirmed
through verification. This method is suitable for authentication among industrial
computer or workstations typed devices because of low real-time performance.

2) IEC62351 safety communication protocol standard [10, 11]. The standard is for the
IEC61850 standard in the substation automation system.According to the IEC62351
standard, the Transport Layer Security (TLS) secure communication mechanism is
added between transmission control protocol (TCP) and ISO transport services on
top of the TCP (TPKT) layer to provide end-to-end encryption and protection against
man-in-the-middle attacks. When the MMS connection is established between the
client and the server, the message authentication function is provided to prevent
unauthorized access to the device information.

3) The communication content encryption. The main methods include encrypted sig-
nature algorithm, such as extending the application protocol data unit(APDU) of
GOOSE/SV data and adding SM2 digital signature information [8], communication
in ciphertext through an encryption algorithm [12–14] and adding digital signature
encryption information based on the GOOSE feature [15].

None of the above information security reinforcementmethods has offered an overall
effective protection scheme for the station andprocess level networkdevices.Meanwhile,
communication encryption/decryption algorithm cannot be dynamically changed online,
and the ability to resistance three-party intercepted attacks is insufficient. Therefore, it
is necessary to further research the security system scheme that could comprehensively
balance the characteristics of the equipment at the station and process level, and improve
the network security of the smart substation.

3 Dynamic Security Mechanism Based on Auto-negotiation
Encryption Algorithm

Most smart substations follow the three-layers and two-networks structure. The com-
munication network includes a TCP based station level network and a link layer based
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process level network [16]. Moreover, various secondary devices have different pro-
cessing and communication capabilities. In view of this, a unified encryption algorithm
library is built for all devices need security communications. The encryption algorithm
is updated when TCP connection is established and then is updated periodically during
the communication. Unused algorithms are preferred and only those adapt to the capa-
bilities of both parties can be selected based on the ability list. In the auto-negotiation,
the device feature information as special factor is added to the key distribution data,
which generates respective mixed message keys (pseudo keys). Through dynamic auto-
negotiation encryption algorithmand pseudo-keymechanism, the security reinforcement
performance of the substation communication security system is effectively improved
with balancing the capabilities of each device.

Unified management of security certificates should be designed firstly in the station
for security communication mechanism. A workstation is added at the station level as
an authorization server, which is connected to the station level network, used for the
management of certificates and keys in the station level. A server is also added at the bay
level as a key agent, which is connected to the station and process level network, used
for the management of certificates and keys in the process level. The key agent gets the
certificates and keys from the authorization server. The schematic diagram of the system
structure is shown in Fig. 2.

Fig. 2. Structure of substation safety certificate management

The authorization server is only used in the station level communication for the
management of certificates and keys in the dynamic trusted mechanism. And the key
agent is only used in process level communication. The certificates and keys in key
agent are synchronized with the authorization server. Both are essential in the substation
security communication. According to the scale of the communication in the smart
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substation, more authorization servers and key agents can be added or distributed to the
station.

The security communication system of the whole station adopts a unified encryp-
tion/decryption algorithms library. Devices in the station that need multi-connection
support the communication with different security algorithms at the same time accord-
ing to the accessed device, while embedded smart devices can only support a subset of
the algorithms library. This ensures the real-time communication of the device and keeps
the consistency of the encryption/decryption algorithm after dynamic auto-negotiation.

The encryption/decryption algorithm library of the entire site includes symmetric
key algorithms commonly used in the industry, such as Advanced Encryption Standard
(AES), Triple Data Encryption Standard (3DES), SM4 packet encryption algorithm,
Rivest Cipher 4(RC4), etc. Each algorithm derives sub-algorithmswith different security
strengths according to different key lengths. At the same time, it also includes digest
algorithms commonly used in the industry, such as Message-Digest Algorithm 5(MD5),
Secure Hash Algorithm (SHA), SM3 cipher hash algorithm, etc., which are used to
digest data such as pseudo keys. The library is formed by specifying a sequence number
for each symmetric key main algorithm, sub-algorithm, and digest algorithm, which is
shown in Table 1.

Table 1. Encryption/decryption algorithm library

No Abstract algorithm Symmetric key algorithm Key strength

0 MD5 SM4 256

1 SHA AES 256

2 SM3 AES 128

3 SHA AES 256

4 SM3 SM4 128

5 MD5 AES 256

6 SHA SM4 128

7 SHA 3DES 128

… … … …

Since most of the devices in smart substations are embedded devices, they have
strict resource requirements, high real-time requirements and limited processor capa-
bility. The encryption algorithm should use the symmetric key algorithm to ensure
encryption/decryption speed, and avoid the slow and complicated calculation process of
asymmetric key algorithm.

All devices involved in encrypted communication in the smart substation could
support a subset of appropriate encryption/decryption algorithm library according to their
own hardware capability and function characteristics. In order to improve the security
of the key, the algorithm sequence number and final key used by each algorithm in the
library, and mix other factors in different ways with the key passed from the device,
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such as unique identifier (UID), time, temperature humidity and bay name of the device.
Even if the illegal device obtains the key message, it cannot know the real key and
encryption/decryption algorithm or crack the communication data without the library.

4 Design of Auto-negotiation Encryption Algorithm Process
for Station Level

In the station level, auto-negotiation encryption algorithm process includes dynamic
legal identity authentication and auto-select encryption algorithm, before sending normal
message and during the communication process. The specific implementation steps are
shown in Fig. 3.

When a new device gets to the smart substation, the UID of the new device is added
to the compliance list of the authorized server. When the new device is connected and
communicateswith other devices, amutual authentication link is added, after completing
the TCP handshake and before the two parties are ready to send service data.

Fig. 3. Dynamic auto-negotiation diagram of control layer

The steps of authentication include three steps.
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1) Both parties send their UIDs to the authorization server respectively. The authoriza-
tion server compares the received UID in the compliance list. If the comparison is
successful, the asymmetric key and digital signature mechanism are used to make a
connection authorization certificate with the authorization server’s private key, and
together with the authorization machine’s public key sending to the device. If the
comparison is failed, no certificate will be produced.

2) After obtaining the connection authorization certificate, the two devices act as client
and server respectively, sending their connection authorization certificate to the other
party, and verifying the connection authorization sent by the other party using asym-
metric key technology and the public key of the authorization server. The next
encrypted communication will be carried out only if both parties are verified. If any
party fails to have certificate or the verification, the next encrypted communication
will be stopped.

3) If the mutual authentication succeeds in the next encrypted communication, the
monitoring host restarts the authentication timer, and the period of the timer is
determined by the host. When the re-authentication timer expires, the server informs
the client to enter themutual re-authentication process. The re-authentication process
is the same as the above.

The data packet is dynamically encrypted after themutual authentication between the
two communication parties is passed. There are two key points in dynamic encryption,
1) the encryption algorithm is selected dynamically, 2) the key is generated dynamically.

In the station level, the specific implementation steps are as follows:

1) Random dynamic selection of encryption algorithm. The random dynamic selection
of encryption algorithm is initiated by the client. A suitable encryption/decryption
strategy is randomly selected in the encryption/decryption strategy library according
to its own hardware capabilities and function characteristics. The selection process
is embedded in the dynamic key generation process.

2) Dynamic key generation. The next encrypted communication is performed after the
client and the server passing the mutual authentication. First, both parties generate
their own pseudo-keys, which are calculated by mixing random factors such as
UID, timestamp, temperature and humidity values, and changes in directory content
caused by files generated when the device is running. The server’s pseudo key is
mixed into the key validity period (for example, 10 h), and the client’s pseudo key is
mixed into the encryption/decryption policy sequence number. The two parties use
Diffie-Hellman algorithm (DH algorithm) to calculate final key, and send their own
pseudo-key to the other party through the DH algorithm. For example, the client
sends its own pseudo-key A to the server. The server sends its own pseudo key B to
the client, the client calculates the real key C from A + B, and the server calculates
C’. In theory, C and C’ are equal. When calculating C, both client and server have
pseudo-keys A and B, and the calculation method is the same, performing DH
algorithm calculation on A and B to generate key C1; after obtaining the selected
encryption/decryption algorithm sequence number through client’s pseudo-key A,
using the digest algorithm to perform digest calculation on C1 and generate a key
C2 corresponding to the strength of the algorithm; merging the sequence number
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into C2 to generate C3; obtaining the validity period of the key through the pseudo
key B of the server and merging into C3 to form C. Then two parties use the key C
and the selected encryption/decryption algorithm. Regarding the timing of dynamic
key generation, the two parties generate a key each time a connection is established,
and the random factor for generating the pseudo key ensures that the key is dynamic,
and the keys generated each time are different. When the validity time of the key
exhausts, the key is dynamically generated again. The key update steps include
initiated by the server, and check validity time. When the halftime arrives, the server
initiates a key update process to the client, and both parties repeat the process of
“generating pseudo-keys A and B, and calculating real key C”. After the key update
successfully, the two parties use the new key and the new strategy.

The above security communication mechanism of the station level has the following
advantages:

(1) The auto-negotiation encryption algorithm adopts the mechanism of dynami-
cally authenticating the legal identity of the counterparty before and during the
communication, which improves the timeliness of device legality authentication.

(2) The encryption algorithm is randomly and dynamically selected. Even if the attacker
obtains the key message, the encryption algorithm used and the final key of encryp-
tion/decryption cannot be obtained, which increases the difficulty of cracking the
ciphertext.

(3) The encryption algorithm and key strength provided by the encryption algorithm
library can be selected according to the hardware capability of the embedded
device, which ensure the data encryption strength without significantly reducing
the performance of the equipment.

(4) The dynamic key generation and renegotiation mechanism ensures the randomness
and timeliness of key generation and increases the security strength of the key.

5 Design of Auto-negotiation Encryption Algorithm Process
for Process Level

In the process level most of devices communicate with GOOSE/SV, the communication
process has the publisher/subscriber mechanism. The authorization server of the sta-
tion level has the GOOSE/SV configuration file for publication and subscription of the
whole station equipment. For example, the multicast address, the equipment subscribed
information of other equipment. Each equipment has its own unique iedName in the
substation. Each device generates its own subscription and publication configuration
file according to the global file, determining the receiving multicast address and the
subscription content of device.

Based on this characteristic, the auto-negotiation encryption algorithm process can
be simplified in generating and distributing key for publication and subscription. The
schematic diagram of the steps is shown in Fig. 4.

In beginning of the device communication process, the device sends its own iedName
and the randomly selected sequence number to the authorization agent, who sends this
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Fig. 4. Dynamic auto-negotiation diagram of process level

information to the authorization server to generate a symmetric algorithm key according
to its encryption/decryption algorithm. Then the key and the message subscription and
publication configuration information of the device are sent to the authorization agent
together with other random values. The security communication between the authoriza-
tion server and the key agent is based on encryptionTCP. The authorization agent collects
subscription/publishing configuration information, broadcasts the encryption/decryption
algorithm sequence number and configuration information.

According to characteristics of the bay and process level equipments, the authoriza-
tion agent adopts an improved dynamic encryptionmechanism to ensure communication
security when announcing the key. The schematic diagram of the process is shown in
Fig. 5.

Fig. 5. Key proxy and secret key distribution diagram
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The key should be stored properly in local after received. The corresponding rela-
tionship between the device’s iedName and the key, and the sequence number of the
encryption algorithm is established after other devices subscribed to this key. Whenever
a device newly accesses or disconnects or re-accesses, the key re-generation and re-
distribution process is triggered. When there is communication, the device uses its own
key and the selected a symmetric encryption algorithm before publishing the message,
and then the ciphertext data, switching/validation time and its iedName are encrypted.
After receiving the message, the device in the multicast group will check the iedName.
If not, the message is not used. If so, when the switching time is reached, the service
ciphertext is decrypted with the key and the algorithm.

Most of the process level devices, the GOOSE/SV is sent and received by Field
Programmable Gate Array (FPGA), so the encryption and decryption of GOOSE/SV
can be calculated parallelly by FPGA, which can reduce processor time consumption.
The SV/GOOSE encryption and decryption diagram is shown in Fig. 6.

Fig. 6. The SV/GOOSE encryption and decryption diagram in process level

The security communication mechanism of the process level has the following
advantages:

(1) The improved auto-negotiation encryption algorithm adopted in the communica-
tion of GOOSE/SV, and makes message length slightly increased and the encryp-
tion/decryption time less. It is easy to meet the real-time requirements of message
sending and receiving.

(2) In process level, the key is updated every time the device reconnected, improving
and ensuring the security of the key and confidentiality of the device message.
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6 Experimental Verification

In order to verify the communication securitymechanismbase on online auto-negotiation
encryption algorithm, secondary devices such as monitoring host, line protection, trans-
former protection, busbar protection,merging unit and intelligent terminal are developed.
A test platform is built according to the typical communication structure of the substa-
tion. In the test platform, the security communication with auto-negotiation encryption
algorithm of the monitoring host, protection, merging unit and intelligent terminals
are tested. The main communication performance of the equipment is tested, and the
corresponding performance of the equipment without information security functions is
compared.

1) Station level communication security test. The communication of the station level
adopts the MMS, and the sequence number of encryption algorithm in library and
its influence on the consumption of system resources are checked. The test result
recording the dynamic auto-negotiation encryption algorithm sequence number of
the protection device is shown in Table 2.

Table 2. Dynamic auto-negotiation encryption algorithm test results at station level

No. Encryption algorithm Key algorithm Abstract algorithm

1 0 SM4 MD5

2 3 AES SHA

3 1 AES SHA

4 7 3DES SHA

5 6 SM4 SHA

6 5 AES MD5

7 2 AES SM3

8 4 SM4 SM3

It shows that the encryption algorithm of the station level communication is
constantly changing, which effectively reduces the risk of brute force cracking by
third-party.

Resource consumption and communication performance test on security commu-
nication function of protection device includes: communication establishment delay,
model reading delay, parameter value modification delay, control command delay and
SOE transmission delay. The maximum time is recorded and the comparison is con-
ducted with that of devices without safety enhancement. The test results are shown in
Table 3.
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Table 3. Comparison of communication performance at station level

Test Communication without
security/ms

Communication with security/ms

Associated service 56.8 2873.2

Model reading 635.7 733.4

Fixed value modification 11.3 14.5

Control choose 25.8 43.6

Control command 7.5 8.4

SOE upload 13.7 14.7

From the results, except for the large delay of MMS communication process in the
associated service, which requires certificate verification and key exchange negotiation,
the system time consumption/delay of other tests is almost the same. The establishment
of the associated service is a one-time process for communication, and the subsequent
communication process has little impact.

2) Process level communication security test. In process level, the sequence number
of dynamic auto-negotiation encryption algorithm in library and its influence on the
consumption of system resources and communication performance are checked. The
merging unit and intelligent terminal only support No.0/3/4/7 encryption algorithms
in the library. And the process level devices use FPGA to complete data encryption
and decryption, in the progress of sending and receivingGOOSE/SV. The test results
of the dynamic auto-negotiation encryption security algorithm sequence number are
shown in Table 4;

Table 4. Dynamic auto-negotiation encryption algorithm test results at process level

No. Encryption algorithm Key algorithm Abstract algorithm

1 4 SM4 SM3

2 0 AES SHA

3 3 AES SHA

4 4 SM4 SM3

5 7 3DES SHA

The test results show that the encryption algorithm of process level communication is
constantly changing randomly, which effectively reduces the risk of brute force cracking
by third-party.

The test is for bay level equipment communication recovery, GOOSE control process
time, SV sample delay time and SOE transmission delay time. Compared with the
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corresponding delay without security reinforcement system, the test results are shown
in Table 5.

Table 5. Communication performance comparison at process level

Test Communication without
security/ms

Communication with security
/ms

Encryption algorithm switch 0 1475.7

SOE upload 7.4 7.8

GOOSE control process 4.512 4.574

SV sample delay 0.731 0.775

From the results, except for the large delay in communication establishment, which
requires certificate verification and key exchange, the system time consumption/delay
timeof other tests is almost the same. For the communication process, the communication
establishment/restoration is a one-time parallel process, and the communication process
has little impact.

In summary, the security mechanism of peer-to-peer auto-negotiation has very little
impact on the real-time data of the system, which can effectively enhance the confi-
dentiality and availability of communication in substation, while minimizing resource
consumption.

7 Concluding Remarks

In this paper, a unified encryption algorithm library is introduced through the peer-to-
peer auto-negotiation communication mechanism, and the encryption/decryption algo-
rithms are auto-negotiated and selected online, realizing the dynamic change of the
communication encryption algorithm and balancing the contradiction between the secu-
rity and resource consumption. The device feature information is added to the key,
which improves the system security effectively. This mechanism can be used to prevent
third-party key interception and brute force cracking.

Due to the differences in the processing and communication capabilities of smart
substation equipments, how to design the security algorithm library of the station and
balance the functional performance and the device requirements of security may need
further research.

Funding. This work is supported by the National Key R&D Program of China (No.
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Abstract. Under the vision of carbon peak and carbon neutralization, profound
changes have taken place in the construction of a new power system with new
energy as the main body, power supply structure and main risks, which poses new
challenges to the safe and stable operation of the power system. Combined with
the development status of China’s power system, this paper analyzes the reform of
power supply structure and the current generation capacity and installed proportion
of new energy; Then, from the perspective of coordinated development of energy
system, combined with SG126 node system, this paper establishes the outage
accident evolution model of uncertain output of new energy, further puts forward
three power system outage risk scenarios with different proportion of new energy
access, and analyzes the loss load and power-law characteristics under different
scenarios respectively; Finally, an over threshold model is established for the loss
load under different risk scenarios, and the risk prediction of loss load in the next
3, 5 and 8 years is given by using “value at risk” VaR and CVaR.

Keywords: “Double carbon” target · New energy · Over threshold model · Risk
assessment

1 Introduction

In order to cope with climate change and accelerate the transformation of clean and low-
carbon energy, China put forward the “double carbon” goal at theUnitedNationsGeneral
Assembly in September 2020, “strive to reach the peak of carbon dioxide emissions by
2030 and strive to achieve carbon neutrality by 2060” [1]. Subsequently, at the ninth
meeting of the central financial and Economic Commission in march2021, China once
again made important arrangements for carbon peaking and carbon neutralization, and
clearly pointed out the concept of implementing renewable energy substitution action
and building a new power system. Promoting green, low-carbon and sustainable social
and economic development has become a global consensus [2].
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With “double carbon” as the core goal, it is not only conducive to copingwith climate
change [3], but also conducive to guiding and promoting industrial upgrading. It is an
important issue related to the energy security of countries around theworld and the future
development prospects of mankind [4]. However, the proposal of the “double carbon”
goal not only brings opportunities for the development and transformation of the power
industry, but also brings challenges to the power industry. For a long time, China’s power
supply has been dominated by coal-fired power and other high carbon power sources,
and the proportion of installed capacity and power generation has always been more
than 50%.Moreover, the power industry is an important industry in energy consumption
and carbon emissions, and the carbon dioxide emissions have exceeded 40% of the total
emissions of the whole society [5]. Greenhouse effect and environmental pollution have
seriously restricted the sustainable development of human society [6]. Therefore, in the
context of energy transformation, low-carbon development of power system has become
the focus of power planning. Accelerating the optimization of power supply structure
in the power industry, vigorously developing new energy, and promoting clean energy
transformation on the basis of safe and reliable new energy have become the key research
direction of current power planning [7]. However, compared with the traditional fossil
energy, the power fluctuation of large-scalewind power, solar energy and other renewable
energy will cause voltage, frequency fluctuation and power quality problems [8], and its
high proportion of access to the network will increase the uncertainty of the network to a
certain extent, improve the new energy consumption capacity, and improve the operation
of the power grid, so as to bring stable static and dynamic benefits to the power system
[9]. In the future, large-scale new energy power generation and grid connection will not
only meet the requirements of low-carbon transformation of the power industry, but also
bring great pressure to the stability and security of the power grid.

In addition, with the increasing proportion of new energy in the total power gen-
eration, the operation of the power grid will also be impacted to varying degrees [10],
and different risk scenarios will be displayed in terms of accident risks. How to deal
with these risks has become an urgent task after the transformation of the power system.
Therefore, it is of great significance for power system optimization and post event risk
prevention and control to build a power supply structuremodel with different proportions
of new energy.

2 Development Status of New Energy

2.1 Proportion of New Energy Installed Capacity and Power Generation

In the past 20 years, China has achieved leapfrog development of new energy technolo-
gies such as wind power and photovoltaic [11]. According to the data released by the
National Bureau of statistics [12], China’s power supply structure can be divided into two
stages with 2007 as the boundary, namely the development stage with coal as the main
body and the diversified development stage. Before 2007, it was called the development
stage with coal as the main body. During this period, the power supply structure was
relatively single, with only coal power, hydro power, nuclear power and a small amount
of other power generation. The period of rapid development of renewable energy and
gradual response to global climate change is called the period of rapid development of
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renewable energy in 2007–2020. Since the 13th Five Fear plan, with the implementation
of relevant policies promoted by the state in environmental governance, energy con-
servation and emission reduction, the installed capacity of new renewable energy has
increased sharply. After China further strengthens its commitment to emission reduc-
tion, this trend is bound to continue further during the 14th Five Year Plan period [13,
14]. The total power generation of China in the past 20 years is shown in Fig. 1.
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Fig. 1. Total power generation in China in the past 20 years

In recent years, under the background of energy transformation, the installed growth
rate of new energy such as wind power and solar photovoltaic power generation in China
is significantly higher than that of traditional power sources, and its proportion in the
total installed capacity of power generation in China is also increasing. During the 13th
Five Year Plan period, the annual growth rate of new energy power generation installed
capacity was 32%. By the end of 2020, China’s new energy installed capacity accounted
for 26.6% of the total installed capacity. As shown in Fig. 2, the total installed capacity
of wind power reached 281.53Gw, accounting for 12.8% of the total installed capacity,
and the total installed capacity of solar power generation was 253.43Gw, accounting for
11.5% of the total installed capacity.

Fig. 2. Proportion of installed capacity in China at the end of 2020
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At the same time, with the increasing proportion of new energy installed capacity,
the proportion of new energy power generation is also increasing. By the end of 2020,
China’s total new energy power generation is 1093.8 billion kWh, accounting for 14.3%
of the total power generation, including 261.1 billion kWh of solar power generation,
accounting for 3.4% of the total power generation, and 366.2 billion kWh of wind
power generation, accounting for 4.8% of the total power generation. The specific power
generation proportion of each energy is shown in Fig. 3:

Fig. 3. Proportion of China’s power generation at the end of 2020

3 Evolution Model of Blackout Accident Under Different
Proportion of New Energy

3.1 Uncertainty Modeling of New Energy

The new energy power generation of power system is mainly wind power and photo-
voltaic power generation. The uncertainty of wind power output comes from the fluctu-
ation of wind speed, and the uncertainty of photovoltaic power output comes from the
fluctuation of solar irradiation. The wind speed fluctuation follows the two parameter
Weibull distribution, and the solar irradiance follows the beta distribution [15]. Com-
bined with the probability density function of wind speed Pw and solar irradiance Ps,
the corresponding wind power output and photovoltaic power output can be obtained.
The probability density function of wind power output and photovoltaic power output
can be expressed as:

f (Pw) = A

αB
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(2)

where, A is the shape parameter of Weibull distribution; B is the scale parameter; α and
β are the coefficients related to the wind speed and rated output power of the fan; Pm is
the maximum output power of solar cell; a and b shape parameters for beta distribution;
� is the Gamma function.
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3.2 Evolution of Power Outage Under New Energy Access

SOC power failure model describes the process of power failure caused by load increase.
In the actual simulation process, the impact is simulated by randomly selecting load
nodes and increasing disturbance. Similarly, in order to simulate the impact of new
energy access on the power grid, select the power grid node to access new energy, and
obtain the output of new energy according to the wind and solar uncertainty model,
and then simulate the power failure through the power failure evolution model until the
power failure occurs. The specific evolution simulation process is shown in Fig. 4.
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Fig. 4. Power failure evolution model after new energy access

(1) Read the original data of the power grid and set the count value of power failure
accidents k = 0.

(2) According to the probability density of wind power and photovoltaic power
generation, the power value of new energy as the new energy access point is
obtained.
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(3) Select a load node randomly and increase �P load disturbance, calculate the DC
power flow of the power grid.

(4) Judge whether there is line overload according to the power flow results. If there is
line overload, turn to (5), otherwise turn to (2).

(5) Judge whether the load is cut off or the system is disconnected due to line overload.
If there is a power failure, increase the number of power failures by 1 and count the
lost load of the accident, and then turn to (6). If there is no power failure, modify
the network parameters and turn to (2).

Judge whether the number of power failure accidents reaches the preset number of
accidents. If so, terminate the power failure accident evolution simulation, otherwise
turn to (2).

3.3 Loss Load Relative Value Index

The relative value of lost loadMl is used to describe the scale of power failure after line
l failure. The relative value of lost load Ml is defined as:

Ml = Tl
T

(3)

Tl = T1l + T2l (4)

where: Tl is the number of system load loss after the line l exits the system operation; T
is the total load of the system; T1l is the number of loads lost by itself and its associated
parts after line l failure in the power grid; T2l is the number of loads cut off by the power
grid to maintain transmission balance.

3.4 Power Law Characteristics of Power Failure Accident

According to the self-organized criticality theory, if the scale of an object r satisfies
Eq. (5) with the frequency above the scale N , it can be said that the object obeys the
power-law distribution[16].

N = cr−D (5)

where: c is undetermined constant; D is fractal dimension, i.e. power law value.
For the distribution based on the outage model, fractal refers to the number of outage

accidents of a specific scale, which is directly proportional to the scale of power growth,
while power index refers to the fractal dimension D. By double logarithmic coordinate
transformation of Eq. (5), we can get:

lnN = C − D ln r (6)

where: C is undetermined constant, C = ln c.
When using Eqs. (5) and (6) to analyze the SOC characteristics of power grid outage

accidents, take the scale of accident loss load (unit: MW) as the scale r and define N it
as the frequency of accident loss load above the scale r.
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3.5 Extreme Value Theory and Over Threshold Model

Over Threshold Model
With global warming, extreme disasters occur from time to time, and extreme weather
in the traditional sense has become more frequent. In 2019, Australia broke 206 high
temperature records in 90 days; The amount of plum rain in Jiang Province broke the
historical record. Thunderstorms occurred frequently in July, and thunderstorms dis-
charged to the ground more than 200000 times. A high proportion of renewable energy
power generation is highly coupled with the weather, and the power system faces the
risks of rising demand for extreme weather load, shortage of fossil fuel supply, reduction
of renewable energy power generation [17].

There are two kinds of classical models in extreme value theory, namely, over thresh-
old model (POT) and interval maximum model (BMM) [18]. Both of them are based
on the fitting of the distribution tail of the sample data. The main difference is that the
BMM model first effectively groups the initial sample data and takes the maximum
value of each group as the sample data. The pot model determines the threshold based
on the initial sample data and uses all the data exceeding the threshold to form a new
sample data for modeling. The distribution corresponding to the pot model is called GPD
(generalized Pareto distribution). The definition of GPD distribution is:

Gξ,β(x) =
⎧⎨
⎩1 −

(
1 + ξ x

β

)− 1
ξ

ξ �= 0

1 − e− x
β ξ = 0

(7)

where:β > 0, ξ is the shape parameter and β is the scale parameter. When ξ ≥ 0,x ≥ 0;
When ξ < 0, 0 < x < −β

ξ
.

For a sufficiently large threshold u, the excess distribution has the following
relationship with the GPD distribution:

lim
u→x0

{
sup

0≤y≤x0−u
|Fu(y) − Gξ,β(y)|

}
= 0 (8)

A large enough threshold u and a positive scale parameter β, Fu(y) ≈ Gξ,β(y) can be
selected, so that the excess distribution function corresponding to the excess threshold
can be similar to the GPD distribution.

Threshold Selection of Over Threshold Model
The accuracy of threshold u selection plays a key role in the estimation of parameters
ξ and β. If the threshold u is too high, there will be too little excess loss data, which
will lead to high scale parameters; If the threshold u is too low, it will increase the
difference between excess distribution and GPD distribution, which can not achieve the
fitting effect. In this paper, Hill graph method is selected to determine the threshold.

In the study of hill diagram, assuming that X1 > X2 > · · · > Xn, it represents the
order statistics of independent and identically distributed, it can be obtained that:

γk,n = 1

k

k∑
i=1

[lnX (i) − lnX (k)] (9)
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The horizontal axis of the hill graph is k and the vertical axis is γ −1
k,n , that is, the

hill graph is a curve composed of points with coordinates (k,γ −1
k,n ). Select the value

corresponding to the abscissa of the starting point of the tail exponential stability region
in the figure as the threshold.

Risk Assessment Indicators
“Value at risk” VaR is the most popular risk measurement index in the financial industry
and insurance industry, which is widely used in the measurement and supervision of the
financial field [19–22]. Its meaning is the maximum possible loss in a specific period of
time in the future under a certain confidence level. The mathematical expression is:

VaRp = u +
�

β
�

ξ

(
n

Nu
(1 − p)−

�
ξ − 1) (10)

where p is the given confidence level,n is the total number of samples,Nu is the num-

ber exceeding the threshold u, and
�

ξ ,
�

β is the estimated value of the parameter
�

ξ ,
�

β

respectively.
Although VAR has the advantages of concise and clear risk measurement and unified

risk measurement standards, it is not a consistent risk measurement tool because it does
not have homogeneous additivity, so it is not applicable to the phenomenon of risk
dispersion [23]. In addition, VAR cannot provide any information on the extent to which
the possible loss exceeds the threshold amount specified in this method. In order to make
up for the above shortcomings, CVaR index is introduced. CVaR is the mathematical
expectation of the loss when the loss is known to be greater than a specific VaR value. It
represents the average level of excess loss and reflects the size of the average potential
loss that may be suffered when the loss exceeds the VaR threshold. It can better reflect
the potential value at risk than var [24]. And CVaR is a consistent risk measure, which
satisfies homogeneous additivity, monotonicity and translation invariance. Therefore, it
is often used as a risk assessment index together with var. The mathematical expression
is:

CVaR = VaRp + E
(
X − VaRp

∣∣X > VaRp
)

= VaRp(
1 − �

ξ

) +

(
�

β − �

ξu

)
(
1 − �

ξ

) (11)
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4 Example Analysis

Based on the SG126 node system provided by State Grid Corporation of China, this
paper puts forward the outage risk model under different proportions of new energy
access, and selects 18 nodes, including 4, 6, 10, 12, 15, 18, 19, 24, 25, 26, 120, 31,
32, 46, 69, 99, 116 and 119, to access the wind farm and photovoltaic power station
for simulation. Observe the loss of load caused by power outage with the increase of
the proportion of new energy output, and analyze the power-law change trend of power
outage under different power outage scenarios. Figure 5 below shows the SG126 node
wiring diagram after new energy access.

Fig. 5. SG126 node wiring diagram after new energy access

4.1 Scenario 1: Power Failure Without New Energy

In SG126 system, when 18 new energy nodes are not put into operation, the lost load
of 200 power outages is simulated by using the accident shutdown model, as shown in
Fig. 6.
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Fig. 6. Relative value of load loss when new energy is not connected

Similarly, compared with the actual value of 200 blackouts before 2021 (as shown in
Fig. 7) and unified abscissa scale, it is found that without adding new energy, the relative
value of loss load simulated by SG126 node is basically consistent with the relative
value of actual loss load from 2001 to 2021, the average relative value of actual loss load
is 0.00399, and the average relative value of loss load simulated by accident shutdown
model is 0.00376, The relative values of loss load of both are concentrated below 0.005.

Fig. 7. Relative value of 200 actual fault loss loads

4.2 Scenario 2: New Energy Power Generation Accounts for 20% of Total Power
Generation

When the proportion of new energy power generation in the power grid is 20%, the
specific loss load sequence is shown in Fig. 8. Compared with Fig. 6, it is found that the
average relative value of loss load increases from 0.00376 to 0.00494, and the volatility
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of loss load sequence increases, indicating that the addition of new energy sources has
an impact on the stability of the power grid. In order to better reflect the impact of
new energy on system load loss, the power-law characteristics of power failure after the
addition of new energy are compared with those without the addition of new energy. The
comparison results are shown in Fig. 9:

Fig. 8. Power grid load loss after 20% new energy access

Fig. 9. Comparison of power-law characteristics between 20% new energy access and non access
new energy

It can be seen fromFig. 9 that the power-law characteristics of lost load have changed
significantly before and after the addition of new energy. Since the wind and light output
connected to the power grid fluctuate randomly with wind speed and light intensity, its
instability intensifies, which also has an impact on the self-organized critical state of the
power grid.
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4.3 Scenario 3: New Energy Power Generation Accounts for 40% of Total Power
Generation

With the continuous increase of the proportion of new energy in the power grid, the
system instability gradually intensifies. When the proportion of new energy power gen-
eration is 40%, the relative value of loss load simulation results is shown in Fig. 10. The
average relative value of loss load further increases compared with that when the pro-
portion of new energy is only 20%, and the volatility of the sequence further intensifies.
The comparison between the power law characteristics of power failure accidents and
those without new energy is shown in Fig. 11:

Fig. 10. Power grid load loss after 40% new energy access

Fig. 11. Comparison of power law characteristics between 40%new energy access and non access
new energy

As can be seen from Fig. 11, as the proportion of new energy increases from 20%
to 40%, the slope of its power-law curve increases significantly, indicating that with the
increase of the investment proportionof newenergy such aswindpower andphotovoltaic,
the instability of the system increases, making the balance between supply and demand
of the system more difficult.
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4.4 Scenario 4; Introduction of Regulation Measures After the Entry of New
Energy

In view of the increase of system instability after the addition of new energy, many schol-
ars at home and abroad have given corresponding regulation schemes[25–29]. Combined
with the SOC power failure model of SG126 node, this paper compares the load loss
with and without regulation measures after the proportion of new energy is 20% and
40% respectively.

Fig. 12. Power grid load loss with new energy accounting for 20% but with regulation measures

Fig. 13. Comparison of power-law characteristics with and without regulation measures when
new energy accounts for 20%

When the proportion of new energy is 20% and 40%, take measures respectively to
reduce the impact of new energy on the instability of power grid. Figure 12 and Fig. 14
are the relative value sequence of lost load after taking regulationmeasures. Compare the
lost loadwith newenergy butwithout regulationmeasures in Fig. 8 andFig. 10. It is found
that the stability of lost load in Fig. 12 and Fig. 14 is better than that without regulation
measures, And the average relative value of the lost load is also lower than that without
any measures. Figure 13 and Fig. 15 respectively show the power-law characteristics of
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Fig. 14. Power grid load loss with new energy accounting for 40% but with regulation measures

Fig. 15. Comparison of power-law characteristics with and without regulation measures when
new energy accounts for 40%

whether there are regulation measures after 20% and 40% new energy are connected. It
can be seen from Fig. 2 that after the regulation measures are introduced, the slope of
the power-law curve of load loss is smaller than that when the regulation measures are
not introduced, which also directly reflects that the addition of regulation measures has
a positive impact on the stability of the power grid.

5 Load Loss Forecast of National Power Grid

It is concluded from 3.1 that the load losswhen the system is not connected to new energy
is similar to that in China in the past 20 years. Therefore, this paper uses the simulation
data of SG126 node after connecting to new energy to approximately simulate the load
loss data of the actual power grid after connecting to the same proportion of new energy,
and forecasts the load loss ofChina’s power grid in the future based on the above research.
According to the SG126 power failure accident model, the relative value of power failure
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accident loss load when the proportion of new energy is 10%, 20%, 30% and 40% is
counted, and the over threshold model is established to fit the tail data. Under the four
confidence intervals of 0.9, 0.95, 0.975 and 0.99, VaR and CVaR risk evaluation indexes
are used to evaluate the risk extreme value of power failure accident under extreme
events. The specific evaluation results are shown in Table 1 below:

Table 1. VaR and CVaR risk assessment under different proportion of new energy access

Proportion
of new
energy

Threshold β ξ Evaluation
method

P = 0.9 P =
0.95

P =
0.975

P =
0.99

10% 0.00459 0.0022 −0.1750 VaR 0.0042 0.0052 0.0061 0.0071

CVaR 0.0064 0.0069 0.0076 0.0084

20% 0.00565 0.0024 −0.2112 VaR 0.0044 0.0053 0.0061 0.0070

CVaR 0.0072 0.0074 0.0080 0.0089

30% 0.00819 0.0027 −0.2790 VaR 0.0046 0.0056 0.0063 0.0071

VaR 0.0087 0.0089 0.0093 0.0096

40% 0.00966 0.0054 −0.2451 VaR 0.0095 0.0115 0.0131 0.0149

VaR 0.0140 0.0151 0.0161 0.0180

It can be seen from the evaluation results in Table 1 that under the same confidence
level, with the increase of the proportion of new energy access, the relative value of load
loss risk of power failure accident also further increases, which indirectly reflects the
increase of the proportion of new energy and the increase of instability and vulnerability
to the power grid. Four different confidence levels reflect the accident risk under different
probabilities, taking the proportion of new energy access as 10%, When the confidence
is 0.9, there is a 10% probability that the relative value of the lost load will exceed 0.0042
in the future, and the average loss after exceeding 0.0042 is 0.0064.When the confidence
is 0.99, there is a 1% probability that the relative value of the lost load in the future will
exceed 0.0071, and the average relative value of the lost load after exceeding 0.0084.

This paper adopts the method of taking the relative value of the power grid loss load
by using the total installed capacity of the power grid mentioned in document [30], and
reversely calculates the relative value data obtained in Table 1 to obtain the predicted
value of the absolute value of the power grid outage loss load in the next 3, 5 and
8 years. Considering that the transmission channels with large units and large capacity
will gradually increase in the future, the installed capacity will also increase in the future,
Therefore, before converting the predicted relative value into absolute value, first make a
reasonable assumption that the future installed capacity will increase by 9.5% according
to the development trend of China’s power grid installed capacity in Sect. 1.1 of this
paper, so as to reduce the prediction error as much as possible. The specific results are
shown in Table 2 and Fig. 16:

From the prediction results in Table 2, in the same year, the increase of the proportion
of new energy will lead to the increase of system loss load, which is closely related to
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Table 2. Forecast results of national loss load in the next 3, 5 and 8 years

Particular year Confidence
interval

10% 20% 30% 40%

VaR CVaR VaR CVaR VaR CVaR VaR CVaR

2025 P = 0.9 1340 2042 1404 2297 1468 2776 3031 4466

P = 0.95 1659 2201 1691 2361 1787 2839 3669 4817

P = 0.975 1946 2425 1946 2552 2010 2967 4179 5136

P = 0.99 2265 2680 2233 2839 2265 3063 4753 5742

2027 P = 0.9 1607 2448 1683 2754 1760 3328 3634 5355

P = 0.95 1989 2639 2027 2831 2142 3404 4399 5776

P = 0.975 2333 2907 2333 3060 2410 3557 5011 6159

P = 0.99 2716 3213 2678 3404 2716 3672 5700 6885

2030 P = 0.9 2109 3214 2210 3616 2310 4369 4771 7031

P = 0.95 2612 3465 2662 3716 2812 4470 5776 7584

P = 0.975 3064 3817 3064 4018 3164 4671 6579 8086

P = 0.99 3566 4219 3516 4470 3566 4821 7483 9040
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Fig. 16. Forecast results of national loss load in the next 3, 5 and 8 years

the uncertainty and volatility of wind power and photovoltaic power generation. When
the proportion of new energy exceeds 40%, the increase of system loss load is obvious.
At this time, the impact of new energy on power supply will become the main problem
faced by the power system. Under the same confidence, the loss load also shows an
increasing trend with the increase of years, which is mainly caused by the continuous
expansion of installed capacity.
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6 Summary

In order to better achieve China’s “double carbon” goal, the low-carbon development of
the power industry is imperative. Vigorously develop new energy, gradually withdraw
traditional energy on the basis of new energy security and reliability, build a new power
system and promote the transformation of clean energy is the only way to achieve
carbon peak and carbon neutralization. Starting from the development status of China’s
power system, this paper analyzes the current new energy power generation and installed
capacity ratio. The evolution model of blackout accident after the addition of new energy
is established, and then three risk scenarios are proposed. The impact of the uncertainty
and fluctuation of new energy output on the safe and stable operation of power system is
obtained, and the risks and challenges faced after the access of new energy are revealed.
In the future, it is necessary to further study the coordinated evolution path between the
withdrawal of traditional energy and the development of clean energy, as well as the
integration with energy meteorology and extreme weather new energy power generation
early warning.
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Defense Framework of Blackout Events Based on Holistic View of National Security. No.5100-
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Abstract. With the rapid development of new energy resources and the economic
consideration for the construction of the grid, the four-terminal and above lines
are being used more and more, but subject to technical and other conditions, the
fault ranging of the current multi-terminal line is mostly single-terminal rang-
ing achieved by distance protection, which has large errors when a single-phase
ground fault occurs via transition resistance. In this paper, a double-terminal data
ranging method is introduced for multi-terminal line faults based on the combined
sequence component. First, the fault section selection is performed by the com-
bined sequence component bucking voltage algorithm. Then the fault ranging is
performed based on the fault section selection results with the analog information
collected at the first end of the faulty branch and the virtual analog information at
the nearest T-point of the branch. After theoretical analysis and RTDS simulation
experiments, it is verified that the above fault ranging methods can accurately
range the multi-terminal line faults under various conditions of line faults.

Keywords: Multi-terminal Lines · Fault Ranging · Fault Section Selection ·
Fault Sequence Components

1 Introduction

With a large number of new energy sources such as wind power and photovoltaics
connected to the grid, four-terminal and above lines are increasingly applied in high-
voltage grids based on considerations such as saving equipment investment, reducing
land acquisition area and improving the efficiency of circuit usage [1–4]. Transmission
lines are the most fault-prone parts of the power system. After a fault occurs to a line,
a rapid and accurate determination of the fault point is of great importance for timely
troubleshooting to restore the power supply. The existing fault location methods for
transmission lines are mainly for single-terminal, two-terminal or three-terminal lines
[5–10]. Less research has been conducted on four-terminal and multi-terminal lines with
more complex structures. Therefore, it is of great significance for studying accurate and
fast fault ranging methods for multi-terminal transmission lines.
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For the line fault ranging algorithms, currently, the traveling wave method and
impedance method are widely used. However, the traveling wave method is susceptible
to interference of catadioptric wave, or relies on high-precision clock when detecting
the traveling waves, with more difficulties in engineering. The conventional impedance
ranging algorithm in multi-terminal lines is susceptible to the impact of transition resis-
tances and out-flowing currents, resulting in large ranging errors. With the widespread
application of fiber optic channels and longitudinal differential protection in the con-
struction of grids, multi-terminal lines can be used for fast and accurate ranging of
multi-terminal lines by using the voltage and current at each terminal and calculating
the bucking voltage at each T-junction with the combined sequence component for fault
section selection, and then range the data from both terminals of the faulty branch after
section selection [11, 12].

2 Problems in Conventional Fault Ranging Methods
and Four-Terminal Lines

The travelingwavemethod uses the travelingwave information after the fault for ranging,
and is divided into single-terminal ranging and double-terminal ranging methods [13–
16].

1) Traveling wave method
The single-terminal traveling wave ranging method uses the data obtained from one side
of the line for ranging, the principle of which is shown in Fig. 1:

1i 2i

3i

4i5i

Fig. 1. Schematic Diagram for Single-terminal Traveling Wave Ranging Principle

The ranging formula is:

DMF = 1

2
v1�t (1)

where v1 is the line-mode wave velocity, and�t is the time difference between the initial
traveling wave at the fault point felt at the measuring terminal M and the reflected wave
after it reaches the fault point. If the location of the fault point is close to the N side, the
reflected wave first detected on the M side will turn to i4, at which point the calculation
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formula is different. If there is still a line behind the M side, it will also be disturbed
by the reflected waves i5 behind it, which will affect the ranging results. The key to the
single-terminal method in ranging is the accurate detection of the reflected wave head
at the fault point.

The double-terminal ranging method uses the time difference between the arrivals
of the first fault traveling wave at both terminals for ranging, with its ranging formula
as:

DMF = 1

2
[L + v1(tM 1 − tN1)] (2)

The double-terminal ranging method can complete the ranging by just identifying
the exact time when the initial traveling wave reaches both terminals of the line at the
fault point, without identifying the reflected wave, with higher ranging reliability, so it
has been more widely used. The double-terminal ranging requires synchronization of
the clocks of the ranging equipment on both sides of the line, which also requires high
accuracy of the timing clocks. The uncertainty of traveling wave velocity also affects the
ranging results. The travelingwave velocity will be calibrated automatically, as proposed
in this paper, which can reduce the influence of traveling wave velocity on fault ranging.

Suppose the traveling wave ranging algorithm is used in a four-terminal line. In
that case, it is difficult to apply the ranging method based on the detection of traveling
wave information in a multi-terminal transmission line considering its more branches,
more complex refraction and reflection of traveling waves at multiple T-nodes, and more
disturbances in detecting traveling waves.

2) Impedance Method
The impedance method is also divided into single-terminal ranging and double-terminal
ranging, and the single-terminal ranging formula is:

ZM = UM

IM
= ZLMF + IF

IM
RF (3)

whereUM is the voltage on theM side, IM is the current on theM side,Z is the impedance
per unit length of the line, LMF is the distance from theM side to the fault point, IF is the
short-line current at the fault point, and RF is the transition resistance at the fault point.
It can be seen that when there is a short circuit with transition resistance, it can result in
large errors in single-terminal ranging.

The double-terminal ranging is calculated using data from both sides of the line.

UM = IM ZLMF + IFRF

UN = INZ(L − LMF ) + IFRF
(4)

The effect of the transition resistance RF can be eliminated by subtracting the two
formulas, and then the following results can be obtained:

LMF = UM − UN + INZL

(IM + IN )Z
(5)

where UM and UN are the voltage on the M side and N side, respectively, IM and IN are
the current on the M side and N side, Z is the impedance per unit length of the line, LMF
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is the distance from the M side to the fault point, and RF is the transition resistance at
the fault point.

In four-terminal lines, if the single-terminal fault ranging algorithm is used, at most,
only one terminal of the line can be accurately ranged for metallic faults, and other
ends cannot be accurately ranged due to the existence of branches; for high-resistance
grounding faults, the single-terminal ranging algorithm is not applicable. Also, due to the
presence of branches, the conventional double-terminal ranging method, which directly
uses analog data from both ends of the line, cannot be directly applied to multi-terminal
lines.

3 Implementation Methods for the Ranging of Four-Terminal Line
Faults

3.1 Introduction to the Typical Four-Terminal Transmission System

A typical four-terminal transmission system is shown in Fig. 2, where M, P, Q, and N
can be either power system or load, and there are two intersections in the line, defined as
T1 and T2, respectively. Referring to the definition of a three-terminal transmission line,
the section from the four endpoints to their nearest T points is defined as a section of the
line area, with the branch M-T1 as Section 1, the branch P-T1 as Section 2, the branch
N-T2 as Section 3, the branch Q-T2 as Section 4, and the branch T1-T2 as Section 5.

Section Section 

Section 

Section 

Section 

Fig. 2. Typical Four-terminal line Transmission System

3.2 Setting of Line Parameters

The conventional line protections are installed near the switch at M, P, Q and N terminal,
to collect the three-phase voltage U̇a, U̇b, U̇c and three-phase current İa, İb, İc respec-
tively. Each line protection sets the value of the positive-sequence impedance Z1_n and
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zero-sequence impedance Z0_n and the section line length Ln according to the line from
the relay location to the nearest T node (where n = 1, 2, 3, 4, indicating the number
of each section/branch). Based on the above system parameters, the Relay Protection
Device at each terminal can complete themetallic fault ranging in each area by the single-
terminal impedance ranging principle, but all parameters of Section 5 are unknown, so
the conventional single-terminal and double-terminal impedance ranging algorithms are
unable to complete the fault ranging in Section 5.

3.3 Methods for Obtaining the Parameters of Section 5

Limited by the insulation layer of the transmission cables, the general T-connection
transmission line method is applied on the overhead line. For the four-terminal trans-
mission system shown in Fig. 2, it is assumed that Section 1 and Section 5 have the same
line parameters per kilometer (overhead lines or cables). In this paper, the four-terminal
line differential protection adopts the approach of “one master and multiple slaves”, that
is, the four-terminal line takes one terminal as the host, the other three terminals as the
slaves, and the analog, switching value, and line parameter information of the slave are
gathered to the host, which will trip the slaves jointly upon the completion of the fault
discrimination, and send the fault ranging information to the slaves.

When the multi-terminal differential protection system adopts the approach of “one
master and multiple slaves”, the terminal with the largest identification code among the
four-terminal line protections is selected as the host (e.g. Section 1 above serves as the
host). For the problem that the line parameters of Section 5 cannot be obtained directly,
a method for automatically calculating the line parameters of Section 5 at the host is
proposed below. When the longitudinal fiber channels of the four-terminal are normal
and each end relay is in normal operation, the load current İ1_t1 = İ1_1 + İ1_2 at point T1
is calculated (İ1_1 and İ1_2 are the positive-sequence currents at the installation point of
the relay in Section 1 and Section 1, respectively), and when the load current is greater
than 0.1 In (0.1 times the rated current), the virtual bucking voltage of the system at
each terminal is calculated, as shown in Fig. 1, with branch M–T1 as Section 1, branch
N-T2 as Section 3, branch Q-T2 as Section 4, and branch T1-T2 as Section 5. The virtual
bucking voltage converted to point T at each relay installation point of the branch is:

U̇1_t_n = U̇1_n − İ1_nZ1_n (6)

Calculate |U̇1_t_1 − U̇1_t_2|, |U̇1_t_1 − U̇1_t_3| and |U̇1_t_1 − U̇1_t_4| respectively
to obtain the smallest of the three values and identify the section sharing T1 point (for
example, |U̇1_t_1−U̇1_t_2| is the smallest of the three values, then Section 2 and Section 1
share T1 point); the section where the other two-terminal system is located shares T2
point. (Where n=1, 2, 3, 4, 5, indicating the number of each section/branch respectively),
U̇1_t_n is the positive-sequence virtual bucking voltage of branch n converted to the T-
point, U̇1_n is the positive-sequence voltage at the relay installation point of branch n,
and İ1_n is the positive-sequence current at the relay installation point of branch n.

Continue to calculate the current İ1_t1 = İ1_1 + İ1_2 at the T1 point; the current
İ1_t2 = İ1_3 + İ1_4 at T2 point.

Calculate the ratio kT1−T2 = |U̇1_t_1−U̇1_t_3|
|İ1_t1|·|Z1_1| of positive-sequence impedance of

Section 5 line T1-T2 to Section 1.
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3.4 Fault Location

The fault location of the four-terminal lines can be divided into two steps. The first step
is the initial location, using the intersection of T1 and T2 shown in Fig. 2 as the dividing
point to divide the line into left, middle and right sections, with Section 1 and Section 2 as
the left section, Section 5 as the middle section, and Section 3 and Section 4 as the right
section. The second step is the detailed location. If the fault is located in the left section
or right section, the fault point shall be further located based on the virtual voltage at
points T1 and T2. The detailed fault location process is as follows:

After the line relay trips, the fault area is located, and the virtual bucking voltage at
the intersection of points T1 and T2 is recalculated with the fault’s positive-sequence,
negative-sequence, and zero-sequence networks when there is an internal fault.

U̇ϕ_t_n = U̇ϕ_n − ((İϕ_n − İ0_n)Z1_n + İ0_nZ0_n) (7)

(Where n = 1, 2, 3, 4, indicating the number of each section, ϕ = a, b, c corresponding
to phase A, phase B and phase C of the line. For example, U̇a_1 indicates the phase-A
voltage at the relay installation point in Section 1; İa_1 indicates the phase-A current
at the relay installation point in Section 1), İa_1 is the virtual bucking voltage of each
phase converted to point T in Section n, U̇ϕ_n is the voltage of each phase at the relay
installation point in section n; İϕ_n is the current of each phase at the relay installation
point in section n, and İ0_n is the calculated zero-sequence current at the relay installation
point in section n.

The method to locate the fault preliminarily: Determine the phase of ϕ according
to the line protection trip phase. Determine |U̇ϕ_t_1 − U̇ϕ_t_2| < Uset and |U̇ϕ_t_3 −
U̇ϕ_t_4| < Uset , , respectively (Uset can be 0.05 * UN, that is, 0.05 times the rated
voltage), if the above two conditions are met, the fault is located in the line T1-T2, that
is, the fault within the Section 5; if only one of the above two conditions is not met,
then the fault is located in the corresponding two branches. For example, in case of
|U̇ϕ_t_1 − U̇ϕ_t_2| ≥ Uset , then the fault point is located in Section 1 or Section 2; in case
of |U̇ϕ_t_3 − U̇ϕ_t_4| ≥ Uset , then the fault point is located in Section 3 or Section 4; if
the above two conditions are not met, then the fault is located within the larger value of
|U̇ϕ_t_1 − U̇ϕ_t_2| and |U̇ϕ_t_3 − U̇ϕ_t_4|. For example, if |U̇ϕ_t_1 − U̇ϕ_t_2| > |U̇ϕ_t_3 −
U̇ϕ_t_4|, then the fault point is located in Section 1 or Section 2; if |U̇ϕ_t_1 − U̇ϕ_t_2| <

|U̇ϕ_t_3 − U̇ϕ_t_4|, then the fault point is positioned in Section 3 or Section 4.
Themethod to locate the fault in detail: If the fault is located in Section 1 or Section 2.

The virtual bucking voltage U̇ϕ_t_js at point T1 is first calculated using the virtual bucking
voltage at point T2. U̇ϕ_t_js = U̇ϕ_t_3 − ((İϕ_t2 − İ0_t2)kT1−T2Z1_1 + İ0_t2kT1−T2Z0_1),
where İϕ_t2 is the fault phase current at point T2, İϕ_t2 = İϕ_3 + İϕ_4 (İϕ_n is the
fault phase current measured at the relay installation point in Section n); İ0_t2 is the
zero-sequence current İ0_t2 = İ0_3 + İ0_4 at point T2; Z1_1 and Z0_1 are the same as
Z1_n and Z0_n above. Compare the value of |U̇ϕ_t_1 − U̇ϕ_t_js| and |U̇ϕ_t_2 − U̇ϕ_t_js|,
if |U̇ϕ_t_1 − U̇ϕ_t_js|> |U̇ϕ_t_2 − U̇ϕ_t_js|, the fault point is located in Section 1; if
|U̇ϕ_t_1 − U̇ϕ_t_js|< |U̇ϕ_t_2 − U̇ϕ_t_js|, the fault point is located in Section 2.

If the fault is located in Section 5, İϕ_t1 = İϕ_1 + İϕ_2 and İϕ_t2 = İϕ_1 + İϕ_2 shall
be used directly for double-terminal ranging.
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3.5 Selection of the Double-Terminal Ranging Fault Quantity

The basic principle of double-terminal ranging requires selecting a section of linewithout
branches and obtaining the current vectors synchronized at both terminals of the section
[17–20].After determining the exact fault section according to themethod in the previous
subsection, the synchronous current vectors at both terminals of the line are obtained
using this line section as the study object.

If the fault point is located in Section 1, the fault current selected by double-terminal
ranging is the current İϕ_1 at the relay installation point in branch 1 and the calculated
current İϕ_t1, İϕ_t1 = İϕ_2+İϕ_3+İϕ_4 at point T1; if the fault point is located in Section 2,
the fault current selected by double-terminal ranging is the current İϕ_2 at the relay
installation point in branch 2 and the calculated current İϕ_t1, İϕ_t1 = İϕ_1 + İϕ_3 + İϕ_4
at point T1; if the fault point is located in Section 3, the fault current selected by double-
terminal ranging is the current İϕ_3 at the relay installation point in branch 3 and the
calculated current İϕ_t2, İϕ_t2 = İϕ_1 + İϕ_2 + İϕ_4 at point T2; if the fault point is
located in Section 4, the fault current selected by double-terminal ranging is the current
İϕ_4 at the relay installation point in branch 4 and the calculated current İϕ_t2, İϕ_t2 =
İϕ_1 + İϕ_2 + İϕ_3 at point T2; if the fault point is located in Section 5, the incoming line
of İϕ_t1 = İϕ_1 + İϕ_2 and İϕ_t2 = İϕ_1 + İϕ_2 is used for double-terminal ranging.

The double-terminal ranging algorithm is implemented in the four-terminal longitu-
dinal differential protection system by virtue of the above methods.

Taking the fault of branch M-T1 in Section 1 as an example, the double-terminal
ranging method used in this paper is:

k = İ2_t1Z2_1 + U̇2_t_js − U̇2_1

(İ2_1 + İ2_t1)Z2_1
(8)

k = İ1_t1Z1_1 + U̇1_t_js − U̇1_1

(İ1_1 + İ1_t1)Z1_1
(9)

where U̇2_t_js and U̇2_1 are the negative-sequence voltage at the relay installation points
on point T and branch 1 of the line, respectively; U̇1_t_js, U̇1_1 is the positive-sequence
voltage at the relay installation points on point T and branch 1 of the line, respectively;
İ2_t1, İ2_1 is the negative-sequence current at the relay installation points on point T1
and branch 1 of the line, respectively; İ1_t1, İ1_1 is the negative-sequence current at the
relay installation points on point T1 and branch 1 of the line, respectively; Z2_1,Z1_1,
Z2_1 = Z1_1 is the negative-sequence impedance and positive-sequence impedance of
branch M-T in Section 1; k is the per-unit value of the fault ranging.

For asymmetric faults, the double-terminal fault ranging is completed using Formula
(8), and for symmetric faults, the double-terminal fault ranging is completed using
Formula (9).
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4 RTDS Simulation Verification

A typical four-terminal line system model is built, as shown in Fig. 3:

Fig. 3. A typical four-terminal line system model

MT1 is set to 50 km, PT1 is set to 25 km, T1T2 is set to 5 km, QT2 is set to 25 km,
and NT2 is set to 50 km. M and Q are simulated as the power sides, P as the load side,
and N as the system side (Table 1).

Table 1. The line parameters

No. Name Parameter

1 M-T1 Line length 50 km

2 P-T1 Line length 25 km

3 T1-T2 Line length 5 km

4 Q-T2 Line length 25 km

5 N-T2 Line length 50 km

6 Positive-sequence resistance 0.1 ohms/km

7 Positive-sequence reactance 0.4 ohms/km

8 Zero-sequence resistance 0.5 ohms/km

9 Zero-sequence reactance 1.2 ohms/km

10 PT change 110 kV/0.1 kV

11 CT on-load voltage ratio 600 A/1 A

Set up five fault points K1-K5 on the line and perform metallic and short-line fault
via the transition resistance. The ranging results on the recording equipment are shown
in the following tables (Tables 2 and 3):
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Table 2. The ranging results of perform metallic fault

No. Fault point Fault phase Section selection
results

Ranging results

1 Section 1 (50 km)
5%, 2.5 km

AN 1 2.567

2 ABN 1 2.347

3 AB 1 2.504

4 ABC 1 2.498

5 Section 1 (50 km)
50%, 25 km

BN 1 24.959

6 BCN 1 25.096

7 BC 1 25.104

8 ABC 1 25.037

9 Section 1 (50 km)
95%, 47.5 km

CN 1 47.44

10 CAN 1 47.636

11 CA 1 47.671

12 ABC 1 47.549

13 Point T1 AN 5 0

14 ABN 5 0

15 AB 5 0

16 ABC 5 0

17 Section 2 (25 km)
5%, 1.25 km

AN 2 1.22

18 ABN 2 1.12

19 AB 2 1.3

20 ABC 2 1.13

21 Section 2 (25 km)
50%, 12.5km

BN 2 12.64

22 BCN 2 12.23

23 BC 2 12.25

24 ABC 2 12.41

25 Section 2 (25 km)
95%, 23.75km

CN 2 23.82

26 CAN 2 23.61

27 CA 2 23.58

28 ABC 2 23.70

29 Section 3 (50 km)
5%,2.5 km

AN 3 2.52

30 ABN 3 2.33

31 AB 3 2.38

32 ABC 3 2.45

(continued)
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Table 2. (continued)

No. Fault point Fault phase Section selection
results

Ranging results

33 Section 3 (50 km)
50%, 25 km

BN 3 25.02

34 BCN 3 24.98

35 BC 3 24.97

36 ABC 3 24.98

37 Section 3 (50 km)
95%, 47.5 km

CN 3 47.52

38 CAN 3 47.53

39 CA 3 47.55

40 ABC 3 47.53

41 Point T2 CN 5 5

42 CAN 5 5

43 CA 5 5

44 ABC 5 5

45 Midpoint of T1T2
At 2.5 km

CN 5 2.56

46 CAN 5 2.52

47 CA 5 2.54

48 ABC 5 2.48

Table 3. The ranging results of short-line fault via the transition resistance (10 ohms between
phases, and 100 ohms for grounding)

No. Fault point Fault phase Section selection
results

Ranging results

1 Section 1 (50 km)
5%, 2.5 km

AN 1 2.53

2 ABN 1 2.88

3 AB 1 2.92

4 ABC 1 2.69

5 Section 1 (50 km)
50%, 25 km

BN 1 25.19

6 BCN 1 25.53

7 BC 1 25.54

8 ABC 1 25.27

(continued)
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Table 3. (continued)

No. Fault point Fault phase Section selection
results

Ranging results

9 Section 1 (50 km)
95%,47.5 km

CN 1 47.9

10 CAN 1 48.03

11 CA 1 48.13

12 ABC 1 47.80

13 Point T1 AN 5 0

14 ABN 5 0

15 AB 5 0

16 ABC 5 0

17 Section 2 (25 km)
5%, 1.25 km

AN 2 1.17

18 ABN 2 1.27

19 AB 2 1.39

20 ABC 2 1.22

21 Section 2 (25 km)
50%, 12.5 km

BN 2 12.58

22 BCN 2 11.96

23 BC 2 11.92

24 ABC 2 12.19

25 Section 2(25 km)
95%, 23.75 km

CN 2 23.70

26 ABN 2 23.91

27 BC 2 23.65

28 ABC 2 23.82

29 Section 3 (50 km)
5%, 2.5 km

AN 3 2.59

30 ABN 3 2.86

31 AB 3 2.84

32 ABC 3 2.70

33 Section 3 (50 km)
50%,25 km

BN 3 25.14

34 BCN 3 25.44

35 BC 3 25.52

36 ABC 3 25.23

37 Section 3 (50 km)
95%, 47.5 km

CN 3 47.78

38 CAN 3 48.00

39 CA 3 48.05

40 ABC 3 47.79

(continued)
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Table 3. (continued)

No. Fault point Fault phase Section selection
results

Ranging results

41 Point T2 CN 5 5

42 CAN 5 5

43 CA 5 5

44 ABC 5 5

45 Midpoint of T1T2
At 2.5 km

CN 5 2.47

46 BCN 5 2.27

47 AB 5 2.39

48 ABC 5 2.62

The above simulation results show that this ranging method can accurately distin-
guish the section where the fault occurs, regardless of metallic faults or grounding faults
through transition resistance, and its double-terminal ranging results are not affected by
the power augmentation or load draw.

5 Conclusion

The differential protection of four-terminal and above lines has been used in many
scenarios. The “master” can easily obtain each terminal’s voltage and current information
through the optical fiber. Based on the fixed parameters of the existing line protection,
by using virtual bucking voltage, the method proposed in this paper can locate the fault
branch after the initial fault section selection and detailed fault section selection, and
further deduce the synchronous current vector at both terminals of the fault branch, and
finally realize the double-terminal ranging of the four-terminal line.

The method described in this paper has been applied to the NSR-300 series of
four-terminal line differential protection devices developed by our Company, with its
feasibility and accuracy verified by RTDS simulation experiments. It has passed the test
and verification of the Experimental Verification Center of State Grid Electric Power
Research Institute.
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Abstract. With the wide application of power electronic devices (PED), the char-
acteristics of the grid fault vary greatly. The grid voltage/current exhibits the time-
varying amplitude/frequency characteristics under asymmetrical fault conditions,
which have brought new challenges to power system asymmetrical fault analy-
sis. However, the method of symmetrical components based on phasors, which
is a traditional method, assumes that the amplitude/frequency of the grid volt-
age/current remains constant and consequently does not apply to the time-varying
amplitude/frequency problem. Hence, this paper proposes a method of conju-
gate vectors for the dynamic analysis of asymmetrical-faulted grid. The proposed
method constructs a forward network, a reverse network, and an impulse network
coupled at the fault point by employing rotating vectors. Taking a single-phase
ground fault as an example, the dynamic analysis process is introduced. The accu-
racy of the analysis results is validated with simulation models. It indicates that
the proposed method applies to dynamic analysis of asymmetrical-faulted grid
under time-varying amplitude/frequency circumstances.

Keywords: Asymmetrical Fault Analysis · Time-varying Amplitude/frequency ·
Conjugate Vectors Method · Dynamic Analysis · Rotating Vectors

1 Introduction

As the proportion of PED such as voltage source converter (VSC)-based devices in the
power system gradually increases, there have beenmany severe accidents such as doubly
fed induction generator (DFIG)-based wind turbines (WT) disconnection caused by
asymmetrical faults, destroying stable operation and causing serious social impacts [1–
3]. Relay protection is the first line defense for the stable operation of power systems, and
asymmetrical fault analysis is the basis of relay protection [4, 5]. Considering most grid
faults are asymmetrical faults, it is urgent to conduct in-depth research on asymmetrical
fault analysis of power system excited by PED.

Aiming at the target, some studies have been published and can be categorized into
the following aspects. Firstly, the electromagnetic transient program (EMTP)-based sim-
ulations are employed to accurately reflect the complete dynamic process of the instan-
taneous values of electrical quantities during an asymmetrical fault [6–9]. However, the
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simulations are too complicated to apply to the actual large-scale system asymmetrical
fault analysis. Secondly, some studies ignore the complex characteristics of PED and
equivalent them as controlled current/voltage sourceswith constant amplitude/frequency
[10–14]. Hence, the method of symmetrical components can be applied which fails to
reflect the actual dynamic process. Themethod of symmetrical components is applicable
only if it is assumed that the amplitude/frequency of the grid voltage/current remains
constant. Contrary to this assumption, the grid voltage/current presents the time-varying
amplitude/frequency characteristics under the condition of asymmetrical fault in the
power system dominated by PED. The reasons are as follows [15–17]: (1) Control loops
with different bandwidths are cascaded with each other. The dynamic change of the
output of the slower time scale control affects the input of the faster time scale control,
which in turn makes the output of the faster time scale control change dynamically;
(2) The power electronic device performs sequential switching of internal control and
protection circuits according to the grid code requirements and transforms the refer-
ence value of the control or the control structure of software and hardware, and then
affects the output of the control. (3) The control techniques have non-ideal character-
istics in the transient process (such as the sequence decomposition of phase-locked
loop/current controller). These factors all lead to the time-varying amplitude and fre-
quency of the internal voltage in the PED. Therefore, the grid voltage/current cannot be
described by phasors whose amplitude and frequency remain constant under asymmet-
rical faults. Some studies perceive the time-varying amplitude/frequency characteristics
and propose a method of time-varying amplitude/frequency symmetrical components
[18]. This method developed corresponding concepts such as positive sequence time-
varying amplitude/frequency phasor, while how to calculate different sequence time-
varying amplitude/frequency phasors and perform corresponding asymmetrical fault
analysis have not been discussed yet.

Considering the internal voltage of PED is controlled mostly by employing the space
vector pulse width modulation (SVPWM) technique, this paper utilizes rotating vectors
to model time-varying amplitude/frequency electrical quantities. However, one vector
cannot describe the three-phase quantity when ground faults occur. Hence, the main
obstacle of network asymmetrical fault analysis excited by PED is how to construct a
group of rotating vectors that can not only describe the characteristics of time-varying
amplitude/frequency, but also have a reversible transformation relationship with three-
phase electrical quantities to make calculation convenient.

The rest of this paper is organized as follows. In Sect. 2, general circuit equations
in the instantaneous value are introduced. Then, the conjugate rotating vectors response
principle is proposed in Sect. 3. Furthermore, the asymmetrical fault analysis process
is introduced by taking a single-phase-to-ground fault as an example in Sect. 4. The
accuracy of the analytical expressions is validated in Sect. 5. Finally, conclusions are
drawn in Sect. 6.

2 General Circuit Equations Under Asymmetrical Faults

Before performing fault analysis, it is necessary to model the characteristic of passive
components under the condition of time-varying amplitude and frequency. The origi-
nal mathematical relationships of passive components are the proportional, differential,
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and integral relationships of instantaneous value electrical quantities. The Heaviside’s
operator p [19] which donates d

dt is exploited as the Eq. (1) shows.

uR(t) = RiR(t)
uL(t) = LpiL(t)
uC(t) = 1

Cp iC(t)
(1)

The expressions containing Heaviside’s operator p such as Lp or 1/Cp are called
resistance operator, which satisfy algebraic rules [20].

The studied system is shown in Fig. 1, which is a simplified generic network. ut(t)
is a three-phase voltage source with arbitrary time-varying amplitude/frequency. Ls is
the self-inductance of the whole transmission lines and Lm is the mutual-inductance of
the whole transmission lines. Assuming the transmission lines are fully transposed and
ignore the resistance, the faulted grid remains symmetrical except for the faulted branch.
The point f donates the fault point and the point m donates a random point of the whole
transmission line. it(t) is the transmission line current. uf(t) is the voltage at the faulted
point. if(t) is the current in the faulted branch.

asymmetrical faults

f uf(t)

if(t)

ut(t)

it(t)m

Fig. 1. A simplified generic asymmetrical-faulted network

The relationship between it, ut and uf can be written as the Eq. (2) shows.
⎡
⎣
uta
utb
utc

⎤
⎦ −

⎡
⎣
ufa
ufb
ufc

⎤
⎦ =

⎡
⎣

Lsp Lmp Lmp
Lmp Lsp Lmp
Lmp Lmp Lsp

⎤
⎦

⎡
⎣
ita
itb
itc

⎤
⎦ (2)

Transforming (2) into stationary αβ0 coordinates by Clarke transformation yields
⎡
⎣
utα
utβ
ut0

⎤
⎦ −

⎡
⎣
ufα
ufβ
uf0

⎤
⎦ =

⎡
⎣

(Ls − Lm)p 0 0
0 (Ls − Lm)p 0
0 0 (Ls + 2Lm)p

⎤
⎦

︸ ︷︷ ︸
A1(p)

⎡
⎣
itα
itβ
it0

⎤
⎦ (3)

where the matrix A1(p) represents the characteristic of the transmission lines.
The relationship between if and uf can be written as the Eq. (4) shows.

⎡
⎣
ifα
ifβ
if0

⎤
⎦ = Af(p)

⎡
⎣
ufα
ufβ
uf0

⎤
⎦ (4)
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where the matrix Af(p) represents the characteristics of different asymmetrical fault
conditions.

Taking the A-phase-to-ground fault as an example, Af(p) can be described as

Af(p) = 1

Rf + Lfp

⎡
⎣

2
3 0 2

3
0 0 0
1
3 0 1

3

⎤
⎦ (5)

where Rf + Lf p is the grounding resistance operator.
According to Kirchhoff’s current law, the relationship between if and it can be

described as
⎡
⎣
ifα
ifβ
if0

⎤
⎦ =

⎡
⎣
itα
itβ
it0

⎤
⎦ (6)

if can be rewritten as the Eq. (7) shows by resolving (3), (4) and (6).

⎡
⎣
ifα
ifβ
if0

⎤
⎦ = Af(p)

[
Af(p)A1(p) + E

]−1

︸ ︷︷ ︸
At(p)

⎡
⎣
utα
utβ
ut0

⎤
⎦ (7)

where the matrix At(p) is a 3 × 3 matrix, the elements in the matrix are only related to
the line parameters and faulted branch parameters.

3 Conjugate Rotating Vectors Response Principle

Before decomposing theEq. (7) further, introduce the conjugate rotating vectors response
principle.

Given a generic three-phase system with arbitrary voltage/current described by a
transfer matrix in the stationary αβ0 coordinate

[
iα
iβ

]
=

[
D11 D12

D21 D22

][
uα

uβ

]
(8)

where D11,D12,D21,D22 can be arbitrary resistance operators.
The Eq. (8) can be expressed in terms of rotating vectors as the Eq. (9) [21, 22].

Iαβ =
(
D11 + D22

2
+ j

D21 − D12

2

)
Uαβ +

(
D11 − D22

2
+ j

D21 + D12

2

)
Uαβ (9)

where Iαβ = iα + jiβ, Uαβ = uα + juβ, Uαβ = uα − juβ.
The Eq. (9) represents the conjugate rotating vectors response principle, which indi-

cates that the forward rotating current vector response can be decomposed into the
superposition of the forward rotating voltage vector and its conjugate vector, viz. Reverse
rotating voltage vector exciting different resistance operators respectively.
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For the Eq. (7), the elements in At(p) can be replaced by symbols as the Eq. (10)
shows.

⎡
⎣
ifα
ifβ
if0

⎤
⎦ =

⎡
⎣
f11(p) f12(p) f13(p)
f21(p) f22(p) f23(p)
f31(p) f32(p) f33(p)

⎤
⎦

⎡
⎣
utα
utβ
ut0

⎤
⎦ (10)

where f11(p), f22(p),…are the corresponding resistance operators in the matrix At(p).
The zero-axis component behaves as synchronous oscillations on the three-phase

axes. The vector sum of the zero-axis components is 0 on the three-phase axes under all
circumstances, which fails to reflect the zero-axis components in terms of the composite
vector. Therefore, the zero-axis component needs to be vectorized.

If we define the complex plane consisting of the real α-axis and the imaginary β-
axis as the first complex plane, then the second complex plane can be defined as the
complex plane with the real α’-axis and the imaginary β’-axis, and furthermore the real
α’-axis overlaps the zero-axis. Therefore, the zero-axis component can be regarded as an
alternate signal whose real part is nonzero and imaginary part equals zero. Furthermore,
the zero-axis component is constructed as a vector, which is called the impulse rotating
vector, pulsating along the real axis on the second complex plane. To distinguish the
second complex plane from the first complex plane, an additional ’will be used in
superscripts and subscripts. For example, the zero-axis component ut0 in the Eq. (10)

is constructed as an impulse rotating vector Uα′β′
t on the second complex plane which

satisfies the Eq. (11).

Uα′β′
t = ut0α′ + jut0β′ (11)

where ut0α ’= ut0, ut0β ’= 0.
According to the two complex planes, the Eq. (10) can be rewritten as the Eq. (12)

shows.
⎡
⎢⎢⎣

ifα
ifβ
if0β′
if0β′

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

f11(p) f12(p) f13(p) 0
f21(p) f22(p) f23(p) 0
f31(p) f32(p) f33(p) 0
0 0 0 0

⎤
⎥⎥⎦

⎡
⎢⎢⎣

utα
utβ
ut0α′
ut0β′

⎤
⎥⎥⎦ (12)

where if0α′ = if0, if0β′ = 0.
Applying the conjugate rotating vectors response principle to the Eq. (12), we have

Iαβ
f =

[
f11(p) + f22(p)

2
+ j

f21(p) − f12(p)

2

]
Uαβ
t

+
[
f11(p) − f22(p)

2
+ j

f21(p) + f12(p)

2

]
Uαβ
t

+
[
f13(p) + 0

2
+ j

f23(p) − 0

2

]
Uα′β′
t +

[
f13(p) − 0

2
+ j

f23(p) + 0

2

]
Uα′β′
t (13)

Considering ut0β ’= 0, Uα′β′
t and Uα′β′

t both are the same impulse rotating voltage
vector whose real part is ut0α ’and imaginary part equals zero. Hence, we can obtain that
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Uα′β′
t = Uα′β′

t . Based on this, the Eq. (13) can be simplified as

Iαβ
f =

[
f11(p) + f22(p)

2
+ j

f21(p) − f12(p)

2

]

︸ ︷︷ ︸
h1(p)

Uαβ
t

+
[
f11(p) − f22(p)

2
+ j

f21(p) + f12(p)

2

]

︸ ︷︷ ︸
h2(p)

Uαβ
t + [

f13(p) + jf23(p)
]

︸ ︷︷ ︸
h3(p)

Uα′β′
t

= h1(p)U
αβ
t + h2(p)U

αβ
t + h3(p)U

α′β′
t (14)

The following equation can be obtained by the same means as

Iα
′β′

f = h4(p)U
αβ
t + h5(p)U

αβ
t + h6(p)U

α′β′
t (15)

According to the Eq. (14) and the Eq. (15), the forward rotating current vector Iαβ
f

consists of three parts, which is the superposition of the forward rotating voltage vector

Uαβ
t exciting the forward resistance operator, the reverse rotating voltage vector Uαβ

t

exciting the reverse resistance operator, and the impulse voltage vectorUα′β′
t exciting the

impulse resistance operator; the impulse current vector Iα
′β′

f also consists of three parts,

which is the superposition of Uαβ
t , Uαβ

t and Uα′β′
t exciting the another three resistance

operators.

4 Asymmetrical Fault Analysis Process

Asymmetric fault analysis usually focuses on the characteristics and distribution of
three-phase electrical quantities in the power system. How to convert the current vectors
shown in the Eq. (14) and (15) to the current in the three-phase coordinate is the key
problem to be solved in this section.

From Sect. 2 and Sect. 3 mentioned, an arbitrary time-varying amplitude and fre-
quency three-phase voltage sourceut can be transformed into the forward rotating voltage

vectorUαβ
t , the reverse rotating voltage vectorUαβ

t , and the impulse voltage vectorUα′β′
t

by the Clarke transformation and the conjugate rotating vectors response principle. The
overall transformation is given by

⎡
⎢⎣

Uαβ

Uαβ

Uα′β′

⎤
⎥⎦ = 2

3

⎡
⎣
1 ej2π/3 ej4π/3

1 ej4π/3 ej2π/3

1
2

1
2

1
2

⎤
⎦

︸ ︷︷ ︸
C

⎡
⎣
ua
ub
uc

⎤
⎦ (16)

where C is a vectorization matrix to transform three-phase instantaneous electrical
quantities into three rotating vectors, whose inverse transformation is given by

C−1 = 1

2

⎡
⎣

1 1 2
ej4π/3 ej2π/3 2
ej2π/3 ej4π/3 2

⎤
⎦ (17)
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Similarly, the three-phase current if can be transformed into the forward rotating

current vector Iαβ
f , the reverse rotating current vector Iαβ

f , and the impulse current vector

Iα
′β′

f by the matrix C. The three current vectors can be transformed into the three-phase
instantaneous current conversely by the inverse transformation C−1.

Hence, the transformation matrices C and C−1 can be regarded as a pair of linear
transformations, which is a bridge between three-phase instantaneous electrical quanti-
ties and rotating vectors. From the mathematical point of view, the three-phase instan-
taneous electrical quantities are independent of each other under the condition of asym-
metrical fault. Each phase’s instantaneous value has one degree of freedom, and the
three-phase instantaneous electrical quantities have a total of three degrees of freedom.
After the transformation, the forward rotating vector and the reverse rotating vector
coexist on the first complex plane, which have two degrees of freedom. Meanwhile, the
imaginary-axis component of the impulse vector is zero and the impulse vector is inde-
pendent of the above two rotating vectors, so it has one degree of freedom. Therefore
the three rotating vectors get three degrees of freedom totally. The degrees of freedom
remain consistent before and after transformation. The rotating vector model and the
three-phase model both can be determined uniquely, and furthermore the three-phase
electrical quantities and the group of rotating vectors are bijective consequently. From
the physical point of view, multiply the instantaneous values of the three phases and the
three symmetrical basis unit vectors at each moment, and then we can get three impulse
vectors vibrating in the direction of the three symmetrical axes. Afterwards, add the
three vectors and multiply by the transformation coefficient to get the forward rotating
vector, which is shown in Fig. 2. The physical meaning of the reverse rotating vector and
the impulse vector is similar to that of the forward rotating vector. Rotate the forward
rotating vector 120° clockwise, rotate the reverse rotating vector 120° counterclockwise,
and then superimpose the three vectors with a fixed transformation coefficient to obtain
the instantaneous value of the B-phase electrical quantity at each moment, which is
shown in Fig. 3. The physical meaning of the instantaneous value of phase A and phase
C electrical quantities are similar to that of phase B.

(1)multiply instantaneous values
by the basis vectors

Im

ReA

B C

a
b

c
(2)add the three vectors 

and multiply by the 
transformation coefficient

αβ
t0U

Im

Re

Fig. 2. The process of constructing the forward rotating vector

The three-phase voltage or the three-phase current in the asymmetric fault network
can also be transformed to obtain a group of vectors consisting of a forward rotating
vector, a reverse rotating vector, and an impulse vector. Thus, the Eq. (3) representing the
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(1)three vectors

Re

Im Im

Re

Im

Re

(2)after rotation (3)superposition
b 0( )u t

αβ
t0U
α'β'
t0U
αβ
t0U αβ

t0U

αβ
t0U
α'β'
t02U

Fig. 3. The process of constructing the B-phase electrical quantity

electrical quantities relationship between the time-varying amplitude/frequency voltage
source and the fault point can be converted into

⎡
⎢⎣

Uαβ
t

Uαβ
t

Uα′β′
t

⎤
⎥⎦ −

⎡
⎢⎣

Uαβ
f

Uαβ
f

Uα′β′
f

⎤
⎥⎦ =

⎡
⎣

(Ls − Lm)p 0 0
0 (Ls − Lm)p 0
0 0 (Ls + 2Lm)p

⎤
⎦

⎡
⎢⎣

Iαβ
t

Iαβ
t

Iα
′β′

t

⎤
⎥⎦ (18)

The Eq. (18) shows that for a three-phase symmetrical transmission line, the for-
ward rotating voltage vector difference across the line is merely related to the forward
rotating current vector in the line. The relationship between the forward rotating volt-
age vector and the forward rotating current vector can be represented by the forward
resistance operator (Ls − Lm)p; the reverse rotating voltage vector difference across the
line is merely related to the reverse rotating current vector in the line. The relationship
between the reverse rotating voltage vector and the reverse rotating current vector can
be represented by the reverse resistance operator (Ls − Lm)p; the impulse voltage vector
difference across the line is merely related to the impulse current vector in the line. The
relationship between the impulse voltage vector and the impulse current vector can be
represented by the impulse resistance operator (Ls + 2Lm)p; Therefore, the three rotating
vectors are independent and decoupled respectively.

According to the Eq. (18), the network topology in Fig. 1 can be transformed into the
equivalent networks with a forward network, a reverse network, and an impulse network,
as shown in Fig. 4.

When the A-phase ground fault occurs, assuming the grounding resistance is Rf, the
three-phase voltage and current at the faulted point satisfy the equation given by

{
ufa = Rfifa
ifb = ifc = 0

(19)

Convert it to rotating vectors then we can get

{
Iαβ
f = Iαβ

f = 2Iα
′β′

f

Uαβ
f + Uαβ

f + 2Uα′β′
f = 3RfI

αβ
f

(20)

According to the Eq. (20), a composite network can be obtained by connecting the
faulted ports in Fig. 4, as shown in Fig. 5.
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αβ
tU α'β'

tU

forward network

reverse network

impulse network

( )s mL L p−

( )s mL L p−

( )s m2L L p+ α'β'
tIαβ

tI

αβ
tI

αβ
tU

αβ
fU

αβ
fU

α'β'
fU

Fig. 4. The equivalent networks with a forward network, a reverse network, and an impulse
network

forward network

reverse network

impulse network

αβ
tU ( )s mL L p−

( )s mL L p−

αβ
tI

αβ
tI

αβ
tU

αβ
fU

αβ
fU

( )s m2L L p+

f3R

α'β'
t2U α'β'

t2I

α'β'
f2U

Fig. 5. The composite network reflecting the boundary condition

According to the circuit relationship in the composite network, the three rotating
current vectors in the faulted branch can be obtained as

Iαβ
f = Iαβ

f = 2Iα
′β′

f = Uαβ
t + Uαβ

t + 2Uα′β′
t

3(Rf + Lsp)
(21)



706 X. Liu et al.

Consequently, the three rotating voltage vectors are given by

Uαβ
f =

(3Rf+2Lsp+Lmp)U
αβ
t −(Ls−Lm)p

(
Uαβ
t +2Uα′β′

t

)

3(Rf+Lsp)

Uαβ
f = (3Rf+2Lsp+Lmp)U

αβ
t −(Ls−Lm)p

(
Uαβ
t +2Uα′β′

t

)

3(Rf+Lsp)

Uα′β′
f = (6Rf+4Lsp−4Lmp)U

α′β′
t −(Ls+2Lm)p(Uαβ

t +Uαβ
t )

6(Rf+Lsp)

(22)

According to Kirchhoff’s current law, it can be obtained as

⎧⎪⎨
⎪⎩

Iαβ
t = Iαβ

f

Iαβ
t = Iαβ

f

Iα
′β′

t = Iα
′β′

f

(23)

Assuming the distance from the pointm to the fault point f accounts for the percentage
of the distance from ut to the fault point f as k, then the rotating voltage vectors at the
point m can be dissolved as

⎡
⎢⎣

Uαβ
m

Uαβ
m

Uα′β′
m

⎤
⎥⎦ =

⎡
⎢⎣

Uαβ
f

Uαβ
f

Uα′β′
f

⎤
⎥⎦ +

⎡
⎣
k(Ls − Lm)p 0 0

0 k(Ls − Lm)p 0
0 0 k(Ls + 2Lm)p

⎤
⎦

⎡
⎢⎣

Iαβ
t

Iαβ
t

Iα
′β′

t

⎤
⎥⎦ (24)

Eventually, the three-phase voltage and current at a random point m on the
transmission line can be obtained as, respectively

⎡
⎣
uma

umb

umc

⎤
⎦ = C−1

⎡
⎢⎣

Uαβ
m

Uαβ
m

Uα′β′
m

⎤
⎥⎦ = 1

2

⎡
⎣

1 1 2
ej4π/3 ej2π/3 2
ej2π/3 ej4π/3 2

⎤
⎦

⎡
⎢⎣

Uαβ
m

Uαβ
m

Uα′β′
m

⎤
⎥⎦ (25)

⎡
⎣
ima

imb

imc

⎤
⎦ = C−1

⎡
⎢⎣

Iαβ
t

Iαβ
t

Iα
′β′

t

⎤
⎥⎦ = 1

2

⎡
⎣

1 1 2
ej4π/3 ej2π/3 2
ej2π/3 ej4π/3 2

⎤
⎦

⎡
⎢⎣

Iαβ
f

Iαβ
f

Iα
′β′

f

⎤
⎥⎦ (26)

5 Validations

In order to verify the analytical expression presented in the Eq. (25) and (26), a simple
model is established inMatlab/Simulink and its parameters are shown below. The power
base and the voltage base for p.u. are given by

Sbase = 100 kVA
Ubase = 690/

√
3/2 = 563.38V

(27)
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Three-phase voltage per units of ut with the time-varying amplitude and frequency
are given by

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ut1a =[0.8 + 0.08 sin(20π t)] sin

{∫
[100π + 50 sin(20π t)]dt

}

+ [0.2 + 0.02 sin(20π t)] sin(100π t)

ut1b = [0.8 + 0.08 sin(20π t)] sin

{∫
[100π + 50 sin(20π t)]dt − 2π

3

}

+ [0.2 + 0.02 sin(20π t)] sin

(
100π t + 2π

3

)

ut1c = [0.8 + 0.08 sin(20π t)] sin

{∫
[100π + 50 sin(20π t)]dt + 2π

3

}

+ [0.2 + 0.02 sin(20π t)] sin

(
100π t − 2π

3

)

(28)
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Fig. 6. The phase-A current at the midpoint

The self-inductance Ls and the mutual-inductance Lm of the transmission lines are
90mH and 30mH respectively. A single-phase to ground fault (AG) with the fault
resistance 1 � is applied for a duration of 0.2 s for testing purposes.

Based on the simulation model and the analytical expression, the phase-A current
and phase-A voltage at the midpoint of the transmission line are compared in Fig. 6
and Fig. 7. It can be seen that the analytical results of the faulted current highly match
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the simulated results, as does the faulted voltage results. This indicates that the analyt-
ical expressions have high accuracy. Furthermore, the feasibility and correctness of the
method of conjugate vectors for the dynamic analysis of asymmetrical-faulted grid have
been verified. The little error presented in the partial enlargement mainly comes from the
truncation of infinite series when calculating the expressions with Heaviside’s operator
p [23, 24] and in this paper, we simply take the first 20 terms of the infinite series to
get the results. However, how to calculate the expressions with Heaviside’s operator is
beyond the discussion of this paper.

0 0.04 0.08 0.12 0.16 0.2

-0.4

-0.2

0

0.2

0.4
0.0385 0.0395 0.0405

0.4

0.41

0.42

0.43

u m
a/p

.u
.

t/s

the simulated faulted voltage uma the analytical faulted voltage uma

Fig. 7. The phase-A voltage at the midpoint

6 Conclusions

Different from traditional synchronous generators, the internal voltage of PED is dom-
inated by complex control links, which therefore exhibits the time-varying ampli-
tude/frequency characteristics. Correspondingly, the amplitude/frequency of the volt-
age/current in the asymmetrical-faulted grid will not remain constant anymore, which
leads to the failure of the method of symmetrical components application. Based on this
understanding, the method of conjugate vectors for the dynamic analysis is proposed.
The proposed method converts three-phase electrical quantities into a group of rotat-
ing vectors to get network decomposed. Based on the method, a simple system with a
single-phase ground fault is analyzed and the analytical expressions of the voltage and
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current at a random point are provided. Finally, the analytical expressions are verified
to be authentic in comparison with a simulation model.
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Abstract. The research on the source-demand coordination of electric vehicle
charging stations (EVCSs) connected to the park-level integrated energy sys-
tem (PLIES) is of great significance for the development of optimal planning
for energy systems. The paper aims to present a multi-objective coupled optimal
model for PLIES coupling with the EVCSs, followed by the operation config-
uration strategies and hourly schedule. This optimal model involves a bidirec-
tional power flow between PLIES and EVCSs as well as the mutual dependencies
among equipments. The multi-objective optimal design problem utilizes multi-
objective particle swarm optimization (MOPSO) to obtain a series of feasible
solutions for the optimal configuration in order to minimize the annual total cost
and the annual pollution emission. Simultaneously, two scenarios are conducted
for in-depth exploration of the potential scheduling capabilities of electric vehicles
(EVs). The simulation analysis shows that the coordinated planning and mutual
couple between PLIES and EVCSs can increase the flexibility and stability of
energy systems during peak-load periods.

Keywords: Park-level integrated energy systems · Electric vehicle charging
stations · Mutual coupled model · Operation configuration strategies

1 Introduction

Over the past decades, the development of optimal planning for energy systems has
become more complex with the interactions among electricity, gas and heating/cooling
energy networks [1]. The integrated energy system (IES), which couples the prime
mover, the energy conversion equipments and users as a whole, has been attracting
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more attention on account of its efficient cascading utilization of energy [2, 3]. The
corresponding system architecture, operational strategies, and optimization methods are
also kept being developed technically [4, 5]. Currently, the PLIES is considered as an
attractive planning object due to its advantages of convenient operation and local energy
consumption [6].

In the meantime, the rising numbers of EVs along with increasing renewable energy
have been creating over challenges for the IES [7]. For instance, the mass access of
EVs will bring an additional electric demand and a more complex operational problem
for the grid [8, 9]. However, the coordinated planning of EVCSs and PLIES could
largely address these issues. Given the fact that among the potential benefits provided
by EVCSs to the power grid are peak shifting, schedule flexibility [10], and vehicle-
to-grid services [11]. As consequence, it is bi-directional beneficial to investigate the
coordinated planning and mutual dependencies between EVCSs and PLIES to promote
the acceptability and flexibility of system.

There are two modes of EVs’ operation: V2G (vehicle-to-grid) and G2V (grid-to-
vehicle) [12]. For the V2G interaction modes, the stored power of battery can be sold
to the PLIES during peak-load periods, enabling a bidirectional flow system between
the system and EVs. It is of great significance to regard V2G as part of the portfolio of
candidate energy power in the PLIES [11]. The EVs, as an active load, can adjust and
optimize electrical energy demand curve and make the network connection more stable
[13].

Studies have shown that the most attractive schemes for achieving a significant
reduction in carbon emissions can be themassive access of renewable energy sources and
the widespread adoption of EVs [14]. Reference [15, 16] built an optimal coordinated
operation model containing with PV-battery systems, energy storage and conversion
devices by using the hybrid technique. However, only an individual energy system is
modeled, the plug-in EVs are not taken in account. Reference [17] designed a regional
multi-energy prosumers (RMEP) operation paradigm for shaving the peaking load by
appropriately adjusting the power of gas turbines and charge/discharge behaviors of
plug-in hybrid EVs. Reference [18] present a multi-objective optimization model of
residential micro-grid in the presence of plug-in electric vehicles and photovoltaic unit,
seeking to obtain the optimal scheduling scheme of energy equipments. However, the
majority of the optimal operation strategy regards EVs as sub-equipments of system in a
unifiedmanner, regardless of the operational benefits brought by coupling of the EVCSs.

On the basis of previous researches, this paper proposes a multi-objective optimal
schedule model for PLIES coupling with the EVCSs. Seeking to achieve the minimized
annual total costs (ATC) and annual pollution emissions (APE) simultaneously with
a certain feedback tariff. This optimal model considers the charging and discharging
strategy of EVs with a bidirectional power flow between PLIES and EVCSs. Deducting
energy consumption in the process for traveling, the stored energy of EVs can be sold
back to the grid. In this condition, EV loads are enabled to interact with the PLIES by
charging or discharging, which can be transformed from an indebted load into a valuable
asset with the marketing perspective.
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The rest of this paper is organized as follows. Section 2 illustrates the formula
modeling of the typical PLIES coupling with EVCSs. Section 3 conducts the simulation
and analyzes numerical results. Conclusions are drawn in Sect. 4.

2 Framework and Model

2.1 The System Architecture

Figure 1 illustrates the typical PLIES system architecture coupling with EVCSs model,
satisfying the electric, heating and cooling loads. TheEVCSs are served as the connecting
piles of the power transmission between the PLIES and EV loads. The EVCSs is coupled
with PLIES for the power exchange whenever there is an unbalance in generation and
consumption.

As can be observed in that figure, both the renewable and conventional energy sources
are injected into the PLIES, equipped by the energy conversion equipments, and then
be allocated to the required load demand of final users.

Electric flow Cooling flow Heating flow

Electric 
load

Cooling 
load

Heating 
load

Grid

Gas pipeline

AC

GEGB

EB

WB

PV

SH EC

HS CS

EVCS

Fig. 1. The typical EVCS-PLIES system architecture.

2.2 The Model Formulation

The proposed general framework for the coupled optimal model is present in Fig. 2,
which can be decomposed into the configuration problem and the operational problem.

The configuration problem takes the annual total costs (ATC) and the annual pol-
lution emissions (APE) as the optimal goal. Meanwhile, the annual primary energy
consumption (APEC) is calculated as an indicator to measure the impact of EVCSs.
The constraints contain the balance and grid security constraints, aiming to obtain the
optimal equipment configuration with the method of multiple objective particle swarm
optimization (MOPSO) [19].
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The operational problem takes the operating costs as the optimal goal. The constraints
contain the balance, conversion and grid operational constraints, aiming to solve the
mixed-integer linear programming (MILP) for seeking the optimal allocation schedule
of the hourly output of the equipment.

Min obj3
by Eqn. (4)

Objective Constraints Method

Energy balance constraints: Eqn. (5)-(7)
MILP 

by 
CPLEX

The 
configuratio
n problem

The 
operational 

problem

Min obj1&obj2
by Eqn. (1) and 

(2)

Energy balance constraints: Eqn. (5)-(7)
MOPSO

Energy conversion constraints: Eqn. (8)-(12)

Grid operational constraints

Grid security constraints

Fig. 2. The formula modeling.

The Objective Function
In the proposed model, the multi-objectives are presented to simultaneously minimize
the annual total costs (ATC) and the annual pollution emissions (APE). Meanwhile, the
annual primary energy consumption (APEC) is calculated as an indicator to measure the
energy efficiency of the system.

min obj1 =ATC = Cinv + Com + Cfue − Cinc =
I∑

i=1

S∑

s=1

H∑

h=1

(αi + fi)ciP
rated
i,s,h

+
I∑

i=1

S∑

s=1

H∑

h=1

νiPi,s,h +
J∑

j=1

S∑

s=1

H∑

h=1

vjEj,s,h −
S∑

s=1

H∑

h=1

(csellP
char
ev,s,h − cbuyP

disc
ev,s,h)

(1)

whereCinv denotes the investment cost,Com denotes the operation andmaintenance cost,
Cfuel denotes the fuel cost, Cinc denotes the operation income; the symbol i denotes the
energy equipment, s denotes the season; h denotes the operating hours; αi denotes the
capital recovery factor; fi denotes the fixed operation and maintenance cost coefficient;
ci denotes the unit investment cost of equipment; Prated

i denotes the rated capacity of
equipment; νi denotes the unit variable operation and maintenance cost; Ph

i denotes the
output power of the equipment; j denotes energy types; vhj denotes the unit energy price;

Eh
j denotes the energy consumption; csell and cbuy denote the unit selling and purchasing

power price; Pchar
ev,s,h and Pdisc

ev,s,h denote the charging and discharging power respectively.

min obj2 = APE =
S∑

s=1

H∑

h=1

(μgasEgas,s,h + μgridEgrid ,s,h) (2)
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APEC =
S∑

s=1

H∑

h=1

(
λgas_eleEgas_ele,s,h + λgas_heatEgas_heat,s,h + λgridEgrid ,s,h

)
(3)

where μgas and μgrid denote the unit emission coefficient of natural gas and power;
λgas_ele, λgas_heat and λgrid denote the standard coal consumption conversion coefficient
of gas to power, gas to heat and power to grid, Egas_ele,s,h, Egas_heat,s,h and Egrid ,s,h
denote the energy consumption of gas to power, gas to heat and power.

min obj3 = Cope =
S∑

s=1

ds

H∑

h=1

I∑

i=1

νiPi,s,h +
S∑

s=1

ds

H∑

h=1

J∑

j=1

vjEj,s,h

−
S∑

s=1

ds

H∑

h=1

(csellP
char
ev,s,h − cbuyP

disc
ev,s,h) (4)

where ds denotes the total typical days of each season.

Constrains
Energy Balances
In theory, ideal matching for the generation and consumption is achieved when the elec-
tric, heating and cooling loads are exactly satisfied by the PLIES. The energy balances
include the electric, heating and cooling balance.

Pact
PV,s,h + Pact

GE,s,h + Ebuy
s,h − Pchar

EV,s,h + Pdisc
EV,s,h − 1

ηhEC

Pact
EC,s,h − 1

ηhEB

Pact
EB,s,h = Edemand

n , ∀s, h (5)

Pact
WB,s,h + Pact

GB,s,h + Pact
EB,s,h + Pact

SH,s,h + Pact
HS,s,h − 1

ηhAC
Pact
AC,s,h = Edemand

h , ∀s, h
(6)

Pact
EC,s,h + Pact

AC,s,h + Pact
CS,s,h = Edemand

c , ∀s, h (7)

where Pact denotes the actual output power of equipments, Ebuy denotes the purchas-
ing power of PLIES, Pchar

ev,s,h and Pdisc
ev,s,h denote the charging and discharging power of

EVCS respectively, Edemand
n , Edemand

h and Edemand
c denote the electric, heating and cool-

ing demand of PLIES. The subscripts denote the equipment names, and the specific
definitions are described in Table 1.

PV and SH Constraints
In the system of photovoltaic and solar-heat boiler, the solar energy is directly con-verted
into electric and heating energy by panels. The power generated is mainly de-pended on
the intensity of solar radiation and photovoltaic installation area [20].

Pact
PV,s,h = ηPV · APV · Hs,h (8)

Pact
SH,s,h = ηSH · (AT − APV) · Hs,h (9)
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where ηPV and ηSH denote the electric and heating efficiency of PV and SH, APV denotes
the installation area of photovoltaic panels, AT denotes the entire solar panels areas of
PLIES, Hs,h denotes the intensity of solar radiation.

EV Constraints
In the EVs’ charging/discharging scheduling model, the remained energy from the pre-
vious period, the charging/discharging energy and the energy consumption for driving
in the period have to be considered jointly for the battery energy balance.

SOCs,h(t) =
{
SOCs,h(t − 1) + (1 − δev) · Pchar

ev,s,h · �T · ηinev − Eev,s,h, Schar > 0
SOCs,h(t − 1) − (1 − δev) · Pdisc

ev,s,h · �T/ηoutev − Eev,s,h, Sdisc > 0

(10)

where the state of charge SOCs,h(t) and SOCs,h(t − 1) denote the final energy of the
current period �T and previous period �(T −1) in the battery. Pchar

ev,s,h and P
disc
ev,s,h denote

the charging power and discharging power respectively. ηinev and ηoutev denote the grid-to-
vehicle charging efficiency coefficient and vehicle-to-grid discharging efficiency coef-
ficient respectively. �T denotes the charging and discharging time slot, in this paper, it
is set as 1 h. Eev,s,h denotes the energy consumption in the process for EVs driving in
period �T .

The state of charge at each moment should reach the lowest limit of capacity for the
battery health consideration [21].

SOCmin
ev ≤ SOCs,h ≤ SOCmax

ev (11)

where SOCmin
ev and SOCmax

ev denote the minimum and maximum capacity of the EV
battery.

In each period �T , the charge and discharge of EV are not simultaneous:
⎧
⎪⎨

⎪⎩

0 ≤ Pchar
ev,s,h ≤ X · Pmax

ev

0 ≤ Pdisc
ev,s,h ≤ Y · Pmax

ev

X + Y ≤ 1

, ∀s, h (12)

where Pmax
ev denotes the maximum charging/discharging power; X and Y are the binary

variables, which denote the states for charging and discharging.

2.3 The Solving Method

Basedon themulti-objective coupledoptimalmodel for PLIEScouplingwith theEVCSs,
this paper utilizes themulti-objective particle swarm optimization (MOPSO) to optimize
the equipment capacity and hourly output power. The corresponding overall architecture
is developed in Fig. 3.
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Input EVCS-PLIES parameters

Start

Population initialization

Initial fitness evaluation and Pareto rule running

Finding the best fitness value

Saving the best position of the individual particle

Constraints process and population update

Fitness evaluation and Pareto rule running

Termination criteria satisfied ?

Pareto optimal solution set

No

Mixed integer linear program solving

Equipment type and capacity configuration

The output power of each equipment

Hourly schedule analysis

Yes

Set objectives and variables limits

Fig. 3. The overall structure and flow of MOPSO.

3 Simulation Analysis

3.1 Simulation Preparation

Acommercial functional area is assumed as the end user of EVCS-PLIES, the load curves
and the EVs’ load demands are shown in Fig. 4. The comprehensive energy equipment
parameters are described in Table 1. The time-of-use energy price are illustrated in
Table 2. The charging capacity of each EV is 64 kWh, and the total capacity of the
EVCSs is 6000 kW, which can accommodate at least 90 EVs for charging at the same
time. The EVCSs can sell the surplus electric load to the PLIES at a discounted rate of
the current electric price, which is assigned as 10%.
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Fig. 4. The load curves and the EV’ load demand.

Table 1. The comprehensive equipment parameters.

Equipment Abbreviation Electric efficiency/COP Load rate

Lower Upper

Photovoltaic PV 0.15/– – –

Solar-heat boiler SH – /0.6 – –

Gas engine GE 0.36/0.48 0.3 1

Waste-heat boiler WB – /0.85 0.2 1

Gas boiler GB – /0.85 0.26 1

Electric boiler EB – /0.95 0.1 1

Absorption chiller AC – /1.2 0.05 1

Electric chiller EC – /3.5 0.1 1

Heating storage HS – /0.95 0 1

Cooling storage CS – /0.92 0 1

Table 2. Energy unit price

Period Price/(¥/kWh)

Grid Peak: 11:00–15:00, 19:00–21:00 1.217

Level: 8:00–10:00, 16:00–18:00, 22:00–23:00 0.875

Valley: 0:00–7:00 0.524

Gas – 0.387
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3.2 Results and Discussions

The Pareto Frontier
In order to analyze the impact of EVCSs on the PLIES, two scenarios in commercial
areas are investigated:

Scenario 1: The PLIES without EVCSs model.
Scenario 2: The PLIES coupling with EVCSs model.

Fig. 5. The Pareto solution sets of two scenarios.

Figure 5 illustrates the Pareto solution sets in the two scenarios, in which the red
point shows the results of scenario 1, and the blue point shows scenario 2. Each point in
the Pareto solution set conforms to different operation strategy and hourly scheduling
of the PLIES coupling with EVCSs model. As can be seen that the range of the Pareto
solutions in scenario 2 is larger than scenario 1, which means that the coupled EVCSs
are helpful for improving the adjustability and flexibility of the PLIES.

The Charging/Discharging Scheduling of EVCSs
In order to analyze the adjustable capacity of EVCSs, this part discusses the state of
charge (SOC) of EVCSs and ensures the travel demand, basing on the previously men-
tioned case. Deducting EVs’ load in the process for traveling, the stored power of EVCSs
can be sold back to the grid, the corresponding SOC curve is present in Fig. 6. As can
be observed, the SOC of each moment is greater than zero, which indicates that the final
capacity of charging stations can not only meet the travel demand of electric vehicles,
but also can be used as a potential energy storage system.

The Optimal Configuration Capacity
The optimal configuration capacity of the equipment varies from optimal ATC to opti-
mal APE is visualized in Fig. 7. It contains the annual primary energy consumption,
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Fig. 6. The state of charge of EVCSs.

natural gas purchasing, electricity purchasing and the capacity of each equipment, each
point corresponds to each Pareto solution. The significant finding is that the red lines
fluctuates relatively little compared with the blue one. This can be explained by that the
coupling EVs can promote system stability during peak-load periods through the flexible
scheduling.

As can be observed in Fig. 7(a), when the solution moves from optimal ATC to
optimal APE, the APEC shows a downward trend in these two scenarios. Which can be
illustrated as that more energy consumption will bring more pollution emissions, but can
reduce the economic expenditure of electricity purchasing. In the case of the optimal
ATC, the APEC of these two scenarios tends to be equal, even the scenario 1 will be
larger than scenario 2. However, when in the case of the optimal ATC, the APEC of
scenario 1 is smaller than scenario 2 by about 3 × 106 kg. Which is mainly due to the
additional electric demands from EVCSs keeping the energy consumption of scenario 2
at a high level.

As shown in Fig. 7(b), (c), the operating cost of scenario 1 is larger than scenario
2 in both cases of optimal ATC and optimal APE. And when the solution moves from
optimal ATC to optimal APE, the operating costs will increase as the operating income
is decreasing with the coupling of EVs. For the scenario 2 of coupling EVs, the PLIES
can obtain operating benefits by selling electricity to EVCSs, So the operating cost is
relatively lower.

According to Fig. 7(d), (e), when the solution moves from optimal ATC to optimal
APE, the natural gas purchasing shows an upward trend while the electricity purchasing
shows a downward trend in the two scenarios. Which implies that the most effective
solution for achieving a significant reduction in carbon emissions is driven by the full
utilization of natural gas and the reduction in electricity.

As seen in Fig. 7(f), (g), as the solutionmoves from optimal ATC to optimal APE, the
photovoltaic power in scenario 1 gradually increases, and the capacity of the solar-heat
boiler gradually decreases in a complementary relationship. While in scenario 2, the
capacities of photovoltaic and solar-heat boiler remain stable no matter the cases of the
optimal ATC and the optimal APE. This phenomenon can be partially explained as that
EVs can regulate the internal energy consumption of PLIES and achieve a more efficient
balance of supply and demand.

It is observed from Fig. 7(h), (i) that the capacities of the both gas engines and
waste-heat boilers in scenario 2 are larger than scenario 1 due to the additional power
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Fig. 7. The energy equipments’ installed capacity.

demands of EVs. In addition, in order to achieve theminimumAPE, the optimal capacity
of gas engine tends to increase for the reason of its lower emission features compared to
the grid. Since the waste-heat boiler works with the waste-heat by-products of the gas
engine, it has the same trend as the gas engines.

As shown in Fig. 7(j), (k), despite some fluctuations, the capacity of electric boilers
and gas boilers are relatively stable with the change of Pareto solution in scenario 2.
On the contrary, the fluctuations in the scenario 1 are more obvious. It implies that the
elastic EVs’ load plays a role in peak shaving and valley filling.

From Fig. 7(l), The electric chillers’ capacity of scenario 2 is smaller than scenario
1. It is because EVs can promote the cascade utilization rate of the PLIES to a greater
extent, then the absorption chillers will be fully utilized. As a result, the electric chillers’
capacity is continuously reduced.

Hourly Schedule Analysis
To carry out the analysis, we investigate the charging and discharging characteristics of
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EVs in the operation of hourly schedule. The EVCSs can buy electricity from the PLIES,
and also can sell electricity with a feed-in tariff to the system to satisfy the time-varying
load demands. The optimal schedule results of electric balance under low cost mode and
low carbon mode are shown in Fig. 8.

Fig. 8. The electric balance of hourly schedule.

Although therewill be some losseswhen starting the gas engines, themain electricity
during peak periods is provided by the gas engines due the lower unit price of gas. The
lacking part is made up by the grid or EVCSs. It can be observed that the EVCSs can be
discharged into the PLIES in each no-charging periodwhen the capacity is sufficient. The
remaining capacity of EVCSs is transferred back to the systemduring peak hours (10:00–
12:00 and 17:00–21:00) to actively participate in energy coordinated management for
effectively improving the load demand curve. During the peak-load periods, EVs can
act as energy storage equipments to provide electricity to the PLIES. On summer days,
the charging and discharging of EVCSs occurs almost at every hour to meet the higher
electrical demand, Conversely, when in other seasons, the EVCSs basically does not
discharge during 1:00–8:00, because the load and the gas price is relatively low during
this period. In general, the EVCSs can effectively mitigate the high load demand.

4 Conclusion

This paper develops a multi-objective optimal model for PLIES coupling with the
EVCSs. The operation configuration strategies and hourly schedule are optimized con-
sidering the power interaction under charge and discharge. The key findings are drawn:
Electric vehicles, as the demand-side resource, can not only assist the stable output of
the energy equipments with the flexible schedule characteristics, but also be used as
shifting loads to actively participate in energy coordinated management in the system,
thereby enhancing the network flexibility of PLIES. When EVCSs are coupled into the
PLIES, the charging stations can act as a potential energy storage system during the
non-charging period, promoting the efficiency of variable power into system.
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Abstract. The single-line diagram of the distribution network is an electrical
wiring diagram with a single feeder as the unit. It realizes the visual expression
of the topological connection relationship of the distribution network through
graphical symbols and connections, and is one of the most important graphic
materials for distribution network management. According to the actual needs
of automatic generation of distribution network single-line diagram, this paper
provides a method for automatic generation of distribution network single-line
diagram based on the trunk-and-branches model. The method firstly carried out
the creation of the trunk line, branch line and the calculation of the branch layout
direction, then carried out the initial branch layout and local stretching, and finally
carried out the branch local shrinkage and automatic routing. In addition, com-
pared with the existing methods, this method also supports the local incremental
update of the stock single-line diagram, which can basically ensure the original
layout remains unchanged. After verification, based on the automatic generation
method of the distribution network single-line diagram, the single-line diagram
that meets the requirements of accuracy and aesthetics can be automatically gen-
erated. Through a local incremental update, a single-line diagram can be obtained
that actually guarantees the layout of the original single-line diagram unchanged,
meeting the strong demand of users who wish to keep the layout of the original
single-line diagram substantially unchanged.

Keywords: Single line diagram · Trunk line · Branch line · Automatic
mapping · Overlaps · Partial contraction

1 Introduction

The electrical wiring diagram is a visual representation of the topology state of the power
grid, and it is an indispensable graphic material for the operation and management of
the power system [1–3]. The distribution network single-line diagram is an electrical
wiring diagram that visualizes the distribution network by using the prescribed graphic
symbols and equipment wiring. The hand-drawn single-line diagram still has advantages
in terms of user customization and drawing aesthetics, but its drawing efficiency is low,
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the drawings cannot be updated according to the topology data in time, and it is difficult
to find drawing errors in time [4–7]. Automatic drawing of single-line diagram with
computer program can effectively solve the above problems [8–10].

When doing map layout, users prefer the orthogonal layout style [11–15], and the
same is true in the distribution network business. The existing one-line diagram auto-
matic drawing is mainly divided into three basic methods: rule method, optimization
mathematical model method, force field model or dynamic algorithm [16]. In this paper,
an algorithm for automatic generation of one-line diagram of distribution network is
proposed. This algorithm is based on the trunk line-branch line model, which is a typical
rule method.

Reference [16] pointed out that when the one-line diagram based on the rule method
is automatically drawn, there will be space whitening, resulting in a waste of space.
The trunk-branch model, as a typical rule-based graphing method, also has this obvious
disadvantage. This paper has done a lot of work on this, and finally solved this problem
by using local stretching and local shrinking.

The trunk-and-branches model is to draw the trunk line with the longest branch line
with the weighted path in the feeder as the trunk line according to the tree structure
of the single-line diagram after weighting each device according to its complexity; and
then draw the lower level connected to the trunk line. The branches are drawn on both
sides of the trunk, and all the branch lines of the trunk line are drawn horizontally or
vertically; then the lower-level branches connected to the trunk are used as the trunk
line to complete the drawing of a deeper branch line; in this way, the trunk and branches
are alternately drawn until All branches are drawn. The traditional trunk line branch
line model cannot solve the equipment cover problem well, and the single-line diagram
after the equipment cover is solved usually cannot meet the requirements of beauty and
compactness.

In this paper, we propose a combination of local stretching and local shrinkage
for equipment coverage solution, that is, the initial layout of the single-line diagram is
partially stretched to solve the equipment coverage problem, and then the single-line
diagram is partially shrunk to achieve compact and beautiful requirements after all local
stretching is completed. To achieve compact and beautiful requirements. Finally, the line
exploration method towards the target is used for automatic routing [17–23].

In addition, the existing automatic generationmethods of distribution network single-
line diagram rarely consider the incremental update layout of the stock single-line
diagram. In view of this requirement, we have further optimized the method in this
paper.

2 Trunk Line and Branch Line Generation

In this paper, the main line is referred to as the trunk, and the branch line is referred to as
the branch. In order to support the two situations of newmapping and incremental update
of stock single-line diagrams (the layout of the original diagram needs to be preserved as
much as possible), this method is differentiated from the generation of trunk and branch.
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2.1 New Layout Algorithm: A Full Layout Method Based on the Trunk Branch
Model

(1) Weight Calculations
Before creating a trunk branch, each device needs to be assigned a weight, and this
weight is used for trunk and branch path tracing.

The devices in the grid system are divided into container devices and simple devices.
The container devices include distribution stations, box cabinets, etc., which contain a
certain number of simple devices. In this paper, the weight of each device has three
representational dimensions, attribute weight, base weight, and layout weight. Details
are as follows:

The attribute weights are determined by the device attributes of each device itself,
and have a one-to-one mapping relationship with the attributes of the device. The cor-
responding device attribute weight table needs to be determined according to business
needs and user usage habits. The attribute weight is denoted by a capital A. The attribute
weight correspondence table used in this paper is shown in Table 1. The branch device
is a virtual container device.

Table 1. Device attribute weight correspondence table.

Equipment type Type Value

Branch equipment with t-contact Integer 10

Branch equipment without t-contact Integer 5

Large switching station Integer 10

Other container equipment Integer 8

Contact switch Integer 8

Transformer Integer 4

Other simple equipment Integer 1

The base weight is the initial weight that each layout unit has before the trunk and
branch are created. The layout unit of a simple device is itself, and its base weight is the
same value as the attribute weight. The layout unit of the container device is a whole
composed of simple devices in the container, and its basic weight is determined by the
attribute weight of the container device and the attribute weight of the simple device
in the container. The base weight can be regarded as the attribute weight of the whole
layout unit, and the base weight is represented by the capital letter B.

The layout weight is the actual weight of the layout unit when participating in the
layout, and its fundamental significance is to correctly characterize the complexity or
importance of a node device. The layout weight is determined by the base weight of
the device and the number of downlink branches. This paper uses the capital letter L to
denote layout weights.

The calculation formula of the above weight is shown in Table 2, in which the weight
enumeration function A = EnumA(Type) can be determined from Table 1.
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Table 2. Weight calculation formula table.

Name Identifier Formula Definition of symbols in formulas

Attribute weight A A = EnumA(Type) Type: The device type of the current
device
EmumA(): Enumeration function for
attribute weights

Base weight B B = A0 +
∑N

j=1 Aj A: The weight of the current device
attribute
A1-AN: Simple device attribute weights
included

Layout weight L B = B0 +
∑M

i=1Cj B0: The base weight of the current device
C1-CM: Attribute weight of the virtual
branch device connected to the next

Then the calculation formula of the layout weight of a device is as formula (1)

B = B0 +
∑M

i=1
Cj (1)

Among them, B0 is the basic weight of the current device, and Ci is the attribute
weight of the i-th branch connected to it.

(2) Create Trunk and All Branches
Taking the power point as the starting point, the branch with the longest weighted path is
traced as the trunk, which is recorded as the 0-level branch. Taking the level 0 branch as
the parent branch, continue to track the next level child branch connected to the parent
branch. The tracked sub-branch is then tracked as a parent branch, and the parent branch
and the sub-branch are alternated until all devices are tracked, and then the generation
of all branches is completed. The trunk traced from the power point is named as the
0-level branch, the next-level branch traced with all the devices of the 0-level branch as
the starting point is named as the 1-level branch, and so on until the (n−1) level branch
is All branches are created. A device with a downlink branch is called a t-node device.

2.2 Incremental Layout Algorithm: Based on the New Layout Algorithm, Make
Local Adjustments

When creating trunks and branches, branch tracking and creation are no longer based
on device weights, but the branches are weakened to consist of 1 device, and the trunk
is weakened to 2 devices. In this way, in addition to the power supply and end devices,
each device is a t-node device. Except for the power supply, each device exists only on
a single-node branch consisting of itself.
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Fig. 1. Schematic diagram of trunk and branch creation for incremental update layout of stock
single-line diagram.

As shown in Fig. 1, incremental layout of the example stock single-line diagram
will create 1 trunk and 13 branches, where the trunk has two devices and each branch
has one and only one device. Except for power point B and leaf node devices (devices
corresponding to branches 6, 9, 11, and 13), the remaining devices corresponding to
each branch are t-connected node devices in the trunk branch model.

3 Determine the Layout Direction of the Trunk Line/Branch Line

Any branch is arranged in a straight line with four layout directions: left-to-right, right-
to-left, bottom-up, top-down. According to the difference between the new map and
the incremental update map, the layout direction of the main line and branch line is
determined to be different.

3.1 Determine the Layout Direction of the Newly Drawn Trunk and Branch

First, the 0-level branch layout direction is determined according to the user input, and
then all remaining branch layout directions are determined according to the 0-level
branch layout direction. If the level 0 branches are laid out from left to right, the level
1 branches connected to it are evenly distributed on both sides of the level 0 branches,
which is a bottom-up or top-down layout. Likewise, the level 2 branches are evenly
distributed on both sides of the level 1 branches, either from left to right or from right
to left. From this, it is recursive to (n−1) level branches, and the determination of all
branch directions is completed. When the layout direction of the level 0 branch is the
other three, the same can be deduced.
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3.2 Determine the Layout Direction of the Main Line and Branch Line
of the Incremental Update into the Map

Incremental mapping is to assign a value to the branch layout direction through the
equipment coordinates of the stock one-line diagram. The branch layout direction needs
to reflect the layout direction of the stock one-line diagram.

(1) Method of assigning the layout direction of any branch BranchHasCor with stock
layout coordinates:
Obtain the topology trace path Trace1 from the power point to the current branch,
get the branch BranchHasCorLast with the smallest topology step from BranchHasCor
in Trace1 and also with stock coordinates; get the stock coordinates LastCoordinate
of BranchHasCorLast and the stock coordinates CurrentCoordinate of BranchHasCor.
BranchHasCorLast’s stock coordinates LastCoordinate, BranchHasCor’s stock coordi-
nates CurrentCoordinate, calculate the direction vector A from LastCoordinate to Cur-
rentCoordinate; calculate the direction vector A with Calculate the angle between the
direction vector A and the four orthogonal directions of “left-to-right”, “right-to-left”,
“down-up” and “up-down”,take the layout direction of the smaller angle as the branch
layout direction of the current branch.
(1) To assign the BranchNoCor layout direction to any branch that does not contain the
stock layout coordinates:
Obtain the topology trace path Trace2 from the power point to the current branch, get the
BranchHasLayOrient in Trace2 that has the smallest topology step from BranchNoCor
and has finished assigning the branch layout direction; if there are only two branches
adjacent to BranchHasLayOrient, set the Branch layout direction of BranchNoCor to
be the same as BranchHasLayOrient. BranchHasLayOrient, the branch layout direction
of BranchNoCor is set to the same as BranchHasLayOrient; if there are more than two
branches adjacent to BranchHasLayOrient, the branch layout direction of BranchNo-
Cor is set to the same as BranchHasLayOrient; if there are more than two branches
adjacent to BranchHasLayOrient, the branch layout direction of BranchNoCor is set
to If there are more than 2 branches adjacent to BranchHasLayOrient, the branch lay-
out direction of BranchNoCor is set to the vertical direction of the layout direction of
BranchHasLayOrient, and the side that has been occupied less times is selected.

4 Initial Layout and Local Stretching

4.1 Initial Layout

(1) Carry out the trunk (level 0 branch) layout.
Set the coordinates of the first node of the trunk to (0, 0), and determine the coordinates
of the next node according to the coordinates of the first node, layout spacing and layout
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direction. Subsequent device coordinates use the previous device coordinates to complete
the layout.
(2) Carry out the layout of all remaining branches.
(2.1) Determine the coordinates of the head node of the first-level branch according to
the 0-level branch.
The head node of the level 1 branch is directly connected to the level 0 branch, and the
connected level 0 branch equipment is called a t-connected equipment. According to
the t-connected device coordinates in the 0-level branch and the layout direction of the
1-level branch, the coordinate calculation of the first node of the 1-level branch can be
completed. According to the coordinates of the first node of the first-level branch, the
branch direction and the layout spacing, the subsequent device coordinate assignment
is completed in sequence.
(2.2) Recursive completion of subsequent branch coordinate layout.
By analogy, the 1-level branch layout can be completed according to the 0-level branch,
and the 2-level branch layout can be completed according to the 1-level branch. And so
on, until all branch layouts are completed.

4.2 Local Stretching

(1) Space Expansion Required for t-connection Node Information Group Layout
When determining the device coordinates of the head node of the lower branch according
to the t-connection node, it is necessary to stretch along the direction of the t-connection
device branch, so that the initial layout of the lower branch will not overlap and cover.
Specifically, the layout space width w required for all branch layouts (the width along
the branch layout direction where the t-junction node is located) is calculated. Taking
the t-connection node as the starting point, expand the space of w/2 to the branch layout
direction and the opposite direction of the t-connection node, which is used for the layout
of the next level branch of the current t-connection node. Spatial expansion is to stretch
related equipment in a certain direction by a certain distance to ensure that there is no
equipment in a specific space.

(2) Cover Detection and Resolution
Completing the layout of the next device Dt according to the previous point device
Dt-1, cover detection needs to be performed. Find the smallest enclosing rectangle of
Dt−1 and Dt, and perform overlap detection between this enclosing rectangle and other
“point devices” that have been laid out; locally stretch other “point devices” that overlap
to eliminate the overlap; the stretching direction is the current “point device”. Click
Devices” layout direction (Figs. 2 and 3).
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Fig. 2. Schematic diagram of partial stretching of bottom-up layout.

Fig. 3. Schematic diagram of partial stretching from right to left layout.

5 Partial Contraction

During the branch layout, the whole is stretched many times to solve the problem of
covering the primitives, resulting in uneven and unreasonable spacing of primitives in
the overall layout, and the layout is not beautiful. To correct this problem, a shrinking
operation is required after all branch layouts are completed.

Like branch layout, branch shrinking is performed in a hierarchical manner. The
shrinking operation adopts the heuristicmethod, and is executed in order from the branch
tail node to the head node, and from the (n-1) level branch to the 0-level branch. Specific
steps are as follows:

(1) Create a shrinkBranchQueue queue; in the order from the (n-1) level branch to the
0-level branch, load all the branches into the shrinkBranchQueue queue; the first element
of the queue is the (n-1) level branch, and the tail element is the 0-level branch; There is
no strict order between the branches of the same level, and there is a strict order between
the branches of different levels.



Automatic Generation and Incremental Update Method 733

(2) The shrinkBranchQueue is traversed sequentially from the head of the queue to the
tail of the queue, and the following operations are performed on each branch C in the
queue.

Perform the following operations on each point device Dm in the branch C in the
order from the branch tail node to the branch head node:
(2.1) If Dm is the head node of the branch, calculate the best coordinate needCoor of
Dm according to the parent branch of branch C;
(2.2) If Dm is not the first node of the branch, calculate the best coordinate needCoor of
Dm according to the coordinates of the last device Dm-1 on Dm;
(2.3) Calculate the value to be translatedmoveValue that Dm is translated from the actual
coordinates to needCoor;

needMoveList (including Dm) of all device node lists from Dm to the end node of
branch C;
(2.5) Add all the subordinate branch devices in the drawing that are connected to the
devices in the needMoveList, that is, all the devices that are still connected to the devices
in the needMoveList after removing the internal connectivity of the branch C into the
needMoveList.
(2.6) Perform a translation operation on all devices in the needMoveList according to
the value moveValue to be translated.
(2.7) Check if there is equipment covering.
(2.7.1) If it does not exist, this local contraction is completed;
(2.7.2) If it exists, all devices in the needMoveList will be reversed and translated by
one unit length;
(2.7.3) If there is still cover, repeat the rollback operation (2.7.2) until the cover of the
primitive does not exist or the total rollback length exceeds the value to be translated;
(2.7.4) If the retracting distance exceeds the value to be translated, restore the coordinates
of all the devices to be translated to the state before translation.

6 Carry Out Device Wiring

Wiring is the assignment of coordinates to the line device, and according to the type of
wiring terminal equipment, it can be divided into two cases: the presence of a station
outlet equipment and the absence of a station outlet equipment.

If the line device is connected to two endpoint devices that do not contain station
exit points, the line device is assigned directly according to the point device coordinates,
and there is no inflection point.

If it contains the outgoing line point, the wiring algorithm toward the target is called
to perform the wiring operation. As shown in Fig. 4, the specific operation steps are as
follows.

(1) At the starting point A, first explore laterally to the right with B’ as the stage target
point, and then turn around at point A1 after encountering an obstacle. The initial explo-
ration direction can be determined according to the maximum exploration step priority
principle.
(2) At point A1, B1 is the stage target point to explore vertically upward, and turn at
point A2 after encountering obstacles. At this point the stage target point becomes B2.
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(3) Repeat steps (1) and (2) until the stage target point and the target point B reunite and
arrive.
(4) In the above steps, execute step (5) if a dead point is encountered, and step (6) if a
critical point is encountered.

During the exploration process, when both horizontal and vertical exploration direc-
tions are blocked, the dead point is entered; when only one more successful horizontal
or vertical exploration is needed to reach the end of the wiring, but the only exploration
direction is blocked at this time, it is called entering the critical point.
(5) Handling dead points.
(5.1) Reverse exploration. At the current node, explore in the “opposite direction”, and
try to explore in the target direction at each step. Repeat this step.
(5.2) Backtrack. If you cannot find a way out in step (5.1), go back to the previous node
and repeat step (5.1). If you still cannot find a way out, continue backtracking. If a new
path cannot be explored even if you go back to the starting point, no valid wiring path
exists for the current wiring terminal.
(6) Process the critical points.
(6.1) Calculate the offset around the obstacle based on the current obstacle node and the
exploration direction.
(6.2) Calculate the next stage exploration target point based on the bypass offset.
(7) Perform wiring overlap detection and offset.

Each completed wiring needs to be overlapped with the existing wiring for detection
and offset. Each completed wiring consists of several small line segments, which are
divided into two categories: horizontal line segments and vertical line segments. If there
is an overlap conflict, the current line segment is offset by one unit, and the operation is
repeated until the overlap does not exist.

For the failed exploration that has not reached the end of the wiring, the dead point
obstacle can be removed and the weak level wiring exploration can be carried out again.
At this point the wiring will traverse the relevant equipment graphic elements.

Fig. 4. Schematic diagram of automatic wiring.

7 System Implementation and Verification

It can be seen from the above that this algorithm not only supports the new layout of the
signal-line diagram, but also supports the incremental layout that inherits the original
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layout of the stock signal-line diagram. In this paper, the algorithm verification work is
carried out for the new layout and the incremental layout:

7.1 Situation 1. Full Layout

At present, the local stretching method is commonly used in the overlapping and cross
processing, such as the literature [17, 22, 23]. In this paper, the local stretching method
is compared with the effect of this method.

The automatic generation process of the signal-line diagram is shown in Fig. 5–7.
Figure 5 is a signal-line diagram after only the initial layout is performed, and there is
serious cover; Fig. 6 is a signal-line diagram after partial stretching of the initial layout;
Fig. 7 is a signal-line diagram after the shrinking operation is completed.

Combined with the above research, this automatic generation method of distribution
network single-line diagram based on the trunk line branch line model is implemented
in the actual project development, which meets the project requirements.

Fig. 5. Crossover phenomenon.

The single-line diagram with only the initial layout obviously has more equipment
coverage. As shown in Fig. 5, there are more primitive coverages in the figure, especially
where there are many branches in the t-section. For example, the tower “#15 ” overlaps
with the tower “#10 ”, and the distribution transformer station “107 ” is covered with
multiple primitives.

The single-line diagram after local stretching no longer has the problem of equip-
ment covering, but the equipment spacing becomes larger and there are uneven and
unreasonable problems, as shown in Fig. 6.

Finally, the single-line diagram after the local shrinking operationmeets the aesthetic
requirements of compact equipment and no cover, which well meets the needs of users,
as shown in Fig. 7.

The traditional single-line diagram automatic generation method that only performs
local stretching will inevitably lead to the problem of excessive distance between some
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Fig. 6. Local stretching to eliminate cross occlusion.

Fig. 7. Final single-line diagram after partial contraction.

devices in Fig. 6 after local stretching. The local shrinking algorithm proposed in this
paper shrinks the spacing of the shrinkable parts to a reasonable value after local stretch-
ing, and finally obtains a single-line diagram that is compact and has no overlapping and
crossing as shown in Fig. 7.

7.2 Situation 2. Incremental Layout

As shown in Fig. 8 and Fig. 9, the original signal-line diagram of a feeder shown in Fig. 8
is stored, and the signal-line diagram shown in Fig. 9 is obtained after this method is used
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to map, and the aesthetics has been greatly improved. However, the relative positional
relationship between the devices has not changed.

As shown in Fig. 8, the stock single-line diagram is laid out in a folded manner as a
whole. The one-line diagram shown in Fig. 8 is laid out from left to right starting from
the power supply, until it is about the length of the entire trunk, then bends down and
starts to be laid out from right to left until all devices are laid out.

As shown in Fig. 9, the single-line diagram formed by the incremental mapping
method described in this paper maintains the original folded layout, and the specific
layout details are updated and beautified. The specific corresponding bending equipment
is also the same, and the relative position between each t-connecting equipment and the
downlink trunk is also consistent with Fig. 8.

Fig. 8. Original single-line diagram of a feeder.

Fig. 9. The effect of the original image after incremental image formation.

It can be seen that when using this incremental layout method to automatically
generate a single-line diagram, it is more refined due to the reduction of the granularity
of the layout unit, which improves the flexibility of the layout. A single-line diagram
with a consistent layout of line diagrams.

8 Discussion

The automatic generation method of distribution network single-line diagram based on
the trunk line branch line model proposed in this paper satisfies the basic requirements
of single-line diagram drawing without equipment cover, horizontal and vertical layout,
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etc.; and adding local shrinkage operation, it has remarkable aesthetics in single-line
diagram. Improve. The specific advantages are as follows:

(1) The local stretching after the initial layout of the branch can completely solve the
problem of device occlusion.
(2) Perform local shrinking operation on the partially stretched single-line diagram to
make the single-line diagram more compact and beautiful.
(3) The wiring operation is carried out by using the hierarchical barrier-winding explo-
ration method towards the target, which can complete the wiring in all scenarios and
avoid wiring overlap.
(4) It supports incremental update layout of the stock single-line diagram, and can incre-
mentally generate a distribution network single-line diagram that inherits the original
layout.
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Abstract. The online identification of transformer parameters is influenced by
the measurement errors, and engages deviations which could deteriorate the anal-
ysis and control of power system. However, the characteristics of influence of
error are unknown. This paper presents the influence of measurement error and
transformer ratio on identified transformer parameter, and determines the domi-
nant factors, with the sensitivity analysis. Specifically, first, the parameter iden-
tification method for transformer based on the three-winding equivalent model
is presented and simulated. Secondly, the analytical and approximate calculation
methods for the sensitivities of the identified parameters with respected to the
phase angle and amplitude measurement error, and transformer ratio error are
introduced. Thirdly, with simulations, the correctness of the sensitivity analysis
and approximate calculation results are verified. Furthermore, the characteris-
tics of the different sensitivities are compared. Finally, with the characteristics of
the sensitivities, the dominant factors for the identified transformer parameter are
determined. That is, the dominant factors for the identified resistance are the errors
of voltage phase angle and amplitude, and ratio of high-middle voltage side. The
dominant factors for the identified reactance are errors of voltage amplitude and
phase angle, and errors of ratio of high-middle voltage side and high-low voltage
side. For example, when the voltage amplitude measurement error is 1%, the rel-
ative error of the identified resistance and reactance can reach more than 5000%
and 20% respectively.

Keywords: Three-winding transformer · Parameter identification · Sensitivity
analysis · Dominant factors · PMU · Data error · Influence characteristics

1 Introduction

Transformer is one of the important equipment for power transmission in power system.
Accurate transformer parameters are the basis of analysis, operation and control of power
system, and play a vital role in ensuring the safe, reliable and stable operation of power
system [1–4].
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Currently, the methods for transformer parameter identification could be mainly
divided into three categories: 1) the theoretical calculation methods, 2) the traditional
offline identification methods, 3) the online identification methods based on supervi-
sory control and data acquisition (SCADA) and phasor measurement unit (PMU) data.
Compared with the theoretical calculation methods and the offline identification meth-
ods, the online identification methods can identify transformer parameters under actual
operating conditions more accurately, thus, they have attracted widespread interest, due
to its instantaneity and economy [5, 6].

On the other hand, a lot of PMUs have been installed in China’s power grid. With the
PMU data, the transformer can be decoupled from the system, that is, it can be identified
independently. In addition, identification with PMU data could avoid the error caused
by imperfectly synchronized SCADA data and improve the accuracy of identification
results. Therefore, a lot of methods have been proposed. For example, Ref. [7] constructs
a model for calculating transformer ratio and reactance parameters, and gives the confi-
dence intervals for the identified parameters using PMUdatawith the normal distribution
parameter estimation. Ref. [8] uses the Gauss-Newton for iterative solution and uses the
mean estimation method to estimate the positive sequence reactance parameter of the
transformer. Ref. [9] provides an idea of using the phase component method to identify
the positive sequence parameters of double-winding transformer parameters under three-
phase imbalance. Ref. [10] proposes a step-by-step identification method for positive
sequence parameters of transformer windings based on median robust estimation.

However, there are inevitable errors in the field PMU measurement data, which
would influence the identified results, and even lead to the problem of identifiability and
credibility of the identified results. That is, if the influence is small, the identified results
is credible and may be close to the true value, and vice versa, they may deviate from the
true value and incredible.

It is worth noting that the current research about the influence of errors on grid
parameter identification are mainly focused on the identification of line parameter. For
example, Ref. [11], analyzes the influence of the amplitude of voltage and current on
the identified line parameters, combined with relative sensitivity. And the influence of
voltage phase angle error on each identified parameter is analyzed preliminarily. Ref.
[12] analyzes the influence of measurement errors of different operating conditions on
the estimation of line parameters by considering the accuracy level of the transformer
and the influence on its accuracy under different load scenarios and using the IEEE-14
node system. Ref. [13] studies the influence on the identified results of line parameters
from three aspects: identificationmodel, parallel high resistance, andmeasurement error.
However, the influence of PMU error on transformer parameter identification is rarely
reported.

As stated above, the characteristic of influence of error on identified parameters of
three-winding transform are unknown. In recognized of this, this paper analyzes the
influence of error on identified parameter of three-winding transformer in terms of both
transformer ratio and measurement error, and determines the dominant factors, with the
sensitivity analysis.

The remainders of the paper are organized as follows. The equivalent model and
parameter identification method for the three-winding transformer are presented and
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verified by simulation in Sect. 2. And then, the analytical method and approximate
method to calculate the sensitivities to analyze the characteristics of influence of error
is introduced in Sect. 3. The correctness of the sensitivity calculation results is verified,
and the characteristics of sensitivity are analyzed via simulations in Sect. 4. Combined
with characteristics of the sensitivities, the dominant influencing factors of transformer
parameter identification are determined in Sect. 5. Finally, the conclusions are provided
in Sect. 6.

2 Parameter Identification Method for Three-Winding
Transformer

In this section, the equivalent model for three-winding transformer is acquired. Then,
the transformer parameter identification method is introduced, whose effectiveness is by
using simulation data.

2.1 Mathematical Model

The equivalent model for three-winding transformer is shown in Fig. 1, where
U̇i, İi, Zi = Ri + jXi (i = 1,2,3) represent the positive-sequence voltage phasors,
current phasors and the impedance on the high-voltage, middle-voltage and low-voltage
side of the transformer respectively; U̇0 represents the voltage at neutral point; Zm rep-
resents the excitation impedance; k12 represents the ratio between the high-voltage side
and the middle-voltage side; k13 represents the ratio between the high-voltage side and
the low-voltage side.

1 1 1Z R jX= + 2 2 2=Z R jX+

3 3 3Z R jX= +

12 :1k

13 :1k

mZ

0U
1U 2U

3U
1I 2I

3I

Fig. 1. Equivalent circuit for three-winding transformer
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As shown in Fig. 1, the voltage at neutral point can be calculated using the mea-
surements and the impedance of the three-winding transformers. The equations are as
follows:

U̇0 = U̇1 − İ1Z1

U̇0/k12 = U̇2 − İ2Z2

U̇0/k13 = U̇3 − İ3Z3

(1)

Let U̇i = ei + jfi (i = 0, 1, 2) and İi = Ii cos θi + jIi sin θi (i = 1, 2, 3), expand the
real part and imaginary part separately. The following equations can be obtained.

I1R1 cos θ1 − I1X1 sin θ1 = e1 − e0
I1R1 sin θ1 + I1X1 cos θ1 = f1 − f0
I2R2 cos θ2 − I2X2 sin θ2 = e2 − e0/k12
I2R2 sin θ2+I2X2 cos θ2 = f2 − f0/k12
I3R3 cos θ3 − I3X3 sin θ3 = e3 − e0/k13
I3R3 sin θ3+I3X3 cos θ3 = f3 − f0/k13

(2)

Furthermore, eliminate the voltage of the neutral point in (2), the measurements
satisfy:

I1R1 cos θ1 − I1X1 sin θ1 − (k12I2R2 cos θ2 − k12I2X2 sin θ2 = e1 − k12e2
I1R1 sin θ1 + I1X1 cos θ1 − (k12I2R2 sin θ2 + k12I2X2 cos θ2 = f1 − k12f2
I1R1 cos θ1 − I1X1 sin θ1 − (k13I3R3 cos θ3 − k13I3X3 sin θ3) = e1 − k13e3
I1R1 sin θ1 + I1X1 cos θ1 − (k13I3R3 sin θ3 + k13I3X3 cos θ3) = f1 − k13f3

(3)

2.2 Identification Method

For (3), at time k, the parameters x = [R1,X 1,R2,X 2,R3,X3]T to be identified satisfy
the following linear equation.

Akx = Bk (4)

Among them, Ak represents 4 × 6 matrix of current phasor and transformer ratio at
time k, Bk represents 4 × 1 matrix of voltage phasor and transformer ratio at time k.

Consider multiple times, then:

Ax = B (5)

where:

A =
⎡
⎢⎣
A1
...

An

⎤
⎥⎦,B =

⎡
⎢⎣
B1
...

Bn

⎤
⎥⎦ (6)
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Specifically, for the data ofmultiple times, the linearEq. (5) is satisfied, the dimension
of matrix A is 4n × 6 (n ≥ 2), and the dimension of matrix B is 4n × 1. Taking a
three-winding transformer as an example, the specific target equation is shown in (7).

⎡
⎢⎢⎢⎢⎢⎢⎣

I1 cos θ −I1 sin θ1 −k12I2 cos θ2 k12I2 sin θ2 0 0
I1 sin θ1 I1 cos θ1 −k12I2 sin θ2 −k12I2 cos θ2 0 0
I1 cos θ −I1 sin θ1 0 0 −k13I3 cos θ3 k13I3 sin θ3
I1 sin θ1 I1 cos θ1 0 0 −k13I3 sin θ3 −k13I3 cos θ3

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

⎤
⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

R1
X1
R2
X2
R3
X3

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎣

e1 − k12e2
f1 − k12f2
e1 − k13e3
f1 − k13f3

.

.

.

⎤
⎥⎥⎥⎥⎥⎥⎦

(7)

Since the data of single time can establish four equations, at least two times PMU
data at different power flow conditions are needed in order to ensure the non-singularity
of matrix A.

According to (8), the transformer winding parameters x could be identified by using
multiple sets of measurement data. The objective function can be expressed as.

J = ‖Ax − B‖2 =
n∑

i=1

‖vi‖2 (8)

The least squaresmethod is used to identity x, and the parameter identification results
can be expressed as follows.

x = (ATA)−1ATB (9)

In addition, considering that one identification result can be obtained with each set
of PMU steady-state operating data, the median robust method [10] is used to obtain
better identification results based on multiple identification results from multiple sets of
times.

Rfinal=R0.5

Xfinal=X0.5
(10)

2.3 Simulation Verification

A three-winding transformer ismodeled in Simulink as shown in Fig. 2. The rated voltage
of each side of the transformer is 500 kV/220 kV/35 kV respectively, the tap position is
set according to the rated voltage. The winding connection type is YN/yn0/y0. Multiple
sets of steady-state measurements are obtained by changing the load. In this paper, 2
operating conditions (Load 1 and Load 2) are set to be constant load models.
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2TG

1LS

2LS

Fig. 2. Simulation system with a three-winding transformer

In the simulation, the load 1 is kept unchanged, and only the load 2 is changed to
obtain the steady-state PMU measurements at 2 conditions, which include the ampli-
tude and phase angle of the three-phase voltage and current on the three sides of the
transformer. The identified results obtained by bringing the measured data into the
identification equation are shown in Table 1.

Table 1. Simulation results of parameter identification

Parameters Setting value (�) Identified value (�) Relative error (%)

R1 0.2205 0.220499 −4.05 × 10–4

R2 0.02645 0.0264508 0.0011

R3 0.0057 0.00569 −2.26 × 10–4

X1 57.33 57.334 0.0071

X2 −1.587 −1.602 0.9585

X3 0.44064 0.4398 −0.1854

The identified value and the setting value as well as the error between them are given
in Table 1. As shown in Table 1, the identified value of transformer parameters is close
to the setting value, which indicates the effectiveness of the method.

3 Methods for Sensitivity Calculation

The identification equations for transformer parameters shows that the identified results
are related to the measurement error of voltage and current phasors of three windings
and the transformer ratio. To study the influence characteristics of measurement errors to
parameter identification, the sensitivity calculation method is introduced in this section,
which includes analytical calculation method and approximate calculation method.

3.1 Analytical Calculation Method

The analytical calculation method uses the sensitivity function to analyze the influence
of measurement errors on parameter identification. Generally, the sensitivity function is
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non-linear, but when the parameter varies little, the nonlinear sensitivity function can be
approximated as a linear function. The linear function is usually simply the first-order
derivative of the response to the parameter to be determined, which is obtained under a
set of rated parameter values. This function is called the first-order sensitivity function.
For the sensitivity calculation of transformer parameter identification, the first-order
normalized sensitivity function is adopted.

The relationship between variable f and parameter x is f = f(x), and the commonly
used first-order sensitivity function expression is:

The absolute sensitivity function is Sfx = d [f (x)]
d x

∣∣∣
x0
, which is often used to for

theoretical research.
The relative sensitivity function is Sfx = d (In f )

d x

∣∣∣
x0

= d f /f
d x/x

∣∣∣, which is very practical
to compare the parameter variation effects. For (3), since it is impossible to calculate the
relative sensitivity function of the parameters to be identified directly, the identification
equations at two times can be written to solve the parameters, then the sensitivity can be
calculated.

The sensitivity calculation expressions of the transformer resistance to the phase
angle of voltage and current of three windings can be expressed as follows.

SRiUif
= ∂Ri/Ri

∂Ui1f /Ui1f
+ ∂Ri/Ri

∂Ui2f /Ui2f

SRiIif = ∂Ri/Ri

∂Ii1f /Ii1f
+ ∂Ri/Ri

∂Ii2f /Ii2f

(11)

Note: The specific expressions for sensitivity in (11) are too complex to be displayed
due to space constraints. The analytical calculation results are given in Sect. 4. (12)–(13)
are processed using the same method.

The relative sensitivity calculation expressions of transformer resistance to the volt-
age and current amplitudes of three windings are shown in (12). Ui1f , Ui2f , I i2f and
Ii1f (i = 1, 2, 3) represent the voltage and current amplitudes of three windings at two
snapshots respectively.

SRiUif
= ∂Ri/Ri

∂Ui1f /Ui1f
+ ∂Ri/Ri

∂Ui2f /Ui2f

SRiIif = ∂Ri/Ri

∂Ii1f /Ii1f
+ ∂Ri/Ri

∂Ii2f /Ii2f

(12)

The relative sensitivity calculation expressions of the transformer resistance to errors
of the ratio of high-middle voltage side and high-low voltage side are shown in (13).

SRik12 = ∂Ri/Ri

∂k12/k12

SRik13 = ∂Ri/Ri

∂k13/k13

(13)

The sensitivity calculation expressions of reactance are similar to the resistance
sensitivity calculation (11)–(13), which are not repeated.
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3.2 Approximate Calculation Method

When the approximate method is used to calculate the sensitivity of the parameters to
the phase angle measurement error, deviations are added to the high, medium and low
side voltage and current phase angle in the simulation, and the identified parameter R′

i,
X ′
i (i = 1, 2, 3) are obtained. The relative errors of the identification under different

phase angle deviations are calculated using (14) and (15).

R′
i − Ri

Ri
∗ 100 (14)

X ′
i − Xi

Xi
∗ 100 (15)

The calculation for the sensitivity of the amplitude measurement error and the
transformer ratio error is similar to that above. Therefore, the calculation is not repeated.

4 Analyses of Sensitivity Characteristic

In this section, the correctness of the sensitivity calculation results is verified via sim-
ulations. Also, the influence characteristics of the amplitude measurement error, phase
angle measurement error and transformer ratio error on the parameter identification are
analyzed respectively.

4.1 Phase Angle Measurement Error

Two sets of steady-state PMU measurements are obtained by changing the load in the
simulation in Sect. 2.3. Then, two methods introduced in Sect. 3 are applied to study the
influence of phase angle measurement error on transformer parameters. The results are
shown in Table 2.

Table 2. The sensitivity of transformer parameters to phase angle measurement error

Parameters U1j U2j U3j I1j I2j I3j

R1 A1(%) −539.80 449.04 2.30 ×
10–6

90.76 −6.09 ×
10–10

4.87 ×
10–11

A2(%) −539.80 449.03 1.45 ×
10–8

90.76 −1.04 ×
10–9

−1.34 ×
10–8

R2 A1(%) 345.25 −324.10 −6.28 ×
10–6

−6.46 ×
10–9

−21.14 1.48 ×
10–8

A2(%) 341.95 −320.81 −6.55 ×
10–6

−5.19 ×
10–9

−21.15 −4.50 ×
10–9

(continued)
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Table 2. (continued)

Parameters U1j U2j U3j I1j I2j I3j

R3 A1(%) −566.13 −133.60 672.80 6.35 ×
10–11

−3.01 ×
10–9

26.93

A2(%) −565.74 −133.99 672.80 −7.32 ×
10–9

8.05 ×
10–9

26.94

X1 A1(%) 0.02 −0.01 1.67 ×
10–8

−0.002 −2.50 ×
10–11

2.88 ×
10–11

A2(%) 0.02 −0.02 1.45 ×
10–8

−0.0013 1.32 ×
10–12

3.70 ×
10–11

X2 A1(%) −31.60 31.59 1.03 ×
10–7

2.27 ×
10–11

0.01 2.16 ×
10–10

A2(%) −31.29 31.28 1.09 ×
10–7

8.40 ×
10–11

0.01 −2.59 ×
10–10

X3 A1(%) 2.93 −2.89 −0.03 −2.27 ×
10–11

2.86 ×
10–11

−0.01

A2(%) 2.95 −2.90 −0.05 −1.83 ×
10–10

−8.72 ×
10–11

−0.0045

Note: A1 represents the result of approximate calculation method, and A2 represents the result of
analytical calculation method.

Table 2 shows that the analytical calculation results are close to the approxi-
mate calculation results, which verifies the correctness of the sensitivity calculation
of transformer parameters to phase angle measurement error.

Furthermore, it can be concluded that:

1) The identified resistances of three-winding are greatly affected by the measurement
error of voltage phase angle on high-voltage side and middle-voltage side. Specifically,
when voltage phase angle on high-voltage side contains 0.2° error, the relative deviation
of the identified resistance on the high/middle/low-voltage side is −539.80%, 345.25%
and −565.74% respectively. Besides, the measurement error of voltage phase angle on
middle-voltage side has similar influence characteristics. In particular, the measurement
error of voltage phase angle on low-voltage side also has a great influence on the identified
low-voltage side resistance. When the low-voltage side voltage phase angle contains
0.2° error, the relative deviation of the identified resistance on the low-voltage side is
672.80%.
2) The identified resistances of three-winding are also influenced by the current phase
angle measurement error on the local side. When the current phase angle of high-
voltage side contains 0.2° error, the relative deviation of the identified resistance on
high/middle/low-voltage side is 90.76%, −21.14% and 26.94% respectively.
3) The identified reactance of the middle-voltage side is greatly influenced by the mea-
surement error of the voltage phase angle on both high-voltage and middle-voltage side.
Specifically, when the voltage phase angle on the high-voltage side contains 0.2° error,
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the relative deviation of the identified resistance on high-voltage side is −31.60%. The
influence characteristics of the measurement error of the voltage phase angle on the
middle-voltage side are similar to those on the high-voltage side.
4) The reactances of the high-voltage side and low-voltage side are less affected by the
phase angle measurement error.

4.2 Amplitude Measurement Error

To study the influence of amplitude measurement error on transformer parameters,
similar to Sect. 4.1, the sensitivity results are calculated, as shown in Table 3.

Table 3. The sensitivity of transformer parameters to amplitude measurement error

Parameters U1f U2f U3f I1f I2f I3f

R1 A1(%) 14.22 −13.22 1.24 ×
10–5

−0.99 2.03 ×
10–10

5.70 ×
10–9

A2(%) 14.22 −13.22 1.14 ×
10–5

−1.00 −4.31 ×
10–8

−6.23 ×
10–8

R2 A1(%) 5429.29 −5428.29 −1.77 ×
10–5

−7.95 ×
10–9

−0.99 −1.31 ×
10–8

A2(%) 5429.12 −5428.12 −1.45 ×
10–5

−3.70 ×
10–8

−1.00 −4.91 ×
10–8

R3 A1(%) 651.62 −640.25 −10.37 −2.39 ×
10–9

−9.04 ×
10–10

−0.99

A2(%) 651.63 −640.26 −10.37 5.39 ×
10–8

4.16 ×
10–8

−1.00

X1 A1(%) 5.95 −4.95 −2.54 ×
10–8

−0.99 −6.38 ×
10–12

1.92 ×
10–11

A2(%) 5.95 −4.95 −2.65 ×
10–8

−1.00 3.35 ×
10–11

6.38 ×
10–11

X2 A1(%) 16.48 −15.48 −3.13 ×
10–7

−1.02 ×
10–10

−1.00 8.51 ×
10–11

A2(%) 16.33 −15.33 −3.23 ×
10–7

−7.69 ×
10–11

−1.00 2.71 ×
10–9

X3 A1(%) 20.97 4.97 −24.93 −2.70 ×
10–11

4.11 ×
10–12

−0.99

A2(%) 21.00 4.97 −24.98 −1.16 ×
10–10

3.00 ×
10–10

−1.00

Note: A1 represents the result of approximate calculation method; A2 represents the result of
analytical calculation method.
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Table 3 shows that the analytical calculation results are close to the approximate cal-
culation results, which verifies the correctness of the sensitivity calculation of amplitude
measurement errors to the transformer parameters.

Furthermore, it can be concluded that:
1) The identified resistances of the high-voltage and middle-voltage side are greatly

influenced by the measurement error of voltage amplitude on both sides of high-voltage
and middle-voltage. Specifically, when the measurement error of voltage amplitude
on high voltage side is 1%, the relative deviation of the identified resistance on the
high/middle-voltage side is 14.22% and 5429.12% respectively. And the measurement
error of voltage amplitude onmiddle-voltage side has similar influencing characteristics.

2) The identified resistance of the low-voltage side is greatly influenced by the mea-
surement error of three–winding voltage amplitude. Specifically, when the measure-
ment error of three–winding amplitude voltage is 1% respectively, the relative deviation
of the identified resistance on low-voltage side is 651.63%, −640.26% and −10.37%
respectively.

3) The identified reactances of middle-voltage side and low-voltage side are greatly
influenced by the voltage amplitude measurement error on the high-voltage side and
the voltage amplitude measurement error on the local side. Specifically, when the mea-
surement error of voltage amplitude on high-voltage side is 1%, the relative deviation
of the identified reactance on the middle/low-voltage side is 16.33% and 21% respec-
tively. When the measurement error of voltage amplitude on middle-voltage side is 1%,
the relative deviation of the identified reactance on the middle-voltage side is −15.33%.
When themeasurement error of voltage amplitude on low-voltage side is 1%, the relative
deviation of the identified reactance on the low-voltage side is −24.98%.

4) The high-voltage side reactance is less influenced by the measurement error of
amplitude.

4.3 Transformer Ratio Error

To study the influence of transformer ratio error on transformer parameters, similar to
Sect. 4.1, the sensitivity results are calculated, as shown in Table 4.

Table 4. The sensitivity of transformer parameters to transformer ratio error

Parameters k12 k13

Approximate
results (%)

Analytical
result (%)

Approximate
results (%)

Analytical
result (%)

R1 −13.22 −13.22 1.25 × 10–5 1.12 × 10–5

R2 −5423.87 −5429.12 −1.80 × 10–5 −1.73 × 10–5

R3 −640.25 −640.26 −11.22 −11.37

(continued)
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Table 4. (continued)

Parameters k12 k13

Approximate
results (%)

Analytical
result (%)

Approximate
results (%)

Analytical
result (%)

X1 −4.95 −4.95 −2.50 × 10–8 −2.90 × 10–8

X2 −16.47 −16.33 −3.10 × 10–7 −3.20 × 10–7

X3 4.97 4.98 −25.91 −25.98

Table 5. The dominant factors for the identified parameters in phase angle measurement error

U1j U2j U3j I1j I2j I3j

R1
√ √

R2
√ √

R3
√ √ √

X1

X2
√ √

X3

Table 6. The dominant factors for the identified parameters in amplitude measurement error

U1f U2f U3f I1f I2f I3f

R1
√ √

R2
√ √

R3
√ √ √

X1

X2
√ √

X3
√ √

Table 4 shows that the analytical calculation results are close to the approxi-
mate calculation results, which verifies the correctness of the sensitivity calculation
of transformer parameters to transformer ratio error.

Furthermore, it can be concluded that:
1) The identified resistances of three-winding are greatly influenced by the error of

ratio of high-middle voltage side. Specifically, when the error of ratio of high-middle
voltage side is 1%, the relative deviation of the identified resistance on high/middle/low-
voltage side is −13.22%, −5429.12%, and −640.26% respectively.
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Table 7. The dominant factors for the identified parameters in transformer ratio error

k12 k13

R1
√

R2
√

R3
√ √

X1

X2
√

X3
√

2) The identified resistance and reactance of the low-voltage are greatly influenced
by the error of ratio of high-low voltage side. Specifically, when the error of ratio of high-
low voltage side is 1%, the relative deviation of the identified resistance and reactance
on low-voltage side is −11.37% and −25.98% respectively.

3) The identified reactance of the middle-voltage is greatly influenced by the error
of ratio of high-middle voltage side. Specifically, when the error of ratio of high-middle
voltage side is 1%, the relative deviation of the identified resistance on middle-voltage
side is −16.33%,

4) The high-voltage side reactance is less influenced by the transformer ratio error.

5 Determination of Dominant Factors

Table 2, 3 and 4 shows the degree of influence of phase angle, amplitude measurement
error and transformer ratio error on transformer parameters to be identified. Further,
for the analysis convenience and engineering practicality, Tables 5, 6 and 7 show the
dominant factors for the identified parameter of transformer under differentmeasurement
errors. The dominant factors are marked by “

√
” in Tables 5, 6 and 7.

It can be concluded that:
The dominant factors for the identified resistance of transformer are themeasurement

errors of voltage phase angle and amplitude, and the error of ratio of high-middle voltage
side.

Specifically, when the voltage amplitude measurement error is 1%, the relative error
of the identified resistance can reach more than 5000%. When the error of the ratio
between the high-voltage side and the middle-voltage side is 1%, the relative error of
the identified resistance can reach more than 5000%. When the measurement error of
voltage phase angle is 0.2°, the relative error of the identified resistance will reach more
than 600%.

The dominant factors for the identified reactance of transformer are themeasurement
errors of voltage amplitude and phase angle, and the errors of ratio of high-middle voltage
side and high-low voltage side.

Specifically, when the voltage amplitude measurement error is 1%, the relative error
of the identified reactance will reach more than 20%. When the measurement error of
voltage phase angle is 0.2°, the relative error of the identified reactance will reach more
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than 30%. When the error of ratio of high-middle voltage side is 1%, the relative error
of the identified resistance can reach more than 15%. When the error of ratio of high-
low voltage side 1%, the relative error of the identified resistance can reach more than
25%.

6 Conclusion

In this paper, the sensitivity analysismethod is used to study the influenceofmeasurement
error and transformer ratio on the identified parameter of transformer Furthermore,
based on the sensitivity analysis, the dominant factors for parameter identification are
determined. The main conclusions are as follows.

The dominant factors for the identified resistance of transformer are themeasurement
errors of voltage phase angle and amplitude, and the error of ratio of high-middle voltage
side. The influence of voltage phase angle measurement error may be 5–500 times
larger than that of current phase angle measurement error, and the influence of voltage
amplitude is 10–5000 times larger than that of current amplitude measurement error.

The dominant factors for the identified reactance of transformer are the error of
voltage amplitude and phase angle measurement, and the errors of ratio of high-middle
voltage side and high-low voltage side. The influence of voltage phase angle may be 30
times larger than that of current phase angle measurement error, and the influence of
voltage amplitude may be 25 times larger than that of current amplitude.

It can be concluded that, to obtain accurate identified parameters, the error of voltage
amplitude and phase angle should be paid more attentions. Furthermore, the transformer
ratio should be firstly estimated when it is unknown, since it is a good choice to improve
the accuracy and reliability of the identified results.
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Abstract. The failure of the internal module often leads to the failure of the relay
protection device (RPD),which threatens the safe and stable operation of the power
grid. At the same time, the thermal effect, which is expressed with temperature, is
an important factor for module failure. However, there is few literatures engaged
with the influence of temperature on the reliability of the whole PRD. This paper
proposed the reliability models for the core modules and the RPD considering
the thermal effect with temperature, combinges with the temperature-dependent
Arrhenius model and the Weibull distribution model for the time-varying failure
rate. In details, first, with the structure of the RPD, three main failures should
be considered, namely the hardware failure, the software failure, and the human-
induced failure. Combined with statistical data, it is determined that the hardware
failure mainly considers the failure of the CPU module, power module and other
modules.

Secondly, with the Weibull distribution model for time varying failure rate
and the Arrhenius model, an improved Weibull model for the failure rate of dif-
ferent modules considering temperature is established. Furthermore, combined
with hardware, software & human-induced failure and repair rate, the reliability
prediction model of the RPD is proposed. Finally, the case analysis shows the
effectiveness of the proposed models.

Keywords: Thermal effect · Time-varying failure rate · Arrhenius · Relay
protection device · Weibull distribution · Core module

1 Introduction

Relay protection is the first line of defense to ensure the safe and stable operation of
the power system, thus, the reliability of the relay protection device (RPD) is crucial to
the safe and stable operation of the power grid. Therefore, it is important to establish a
reasonable reliability model of RPD and to evaluate its reliability.

Meanwhile, operation data statistics show that the failure of the internal coremodules
of RPD, such as CPU and power, often leads to the failure of RPD [1]. Therefore, the
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reliability evaluation of RPD considering the module has attracted much attention [2–5].
For example, Reference [2] establish a joint distribution model of the defect distribution
of the RPD, by dividing the RPD into power, CPU, AC and LCDmodules. Reference [5]
proposes a reliability model for RPD based on the Markov model by dividing the failure
modes of RPD into the software failures, the hardware failures including power supply,
CPU, DI, DO, AI, CU, MMI module failure, considering the self-inspection. Reference
[3, 4] proposed theMarkovmodels for the single and dual device, respectively, considers
failure modes such as hardware failure including power, CPU and other modules, and
the software failure, and the human-induced failure, as well as the influence of self-
inspection and regular inspection. The above models are based on the module, which
originated from practical experience, and considering a variety of failure modes and
influencing factors, thus, so the reliability model of the whole machine is reasonable.

On the other hand, statistical results show that more than half of the failures of
electronic equipment are mainly caused by thermal effect [6, 16], i.e., the change of
temperature will affect the failure rate of chips and boards, which in turn affects the
reliability of RPD. However, it is worth noting that none of the above reference [2–5]
consider thermal effect.Meanwhile, few literatures focus on the influence of temperature
on the reliability of RPD. In Reference [7], the time-varying aging failure rate of the
core module of RPD with temperature is analyzed, but in reliability model for the RPD,
the effect of software, human failure and maintenance are ignored. Thus, it is needed to
be further improved.

In recognizing the above problems, this paper proposes the reliability models
describing the core modules and the RPD considering the temperature, combines the
temperature-dependent Arrhenius model and the Weibull distribution model. The pro-
posed model can evaluate the reliability of the RPD more accurate, considering the
thermal effect.

The remainders of the paper are organized as follows. Section 2 analyses the struc-
ture of RPD and its failure modes, including hardware, software and human-induced
failure. Section 3 proposes an improved Weibull distribution model of the failure rate to
considers the thermal effect, which is by Arrhenius model to modify the life parameters
of the Weibull distribution. Section 4 presents the reliability prediction model of RPD
considering hardware, software, human-induced failure and repair rate. In Sect. 5, a case
study of operation defect information is employed to analyze the reliability of RPD, sen-
sitivity analysis validate the proposedmodel, the results are given and discussed. Finally,
Sect. 6 gives a conclusion.

2 The Structure of Relay Protection Device and Its Failure Modes

The overall hardware structure of the microcomputer RPD is shown in Fig. 1, mainly
including CPU, power, ADC and other modules. The functions of each module are dif-
ferent. And there are differences in the hardware structure, which will result in different
reliability. Failure of any module will lead to failure of RPD.

In terms of failure modes, there are three main failure modes of the relay protection
core module, 1) hardware failure caused by the components of RPD, 2) software failure
caused by errors in the program code of RPD or program loopholes during operation;
3) the random human-induced failure caused by human error [8].
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Fig. 1. Overall hardware structure of the relay protection device

For hardware failure, the failure statistics of national relay protection from 2015 to
2018 show that [1], among the hardware failures, the CPU and power modules have the
most failures, while other modules account for a small proportion. Therefore, in order
to simplify the model, this paper divides the core modules of RPD into CPU, power and
others (referring to all modules except the CPU and power).

At the same time, the failure rate of hardware failure is much higher than that of
other failure modes, and the occurrence frequency is higher, which has a greater impact
on the reliability of the whole protection device [1]; Therefore, this paper focuses on
the analysis of the hardware failure rate of RPD considering the core module, further
integrates the other two failure modes, and finally obtains the reliability model of the
whole protection device.

3 Failure Rate of Core Modules Considering Thermal Effect

Temperature is the most important factor that affects the aging of the module and leading
to its failure. A large number of electronic components are integrated in the protection
device module, which will generate a large amount of heat during operation, and it will
cause the internal temperature of the module to rise and affect the failure rate of the
core module. A core module failure rate model that considers temperature is built in this
section [9].

3.1 Arrhenius Model

The practice has proved that when the temperature rises, the physicochemical reaction of
device deterioration accelerates, and the failure process accelerates [14]. The influence
of general temperature on components can be described by the Arrhenius model [17].
Therefore, the Arrhenius model is adopted to correct the failure rate of the core module
in the protection device, and the module failure rate considering the temperature is
obtained.
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The Arrhenius reaction rate equation is an empirical formula, which is summed up
from practice. The expression is,

∂M

∂t
= A0 exp

(
−�EA

KT

)
(1)

where, M is the degradation amount of a certain characteristic value of the component;
∂M /∂t represents the degradation rate of the temperature at T, and the degradation rate
is a linear function of the time t; Boltzmann constant k = 8.617x10−5eV/°C; T is the
thermodynamic temperature; A0 is a constant; t is the reaction time; EA (in eV) is the
failure activation energy, which is a constant for the same failure mode of the same type
of components.

3.2 Improved Weibull Distribution Model Considering Thermal Effects

This section adopts the Arrhenius model to correct theWeibull life parameter of the core
module of RPD, to more accurately fit the effect of temperature on module failure.

Generally, the time-varying failure rate can be approximated by the Weibull dis-
tribution [11], and the typical failure rate of the two-parameter Weibull distribution is
expressed as follows [15],

λ(t) = β

η

(
t

η

)β−1

(2)

where, t is the time; β is the shape parameter; η is the scale parameter, also known as
the characteristic life, which is a mean life.

On the other hand, studies have shown that [12], on the premise of ensuring that
the failure mechanism remains unchanged, the parameters of the Weibull distribution
should satisfy the following two relations at the same time,

1) The shape parameters β of the failure distribution under different stresses are
consistent, which is a fixed value, that is, β = βi(i = 1, 2, ..)

2) The relationship between the life parameter ηt and the experimental temperature
T should satisfy the Arrhenius model, ηi = AFi · η

AFt = e(
−EA
KTt

)

e
(

−EA
KT0

)
= e

(
EA
k

(
1
T0

− 1
Tt

)
)

(3)

where, AFt is the acceleration factor at time t; T0 is the initial temperature, Tt is the
absolute temperature after time t, and the unit is Kelvin.

In order to distinguish it from the traditional Weibull parameters, the parameter η is
represented by a constant A.

ηt = Ae
(
EA
k

(
1
T0

− 1
Tt

)
)

(4)

Substituting Eq. (4) into Eq. (2), the expression of the time-varying failure rate of
RPD module considering the effect of temperature can be obtained as shown in (5),

λT (t) = β[
Ae

(
EA
K

(
1
T0

− 1
Tt

)
)
]β

(t)β−1 (5)
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On the other hand, under the action of long-term temperature stress, the internal
temperature of RPD will also change with time, so the temperature changes with time,
correspondingly, the temperature of each module also rises slowly, and the rate of rise
gradually decreases, and finally tend to flatten. Combined with the Arrhenius model,
the functional relationship between the module temperature Tt and the running time t is
derived as follows,

Tt = b

ln( at )
(6)

where, a and b are constants, which can be obtained by experimentally measuring
multiple groups of t and Tt fitting of different modules.

4 Reliability Model of RPD Considering Maintainability

4.1 Reliability Prediction of Repairable Series System

For a repairable system, its reliability is usually assessed by availability. For a series
system with n elements, assuming that the failure rate of the elements is λi, the repair
rate is μi, and μi >> λi, the reliability parameters of the series equivalent system is
[12],

λs =
n∑

i=1

λi, rs = 1

λs

n∑
i=1

λiri,

Us = λsrs =
n∑

i=1

λiri, As = 1 − Us

(7)

where, λs is the system failure rate, rs is the reciprocal of the system repair rate, Us is
the system unavailability, and As is the system availability.

It should be noted that the Eq. (7) is an approximate result, which ignoring the high-
order terms of the failure rate and repair rate, and its error increases with the increase of
the number of modules.

The components of RPD are irreparable, but the system composed of different com-
ponents is repairable. Therefore, its evaluation indexneeds to consider itsmaintainability,
and it is suitable to use the availability index.

4.2 Reliability Prediction of Relay Protection Device with Temperature

As mentioned above, the failure modes of RPD are divided into hardware failure, soft-
ware failure and human-induced failure. In actual operation, the failure of any failure
mode will lead to the failure of the protective device. Therefore, the above three failure
modes can be regarded as a series model.

The relationship between RPD and each of the main internal functional modules
constitutes a series relationship, that is, the failure of any functional module will lead to
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the failure of the entire device. Considering that the hardware is divided into three parts,
CPU, power and other modules, the overall hardware failure rate of RPD is

λHW .T (t) = λCPU .T (t) + λpower.T (t) + λother.T (t) (8)

where, λHW .T , λCPU .T , λpower.T , λother.T are the failure rates of hardware, CPU, power
and other modules considering the influence of temperature respectively.

Further, considering the different failure modes and self-checking factors of the
device, and the hardware failure rate, software failure rate and human-induced failure
rate of the device, the failure rate of thewhole device series equivalent model considering
the influence of temperature can be obtained as follows,

λs(t) = λHW (t) + λSW + λHR (9)

where, λSW , λHR are the failure rates of software failure and human-induced failure
respectively. It should be noted that the software failure always exists during the operation
of the device andwill not be repaired, thus, the failure rate is a constant value; the human-
induced failure is random, and is taken as a constant value according to engineering
experience.

The overall unavailability of the device Us is,

Us(t) = λs(t)rs(t) = λHW (t)rHW + λSW rSW + λHRrHR (10)

where, rHW , rSW , rHR are the reciprocal of the repair rate of hardware failure, software
failure and human-induced failure of the device, which are constant values according to
engineering experience.

The overall availability of the device As is,

As(t) = 1 − Us(t) (11)

5 Case Analysis

The total number of RPD put into operation from 2010 to 2018 in a power grid was
35,466, with 103 power module defects, 170 CPUmodule defects, and 223 other module
defects, totaling 496 times. At the same time, the date of commissioning of the above-
mentioned defective device and the date of occurrence of the defect (censored data) were
obtained, which are shown in Table 1.

5.1 Time-Varying Failure Rate of Modules

According to the operation characteristics of each module, 10 modules were selected to
be put into operation for 1–3 years, 4–6 years and 6–8 years respectively. Its internal
temperaturewasmeasuredwith an infrared thermometer, Take the average of theworking
time and temperature of each module to obtain the approximate temperature of each
module at different time points, as shown in the following Table 2 [8].
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Table 1. Partial defect data and censored data of CPU modules of a certain type of RPD

Date of the device was put
into operation

Date of Defect Number of years of CPU
failure-free(T) operation

1 2015/6/10 2018/3/15 11,30 2.765696

2 2018/5/8 2018/7/15 10,18 0.187477

3 2014/11/2 2018/3/20 16,10 3.382667

4 2010/1/17 2018/11/22 22,18 8.8546

5 2017/12/28 2018/8/14 10,00 0.628539

……

6 2012-07-25 As of the end of the
statistics, there is no defect
in the device, which is
random censored data

6.438356

7 2018-06-21 0.528767

8 2013-10-23 5.191781

9 2018-04-26 0.682192

10 2017-06-14 1.547945

Table 2. Temperature statistics of each module of RPD at different time

Module name Operating temperature (°C)

1.2 years 4.6 years 6.8 years 11.4 years

Power 58.5 62.0 67.4
——

CPU 58.8
——

62.2 66.6

Others 60.2 61.4 63.2
——

Combined with formula (6), the temperature variation relationship of the three types
of modules with time can be obtained as follows

TCPU (t) = 41316.43

ln 2.74∗1054
t + 1

TPower(t) = 16061.65

ln 2.37*1021
t + 1

TOther(t) = 47303.13

ln 2.05∗1062
t + 1

(12)

Considering the right-censored data of no defects in the device, the estimated failure
rate can be obtained, and then the parameters of the Weibull life model considering the
effect of temperature can be obtained [15], and the time-varying failure rate of each



762 Z. Jing et al.

module considering the effect of temperature can be obtained as shown in Eq. (13) and
Fig. 2.

λCPU (t) = 0.9953{
(3.88 ∗ 103) ∗ exp

[
−13925.96 ∗ ( 1

329.61 − ln 2.74∗1054
t + 1

41316.43 )

]}0.9953
∗ t−0.0047

λPower(t) = 1.321{
(2.097 ∗ 103) ∗ exp

[
−7543.23 ∗ ( 1

327.2 − ln 2.37∗1021
t + 1

16061.65 )

]}1.321 ∗ t0.321

λOther(t) = 1.0034{
(1.519*103) ∗ exp

[
−5802.48 ∗ ( 1

331.6 − ln 2.05∗1062
t + 1

47303.13 )

]}1.0034 ∗ t0.0034

(13)
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Fig. 2. Time-varying failure rate of CPU, power and other modules

Figure 2 shows that the failure rate of each module gradually increases with the
operating years, which is the same as the change trend of the time-varying failure rate
of the modules analyzed in the literature [4].
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5.2 Reliability Prediction of RPD

For RPD, the failure rate and repair rate of software failure and human-induced failure
are shown in Table 3 [5].

Table 3. Parameters of the protective device series equivalent model considering the core module

Symbol Value

Software failure rate λSW 2.56*10–4 (Times/(100 sets * year))

Human-induced failure rate λHR 1*10–4 (Times/(100 sets * year))

Hardware repair rate μHW 14.6 ((times*100 sets)/year)

Software failure repair rate μSW 10 ((times*100 sets)/year)

Human-induced failure repair rate μHR 0.15 ((times*100 sets)/year)

Table 4. Influence of temperature change on the reliability of the protection device after 12 years
of operation

After 12 years of operation Type of module Reliability Variation of reliability relative to
original temperature

Original temperature
——

0.9810
——

Temperature rise 1 °C CPU module 0.9799 −0.11%

Power module 0.979 −0.20%

Other module 0.9799 −0.11%

All modules 0.977 −0.40%

Temperature decrease 1 °C CPU module 0.9816 + 0.06%

Power module 0.9826 + 0.16%

Other module 0.9817 + 0.07%

All modules 0.984 + 0.30%

Combining with the overall hardware failure rate of the device, the time-varying
failure rate and availability of the whole device after considering the temperature effect
of RPD in series equivalence are shown in Fig. 3 and Fig. 4.
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Fig. 3. Time-varying failure rate of protective devices considering temperature effects

5.3 Influence of Temperature on Reliability of RPD

For power modules, CPU modules, and other modules, taking into account the overall
heat dissipation causes a certain temperature to rise or fall at the same time, or a single
module drop or rise to a certain temperature because of different structural designs.
Extreme cases are considered in this paper, and the temperature changes are all 1°C. The
overall reliability curves of RPD are shown in Fig. 5.

Two assumptions are set for its temperature: 1) the temperature change trend is
the same, the value is 1 °C lower than the original temperature; 2) the temperature
change trend is the same, the value is 1 °C higher than the original temperature. Set
the temperature of the power module, CPU module, other module and all modules to
increase (decrease) 1 °C compared with the original temperature, a total of 8 cases,
analyze the influence of the temperature change of RPD on the reliability of the whole
machine.

Further, considering that the device has been operated for 12 years, the reliability of
the device can be compared with the original temperature as shown in Table 4.

It can be seen that:

1) At the original temperature, after the device was put into operation for 12 years,
its availability gradually decreased by about 1.9%; A rise in temperature decreases
availability, and a decrease in temperature increases availability;



A Reliability Prediction Model for the Relay Protection Device 765

Ti
m

e-
va

ry
in

g
av

ai
la

bi
lit

y
of

de
vi

ce
sc

on
si

de
rin

g
m

ul
tip

le
fa

ilu
re

m
od

es

Operating time(year)
0 2 4 6 8 10 12

0.98

0.982

0.984

0.986

0.988

0.99

0.992

Fig. 4. Time-varying availability of the protection device considering the effect of temperature

2) When the operating temperature of a singlemodule increases by 1 °C, the availability
of the whole machine decreases slightly compared with the original temperature,
and the availability of the whole machine after 12 years of operation decreases
by about 2.1%. With the increase of running time, compared with CPU and other
modules, the difference of the power module’s influence on the reliability of RPD
gradually increases. It can be concluded that the power module is most affected by
temperature. When the operating temperature of all modules increased by 1 °C, the
device availability decreased the most, about 2.3%;

3) When the operating temperature of a singlemodule decreases by 1 °C, the availability
of the whole machine increases slightly compared with the original temperature.
Availability dropped by about 1.6% after 12 years of operation.

It can be seen that when the heat dissipation performance of the device is well, the
temperature rises slowly with the increase of operating years, and the availability of the
whole machine is relatively high. On the contrary, if the heat dissipation performance
is poor, the temperature will rise more for the same time, so that the availability of the
whole machine will be reduced accordingly. It can be concluded that strengthening the
low power consumption and heat dissipation design of the device can effectively prevent
the aging of the device and improve the reliability of the whole machine.
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Fig. 5. Influence of temperature change on reliability of protection device

6 Conclusions

A reliability models for RPD considering the thermal effect with temperature is pro-
posed, combined with the maintainability,software failure, human-induced failure, and
the hardware failure with improved model. The model is derived with the improved
Weibull failure rate models of the core modules, based on the Weibull distribution and
the Arrhenius model. Analysis shows that the higher the internal temperature of the
device, the lower of its reliability, and the sensitivity shows that the temperature has
a large impact on the reliability of the device. Furthermore, among the CPU modules,
power modules, and other modules, the power module is most affected by temperature.
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Abstract. The rapid increase in the distributed energy resources generation has
triggered the new trend of prosumer-centricmarkets with peer-to-peer (P2P) trans-
actions. However, the long-term planning management for renewable generation
will also be influenced by P2P transactions, apart from the short-term marketing
strategies of prosumers. This paper analyses the impacts on prosumers’ long-term
planning for distributed energy generation expansion resulted from P2P transac-
tions in the distribution networks. Based on the established P2P transaction model
and operation model of the distribution network, we further propose the expansion
model of PV generation and battery energy storage system (BESS) for prosumers.
The case studies verify that P2P transactions can effectively incentive prosumers to
increase the penetration of distributed energy in the distribution network. Besides,
it is also found that P2P transactions can help to improve the total social wel-
fare of the distribution network and reduce the fluctuation of the total load in the
distribution network.

Keywords: Distributed energy resources expansion · P2P transactions ·
Prosumer-centric markets

1 Introduction

With the rapid growth of distributed energy resources, distributed generation such as
rooftop PV panels is wildly used, which calls for the emergence of prosumers in the dis-
tribution network. Equipped with PV panels and battery energy storage systems (BESS),
prosumers are able to produce and store electricity. And the fluctuations of load and
renewable generation create the opportunity for energy exchanging and sharing among
a group of prosumers. Besides, prosumers can shift their roles to buyers or sellers by
managing energy consumption, generation, and storage [1]. Thus, it is necessary to build
a market scheme to ensure the efficiency and security of transactions.

In that given context, P2P transaction is proposed to encourage local energy sharing
and trading boundlessly [2]. Different forms of P2P transaction schemes and market
clearing mechanisms can be categorized into three categories: centralized, decentral-
ized, and distributed [3, 4]. And various trading models and market clearing algorithms
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have been established [5–8]. In [5, 6], P2P trading is considered to encourage market
players to form a cooperative game. Using the peer-to-peer trading price as the pairwise
factor, references [7, 8] consider establishing an optimization model for peer-to-peer
trading with distribution network utilization fees. In comparison, some articles [9, 10]
describe P2P trading as a non-cooperative game among prosumers and investigate the
existence of market equilibrium. In [11], a real-time pricing model for peer-to-peer
transactions is proposed to analyze the changes in power flow. And in [12], financial
contracts are introduced as risk hedging mechanisms to evaluate the influence of mar-
ket players. Decomposition algorithms are widely used to achieve optimal solutions or
market equilibrium, including the relaxed consensus + innovation algorithm [13], and
the alternating direction method of multipliers [14–16]. However, P2P transaction not
only has an impact on the marketing strategies in the short term but also influences the
long-term expansion decisions. Generating more energy means that prosumers can save
bills on purchasing energy and increase income by selling energy to their peers. Thus,
P2P energy trading may encourage prosumers to increase the penetration of distributed
energy resources.

2 Distribution Energy Transaction Model

2.1 Distribution Network and Market Structure

The marketing models include the transactions between prosumers and the network
operator, and the P2P transactions among the prosumers in the distribution network. The
proposed marketing models in the distribution network are shown in Fig. 1.

Prosumers with PV Panels and 
Energy Storage System

Distribution Network 
Operator

P2P Transaction 

Main Grid

Distribution 
Network 

Fig. 1. Market model of the distribution network

In the distribution network, prosumers can choose to install domestic PV panels
and BESS. P2P transactions are limited to prosumers within this distribution network.
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And energy exchanges with the outside main grid can only happen through the network
operator as the coordinator. To minimize the bills on purchasing energy, prosumers can
use their differences in peak and valley of load to trade extra energy with their peers. The
network operator is introduced to take charge of energy trading between the distribution
network and the main grid.

Prosumer i can trade with others in the P2P market and also with the network oper-
ator, which are Ung

i,y (P
ng
i,y,t) and Uop

i,y (P
op
i,y,t) respectively, and Uline

i,y (Png
i,y,t) represents the

line utilization fees. And the investment f invi,y represents the cost of expanding the PV
generation and the BESS. Thus, the total cost function of all prosumers can be given as
follows:

min
∑

i∈�

[Ung
i,y (P

ng
i,y,t) + Uline

i,y (Png
i,y,t) + Uop

i,y (P
op
i,y,t) + f invi,y ] (1)

2.2 Market Models

P2P Transaction Models. In the P2P transaction model, prosumers can trade with any
other prosumers j ∈ �i within the distribution network. For prosumer i, the energy
trading with all other prosumers at time t ∈ T is written as Png

i,y,t . And the energy trading

with a specific prosumer j is given as Png
ij,y,t :

Png
i,y,t =

∑

j∈�i

Png
ij,y,t (2)

And for each trade between apair of seller andbuyer, the amount should be consistent,
but from the view of the buyer it is positive (as we consider the costs are positive) and
from the view of the seller it is negative:

Png
ij,y,t + Png

ji,y,t = 0 (3)

Thus, the total cost of prosumer i in the P2P market can be given as:

Ung
i,y =

T∑

t=1

(
∑

j∈�i

Png
ij,y,tC

ng
ij,t)�t (4)

where Cng
ij,t is the price for P2P electricity trading among prosumers.

Network Utilization Fees. The ownership of the transmission lines of the distribution
network usually belongs to the network operator or other third parties who is responsible
for networkmaintenance andgridmodernization [7]. However, P2P transactions between
prosumers do not bring direct financial benefits to the network owner. Moreover, line
losses during P2P transactions need to be reflected in the cost function of prosumers.
Thus, there will be a service charge for using the network instruction in the P2P market
to protect the operator’s financial benefits during P2P transactions [17, 18]. The network
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operator charges both prosumers equally for each trade. Thus, for prosumer i the cost
function for network utilization fees can be given as:

Uline
i,y =

T∑

t=1

(
∑

j∈�i

Cline
ij Png

ij,y,t)�t (5)

And inspired by [15, 17], the network utilization price can be written as:

Cline
ij = τdij

dij =
∑

|Zlm|, i ∈ �m, j ∈ �l
(6)

where τ represents the utilization price for per unit of power transmitted in each unit
electricity distance. And dij is calculated based on the electrical distance, and Zlm is the
impedance of the network.

Transaction with the Network Operator. Prosumers trade with the network operator
to ensure energy supply during low PV generation periods. Thus, the cost function for
prosumers trading with the distribution network operator can be written as:

Uop
i,y =

T∑

t

[Pop
i,y,tC

op,buy
t xopi,y,t + Pop

i,y,tC
op,sell
t (1 − xopi,y,t)]�t (7)

where prosumers purchase electricity with the price Cop,buy
t and sell with the price

Cop,sell
t .xopi,y,t is a binary variable, and when x

op
i,y,t = 1, prosumer i purchases energy from

the network operator, while when xopi,y,t = 0, prosumer i sells energy to the operator.

3 Expansion Model

3.1 Prosumers and Distribution Network Operation Model

PVGeneration.Compared to wind tubers and other renewable energy generation meth-
ods, PV panels take less space and are easily installed. Rooftop PV generation can be
a wise choice for prosumers with limited area and investment. And the PV generation
PPV
i,y,t should not surpass the PV capacity Pcap

PV ,i,y installed by the prosumer i in the yth
year:

0 ≤ PPV
i,y,t ≤ Pcap

PV ,i,y (8)

Battery Energy Storage System. Prosumers can install BESS to cope with the uncer-
tainty of PV generation. Besides, because the energy trading prices with the network
operator are time-of-use tariffs, prosumers are encouraged to shift their energy use to
off-peak hours. By having BESS, prosumers can choose to charge the battery during the
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valley price hours and store energy for their peak load. The charge and discharge power
are limited to the maximum surge power:

∣∣∣PB
i,y,t

∣∣∣ ≤ PB
max,i,y (9)

where PB
i,y,t is the battery charge and discharge power. And when P

B
i,y,t > 0, the battery

energy storage system is charging. To make sure that the battery can maintain a healthy
and stable operation state, the accurate state of charge (SOC) constraint is given as
follows.

SOCmin i,y ≤ SOCi,y,t ≤ SOCmax,i,y (10)

And SOCmax,i,y,SOCmin,i,y are the maximum and minimum limits. During the
charging, the constraint between the SOC and charging power can be given as:

SOCi,y,t = (1 − εB)SOCi,y,t−1 + ∂cPB
i,y,t�t

ScapB,i,y

(11)

where εB is the self-discharge loss rate of battery energy storage system, and SOCi,y,t−1 is
the SOC during the last time period. And ∂c is the charging efficiency. S

cap
B,i,y is the battery

capacity and �t is the unit charging and discharging time. Similarly, the constraint for
the discharge can be written as:

SOCi,y,t,d = (1 − εB)SOCi,y,t−1 + PB
i,y,t�t

∂dS
cap
B,i,y

(12)

where ∂d is discharge efficiency. Besides, prosumer i has the power balance constraints:

PPV
i,y,t + Png

i,y,t+Pop
i,y,t = PL

i,y,t + PB
i,y,t (13)

Distribution Network Operation. The network operator is required to confirm that the
power flow constraints are satisfied. For bus m, the power flow constraints can be given
as:

Pf
m,y,t =

∑

i∈�m

(PPV
i,y,t − PL

i,y,t − PB
i,y,t)

Pf
m,y,t +

∑

n∈�1
m

Pf
mn,y,t =

∑

l∈�0
m

[Pf
lm,y,t − Rlm

(Pf
lm,y,t)

2 + (Qf
lm,y,t)

2

(Vl,y,t)
2 ]

Qf
m,y,t =

∑

i∈�m

(QL
i,y,t)

Qf
m,y,w,k +

∑

n∈�1
m

Qf
mn,y,t =

∑

l∈�0
m

[Qf
lm,y,t − Xlm

(Pf
lm,y,t)

2 + (Qf
lm,y,t)

2

(Vl,y,t)
2 ]

(14)
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where Pf
m,y,t is the active power injected in bus m and Qf

m,y,t is the reactive power. �
1
m

are buses connected to bus m and with power flow from bus n to bus m. And �0
m are

buses connected to busmwith power flow from busm to bus l. And for the line between
bus m and bus l:

(Vm,y,t)
2 = (Vl,y,t)

2 − 2(RlmP
f
lm,y,t + XlmQ

f
lm,y,t)

+[(Rlm)2 + (Xlm)2] (P
f
lm,y,t)

2 + (Qf
lm,y,t)

2

(Vl,y,t)
2

(15)

Vmin
m ≤ Vm,y,t ≤ Vmax

m ,I flm,y,t ≤ Imax
lm (16)

(I fmn,y,t)
2 = (Pf

mn,y,t)
2 + (Qf

mn,y,t)
2

(Vm,y,t)
2 (17)

Based on the second-order cone constraints, use the following constraints to replace
the current and voltage:

Ĩ fmn,y,t = (I fmn,y,t)
2,Ṽm,y,t = (Vm,y,t)

2 (18)

The constraints can be further written as the standard second order cone constraint:
∥∥∥∥∥∥∥∥

2Pf
mn,y,t

2Qf
mn,y,t

Ĩ fmn,y,t − Ṽm,y,t

∥∥∥∥∥∥∥∥
2

≤ Ĩ fmn,y,t − Ṽm,y,t (19)

3.2 Expansion Model

Prosumers can obtain profits by expanding their domestic renewable generation so that
they have more energy to exchange and share. The investment cost function of prosumer
i in the yth year can be given as:

f invi,y = f inv,PVi,y + f inv,batteryi,y (20)

where f inv,PVi,y is the prosumer’s investment in PV generation and f inv,batteryi,y is the
investment related to BESS.

PV Generation Expansion Investment. The investment in PVgeneration is calculated
using the equivalent annual worth within the lifespan of PV panels. We consider the
marginal cost of PV generation is negligible. Thus, the investment cost function of PV
generation can be written as:

f inv,PVi,y = RPV (cPVP
cap,PV
i,y ) (21)
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RPV = dPV (1 + dPV )yPV

(1 + dPV )yPV−1 (22)

where dPV is the discount rate of PV, and yPV is the average lifespan of PV panels. We
assume that all the PV panels are within the lifespan and in service, so the Pcap,PV

i,y+1 in the
next year should not be less than that in this year:

Pcap,PV
i,y+1 ≥ Pcap,PV

i,y (23)

Storage System Investment. The cost function of battery energy storage system
includes the investment on batteries construction and the operating cost during the
charging and discharging process:

f inv,batteryi,y = f construction,Bi,y + f operation,Bi,y (24)

And the construction investment cost includes two parts: costs related to battery
capacity and costs related to battery charge and discharging ability:

f construction,Bi,y = csS
cap,B
i,y + cpP

B
max,i,y (25)

where cs and cp are per unit cost related to the capacity and the charge or discharge
ability. And the operation cost can be given as:

f operationi,y = cpPB
max,i,y

(1 + dB)yB−1 (26)

where dB is the discount rate and yB is the average lifespan of energy storage equipment.
We also assume that there is no battery reaching the lifespan limit so the capacity and
maximum charge/discharge power of the system will not decrease during the planning
horizon:

Scap,Bi,y ≥ Scap,Bi,y−1 , PB
max,i,y ≥ PB

max,i,y−1 (27)

PB
max,i,yTB = Scap,Bi,y (28)

where TB is average charge/discharge time. Besides, there are upper and lower limits on
the capacity of energy storage:

Scap,Bi,min < Scap,Bi,y < Scap,Bi,max (29)

Thus, the proposed model includes Eq. (1) as the objective function and Eq. (3),
Eq. (8)–(10), Eq. (13), Eq. (15)–(19), Eq. (23), andEq. (27)–(29) as the constraints,which
is a mixed-integer linear programming problem and it can be solved using commercial
solvers.
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4 Case Studies

4.1 Simulation Setup

This section presents the simulation results and analysis of the various case studies. A
standard IEEE 33-bus system with 10 prosumers and a network operator is considered.
And the bus 33 is considered as the slack bus where the distribution network operator is
located. Prosumers can expand their PV and BESS systems, and they are notified of the
trading price with the network operator in advance. The selling price is set to be CNY 0.2
and purchase prices are based on Shanghai peak-valley electricity prices for domestic
usage. And the load level of prosumers is set to increase 10% per year gradually during
the 5-year planning horizon.

4.2 Results and Analysis

The results of PV capacity expansion of prosumers with and without P2P transactions
are shown in Fig. 2. During the planning horizon of 5 years, prosumers will expand their
PV generation gradually whether with or without P2P transactions. Yet by comparing
the expansion results between the situation with and without P2P transactions, it can be
noticed that PV generation increases larger and faster with P2P transactions than that
without P2P transactions. Thus, the results verify that the proposed P2P transactions
can encourage prosumers to increase their PV capacity, which helps to increase the
penetration of distributed energy resources in the whole distribution network.
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Fig. 2. PV Generation Expansion of Prosumers
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Fig. 3. Energy Traded between Prosumers and the Network Operator

The evolution of energy traded between prosumers and the network operator is shown
in Fig. 3, which illustrates that P2P transactions can effectively reduce the peak of the
energy traded. Compared with the results in Fig. 2 and Fig. 3, it should be noticed that
although the PV capacity increase larger with P2P transactions, and the traded energy
with the operator is less than that without P2P transactions, especially during peak hours
of PV generation.

Fig. 4. Investment and Cost on Energy Trading

The costs of investment and energy trading are illustrated in Fig. 4. It should be noted
that when the cost is negative, it represents the income for prosumers. The investment is
higher with P2P transactions than that without P2P transactions, which is consistent with
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the expansion results in Fig. 2. And the line chart confirms that P2P transactions help
prosumers to save bills on energy purchasing, not only because of a more reasonable
trading price between prosumers, but also resulting from more PV panels have been
installed which offers more self-produced energy to prosumers.

5 Sensitivity Analysis

5.1 P2P Trading Price

In this section, we analyse the impact of P2P trading price. From Case 1 to Case 5,
we consider the different P2P trading prices which increase at the pace of 20%. The
prosumers load and solar resources remain the same in this section.

PV Capacity. Figure 5 shows the PV capacity expansion considering the fluctuation of
P2P trading price. It can be seen that as P2P trading prices increase, the P2P transactions
offer more incentives to prosumers to postpone their plan to install more PV panels to a
certain degree, though the relationship between the price and PV capacity is not strictly
linear.

Cost on Energy Trading. The results of the cost on energy trading with different P2P
trading prices of prosumers are shown in Fig. 6. The evolution of cost is consistent with
the trend of PV generation expansion. The benefits increase significantly when the PV
capacity enlarges. Thus, it verifies that PV generation expansion brings profits to the
prosumers in the distribution network market.

Fig. 5. PV Capacity with Different P2P
Transaction Prices

Fig. 6. Cost on Energy Trading with
Different P2P Transaction Prices

Energy Traded with Network Operator. The evolution of energy traded with the net-
work operator is shown in Fig. 7, and in Case 2 and Case 5 the energy sold to the operator
is less than that in other cases, which is consistent with the results in Fig. 5. Thus, we
believe the energy traded with the operator is mainly influenced by PV capacity, and
P2P trading price only has an indirect impact through changing the PV capacity.
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Fig. 7. Energy Traded with Different P2P Transaction Prices

5.2 Prosumers Load

In this section, the impact of prosumers’ load is studied. From Case 1 to Case 5, the
load increases by 20%, and during the planning horizon of 5 years and the growth rate
remains at 10% each year. The P2P trading price and solar resources stay the same in
this section.

PV Capacity. The obtained PV capacity results are shown in Fig. 8, from which can be
seen that prosumers’ load levelmostly influences the expansion process of PVgeneration
but only has a limited impact on the final expansion results in the fifth year.

Fig. 8. PV Capacity with Different Load
Levels

Fig. 9. Cost on Energy Trading with
Different Load Levels

Cost on Energy Trading. Figure 9 shows the results of cost on energy trading with
different load levels of prosumers. And as the load increases, the profits gained from
selling energy shrink gradually. And compared to the results in Fig. 8, the evolution
of cost is consistent with the PV generation expansion results, as prosumers’ profits
increase mostly in the year when the PV capacity is expanded.

Energy Traded with Network Operator. Figure 10 shows energy traded with the net-
work operator as the load increases. Prosumers tend to purchase more energy from
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Fig. 10. Energy Traded with Different Load Levels

network operator when their load increase, especially during the hours without PV gen-
eration in the early morning. During the time when the PV panels are generating, there
is no significant difference in the energy traded when prosumers load increases.

5.3 Solar Resources

In this section we consider situations of different local solar resources and weather
conditions, which will directly influence PV generation level. The P2P trading price and
prosumers load remain the same in this section.

Fig. 11. PV capacity with different solar
resources

Fig. 12. Cost on energy trading with different
solar resources

PV Capacity. From the results shown in Fig. 11, it can be seen that when solar resources
become abundant, prosumerswill installmore PVpanels.However, in theCase 1with the
solar resource shortage, prosumers also tend to enlarge their PV capacity to compensate
for the insufficient solar resources.

Cost on Energy Trading. Figure 12 shows the prosumer cost of energy trading. The
income increases under abundant solar resources conditions, which indicates as the
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Fig. 13. Energy traded with different solar resources

PV generation level increases, prosumers are able to gain more profits by selling self-
produced energy. And compared with the results in Fig. 11. we can also see that in
Case 1 the profits remain at the ideal level, because prosumers increase PV capacity to
compensate for the insufficient solar resources.

Energy Traded with Network Operator. From the results in Fig. 13, it can be seen
that with more solar resources, prosumers are able to increase the energy sold to the
network operator, which is consistent with the results in Fig. 12.

6 Conclusion

In this article, the long-term impacts of P2P transactions on prosumers’ planning in the
distribution network are studied. In the market models, prosumers participate in P2P
transactions among their peers and trade with the network operator. Then the operation
model of the distribution network including PV generation andBESS is established, with
the expansion models of PV generation and battery storage systems. Implemented case
studies verified that P2P transactions not only influence prosumers’ marketing strategies,
but also change the long-term expansion planning of prosumers. It is demonstrated that
P2P transactions can effectively increase the penetration of distributed energy resources
in the distribution network and reduce the fluctuation of power flow between the distri-
bution network and the main grid. Besides, P2P transactions bring benefits to prosumers
by saving the cost of purchasing energy.
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Abstract. New energy installations in China have increased greatly, and the
strategic goals of “emission peak” and “carbon neutrality” have been put for-
ward. The high proportion of new energy grid has become the development trend
of the future grid. However, the stability of power systems connected to large new
energy stations is a serious problem, and broadband oscillation needs to be solved
urgently. Aiming at the problem of wideband oscillation, the control strategy of
new energy grid-connected inverter is introduced. Then, the modeling method of
grid-connected power generation system and its advantages and disadvantages
are introduced. The oscillation mechanism in the current research is also ana-
lyzed. Finally, several strategies for oscillation suppression are compared. The
main points and limitations of the current research are pointed out from these
aspects: control system and strategy, system modeling and analysis method, and
broadband oscillation suppression methods. Future research directions are also
given.

Keywords: New energy station · Broadband oscillation · The control strategy ·
The modeling method of grid-connected system · Oscillation mechanism ·
Oscillation suppression

1 Introduction

Since entering the 21st century, the development and utilization of clean energy have
triggered a new round of energy transformation. As of 2020, China has 280 million
kilowatts of wind power and 250 million kilowatts of photovoltaic power. In 2020 alone,
the installed capacity of wind power has been 71.67 million kW and PV power has
been 48.2 million kW, which is faster than expected [1]. With the realization of the goal
of “double carbon”, the future power system will develop in the direction of the high
proportion of new energy, and the new scenarios derived from the high proportion of new
energy access to the power system also bring new challenges for the stable operation of
the power system.
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In the power system with a high proportion of new energy sources, the power grid
is characterized by a weak synchronous power grid dominated by a high proportion
of power electronic devices, and the complex control functions of new energy power
generation devices are intertwinedwith the characteristics of weakly synchronous power
grids. The dynamic characteristics of the power system connected to large-scale new
energy stations are extremely complex, and the stability problems are prominent. Among
them, the more typical one is the oscillation problem of a high-proportion new energy
power system in a wide frequency range.

In 2009, a sub-synchronous oscillation with the frequency of 20–25 Hz occurred in
a wind farm in Texas, USA, when the wind farm fed through a crosstalk line, causing
damage to the crowbar circuit of the wind turbine. It oscillated again in 2018 [2]. In
the same year, under the influence of cables, the German North Sea wind power soft
direct transmission system also had a resonant potential of 100–1000 Hz of medium
and high-frequency harmonics, causing the system to be shut down for 10 months. Since
2011, there have beenmore than a hundred times of sub-synchronous oscillations caused
by wind power fed through cascaded complementary lines at the Guyuan wind farm in
Hebei, China, with the frequency varying in the 3–10 Hz interval [3, 4]. Since 2015,
sub-synchronous oscillations have occurred several times when large-scale wind power
was connected to the system in the Hami region of Xinjiang, China, with oscillations the
frequency of 20–40 Hz, even leading to a turbine unit shaft system torsional vibration,
causing an accident with a power plant unit 300 km away fully jumping and a sudden
drop in UHV DC power [5]. Oscillations of about 3 Hz occurred in the Guangxi Yongfu
LCC-HVDC and cascade complementary transmission system. And a PV power plant
in Qinghai had resonance above 1350 Hz when connected to the grid.

These new energy broadband oscillation accidents have the following characteristics.

1) The oscillation frequency is located in the wide band range of 2–2 kHz, containing
electrical oscillations and mechanical torsional vibrations. This condition is prone
to induce resonance.

2) The interaction mechanisms between the power electronic converters and the large
power grid are qualitatively different from conventional low-frequency mechanisms
and are sub/super-synchronous oscillations by the turbine unit inertia and shaft
system dynamics.

3) Oscillation-related characteristics, such as frequency and damping, are influenced
by the power grid, power electronics, grid-connected units, and even external factors.
The influencing factors are very complex.

4) Because of the finite capacity of power electronics, the control input needs to be lim-
ited, leading to oscillations, which usually start with a negative damping dispersion
of small signals and culminate in nonlinear, continuous oscillations [5].

Therefore, the analysis of the oscillation mechanism of large-scale new energy field
stations connected to the power system and the oscillation suppression of each frequency
band are important technical bases for improving the activation of new energy sources
and promoting the energy consumption of new energy sources.
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Given the above problems, this paper summarizes and analyzes different modeling
methods of new energy units on the basis of existing new energy grid-connected control
systems and strategies, and expounds on the broadband oscillation mechanism of new
energy access to the grid from the perspectives of time and frequency domains. On this
basis, the paper summarizes and compares the unit and station suppression methods
of broadband oscillation. The key problems and possible solutions are put forward to
provide a useful reference for the stability problems of large-scale new energy field
stations connected to the power system.

2 New Energy Grid Connection Control System and Strategy

There are two main control strategies of new energy grid-connected inverters: current-
source control strategy and voltage-source control strategy. Among them, the grid-
connected inverter in the current source control mode mainly relies on the phase-locked
loop section to realize the following synchronous operation to the grid, and the grid-
connected inverter in thevoltage source controlmode can realize theparallel synchronous
operation to the grid by building its own internal potential.

2.1 Current Source Control Strategy Based on Phase-Locked Grid Connection

The grid-connected inverters based on the current source control strategy mainly adopt
grid voltage orientation scheme based on phase-locked loop control, as shown in Fig. 1
[6]. In order to improve the dynamic response of inverters, the inverter grid voltage
feedforward module of grid voltage is usually added.
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Fig. 1. Current-source converter control strategy
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At present, the current source control strategy is used in most grid-connected invert-
ers. The current source grid-connected inverter can greatly improve the utilization rate
of new energy and ensure the quality of grid-connected power under the strong grid.
However, with the increase in the new energy ratio, the grid shows the characteristics of
weak grid. The grid-connected inverter controlled by the current source mode reduces
the stability when the grid impedance fluctuates greatly and is prone to harmonics and
oscillations.

Under the weak grid, the Phase-locked Loop (PLL), as a traditional synchronization
unit that keeps the grid-connected inverter synchronized with the large grid, will have a
negative impact on the stability of the grid-connected inverter. For example, a quasi-static
phase-locked loop model is developed in [7], indicating that high grid input impedance
and high penetration of distributed generation units can lead to unstable phase-locked
loops. It also affects the stability of the inverter. The impedance model of the new energy
grid-connected system is established in [8] by the impedance method. It is proposed that
the output impedance of the grid-connected generation system will be negative at low
frequency due to the high phase-locked loop, which will affect the stability of the grid-
connected generation system under the weak grid. Meanwhile, grid voltage feedforward
control also affects the stability of the grid-connected system under the weak grid. The
impedance model of distributed grid-connected systems is analyzed in [9]. The result
shows that grid voltage feedforward control can adversely affect the system stability
under the weak grid. In response to the above problems, some experts put forward
the corresponding stability control measures for new energy grid-connected systems in
current source mode, such as virtual impedance control, impedance reshaping of voltage
feedforward links, and phase-locked loop sections [10–12]. However, the current source
control strategy still has some limitations in voltage and frequency control, and it is
difficult to adapt to the high proportion of new energy access.

2.2 Voltage Source Control Strategy Based on Virtual Synchronous Generator
Control

Some articles propose a voltage source grid-connected mode without PLL, which has
better stability than the current source mode under the weak grid conditions. The
voltage source mode uses a networked synchronous control unit, such as the power
outer loop based on droop control or the virtual synchronous generator, for phase self-
synchronization to achieve output power regulation [13]. The voltage source mode grid-
connected inverter directly adjusts the output power by controlling the phase and ampli-
tude of the output voltage vector, so that it can directly provide voltage and frequency
support for the system. The control characteristics are similar to those of the synchronous
generator system [14–16]. Figure 2 shows the control diagram of the grid-connected
inverter with the voltage source droop control strategy.
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The voltage source VSG directly simulates the equation of motion of the rotor of the
synchronous generator. It can run in parallel operation with the power grid without going
through the phase-locking link, and directly provide voltage and frequency support for
the system. Therefore, it is ideal for weak power grids. Based on the above advantages,
it has attracted more and more attention from research scholars in recent years. In 2020,
the world’s first voltage source wind turbine was successfully connected to the grid
at Zhangbei, China. In [17–20], the stability of voltage-sourced inverters at low grid
strength is analyzed respectively from the perspective of impedance modeling and time-
domain state-spacemodeling. It is pointedout that the inverters under the voltage-sourced
control strategy have better stability comparedwith the traditional current-source control
strategy under low grid strength.

3 New Energy Grid System Modeling and Analysis Method

At present, the theoretical modeling of new energy grid-connected systems is mainly
conducted in the time domain and frequency domain. The time-domainmodelingmainly
establishes the state-space model of the grid-connected system and analyzes the stability
of the new energy unit access system by drawing the characteristic root trajectory. The
frequency-domain modeling needs to construct the impedance model of the new energy
unit and analyzes the stability of the new energy unit access system quantitatively by
the Nyquist impedance stability criterion.

3.1 Time-Domain Modeling and Analysis Methods

Time-domainmodelingmeansmerging the grid-connected inverterwith the grid as a sys-
tem and establishing a state-space model of the whole system. Then eigenvalue analysis
is performed, and the stability state of the system is judged based on the obtained eigen-
values and eigenvectors. The corresponding frequencies of oscillation modes, damping
ratios, and participation factors can be obtained by further calculations, so that the accu-
rate information related to system stability can be obtained based on the eigenvalues of
the state-space model in the time domain.
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The dynamic process of the power system can be represented by the following
differential-algebraic equations [21]:

{ dx
dt = f (x, y)
0 = g(x, y)

(1)

where x = [x1, x2,…, xn]T is the state variable and y = [y1(x), y2(x),…, ym(x)]T is the
algebraic variable

After the system is linearized at the equilibrium point, it can be obtained:

d�x

dt
= A�x (2)

where A is the state matrix of the system. By solving the eigenvalue of A, the stability
of the system can be judged.

Through the eigenvalue analysis method, the participation factor can be calculated
to determine the state variables associated with the unstable mode, and further control
can be added to the relevant state to achieve the purpose of suppressing oscillation. It is
also possible to analyze the sensitivity of the oscillation mode to the system parameters
through sensitivity analysis and determine the parameters that have a great influence
on the unstable mode. In [22], the time-domain state-space model of the wind farm
cluster equivalent systemwas established. According to the eigenvalue analysis method,
the oscillation characteristics and oscillation frequency near the static operating point
were analyzed and obtained. The traditional eigenvalue analysis method based on the
state-space model has been widely used in the stability analysis of the traditional power
system.At present,most software candirectly establish the state-spacemodel for stability
analysis according to the simulation object.

However, this modeling method requires complete information about the equipment
and power grid in the system, and is only applicable to the case where the access part
of new energy power generation is a “white box”. As the scale of the system expands
and more and more power electronic equipment is connected to the power system,
the network structure of the system becomes complex. The use of the time-domain
modeling method will lead to a sharp increase in the order of the state-space model, and
the calculation will face the "dimension disaster". On the other hand, when the operating
state of the system changes, the state matrix of the system changes accordingly, and the
state-space model of the system needs to be re-established, resulting in poor flexibility
of the method [23].

3.2 Frequency-Domain Modeling and Analysis Methods

Frequency-domain impedance modeling is a method for modeling the external charac-
teristics of small-signal impedance in the frequency domain of the new energy grid-
connected system. In this method, the impedance models of the grid-connected inverter
part and the grid part are built independently, and they are mutually independent. There-
fore, the method reduces the workload of impedance modeling and the difficulty of
analysis when the system operation state is changed. After the impedance model is
established, the equivalent circuit of this interactive system is represented by a linear
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network structure, and then the impedance analysis method is used to analyze the system
stability. The equivalent circuit diagram of the impedance analysis model is shown in
Fig. 3.
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Fig. 3. Impedance Modeling Equivalent Circuit

The impedance analysis method is briefly introduced below. It splits the system into
a grid-connected inverter subsystem and a power supply subsystem. The small-signal
models are linearized and the output impedances of both are obtained separately. And
the condition for system stability is that the impedance ratio of the two systems meets
the Nyquist stability criterion. According to Fig. 3, the expression of grid-connected
current is as follows [24]:

Ig(s) = [Is(s) - Ug(s)

Zinv(s)
] · 1

1 + Zg(s)/Zinv(s)
(3)

In the formula, when the two subsystems of the grid-connected inverter and the grid
can operate independently and stably, the stability of the grid-connected current Ig(s)
depends on the second term on the right side of the equation, 1/[1 + Zg(s)/Z inv(s)].

The system is stable only if the ratio Zg(s)/Z inv(s) of the grid impedance to the
grid-connected inverter output impedance meets the Nyquist criterion. At present, the
impedance analysis method has been widely used in the stability research of grid-
connected inverters, and has become one of the hotspots in the research on the stability
of grid-connected interactive systems.

There are three main ways to model impedance in frequency domain: impedance
modeling in dq synchronous rotating coordinate system, positive and negative sequence
impedance modeling in abc three-phase stationary coordinate system, and generalized
impedance modeling in polar coordinate system.

(1) Impedance modeling and stability analysis method in DQ synchronous rotation
coordinate system.
In 1997, Belkhayat first proposed the theoretical method of linearization modeling of
dq coordinate system in [25]. In a subsequent study, the method was applied to an
example of output impedance modeling of grid-tied inverters. The dq coordinate system
impedance model is a two-dimensional matrix. The idea of the method is to first use Park
transformation to convert the AC signal in the abc stationary coordinate system to the
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dq coordinate system, which makes the original AC signal equivalently converted into
a DC circuit with coupling. Subsequently, the d and q-axis components are linearized
to obtain the impedance model in the dq synchronous rotating coordinate system. The
output impedance matrix of the impedance modeling in the dq synchronous rotating
coordinate system can be written as the following form:

Ysdq(s) =
[
Ydd(s) Ydq(s)
Yqd(s) Yqq(s)

]
(4)

This method is equivalent to constructing the DC operating point of the system,
which solves the problem that the three-phase voltage and current of the grid-connected
inverter cannot be linearized by traditional small signals. Due to the dynamic coupling
of the d and q-axis impedances in the model, the impedance model is expressed in matrix
form, and the generalized Nyquist stability criterion needs to be applied for analysis.
Due to the complexity of the generalized Nyquist criterion, the criterion is simplified and
a stability criterion based on Zgdq(s) and Y sdq(s) norms is proposed. The performance
criterion can be used to guide the parameter design of the control system. According to
the characteristic equation of the impedance transfer function, a criterion based on the
singular value of impedance is proposed in [26], which requires that the product of the
largest singular value of Zgdq(s) and the largest singular value of Y sdq(s) at any frequency
point is less than 1, and its The mathematical expression is:

σ [Zgdq(s)] · σ [Ysdq(s)] < 1 (5)

And beyond that, other impedance matrix criteria have been proposed in related
research, such as G-norm criterion, ∞-norm criterion, Sum-norm criterion, etc. Among
the AC system stability analysis criterion, the data criterion is the easiest to analyze the
system stability, and it can make up for the shortcoming that the singular value criterion
cannot guide the parameter design, but it is more conservative.

Since the control of most three-phase systems is carried out in the dq coordinate
system, the impedance model in the dq synchronous rotating coordinate system is com-
patible with the control and transformation of the new energy power generation system,
which makes the modeling method easy to implement. But it is limited to a three-phase
balanced system, not suitable for a single-phase or unbalanced three-phase system.When
the generalized Nyquist stability criterion is used to analyze the stability of the grid-
connected system, the analysis is more complicated, which is very unfavorable for the
stability analysis of the grid-connected inverter. At the same time, in the AC system, the
impedance matrix in the dq coordinate system lacks actual physical meaning and lacks
measurement equipment. Therefore, the impedance modeling analysis method in the dq
synchronous rotating coordinate system has obvious limitations.

(2) Positive and negative sequence impedance modeling and stability analysis
method in ABC three-phase static coordinate system.
The impedance modeling method in the dqsynchronous rotating coordinate system has
many drawbacks in practical applications, therefore, Jian Sun established a small-signal
positive and negative sequence impedance model of a three-phase grid-connected con-
verter based on abc three-phase stationary coordinate system using the harmonic lin-
earization method in [27]. The basic method is to attach a small-signal disturbance at
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the PCC, then derive the effect of the disturbance frequency on the current by harmonic
linearization. On this basis, the positive and negative sequence impedance model in the
abc three-phase stationary coordinate system is deduced.

Under the sequence impedance model, the obtained positive and negative sequence
impedances are usually decoupled, so the analysis of the stability of the positive and
negative sequence subsystems can be based on the basicNyquist stability criterion,which
makes the analysis process simpler. Only if the ratios Zgp(s)/Zp(s) and Zgn(s)/Zn(s) (the
positive and negative sequence components of the grid impedance to the grid-connected
inverter output impedance) both satisfy the Nyquist criterion, the interactive system
between the grid inverter and the grid is stable. And the stability margin of the interactive
system can be judged according to the Nyquist curve of the ratio.

Compared with the linearization modeling method of the dq coordinate system, the
positive and negative sequence impedance modeling in the three-phase stationary coor-
dinate system needs to perform complex phase sequence transformation and algebraic
transformation according to the circuit structure, which is more complicated. However,
the positive and negative sequence impedances have clear physical meanings, which
can be directly measured by equipment, and are suitable for single-phase or unbalanced
three-phase systems But it still has some shortcomings. In some cases, it is necessary
to consider the positive and negative sequence impedances coupled to each other, such
as when the control parameters are asymmetric and when the voltage outer-loop control
is taken into account. Because of the presence of the coupling term, it is necessary to
apply the generalized Nyquist stability criterion for analysis. And it is modeled by the
harmonic linearization method, so it cannot be used for conventional power generation
equipment with operating control characteristics below the fundamental wave, and it is
not applicable to system dynamics problems on the electromechanical time scale [28].

(3) Generalized impedance modeling in polar coordinates.
In addition to the above two modeling methods, a generalized impedance modeling
method in the polar coordinate system is proposed in [29]. The small-signal impedance
model of inverter port and grid port in polar coordinates is established, and based on
this, a generalized impedance model of new energy inverter and grid is established,
which simplifies the interaction between power electronic conversion equipment and
grid. The resonance problem is caused by its generalized impedance. In [30], an equiv-
alent complex circuit in the polar coordinate system was established, and the general-
ized impedance criterion is used to analyze the generalized impedance model in each
frequency band connection is different.

The port characteristics of the grid-connected inverter can be represented by the
following matrix:

[
Im
Iθ

]
=

[
Ymm Ymθ

Yθm Yθθ

][
Vm

Vθ

]
(6)

where Vm and V θ are the disturbances of voltage amplitude and phase, Im and Iθ are
the corresponding current amplitude and phase; the transfer matrix is the inverter output
admittance in the phasor domain.

The generalized impedance criterion based on the generalized impedance modeling
in the polar coordinate system does not need to use the generalized Nyquist criterion,
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which simplifies the problem analysis. In addition, this method is more suitable for deal-
ing with coupled terms, such as sub/super Coupling between synchronous impedances.
However, it should be noted that this modeling method needs to be established under
certain conditions that the power factor of the inverter is close to 1. But the new energy
output power received by the new energy grid-connected system can include active
power and reactive power at the same time, so this method has limitations. Still, the
generalized impedance modeling method based on polar coordinate systems has very
important research value.

4 Mechanism Analysis of Broadband Oscillation

According to the above-mentioned modeling and analysis methods of new energy grid-
connected systems, scholars at home and abroad have modeled and analyzed new energy
systems, and have carried out research on the mechanism of oscillation generation.

4.1 Oscillation Mechanism Analysis Based on Time-Domain Modeling

In [19], the oscillation influencing factors were analyzed by a small-signal modeling
approach for current-source and voltage-source grid-connected inverters. Higher con-
trol bandwidth and lower grid strength will increase the negative damping of the inverter
grid-connected system and reduce the grid-connected system stability for current-source
grid-connected inverters. For voltage-source grid-connected inverters, lower control
bandwidth will also increase the negative damping of the inner-loop control and reduce
the grid-connected system stability, but lower grid strength will improve the system
synchronization stability.

In [31–33], a study on the sub-synchronous oscillations of wind power access is
conducted using the characteristic analysis method to analyze the effects of wind speed,
line series complement capacitance, and grid-connected control structure on the sub-
synchronous oscillations of grid-connected systems. It is shown that an increase in wind
speed leads to an increase in system damping; while an increase in the string complement
of the system leads to a decrease in system damping and a decrease in the frequency of
sub-synchronous oscillations.
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Fig. 4. Oscillation frequency and damping ratio of the system when operating conditions vary
(SCR = 1.5, kp1 = kp2 = 80, Active power output Pex = 0.45–1)
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Fig. 5. Oscillation frequency and damping ratio of the system when PLL gains vary (SCR = 1.5,
Pe1 = Pe2 = 1, Proportion factors kpx = 10–100)

In [34], the stability of parallel operation of PV generation equipment under a weak
grid is explored. It is analyzed with two parallel PVs. And the effects of PV operating
conditions and phase-locked loop control parameters on the stability ofmultiple PV units
connected to the grid are analyzed by building up a time-domain state-space model of
each part. In Fig. 4, the relationship between the oscillation frequency and the damping
ratio of the dominant characteristic root is shown when SCR = 1.5 and the operating
point of the PV unit are changed. It shows that an increase in the PV unit output makes
the damping ratio of the system smaller and the oscillation frequency increase, which in
turn deteriorates the system stability. In Fig. 5, the relationship between the oscillation
frequency and the damping ratio is shown when the phase-locked loop proportionality
factor of two PV grid-connected inverters is changed. It shows that a decrease in the
phase-locked loop controller scale factor causes the damping ratio of the system to
decrease, which in turn deteriorates the system stability.

4.2 Analysis of Oscillation Mechanism Based on Impedance Modeling
in Frequency Domain

With the development of impedance modeling and analysis methods, researchers have
used it to analyze the oscillation mechanism of new energy grid-connected systems.
According to the impedance analysis method, the Byrd diagram can be used to deter-
mine the stability of the system and the frequency point of oscillation. At the possible
oscillation frequency point, the output impedance of the grid-connected system and the
grid impedance will form a resonance, and the phase angle difference between the two
impedances at that frequency point can be used to measure the magnitude of damping
at that frequency. If the phase angle margin at the resonance point is insufficient, the
system is a small damping system and the system is unstable and may oscillate.

[20] performs sequential impedance modeling of new energy generation connected
to a weak grid system and derives the factors affecting the stability of new energy
grid-connected systems. It proved that the oscillations caused by the new energy grid
connection under the weak grid are weakly damped or negatively damped oscillations,
which can be generated by self-excitation. The analysis of the factors influencing the
oscillations of the grid-connected PV system Bode diagram is shown in Figs. 6, 7 and
8. It can be concluded that the increase in grid impedance, the increase in the number
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of inverter grid-connected units, and the increase in the bandwidth of the phase-locked
loop will all reduce the phase margin at the resonance point andmake the grid-connected
system less stable.
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In [35, 36] and [29], three impedance modeling methods, namely dq coordinate
impedance, positive and negative sequence impedance and polar coordinate impedance,
are used to study the stability of new energy grid-connected systems under weak grids.
The results show that the grid equivalent impedance size and the phase-locked loop
control parameters have a large impact on the stability. In [23] and [37], positive and
negative sequence impedance models are developed for grid-connected systems with
current-source converters that account for frequency coupling, and the effects of each
component control on system damping are analyzed. The results show that the phase-
locked loop introduces frequency coupling in the system and brings a negative damping
effect. The larger the bandwidth of the phase-locked loop, the greater its negative damp-
ing effect, and the system is prone to instability. The voltage feedforward linkmay reduce
the stability margin of the system, but it can reduce more negative effects brought by the
phase-locked loop and frequency coupling and improve the system stability. In [38], the
dq coordinate system impedance modeling method is used to model a grid-connected
inverter considering frequency coupling, and the analysis shows that the larger the band-
width of the phase-locked and dc voltage loops, the larger the asymmetry of the current
loop dq axis control parameters, and the smaller the dc side capacitance are the main
factors affecting the frequency coupling characteristics and thus causing oscillations.
Based on the impedance modeling of the grid-connected converter dq coordinate sys-
tem, [39] concludes that the phase-locked loop causes a negative resistance in the q-q
channel impedance, while the change in the current loop scale factor also affects the
system damping due to the coupling between the phase-locked loop and the current
loop.

In summary, the stability of the current source grid-connected inverter system is
greatly influenced by grid impedance, new energy penetration, voltage feedforward
control and phase-locked loop bandwidth in its own control. In the case of a weak grid
and high penetration of new energy generation, it is easy to have broadband oscillation.
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The voltage-controlled VSG does not require a phase-locked loop for stable operation
and is not affected by the phase-locked loop control bandwidth. At the same time,
the sequence impedance of voltage-source VSG is basically inductive, which makes its
impedance stability margin with the inductive grid sufficient. The grid-connected system
composed of voltage-source VSGs remains stable in weak grid conditions or when the
penetration of new energy sources is high [20].

[40] investigates themechanism of broadband oscillations of direct-drive wind farms
connected to weak grids. In broadband, the unit impedance is negatively damped by
capacitance, while the grid impedance is inductive, which makes the system impedance
stability margin insufficient. However, the influencing factors are different in different
frequency bands. In Band II, the unit impedance characteristics are mainly influenced
by PLL; in Band III, the unit impedance characteristics are mainly influenced by the
current loop; in Band IV, the unit impedance characteristics are influenced by the LC
filter. [41] investigates the sub/super-synchronous resonance of doubly-fed wind farms
when they are connected to a weak AC grid with cascade complement, and analyzes the
mechanism of the sub/super-synchronous resonance characteristics based on the devel-
oped equivalent circuit model. The analysis shows that the grid impedance is capacitive
and the unit impedance is inductively negatively damped in the sub-synchronous band,
and the frequency presentation range is related to the rotor frequency, power outer loop
parameters, and RSC current loop parameters. The grid impedance is inductive and the
unit impedance is capacitively negatively damped in the super-synchronous band. The
capacitive negative damping of the unit impedance in this frequency band is generated
by the interaction of the GSC current loop and the DC voltage loop, and the power outer
loop control parameters affect the degree of negative damping. The effect of the number
of grid-connected inverters on the distribution of the system intrinsic resonance points is
analyzed in [42] based on theNorton equivalentmodel whenmultiple PV grid-connected
inverters are connected, but the effect of important factors such as the phase-locked loop
is not considered in the literature.

According to the above research results on the oscillation mechanism of new energy
grid-connected systems, it can be concluded that.

1) The time-domain model and its analysis method are simpler and more accurate than
the frequency domain impedancemodel, but it cannot be used in the stability analysis
of multiple grid-connected units due to the limitation of the order of the state space
equations; while the frequency domain impedance model can be used in the stability
analysis of grid-connected units, but its analysis method is more complicated.

2) Compared with the current source control strategy, the grid-connected inverter with
voltage source control strategy has better stability at low grid strength and high new
energy penetration rate and is less prone to wide-frequency oscillations, which is
more suitable as the control strategy of grid-connected inverter in this scenario.

3) The influencing factors of broadband oscillation of the new energy power system are
complex, and their influencing factors are different in different frequency bands. The
middle and low-frequency bands receivemore influence from the control parameters
of the grid-connected system, such as the voltage source grid-connected system is
significantly influenced by the phase-locked loop control parameters in the middle
and low-frequency bands.
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At present, the stability analysis of new energy generation grid-connected systems
is not comprehensive, and the system oscillation mechanism is still not completely
clear due to the influence of model accuracy and analysis methods. In the subsequent
study, the influence of various factors on the stability of different types of new energy
grid-connected systems needs to be further considered to investigate the oscillation
mechanism.

5 New Energy Station Oscillation Suppression Method

According to the modeling method and oscillation mechanism analysis in the previous
chapter, one of themain reasons for broadband oscillations in new energy grid-connected
systems is the presence of negative damping in the system, and the existing oscillation
suppression strategies are mainly based on this starting point. The existing oscillation
suppression strategies aremainly based on this. There are threemainmethods to enhance
the system damping based on impedance remodeling as follows.

5.1 Impedance Parameter Optimization

The optimization of controller parameters is based on system impedance modeling. By
observing the influence of different control parameters of the system on the system
impedance model, a reasonable parameter range is selected, and the system impedance
is defined within a reasonable range so that the system meets the stability requirements.

In [20], the current loop parameters and phase-locked loop parameters that have a
great influence on the grid-connected inverter in the LC inverter are analyzed. And the
parameter optimization considering the interaction between the phase-locked loop and
the current loop in the weak grid is proposed. Themethod can ensure the stable operation
of the grid-connected inverter under various working conditions such as different active
power outputs and different grid strengths without changing the control strategy, which
is a very simple and effective oscillation suppression method.
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Fig. 9. The control structure of the α-axis of the three-phase grid-connected inverter

In [43], it is proposed that the constant power load characteristics and the phase-
locked loop produce negative resistance effects on the d-d channel and q-q channel
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impedances in the dq coordinate system, respectively, so the system parameters need to
be designed with reference to the impedance criterion and matching. In [44], a parame-
ter optimization method for the bandwidth of the phase-locked loop is proposed, which
allows the grid-connected inverter to have sufficient phase angle margin and good grid
stability even under weak grid conditions. [45] presents a grid voltage feedforward con-
trol strategy usingweighted proportional coefficients and phase hysteresis. The design of
the feedforward compensation function structure and parameters are analyzed as shown
in Fig. 9. By modifying the grid voltage feedforward channel transfer functionGf(s), the
stability of the grid-connected inverter under the weak grid is enhanced and the positive
damping of the system is improved.

The impedance parameter optimization can be guided by impedance analysis, but
there are some limitations in impedance reshaping by this method. The dynamic perfor-
mance of the system may be degraded after the parameters, and in some cases, it is not
possible to rely on the optimization of the control parameters alone to make the system
stability secure.

5.2 Impedance Structure Remodeling

The interactive system realizes impedance reshaping by improving the structure of the
controller. The introduction of active damping and virtual impedance links in the internal
channels of the controller can improve the controller structure of the grid-connected
system and realize the impedance structure reshaping to keep the system stable.
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Fig. 10. Additional active damping control structure

In [46], based on the dq-axis output impedance model of the grid-connected system,
the grid-connected inverter impedance is reshaped by using a dual-loop control structure
with a multi-PR controller, which led to a reduction in harmonic interference between
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the grid-connected system and the weak grid and improved the stability of the system.
In [47], the stability of the three-phase LCL-type grid-connected inverter is analyzed
by positive and negative sequence impedance modeling. And the results show that the
phase margin of the grid-connected inverter does not lie within the stability margin in
the middle and high-frequency bands. In the article, additional active damping control
is used to add capacitor current feedback in the current inner loop as well as a series
overrun correction link to complete the impedance reshaping. The control structure of
the additional active damping link is shown in Fig. 10, which effectively suppresses
the oscillation phenomenon. [48] uses the generalized Nyquist criterion to analyze the
stability of voltage-sourced doubly-fed wind turbines under a series-complemented grid.
An additional active damping control in the rotor-side voltage-current inner loop is
proposed to suppress the sub-synchronous oscillations.

By means of virtual impedance, [49] proposes an impedance remodeling method for
DFIG systems based on delay elimination to eliminate the effect of delay on impedance
at high frequencies and achieve high-frequency system oscillation suppression. The
impedance reshaping method can effectively suppress the oscillation phenomenon of
the new energy grid-connected system, but the system will sacrifice part of the dynamic
characteristics. In [50], a non-cross-feedback virtual impedancemethod based on current
loop control is proposed. It can effectively suppress the low-frequency oscillation of the
grid-connected inverter, and at the same time, an IIR filter is added to improve the system
dynamic characteristics and reduce the negative impact of virtual impedance control on
the system dynamic characteristics. In [51], it is presented that the output impedance
amplitude of the grid-connected inverter after impedance remodeling should be more
adequate at the oscillation frequency point and smaller in other frequency bands. Based
on this idea, a two-band reluctance filter high frequency oscillation suppression method
is proposed. Both band reluctance filters are introduced in the voltage feedforward at
the PCC point, which is equivalent to incorporating virtual impedance to suppress high
frequency oscillations. The band rejection filter is also introduced in the feedback control
link of the grid-side inductor current, which is equivalent to the series into the virtual
impedance so that the fundamental frequency current flowing into the grid is not affected
and the power quality of the grid-connected current is improved.

In [52], PLL and DC voltage loop control parameter optimization, virtual admittance
controller, and additional active damping control are used for the different frequency
bands. The impedance reshaping method is carried out by the method of the inverter to
suppress the broadband oscillation phenomenon of the direct-drive wind farm connected
to the weak power grid, and the design takes into account the dual constraints of stability
and dynamic response characteristics to ensure the stable operation of the unit in the
complex power grid environment.

5.3 System-Level Impedance Shaping

When the impedance of the grid-connected system is shaped by the above two methods,
both are used at the unit side to improve the grid stability of the new energy field station
and suppress system oscillations. In addition, system-level impedance shaping can also
be achieved at the grid side by using existing power devices or into additional power
equipment for oscillation suppression [53].
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[54] proposes a method of connecting an active damper at the PCC. The schematic
diagram of the structure is shown in Fig. 11. The device consists of a three-phase
two-level voltage source converter and a resonant damping controller. It dynamically
reshapes the grid impedance by paralleling high-bandwidth power converters, ensur-
ing the stability of the interactive system and suppressing oscillations. [55] proposes a
STATCOMsuppression schemebased on additional damping control to suppress the sub-
synchronous oscillation problemwhenDFIG is sent out through series compensation. Its
sub-synchronous voltage control signal is introduced in the STATCOM controller, and
the output current is obtained through a phase shift link and a proportional gain link. This
output current is attached to the reactive current input of the original current controller
to increase the equivalent conductance of the STATCOM at the resonant frequency to
achieve the suppression of sub-synchronous oscillations.

A comparison of the above three oscillation suppressionmeasures is given in Table 1.
When reshaping the impedancemodel of newenergyfield stations, the impedance param-
eter optimization method is simpler to implement, but the suppression of oscillation fre-
quency band is less, and the application scenario is limited. When impedance structure
reshaping is used, the suppression band is wider and the application scenario is more
extensive, but the existing units need to be modified. System-level impedance shaping
can achieve accurate oscillation suppression in multiple scenarios without modifying
existing units, but it may require additional power equipment. Therefore, when choos-
ing the oscillation suppression method for new energy stations, we need to consider the
suppression effect, application scenarios, and the difficulty of retrofitting.

Active
Rectifier

1

Active
Rectifier

2

Resonance
Damping
Controller

Vdc,D

iLadc

VPCC

PWM

Cdc,D

Lf,D

CPFC

ZS
VS

400V Grid
PCC

PCC

Active Damper

Fig. 11. Basic configuration of the proposed active damper
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Table 1. Comparison of oscillation suppression methods for new energy field stations

Method Suppression measures Advantages Disadvantages

Impedance parameter
optimization

Reasonably adjust the
inverter control
parameter range and
define the system
impedance within a
reasonable range

Impedance shaping
can be performed
without changing the
control strategy to
suppress oscillation in
a certain frequency
band

Tuning parameters
sacrifices system
dynamic performance;
application scenarios
have limitations

Impedance structure
remodeling

Impedance reshaping
is achieved by
improving the
controller structure,
generally changing
the internal channels
of the controller

The application
scenarios are more
extensive, and the
frequency band that
can suppress
oscillation is wider

The existing unit
needs to be modified,
and the engineering is
more complicated; the
dynamic performance
of the system will also
be sacrificed

System-level
impedance shaping

Utilize existing power
devices or add
additional power
equipment outside the
interactive system to
achieve system-level
impedance shaping

There is no need to
modify the existing
unit, and the system
damping of the
corresponding
frequency band can be
increased according to
the oscillation
frequency. The
application scenarios
are relatively wide

The transformation is
more complicated,
and an appropriate
feedback signal needs
to be selected

To sum up, because the impedance shaping method can improve the stability margin
of the interactive system and realize the optimal control of the interactive system, this
method has become one of the hot spots in the research on oscillation suppression of
new energy systems. It is still in its infancy and exploration stage and needs to be further
developed.

6 Related Research Prospects

Based on the current research foundation of broadband oscillation, follow-up research
can be carried out from the following aspects:

1) Analysis and research on the voltage source control mode.
From the perspective of the unit itself, the current-source control strategy of the tradi-
tional inverter is a kind of grid-following control method, which has many limitations
and some defects in the system voltage and frequency adjustment. In the context of large-
scale new energy field stations connected to the power system, especially in the case of
a weak network, the self-synchronous voltage source control strategy should be adopted
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to realize grid-configuration type control. Therefore, it is necessary to continue the sta-
bility analysis of the new energy field station access system composed of voltage-source
grid-connected inverters and to study the possible broadband oscillations.

2) Modeling and analysis methods for broadband oscillations based on multi- time
scales.
In the case of large-scale new energy field stations connected to the power system, the
multi-time scale characteristics of power electronics in new energy generation devices
make the power system operation variable and the wide-frequency oscillation character-
istics more complex. In themulti-time scale high scale new energy system, the linearized
model based on a single operating point at theworking frequency cannot accurately char-
acterize the disturbance characteristics in the whole operating area, which leads to the
limited application scenarios of the analysis results.

Therefore, it is necessary to establish a mathematical model applicable to the grid-
connected stability of new energy field stations based on linear time-varying system
theory, propose a wide-band oscillation stability analysis method, investigate the desta-
bilization mechanism of wide-band oscillation of new energy power system, and refine
the characteristics of wide-band oscillation destabilization mode. Based on the multi-
timescale characteristics of power electronics, it is necessary to develop a full electromag-
netic transient simulation platform applicable to the transient analysis of double-high
power systems, complete the theoretical analysis of wide-band oscillations, and then
support the stable operation of double-high power systems.

3) Broadband oscillation suppression method based on station controller.
Most of the existing oscillation suppression strategies are aimed at a specific oscillation
mode, and the oscillation suppression is realized by reshaping the impedance of a single
unit. It does not adapt to the changing working conditions and is difficult to apply to
broadbandwith strong time variability and strong uncertainty. In the case of an oscillation
accident, the application scenarios are limited. The impedance reshaping of the unit will
improve the impedance characteristics of the unit in the corresponding frequency band,
but it will also affect the dynamic performance of the unit. This makes it still necessary
in many cases to cut off new energy stations in order to achieve oscillation suppression.

Therefore, it is necessary to use broadband oscillation monitoring technology to
collect the dynamic response data of the system in real-time and to obtain the key
characteristic quantity of broadband oscillation instability mode by the corresponding
method. Then a new field station suppression control architecture is adopted, i.e., a field
station coordination controller is used to issue corresponding commands through the
field station controller based on the oscillation information obtained from the oscillation
monitoring equipment to complete the hierarchical and graded suppression of the system
oscillations. Finally, the stable operation of the high percentage of new energy power
system is realized.

7 Conclusion

With the large-scale connection of new energy stations to the power system, the new
power system presents a trend in power electronics, and the broadband oscillation prob-
lem is becoming more and more prominent. So as to maintain the stable operation of the
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power system, the analysis of the broadband oscillation mechanism and its influencing
factors and the study of the suppression strategies have been widely concerned again.

In this paper, starting from the control strategy of grid-connected inverter, the cur-
rent source, and voltage source control strategies are expounded, and their applicable
situations are indicated respectively. Secondly, the modeling and analysis methods of
new energy systems are introduced, and their application scope, advantages, and dis-
advantages are listed respectively, which provides a basis for a reasonable selection of
modeling methods in different analysis scenarios. Then, the mechanism and influencing
factors of broadband oscillation of new energy stations connected to the power system in
existing research are illustrated by examples. It can be seen that the mechanism analysis
of the broadband oscillation of the new energy power system still needs further study. In
addition, the paper also lists the existing broadband oscillation suppression measures,
compares their advantages and disadvantages, and finally summarizes the possible future
research directions and research ideas. It is hoped that the research in this paper can pro-
vide a useful reference for the analysis and suppression of power system oscillations
connected to large-scale new energy stations, and promote the development of new
energy grid-connected technologies.
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Abstract. In order to realize the cooperative control of distributed multi-region
networkedmicrogrids, amulti-agent cooperative control strategybasedon the rein-
forcement learning algorithm, namely WDQ(λ), is proposed from the perspective
of automatic generation control. The proposed strategy avoids the overestima-
tion and underestimation of action in traditional reinforcement learning and then
obtains the distributed multi-region cooperation. Through the simulation of dis-
tributed three-region networked microgrids automatic generation control model
including large-scale distributed generators, the results show that the proposed
control strategy has better control performance and faster convergence speed com-
pared with the other traditional methods and can effectively obtain the distributed
multi-region cooperation of the networked microgrids.

Keywords: Networked microgrids · Automatic generation control ·
Reinforcement learning algorithm · Multi-region cooperation

1 Introduction

The rapid growth of energy demand and environmental problems prompt countries to
actively develop new energy, and distributed generators (DG) based on wind, light, heat
and storage is booming.However, the single entry of large-scaleDG into the networkwill
bring huge impact and strong disturbance to the power grid. Therefore, microgrid which
can effectively integrate various DG and improve the reliability of distribution network is
widely used. The single microgrid has disadvantages such as poor anti-interference abil-
ity and limited working capacity, so the distributed multi-region networked microgrids
emerges.While the topological structure and operating environment of networkedmicro-
grids are more complex, it is urgent to solve the problem that how to effectively realize
multi-region cooperative control of networked microgrids. The centralized automatic
generation control (AGC) [1] and decentralized AGC [2] have been playing important
roles in power grid control. For the centralized AGC, ensuring its own area to get the
optimal control performance is a top priority [3], so that the cooperative control degree
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among regions is low. Taking it as an important means of distributed multi-region net-
worked microgrids control has been difficult to maintain the good cooperative control
performance [4]. Therefore, it is significant to explore an decentralized AGC control
strategy for distributed multi-region networked microgrids.

In recent years, many scholars have been committed to the study of distributed AGC
control strategy [5–7], and proposed a series of distributed AGC control algorithms
by introducing artificial intelligence into distributed AGC controller. Among them, rein-
forcement learning (RL) [8] has strong advantages in decision-making, self-learning and
self-optimization [9]. And solving cooperative multi-agent RL problems can be intro-
duced into efficient optimization methods for solving distributed optimization [10]. In
[11], a microgrid distributed coordination self-optimal control strategy based on multi-
agent system is proposed to adjust the active and reactive power output and system fre-
quency. In [12], the principle of stochastic uniform game based on multi-agent system is
incorporated into the new win-loss judgment and qualification trace, and a hierarchical
and distributed control method based on the hierarchical and distributed control based
on virtual wolf pack strategy is proposed to reduce the random interference caused by
the large-scale integration of distributed new energy into the power grid, and then realize
the multi-region optimal cooperative control.

However, the above control algorithms are all based on traditional RL algorithms,
which always overestimate action values in the exploration process so that the decision
quality become low. Therefore, in [13], double Q learning algorithm is proposed to
effectively reduce the probability of action value overestimate through the combination
of decoupled “action assessment” and “action choice”. However double Q learning
algorithm inevitably produces negative deviation again and then underestimates the
action value, which is also not good for an agent to explore the optimal strategy.

Therefore, a new multi-agent cooperative control strategy weighted double Q(λ),
namely WDQ(λ), is proposed oriented multi-region networked microgrids in this paper.
It integrates weighted thought and qualification trace into double Q learning. The
weighted thought can balance the overestimation of single estimation method and the
underestimation of double estimation method, so that multi-agents can choose and
explore the action value with moderate optimism. The qualified trace can optimize the
convergence performance and speed up the convergence. The simulation of distributed
three-region networked microgrids AGC model is carried out to verify the effectiveness
of the proposed control strategy.

2 WDQ(λ) Cooperative Control Strategy

2.1 WDQ

Temporal-difference learning (TD) [14] is one of the core contents of RL theory, whose
value function estimation methods include single estimation method and double estima-
tion method. The single estimate method uses a set of identical samples to determine
the selected action value and the estimated action value. The overly optimistic estimate
results in cumulative positive bias, so that the action values are overestimated. The dou-
ble estimate method uses two groups of different sample subset to separate the selected
action value and the estimated action value, which can solve the problem of action value
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overestimation. But when two groups of sample subset variables have different expecta-
tions and overlapping distribution, the action value underestimation will be inevitable,
which still does not favor the agent to carry on the optimal decision. Therefore, the
weighted thought is introduced into the basis of double Q framework [15] in this paper,
and the weighted double Q(WDQ) algorithm formed can effectively solve the problem
of overestimation and underestimation of action values.

WDQ algorithm randomly updates QA or QB at the kth iteration:

QA(sk , ak) = QA(sk , ak) + αδAk (1)

QB(sk , ak) = QB(sk , ak) + αδBk (2)

where sk represents the state; ak represents the action; α is the learning factor. And the
corresponding TD errors δA k and δB k when QA or QB is updated at the kth iteration
can be expressed as follows:

δAk = r + γ
[
βA
k Q

A(sk+1, a∗) +
(
1 − βA

k

)
QB(sk+1, a∗)

]
− QA(sk , ak) (3)

δBk = r + γ
[
βB
k Q

B(sk+1, a∗) +
(
1 − βB

k

)
QA(sk+1, a∗)

]
− QB(sk , ak) (4)

where r is the reward function; γ is the discount factor; and the weight functions βA k
and βB k can be expressed as follows:

βA
k =

∣∣QB(sk+1, a∗) − QB(sk+1, aL)
∣∣

c + ∣∣QB(sk+1, a∗) − QB(sk+1, aL)
∣∣ (5)

βB
k =

∣∣QA(sk+1, a∗) − QA(sk+1, aL)
∣∣

c + ∣∣QA(sk+1, a∗) − QA(sk+1, aL)
∣∣ (6)

where the non-negative real number C ≥ 0, a* and aL are the corresponding maximum
and minimum action values in the next state sk+1 respectively.

2.2 WDQ(λ)

Qualification trace can effectively solve the problem of time reliability allocation, opti-
mize the convergence performance, and then improve the convergence speed of the algo-
rithm. Therefore, theWDQ(λ) reinforcement learning algorithm is formed by integrating
qualification trace on the basis of WDQ.

The update formulas of qualification trace are as follows:

ek(s, a) = γ λek−1(s, a) + 1 , Qk−1(sk , ak) = max
a

Qk−1(sk , ak) (7)

ek(s, a) = γ λek−1(s, a) , Others (8)

where λ is the attenuation factor of qualification trace.
WDQ(λ) algorithm randomly updates QA or QB at the kth iteration:

QA(sk , ak) = QA(sk , ak) + αδAk ek(sk , ak) (9)

QB(sk , ak) = QB(sk , ak) + αδBk ek(sk , ak) (10)
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3 Design of Optimal Controller

The WDQ (λ) control algorithm is embedded into the AGC controller to form the
WDQ(λ) controller. Then, the WDQ(λ) controller is embedded in each regional micro-
grid, and the WDQ(λ) controller of each region shares information in real time. in area
i, area control error (ACE), inter-grid frequency deviation (�f ) and the control perfor-
mance standard (CPS) are the observable state quantity Si of the WDQ(λ) controller.
The Si and the reward value are input into the ith WDQ(λ) controller together. After the
action set is optimized and updated, the optimal control signal, namely the ith region total
regulation power command�Pord-i, is output to maintain the frequency stability and the
dynamic balance of the link line exchange power between the regional interconnected
systems. And the CPS [16] proposed is introduced to evaluate the control performance
of multi-region networked microgrids.

3.1 Reward Function

The dimensions of area control error (ACE) and frequency deviation �f is normalized,
and the instantaneous value of ACE (ACE(i)) and the instantaneous absolute value of
frequency deviation (|�f (i)|) are linear weighted to make the output stable and CPS
long-term gain largest. The target reward function can be expressed as follows:

Ri = −η|�f (i)|2 − (1 − η)[ACE(i)]2
/
1000 (11)

where the η is set to be 0.5.

3.2 Parameter Setting

There are five parameters of WDQ(λ) control strategy need to be set.

(1) The learning factor α(0 < α < 1) is used to weigh the stability of the algorithm. A
larger α can accelerate the learning convergence speed and a smaller α can improve
the system stability. And α is set to be 0.1 in this paper.

(2) The discount factor γ (0 < γ < 1) provides reward discount for the long-term
iteration of Q function. The larger it is, the more long-term reward is emphasized.
And γ is set to be 0.9 in this paper.

(3) The speed factor β(0 < β < 1) determines the speed of action exploration, which
is set to be 0.5 in this paper.

(4) The weight parameter c(c > 0) is used to construct a weight function, indicating
the weight between a single estimator and a double estimator. And c is set to be
5000 in this paper.

(5) The recession factorλ(0<λ< 1) of qualification trace assigns the credit to the state-
action pair. The larger it is, the more credit is assigned to the historical state-action
pair. And λ is set to be 0.9 in this paper.
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3.3 Algorithm Flowchart

The WDQ(λ) control strategy is formed by integrating the weighted thought and qual-
ification trace based on the double Q learning, Thereinto, the weighted thought aims
to solve the problem of overestimation and underestimation of action values, and the
qualification trace aims to optimize the convergence performance, and then improve the
convergence speed of the algorithm.

The input of the algorithm is load disturbance and the output of the algorithm is
AGC total power instruction. The value functions QA and QB are chosen to be updated
randomly, and qualification trace is also updated with each iteration.

Table 1. The algorithm flowchart of WDQ(λ) control strategy.

Input: Load disturbance
Output: Total power instruction ΔPord

Initialize: Value function QA, QB; State s0, Parameters α, β, γ, c, 
λ; Initialize k=0
Repeat
1. Choose action ak according to QA(s,.) and QB(s,.); Execute ak

and get the new state sk+1; Calculate the current reward function 
value according to(11).
2. If update QA randomly
3. δA k according to(3)and(5), and update QA

according to(9).
4. else if update QB randomly
5.

Calculate

Calculate δB k according to (4)and (6), and update QB

according to (10).
6. End if and update qualification trace according to (7)and (8).
7. Set k=k+1, and return to step 1.
END

The algorithm flowchart of WDQ(λ) control strategy is shown in Table 1.

4 Simulation Research

4.1 Model Establishment

The distributed three-region networked microgrids AGC model including various DG
such as electric vehicles(EVs), photovoltaics (PV) [17], small hydro-powers(SH), wind
farms (WF) [18], diesel generators, fuel cells (FC) [19], micro-gas turbines (MT) [20],
biomass energy (BE) is established in this paper to verify the practical engineering
application effect of WDQ(λ) control strategy. The model topology is shown in Fig. 1,
the model parameters are shown in Table 2, and the AGC unit parameters are shown in
Table 3. Moreover, the model parameters and AGC unit parameters of region 2 are the
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same as those of region 3. In addition, in order to simplify the model, PV, WF and EVs
do not participate in the system frequency modulation, which are only processed as load
disturbance.

Fig. 1. The distributed three-region networked microgrids AGC model

Table 2. The parameters of distributed three-region networked microgrids AGC model.

Units Parameters Value

Small hydroelectric generation units the second time delay, TSH 3

Time constant of servo motor, TP 0.04

gain of servo motor, KS 5

coefficient of permanent state slip, RP 1

reset time, TR 0.3

transient slip coefficient, Rt 1

(continued)
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Table 2. (continued)

Units Parameters Value

maximum opening rate of gate,
Rmaxopen/(p.u./s)

0.16

maximum closing rate of gate,
Rmaxclose/(p.u./s)

0.16

unit start-up time, TWH 1

Biomass electric generator units the second time delay, TSB 10

the governor’s time constant, TGB 0.08

steam start-up time, TWB 5

mechanical start-up time, TMB 0.3

Micro-gas turbine units the second time delay, TSM 5

fuel system delay time constant, T1 0.08

fuel system delay time constant, T2 0.3

load limiting time constant, T3 3

temperature control loop gain, KT 1

load limiting constant, Lmax 1.2

Fuel cell units the second time delay, TSF 2

the governor’s time constant, TF 10.056

the gain of inverter, KF 9.205

Diesel generator units the second time delay, TSD 7

the governor’s time constant, TGD 2

steam start-up time, TWF 1

mechanical start-up time, TMD 3

Table 3. AGC unit parameters.

Areas Unit types Units �Pmax/MW �Pmin/MW

Area 1 SH G1 250 −250

G2 250 −250

G3 150 −150

G4 150 −150

G5 100 −100

MT G6 150 −150

G7 150 −150

G8 100 −100

(continued)
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Table 3. (continued)

Areas Unit types Units �Pmax/MW �Pmin/MW

FC G9 150 −150

G10 100 −100

G11 50 −50

Area 2 and Area 3 SH G1 150 −150

G2 200 −200

G3 100 −100

G4 150 −150

G5 250 −250

DG G6 120 −120

G7 100 −100

BE G8 200 −200

G9 200 −200

G10 150 −150

4.2 The Off-Line Prelearning Under Sinusoidal Load Disturbance

Before WDQ(λ) controller is put into formal online operation, a sinusoidal load distur-
bance with a period of 1200 s, a duration of 10000 s and a amplitude of 1000 kW is
introduced into the system to make it conduct sufficient off-line trial and error prelearn-
ing to optimize the state value function and Q value function, so as to obtain the optimal
operation of the system. The prelearning effect of WDQ(λ) controller in three regions is
shown in Fig. 2. Figure 2(a) shows the frequency variation curves in the three regions,
the maximum frequency deviation absolute values |�fmax| are respectively 0.068 Hz,
0.087 Hz and 0.093 Hz, which are far less than the actual engineering requirement of
0.2 Hz. Figure 2(b) shows the learning curves of the average values of 10-min CPS1
in the three regions, whose average values are respectively 199.3293%, 199.3454% and
199.3601%. Figure 2(c) shows the learning curves of 10-min ACE average values in the
three regions, whose average values are 1.3879 kW, 1.8685 kW and 2.0024 kW respec-
tively. Figure 2(d) shows the deviation curves of the exchange power of the tie line(Ptie)
among regions. In conclusion, the WDQ(λ) controller has strong dynamic control per-
formance, and can effectively realize the regional cooperative control of networked
microgrids.

4.3 The Random Square Wave Disturbance and Random Load Disturbance

The WDQ(λ) controller which has gotten a deterministic optimal control strategy after
pre-learning can be put into online operation. In order to simulate the strong random
disturbance brought by new energy and the intermittency of load when multi-region
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Fig. 2. The prelearning effect of WDQ(λ) controller in three regions

networked microgrids operate in practice, we introduce the random square wave distur-
bance (only the first 20000 s is captured here) and the random load disturbance (The
amplitude is 1000 kW) to carry out 24 h real-time simulation. Moreover, in order to
verify the control performance of WDQ(λ), extra introduce WDQ, DQ(λ) and DQ(σ , λ)
controllers to be compared with WDQ(λ) controller.

The Random Square Wave Disturbance
Figure 3 shows the power output results of the WDQ(λ), WDQ, DQ(λ) and DQ(σ ,
λ) controllers in area 1 under random square wave load disturbance. Compared with
the other three controllers, the WDQ(λ) controller can track the load disturbance more
accurately and quickly. The average value of |�f | of WDQ(λ), WDQ, DQ(λ) and DQ(σ ,
λ) controllers in area 1 is 0.0034 Hz, 0.0168 Hz, 0.0231 Hz and 0.0487 Hz respectively.
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WDQ(λ) controller can reduce |�f | by 79.7619%–93.0185%. Therefore, the WDQ(λ)
controller can effectively reduce the frequency offset of the system, and has stronger
robustness and better dynamic control performance.
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Fig. 3. The output power of four controllers in area 1 under random square wave disturbance

The Random Load Disturbance
Table 4 shows the control performance indexes of theWDQ(λ),WDQ,DQ(λ) andDQ(σ ,
λ) controllers in region 1. It shows that WDQ(λ) can decrease the |�f| about 44.9393%–
54.8173%, can reduce |ACE| about 69.3476%–90.9194%, and can improve the CPS
qualification rate about 0.9953%–2.6005%. In conclusion, compared with the other
control methods, the WDQ(λ) control strategy can still maintain strong robustness and
adaptability in the multi-region strongly random complex environment, and has better
control performance, which can realize the stable cooperative control of multi-region
networked microgrids.

Table 4. Control performance index of the four controllers in region 1 under the random load
disturbance.

Index Random load disturbance

WDQ(λ) WDQ DQ(λ) DQ(σ , λ)

|�f|/Hz 0.0136 0.0247 0.0285 0.0301

|ACE|/kW 2.3214 7.5733 20.3169 25.5644

CPS1/% 199.4335 198.6436 197.6899 196.3578

CPS2/% 99.5321 98.6256 98.1335 97.0257

CPS/% 100 99.0145 98.9812 97.4654
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5 Conclusion

In order to realize the cooperative control of distributed multi-region networked micro-
grids, a distributed three-region networked microgrids AGCmodel including large-scale
DG is established in this paper. And from the perspective of AGC, the WDQ(λ) multi-
agent cooperative control strategy oriented to the model is proposed based on the RL
learning algorithm.

The WDQ(λ) control strategy is formed by integrating the weighted thought and
qualification trace based on the double Q learning, Thereinto, the weighted thought
aims to solve the problem of overestimation and underestimation of action values, and
the qualification trace aims to optimize the convergence performance, and then improve
the convergence speed of the algorithm.

The sinusoidal load disturbance is introduced tomake theWDQ(λ) conduct sufficient
offline prelearning. After WDQ(λ) obtain an optimal control strategy, the random load
disturbance is introduced to conduct 24 h real-time simulation. The real-time simulation
results show that compared with the other control methods, control strategy has the
most stable and superior control performance, and can effectively obtain the distributed
multi-region cooperation of networked microgrids.
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Abstract. Under the background of “Carbon Peak, Carbon Neutralization”
national strategic carbon reduction goal, establishing an appropriate carbon trad-
ing mechanism is an effective way to achieve carbon reduction. This paper estab-
lishes an optimal model of economic and environmental dispatching for a virtual
power plant (VPP) which contains energy storage, gas turbine, wind power and
photovoltaic generation when it participates in carbon trading. Firstly, the carbon
trading mechanism is introduced, and the scenario generation method considering
the uncertainty of wind power based on Gaussian kernel function theory is formed
to get the classical scene curve of wind power. Then, a mixed integer quadratic
programming model for coordinated dispatch of distributed power and energy
storage in VPP under carbon trading environment is established with the objective
of minimizing the total cost of VPP. Finally, the example validation shows that
the model reduces the total cost and total carbon emissions of the system, greatly
improves the consumption of clean energy, and makes the scheduling of virtual
power plants take into account both economic and environmental benefits.

Keywords: Distributed energy · Virtual power plant · Carbon trading · Optimal
scheduling

1 Introduction

In order to achieve the goal of “carbon dioxide” and build a clean economy and sustain-
able energy-saving society, the electric power industry is facing enormous pressure of
carbon emission reduction. Therefore, introducing the concept of “low-carbon economy”
into the power industry, taking into account the energy saving and emission reduction
targets in the operation and dispatch of power systems, is of great significance to the
realization of “dual-carbon” goals [1].

Virtual power plant is a special power plant containing renewable energy, interrupt-
ible load, energy storage, electric vehicle and other power resources. It aggregates a large
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number of scattered power sources or loads, and makes it participate in the operation of
power system and power market as a whole without changing the grid connection mode
of distributed power generation [2]. If the carbon emission in the production process of
equipment is not considered, there is almost no carbon emission in the power generation
process of wind power and photovoltaic generator units in VPP. For energy storage, if
the wind power or photovoltaic power generation during the low load period is used for
charging, it can also significantly reduce carbon emissions. VPP can achieve economic
benefits and reduce carbon emissions objectively by reasonably allocating distributed
resources and optimizing operation [3].

There are some research reports on the low-carbon operation of power system at
home and abroad. Reference [4] introduced carbon emission quota into power system
economic dispatching to improve the environmental protection of power system with a
large number of distributed generators, and limited carbon emission with rigid indica-
tors. Reference [5] constructs a power system optimization model considering carbon
emissions, and uses the weight value to make a reasonable compromise between the
optimization of energy conservation and emission reduction. Reference [6] optimized
the scheduling of economic and environmental benefits when VPP with electric vehicles
participates in green card trading, and proved that the large-scale application of elec-
tric vehicles in VPP can produce obvious environmental benefits. Reference [7] added
excessive emission penalty in the design of low-carbon framework to better control
carbon emissions. These references focus on the mandatory restriction, quota and pun-
ishment of carbon emissions in the traditional optimal dispatching of power system, but
rarely quantify the value of carbon emission rights, and combine the carbon emission
rights with environmental protection and economy. In the VPP with flexible operation
and rapid output adjustment, the introduction of carbon trading mechanism to promote
low-carbon emission reduction also has a large gap in the research related to this aspect.

On the other hand, with the rapid development of energy storage technology, the
restriction degree of energy storage participating in power system regulation by capac-
ity and cost is also decreasing. In recent years, it is generally believed that distributed
energy storage is a high-quality adjustable resource of virtual power plant. Reference
[8] combined with a wind storage system demonstration project, proposed the operation
mode of energy storage system based on commercial VPP, and established a stochastic
optimal scheduling model including wind light water storage with the goal of maxi-
mizing the revenue of VPP. Reference [9] establishes two distributed energy storage
models of grid connected energy storage and user side energy storage, and optimizes
the scheduling of virtual power plant resources based on the day ahead market time
of use price. Reference [10] analyzes the operation mode of VPP composed of energy
storage equipment and distributed wind power participating in system economic optimal
dispatching. The above literature shows that the addition of energy storage in VPP can
effectively suppress the impact of the uncertainty of wind and solar output and improve
the consumption of clean energy, but it is less involved that energy storage can also
replace some gas turbine output in the carbon trading environment, which has the func-
tion of improving the environmental protection of VPP as a rapid response unit in the
system.
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In summary, on the basis of the existing research, this paper constructs an output
scenario considering the uncertainty ofwindpower byusing the kernel density estimation
method based on the Gaussian kernel function. A virtual power plant dispatch model
with distributed power supply and storage synergy under the carbon trading environment
is established by introducing the carbon rights tradingmarket environment. The example
results verify that the model proposed in this paper can effectively improve the economic
and environmental benefits of VPP.

2 Carbon Trading Mechanism and Scenario Generation

2.1 Carbon Trading Mechanism

Carbon trading, also known as carbon emission rights trading, is amarket-basedmeasure
to achieve energy conservation and emission reduction goals. Carbon emission rights
trading practice is generally a carbon emission rights trading system, in which the rele-
vant government agencies set the total amount of emissions in one or more industries,
and issue a certain number of tradable quotas within the total amount. Generally, each
quota corresponds to one ton of carbon dioxide emission equivalent. This paper uses the
baseline method to determine the carbon trading quota of VPP [11].

For VPP including gas turbine, wind power and photovoltaic power generation, the
carbon trading quota in period t can be obtained by Eq. (1).

MD,t =
N∑

i=1

εPi,t (1)

In the formula, N is the total number of generator units in the studied VPP. Pi,t is
the active output of generator set i at time t; ε is the distribution coefficient of VPP unit
electricity emission, which is determined according to the “ regional power grid baseline
emission factor “ issued by the national development and Reform Commission [12].

VPP can make a profit by selling emissions that do not meet the carbon emission
quota. If the actual carbon emission of VPP in this period is higher than the carbon
emission quota, the carbon trading fee shall be paid to purchase the emission quota.
Carbon trading revenue is expressed as follows:

ICt = kC(QQ
t − QN

t ) (2)

QQ
t = γ CPG

t (3)

In the formula, ICt is the income of carbon trading market; kC is the carbon trading

price; QQ
t is the carbon emission quota of gas turbine unit in t period; QN

t is the net
emission of gas turbine unit in t period; γ C is the carbon emission benchmark limit per
unit of electricity [13]; PG

t is the net output of gas turbine unit in t period.
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2.2 Scenarios Generation Considering Scenery Uncertainty

VPP contains a large number of intermittent distributed power sources such as wind and
photovoltaic, and its output power has strong randomness and uncertainty. If the wind
and solar output data of a single historical day is selected to verify the feasibility of the
model, it lacks scientific rigor and credibility. Because the scenario analysis method can
clearly describe the probability distribution of uncertainty and better retain the statistical
characteristics of wind and solar output data, it has become one of the main methods
to deal with the uncertainty of wind and solar power generation. This paper describes
the uncertainty of the scenery by generating the classical scene method with probability
information, establishes the probability density function of the historical scenery output
data and samples it to obtain the whole scene set with huge dimension, and then forms
the classical scene set through the scene reduction technology.

The specific steps of scene generation are as follows.

(1) Based on the historical n-day wind and solar output data, the sampling period is
1H, and the nuclear density estimation method is used to establish the probability
density function of fan and photovoltaic output in each period of 24 h, as follows:

⎧
⎪⎪⎨

⎪⎪⎩

fh,t(xt) = 1
nh

n∑
d=1

G
(
xt−Xd ,t

h

)

fh,t(yt) = 1
nh

n∑
d=1

G
(
yt−Yd ,t

h

) (4)

In the formula, h is the time scale; Xd ,t is the fan output in t period of day d; Yd ,t is
the photovoltaic output in t period of day d; G is selected as Gauss kernel function.

(2) The joint probability distribution function of wind and photovoltaic output is sam-
pled for each period, and the sample output of fan and photovoltaic is obtained by
inverse transformation, and the set C of the initial scene is obtained.

(3) Set the probability of scenario Pi
f and P

j
f in C as πi and πj respectively, and define

the distance between scenarios as
∥∥∥Pi

f − Pj
f

∥∥∥
2
. Use synchronous backdating tech-

nology based on probability distance to reduce the scene and form a classical scene
set[14]. The steps of the synchronous substitution reduction technique are shown in
Fig. 1.
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Fig. 1. Flowchart of synchronous generation reduction method

If the classical scene set is J, including S scenes and the deleted scene set is J’, the
optimal scene reduction set is satisfied:

min

⎧
⎨

⎩
∑

i∈J ′
πi min

∥∥∥Pi
f − Pj

f

∥∥∥
2

j∈J

⎫
⎬

⎭ (5)

3 Carbon Trading Mechanism and Scenario Generation

3.1 VPP Composition Unit

The composition diagram of VPP system proposed in this paper is shown in Fig. 2,
including gas turbine unit, wind turbine unit, photovoltaic unit, electric energy storage
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and electric load. In VPP, if the output of gas turbine unit, wind turbine unit, photovoltaic
unit and electric energy storage cannot meet the demand of electric load, purchase
electricity from the power grid through the electric energy market; If the output of wind
turbine and photovoltaic unit is not fully absorbed, the electric energy storage will be
charged and stored. When the electric energy storage reaches the upper limit of capacity,
the phenomenon of wind and light will be abandoned. The carbon emissions in the
VPP system are mainly generated by gas turbine units. According to the actual carbon
emissions, sell carbon rights in the carbon trading market for profit or purchase excess
carbon rights.

power grid

Electric energy 
storage

Photovoltaic  
station

Wind turbine

Stored electric 
energy

Gas turbine 
unit

wind and 
solar power 
curtailment 

Electric load

Carbon trading 
market

Certified Emission 
Reduction

Fig. 2. Composition diagram of VPP system

By installing energy storage equipment and cooperating with distributed power gen-
eration, this paper can fully make up for the impact of wind and solar output uncertainty
and fluctuation, and ensure the reliability of VPP output and operation.

3.2 Optimization Objectives

In order to reflect the economy and environmental protection of VPP, this paper takes the
minimization of the net operation cost of VPP taking into account the carbon emission
cost as the optimization objective. The decision variables include gas turbine output,
wind power photovoltaic output, electric energy storage charge and discharge power
and market power purchase. The objective function is as follows:

min
T∑

t=1

(CF
t − ICt + CW

t + CV
t + CES

t + CM
t ) (6)

In the formula: the objective function consists of 6 parts, namely gas turbine fuel
cost CF

t , carbon asset market income ICt , wind turbine operation and maintenance cost
CW
t , photovoltaic power generation equipment operation and maintenance cost CV

t ,
energy storage use cost CES

t , energy market power purchase cost CM
t , and T is the total

dispatching time. The specific expression of each part is as follows:
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1) The fuel cost of gas turbine is [15]:

CF
t =

l∑

i=1

(
af + bf PG

t + cf (PG
t )2

)
(7)

In the formula, af , bf , cf are the fuel cost coefficient; l is total number of gas turbines.
2) The expression of carbon asset trading income is shown in Eqs. (2)–(3). In this

paper, carbon emissions are mainly caused by gas turbines, where:

QN
t =

l∑

i=1

(λiP
G
t ) (8)

In the formula, λi is the carbon emission correlation coefficient of gas turbine.
3) The use cost of energy storage includes two parts: investment cost and operation

and maintenance cost, which can be expressed as:

CES
t = Ccapital + COM

t (9)

COM
t = cES(P

ESC
t + PESD

t ) (10)

In the formula:Ccapital is the investment cost [16], which is related to the average life
of the energy storage manufacturer, which is a fixed value in the calculation example.
COM is the operation and maintenance cost. cES is the operating cost per unit of energy
storage. PESC , PESD is the charge and discharge power of electric energy storage.

4) The operation and maintenance cost of the fan during daily operation is:

CW
t = λ1P

W
t (11)

In the formula: PW
t is the wind power output in t period; λ1 is the unit maintenance

cost of wind power.
5) The operation and maintenance cost of PV during daily operation is:

CV
t = λ2P

V
t (12)

In the formula: PV
t is the photovoltaic output in t period; λ2 is the unit maintenance

cost of photovoltaic.
6) When the power is insufficient, VPP can be purchased from the power grid to

meet the power load demand. The expression of power purchase cost in power market
is as follows:

CM
t = kEMt PEM

t (13)

In the formula: PEM
t is the power purchase in the power grid in period t; kEMt is the

power purchase price of power grid in period t.
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3.3 Constraint Condition

The constraints are as follows:

1) Electric power balance constraint.

PG
t + PW

t + PV
t + Ptn.ES = PEL

t − PEM
t (14)

In the formula: PEL
t is the electrical load in t period.

2) Output and climbing constraints of gas turbine unit.

PG,min ≤ PG
t ≤ PG,max (15)

∣∣∣PG
t+1 − PG

t

∣∣∣ ≤ �PG (16)

In the formula: PG,max, PG,min are the upper and lower limits of gas turbine unit
output respectively; �PG is the climbing rate constraint of gas turbine unit.

3) Electric energy storage constraint.

The charging and discharging of energy storage is mainly affected by the charging state
of energy storage. In this paper, the power loss of electric energy storage is considered,
and its constraints are as follows:

SESt = SESt−1(1 − σES) + ηESCPESC
t − PESD

t

ηESD
(17)

0 ≤ PESC
t ≤ PESC,maxμESC

t (18)

0 ≤ PESD
t ≤ PESD,maxμESD

t (19)

0 ≤ μESC
t + μESD

t ≤ 1 (20)

SES,min ≤ SESt ≤ SES,max (21)

SES0 = SES24 (22)
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In the formula: SESt is the storage capacity of electric energy at the end of t period.
σES is the electric loss rate of electric energy storage; ηESC , ηESD are the charging and
discharging efficiency of electric energy storage; PESC,max, PESD,max are the maximum
value of charge and discharge power respectively; Boolean variables μESC

t and μESD
t

respectively indicate whether the electric energy storage in t period is discharged. If yes,
set 1, otherwise set 0; SES,max, SES,min are the maximum and minimum power storage
capacity respectively; SES0 , SES24 are the beginning and end value of the energy storage
battery in a day.

4) Wind and solar output constraints

0 ≤ PW
t ≤ PW ,max (23)

0 ≤ PV
t ≤ PV ,max (24)

In the formula: PW ,max, PV ,max are the maximum available output of scenery.

3.4 Model Solving

The 24-h power dispatching model in this paper is a mixed integer quadratic pro-
gramming (MIQP) problem with complex constraints and high-dimensional variables.
YALMIP is a toolbox suitable for solving planning problems in MATLAB, and CPLEX
is a commercial solver for solving MIQP problems. In this paper, YALMIP/ CPLEX
solver is used to solve the optimization model.

4 Example Analysis

4.1 Example Description

In order to verify the model proposed in this paper, the dispatching period is divided
into 24 h. The VPP constructed contains 7 × 2 MW wind power cluster, 6 × 2 MW
photovoltaic cluster and 3 × 2 MW gas turbine units. Among them, gas turbine unit 1st
is a low-carbon unit with high operation cost, and the operation parameters of gas turbine
unit are shown in Table 1. In this paper, the historical output data of wind power stations
in a southern region for half a year are selected as wind power output samples, and the
sampling interval is 1H. The parameters of each unit are given in Appendix Table A1,
and the carbon quota is determined by the method in Sect. 2.1 of this paper. The typical
daily load curve is shown in Fig. 3.
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Fig. 3. Typical daily load curve

Table 1. Parameters of gas turbines

Gas
turbine

af /yuan bf /(yuan·MW−2) cf /(yuan·MW−1) CO2 emission
intensity/[kg·(MW·h)−1]

1 30.0 70.21 1.2 560

2 20.0 68.80 1.0 960

3 20.0 68.80 1.0 960

4.2 Scenarios Generation Results Considering Scenery Uncertainty

Using the scene generation method proposed in Sect. 2.2 of this paper, the selected
scenery output data makes an appropriate compromise between reducing the amount
of calculation and retaining the output characteristics, and the number of scenes in the
scene reduction is 5. The output curve of each scenario and the corresponding prob-
ability information are shown in Fig. 3. The wind and photovoltaic output conditions
meet the unit output constraints. Applying the scene generation results to the day-ahead
scheduling model can better reflect the uncertainty of the wind output and make the
model more reliable.

4.3 Comparison Scheme Construction and Scheduling Analysis

In order to compare, measure and analyze the impact of the introduction of carbon
rights trading market and different capacity energy storage on the operation cost of VPP,
scheme 2 and scheme 3 are set as comparison schemes, as shown in Table 2.
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Fig. 4. Scenarios generation results

Table 2. Three different compositions of VPP.

Scheme Carbon trading market Energy storage capacity/MW

1
√

12

2 × 12

3
√

6

The Sect. 4.2 wind turbine and photovoltaic output scenarios are one-to-one substi-
tuted into the 4.1 section of the example description. Based on the weighted weighting
of their respective probabilities, the optimization results satisfying the constraints are
obtained. According to the three schemes, the comparison of the benefit and partial cost
results and the dispatch results are obtained as shown in Tables 3 and 4, respectively.
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Table 3. Comparison of profit and cost result.

Scheme Carbon trading
income/102¥

Wind and solar
power casting
cost/102¥

System
maintenance
cost/102¥

Total system
cost/102¥

1 2.219 0 354.625 616.207

2 –6.132 0 354.625 625.856

3 –17.176 60.181 291.463 685.094

Table 4. Comparison of scheduling results.

Scheme Output of 1 gas
turbine/MW

Carbon emissions/t Energy market
electricity
purchase/MW

Amount of
abandoned wind
and solar/MW

1 16.714 29.416 1.500 0

2 11.206 31.613 1.500 0

3 18.109 34.528 1.589 5.471

Compared with scheme 2, scheme 1 realizes the VPP framework for the coordinated
operation of gas units and wind power storage under the environment of carbon rights
trading. It can be seen from Table 3 that due to the consideration of carbon emission
cost, the dispatched output of gas turbine 1 with low carbon emission intensity per unit
power is higher. In a scheduling cycle, scheme 1 reduces carbon emissions by 2.197t
compared with scheme 2, so it also obtains positive benefits from the carbon trading
market. However, the need to purchase carbon emission rights in scheme 2 increases the
cost of VPP, which reduces the total cost of scheme 1 by 835.1 ¥ compared with scheme
2, so that the overall benefits and environmental protection characteristics of scheme 1
VPP are better.

Compared with scheme 3, scheme 1 uses a higher capacity energy storage device,
which increases the investment cost and operation and maintenance cost of scheme 1,
but sufficient energy storage capacity realizes the flexible allocation of power resources
in the VPP, so that the photovoltaic output of clean energy fans in the VPP is fully
absorbed. Due to the insufficient energy storage capacity of scheme 3, it is impossible to
store all the wind and light output in the low load period, resulting in the phenomenon of
abandoning wind and light. In addition, the electric energy provided by wind and light
storage is limited in the peak load period, so VPP has to call more gas turbine output,
which increases the carbon emission of scheme 3 by 5.112t and the cost by 59.89 × 102

¥ compared with scheme 1, resulting in the poor benefit and environmental protection
of VPP with insufficient energy storage capacity of scheme 3. It is worth noting that in
schemes 1 and 2, the wind and light abandonment is 0, so it is meaningless to continue
to increase the energy storage capacity, which will only increase the system investment
cost and operation and maintenance cost, and damage the economy of VPP.
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To sum up, scheme 1 of the VPP model proposed in this paper introduces the car-
bon rights trading environment, configures the electric energy storage with appropriate
capacity, and cooperatively optimizes the scheduling with gas turbine and wind power
photovoltaic, which can reduce the net cost and carbon emission of VPP, promote the
consumption of clean energy and suppress the impact of load fluctuation, making VPP
both economic and environmental.

4.4 Analysis of VPP Optimal Scheduling Results

According to the example simulation of the proposed model, the output and power
purchase of each unit in scheme 1vpp are shown in Fig. 5, and the storage, discharge
and energy storage of energy storage device are shown in Fig. 6.
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It can be seen from Fig. 5 and Fig. 6 that during the period from 1 to 5, there is almost
no output of photovoltaic at this time, the output of wind power is large and the load
demand is small. At this time, the output of gas turbine does not change with the load,
and the load demand can be met as long as it is kept near the minimum output power.
After the wind power meets the load demand, the surplus is stored by the energy storage
device, and the electric energy in the electric energy storage is increased. If there is no
energy storage device in the VPP, the abandoned wind is mainly concentrated in this
period.

During the 6–9 period, the load demand began to increase. Although the wind power
output decreased slightly, the photovoltaic output began to show an upward trend, and
the clean energy output can still meet the load demand. The electric energy storage
continues to be charged, and the charging amount per unit time is lower than before. If
there is no energy storage device in VPP, the light rejection is mainly concentrated in
this period.

During the period of 10–13, the fan output generally shows a decreasing trend. The
photovoltaic output reaches the output peak at noon, while the load demand increases
rapidly, and the load curve has the first peak. VPP needs to call more gas turbine output
to achieve electric energy balance. However, since this paper takes into account the
economic and environmental protection VPP of carbon rights trading, the output of gas
turbine should be reduced as much as possible, At this time, the energy storage discharge
is used to make up for the insufficient output of the distributed generation.

During the period from 14 to 17, the photovoltaic output remains at a high level. At
this time, the load demand drops, the electric energy storage is charged, and the electric
energy in the energy storage is increased to the maximum capacity.

During the period of 18–21, the power load demand reaches the second peak and
reaches the maximum load demand. The wind power output increases slightly and the
photovoltaic output gradually decreases to zero. At this time, the stored energy is used to
output electric energy at the maximum power. As there is still a power gap, VPP adopts
the way of increasing the output of gas turbine and purchasing power from the power
grid to meet the load demand. The carbon emission of VPP is mainly concentrated in
this period.

During the period of 22–24, the load demand decreases significantly, the wind
power output continues to increase, the photovoltaic output stops, the gas turbine out-
put returns to the minimum output state, and the energy storage returns to the initial
state of dispatching after one dispatching cycle, so as to prepare for the next round of
dispatching.

To sum up, based on the optimal dispatching model and method of virtual power
plant with carbon rights trading considering the coordination of distributed generation
and energy storage proposed in this paper, the flexible coordinated dispatching and
complementarity of power resources can be realized. Taking into account the uncertainty
of scenery, this paper uses the classical scenario construction method to enhance the
reliability of the model, and then combined with the energy storage resources with
appropriate capacity, transfers the period of high power generation and low power load
of distributed clean energy to the period of low power generation and high power load
of distributed clean energy, so as to achieve the supply-demand balance between source
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loads and complete the full consumption of distributed clean energy. At the same time,
in the carbon trading environment, during the energy storage and discharge period, the
output of the gas turbine and the power purchase of the power grid are reduced, the
non environmental phenomenon that the gas turbine is consistent with the load change
trend in order to quickly respond to the wind and rain fluctuation under the traditional
regulation measures is avoided, and the final dispatching structure of the established
model takes into account the economy and environmental protection, which further
proves the effectiveness and rationality of the model established in this paper.

5 Conclusion

In the environment of introducing carbon rights trading, considering the uncertainty
of scenery, this paper establishes a virtual power plant model with energy storage and
multiple distributed generators, studies its scheduling strategy, and draws the following
conclusions.

(1) By considering the scene generationmethod of uncertain output of scenery, the char-
acteristics of scenery output of original data are strengthened, the impact of fluctu-
ation of scenery output on the rationality and reliability of the model is effectively
reduced, and the model effect verified by an example is highlighted.

(2) By introducing the carbon trading environment,VPPcanbe encouraged to configure
energy storage devices, so as to improve the solar energy consumption capacity,
alleviate the contradiction between the output of distributed generation and the
demand of electric load, and improve the regulation ability of VPP in response
to the change of output of distributed generation. Under the influence of carbon
emission cost in the carbon trading environment, VPP improves the output level
of low-carbon units, reduces the total carbon emission, and sells excess carbon
rights to improve income, reduce cost, and improve the economy and environmental
protection of VPP.

There are many directions and contents of collaborative multi resource optimal
scheduling in VPP, which are worthy of further research. In the following research
work, we will select the scenery data with longer historical period for scene generation,
and study the selection method of the optimal energy storage capacity. At the same time,
the composition of the comprehensive evaluation index system for the regulation results
of VPP in the carbon trading environment is also the focus of further research.

Acknowledgments. This work was financially supported by the project of “Research on
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Appendix A

Table A1. VPP unit parameters

capitalC
/yuan·M

W-1

ESc
/(yuan/(MW·

h))

1 /(yuan/(MW·
h))

2 /(yuan/(MW·
h))

,minGP /M
W

1000 40 80 65 0.3

,maxGP /MW
GP /MW

ES ESC ESD

2 1 0.001 0.95 0.95

,maxESCP /MW
,maxESDP /MW

,maxESS /MW
,minESS /MW 0

ESS
/MW

3 2 12 0.5 0.5

,maxESCP /MW
,maxESDP /MW

,maxESS /MW
,minESS /MW 0

ESS
/MW

3 2 12 0.5 0.5

Ck /yuan·kW-1
C

/ kg·kW-1

0.38 1.1
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Abstract. For the current traditional power grid dispatching and control system,
the display effect of configuration software interface is ordinary, and the configu-
ration interface is cumbersome. This paper presents a state animation technology
of configuration software for power grid and control system. By defining multi-
ple states in the configuration editor, modifying component attributes in different
states, setting state switching animation types, associating the animation change
functions of component attribute values in different states, saving in CIM/G for-
mat, and then opening the corresponding files through the browser, the component
attributes can be dynamically transformed between attribute values in different
states, Batch modification and animation of component attributes are realized,
which enriches the display effect of the interface and improves the friendliness of
human-computer interaction.

Keywords: Power grid dispatching and control system · State machine;
Animation · Components · Interface display

1 Introduction

In recent years, the widespread use of human-computer terminals has brought people a
brand-new human-computer interaction experience [1, 2], and great progress has been
made in the form of human-computer interaction and graphical display methods [3,
4]. At the same time, with the development of the power grid dispatching system, the
new-generation control system with “physical distribution and logical unity” [5, 6] in
the future requires the efficient and rapid sharing and interaction of a large amount
of information between different systems and different regions [7]. However, with the
accelerated construction of the system and the continuous enrichment of application
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scenarios, higher requirements have been put forward for the display of the graphical
interface of the human-machine cloud terminal of the power grid automation system.

In terms of graph dynamic configuration display, the level of computer hardware is
developing rapidly, human beings continue to deepen the research on computer applica-
tions, the form, quality, and concept of human-computer interaction have changed [8],
the human-computer terminal is becoming more and more lightweight, and the graph
effect more and more sophisticated, the function of the GPU is more and more general
[9–11]. These changes are gradually changing the status of the human-machine interface
from two aspects of technology and ideas, and promoting the development of the human-
machine interface of the power system configuration software to be more flexible, cool,
and intelligent [12, 13]. The existing power system configuration software hasmade a big
breakthrough in the display of human-machine interface visualization effects. It supports
the embedding of H5 components and three-dimensional chart components, supports
basic interaction between components, and has simple dynamic animation of compo-
nents, the animation effect is realized through the continuous modification of component
location, size, color and other attributes, which has brought a certain improvement of
human-computer interaction experience [14]. However, the current dynamic effect set-
ting of component attributes is relatively complex, especiallywhen triggering component
animation configuration in batches according to a certain state is cumbersome. A conve-
nient method is needed, which can update the relevant display properties of components
in batches, realize the scene animation and status animation of the configuration graph
components, and improve the convenience and friendliness of the operation and control
of the dynamic effect of the human-machine interface software.

Based on the CIM/G power graphic description specification and the new gener-
ation control system graphic editor, combined with the component animation driving
technology, this paper maps the overall picture into a state, and realizes the batch, con-
venience, and customization of component properties in different scenes and different
states. Editing: Combined with the linear change of the component motion function to
drive the property, the dynamic effect switching of the graph is realized, which greatly
enriches the browsing effect, improves the experience of human-computer interaction,
and achieves a unified and undifferentiated graph dynamic effect switching effect.

The organization structure of this paper is as follows: the first part introduces the
overall structure of the configuration animation of the power grid control system; the sec-
ond part analyzes the key technologies in detail; the third part introduces the application
examples of related technologies; the fourth part summarizes the full text.

2 Framework

The content of this paper is mainly divided into four parts: multi scene state creation and
attribute editing, component attribute editing inmulti scene state, multi scene component
dynamic effect switching display, and multi scene component state and attribute saving
method based on CIM/G. The overall framework is shown in Fig. 1.

The multi-scene state creation and attribute editing module is mainly based on the
mathematical model of the statemachine, and the statemachine is applied in the graphics
editor and browser. The requirements for creating different states on the same graph
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Fig. 1. Multi scene component animation framework

enable flexible creation and deletion of states, as well as editing of attributes such as
state animations.

The component attribute editing module in multi-scene state proposes a method for
editing the attributes of graphic components in multi-scene and multi-state. Combined
with the current situation of cumbersome editing of multi-element and multi-property
editing by a new generation of graphics editors, it can achieve different scenes and differ-
ent states. The attribute method of batch, convenient and customized editing components
can meet the needs of users to edit different scenarios, and the primitive components can
be edited conveniently and quickly.

The dynamic effect switching display module of scene components is mainly used
for the realization and display of component animation effects. Combined with a new
generation of graphic editors, it can realize the effect of component animation based
on the new human-machine browser; multiple scene graphs and multiple components
switch states concurrently to meet the needs of graph browsing. Support the definition
and integration of animation curve types, realize the editing ofmultiple animation curves,
and display the dynamic effects of the state switching of different state on the same graph
according to the defined animation curves.

The state and attribute saving module of multi scene components based on CIM/G
mainly extends the relevant description specification of state machine based on CIM/G
standard. Combined with the attributes required by different state attributes of state
machine, the statemachinedescription specification thatmeets the dynamic requirements
of state switching of the new generation of man-machine browser can save the state
attributes and component attributes of different scenes in CIM/G file according to the
designed state machine description specification.
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3 Key Technologies

3.1 Animation State Machine

State machine is an indispensable part of object-oriented. It can be used to describe how
objects (Systems) respond to external inputs. The state machine first defines the state that
the object (System) can reach, and then defines state migration, that is, how to transition
from one state to another.

Finite state machine (FSM) is a mathematical model of a system with discrete input
and discrete output. Represents a finite number of states and behaviors such as transitions
and actions between those states. It can be used to build the model of object behavior, it
is mainly used to describe the sequence of states experienced by an object during its life,
and deal with various events from the outside [15]. A finite state machine M consists of:

(1) A finite set of input symbols η,
(2) A finite set of output symbols θ,
(3) A finite set of States δ,
(4) One from δ*η reach δ the next state function f,
(5) One from δ*η reach θ the output function g,
(6) An initial state σ ∈ δ。

ThenM= (η, θ, δ, f, g, σ). Building a finite state machine requires decoupling States
and events, which is divided into the following steps:

(1) Determine the status;
(2) Split event;
(3) Generate a state transition diagram.

Based on the finite state machine, the state animation module constructs the com-
ponent state animation framework to realize the dynamic switching of components in
multiple state scenes. The relationship of each module in the state animation framework
is shown in Fig. 2:

Animation StateMachine: manage all States and provide state transitionmechanism.
Status: a group of static descriptions, which are the static values of component

element attributes in the picture under the situation.
Transition: it is the time or space description of component animation. It is mainly

used to describe the process of changing the static attribute values of picture components
under different states. Usually, the state switching is not completed instantaneously. Due
to the different time of state switching, it will have many intermediate temporary states.

TransitionCurve:when switchingbetweendifferent states, according to the transition
time t, the specific change function v= f (v1, t) is given for the initial value v1 and actual
value v of the attribute to modify the whole transition process.

Animation: transition executor, which is created by applying animation types to one
or more attribute values of the component. The animation type interpolates the attribute
value from the start value to the end value according to the motion time through the
transition curve function, to create a smooth animation transition effect. To create an
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Fig. 2. Schematic diagram of animation state machine

animation, you need to use the appropriate animation type for an attribute, and the applied
animation also depends on the behavior type you need to implement.

The dynamic effects can be achieved by modifying the properties of several scenes
in a batch of animation modules.

3.2 Multi Scene Creation and State Editing

3.2.1 Basic Functions of Status Editing

The configuration editor includesmenu bar, component box, drawing area, statemachine
editing area and attribute follow-up editing area.

Menu bar: common operation function area of configuration editor, mainly including
functions related to opening, saving, or saving as other files; Common editing functions
such as component lifting, lowering, left alignment, right alignment, top alignment,
bottom alignment, pasting and copying; Enter and exit status editing function.

Component box: component loading area, which is used to select and retrieve
components, mainly including common components, basic components, UI control
components, visual chart components, etc.

Drawing area: it is mainly used for component drag drawing, selection, layout,
resizing, attribute setting and other operations.

Attribute follow-up: select an element component in the drawing area, and the area
will display the specific attributes of the corresponding element. The attributes of the
component can be set in detail in this area, and multiple attributes such as component
position, width and height, color and so on can be modified and adjusted.

Status editing area: it is mainly used to manage the scene status, including adding,
selecting, deleting, renaming and other operations.

The basic editing style of configuration editor state machine is shown in Fig. 3.
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3.2.2 Status Editing Process

(1) Configuration editor states editing
The state machine enters edit mode, first is basic state, which is the initial style
of the interface component; In the states editing area, new states can be added or
deleted; Different state names can be modified, and the naming rules must meet the
naming requirements of variable names; Click and select different states to set the
component animation effect in the corresponding state, and the position or other
attributes of component can be modified in the drawing area.

(2) Configuration editor state machine interface creation process
Click the state machine button in the menu bar to judge whether the state machine
editing area interface has been created. If it exists, it will be displayed. If it does
not exist, it will create a new state machine editing area interface.

(3) Component editor status component attribute editing process
In a certain state, the drawing area modifies the component attributes, and the
configuration editor monitors the changes of component attributes and records the
changes of component attributes in the corresponding state.

(4) Configuration editor status switching process
Switch between different states in the state editing area, and the component
attributes in the drawing area will change accordingly, which will be displayed
as the component attributes set in the corresponding state.

(5) Configuration editor states saving process
Complete the states setting, save the file in the standard CIM/G format of the power
system, which is convenient for subsequent opening and recall.
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3.2.3 State Animation Persistence

CIM/G is a graphic description specification of power system, which is used to define
picture components and their related attributes to facilitate picture sharing and interactive
access [16, 17]. After the state animation is set, the relevant attributes are persisted in
CIM/G format.

The label of state machine is defined as ‘Statemachine’, and the format of state
machine attribute is shown in Table 1:

Table 1. State machine attributes description

Attribute Default Remarks

num 1 int

stateName0 “State0” string

property0 “” string

value0 “” string

duration0 “2000” int

easingType0 “linear” string

id0 “” string

stateName1 “State1” string

property1 “” string

value1 “” string

duration1 “2000” int

easingType1 “linear” string

id1 “” string

… … …

stateNamei “State i” string, i is serial number (the same below)

propertyi “” string

valuei “” string

duration “2000” int

easingTypei “linear” string

idi “” string

For example, a state machine is used to dynamically lay out the components in the
picture. G file attributes are shown in Table 2:

State1 indicates that the starting coordinate “x” of the component is −50, and the
component is outside the visible area. State2 indicates that the starting coordinate “x”
of the component is 0, the upper left corner of the display area is the coordinate origin,
and the component is within the display area. Set the animation duration to 2000 ms,
when switching from state1 to state2, the “x” of the component changes from −50 to 0,
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Table 2. G file attributes example

Attribute Value

num 2

stateName0 State1

property0 x, color

value0 −50, red

duration0 2000

easingType0 linear

id0 component

stateName1 State2

property1 x, color

value1 0, yellow

duration1 2000

easingType1 linear

id1 component

the “color” changes from red to yellow, the whole animation process takes 2000 ms, the
animation curve changes linearly, and the component switching from state1 to state2 as
shown in Fig. 4.

Com
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Com
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Display Area

(0,0)
(-50,0) X

Y

Display Area

(0,0)
(0,0) X

Y

State1 State2

Fig. 4. State switching diagram
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4 Application Examples

The new generation of man-machine cloud terminal configuration software based on the
configuration animation framework of power grid regulation system proposed in this
paper has been deployed and applied in power grid dispatching in East China Power
Dispatching Center, Jiangsu Power Dispatching Center, Zhejiang power dispatching
center and Hebei Power Dispatching Center, and achieved good application results.
Among them, in a provincial dispatching equipment maintenance intelligent operation
scene interface, Fig. 5 is the initial interface of equipment maintenance, which is the
initial state of operation, and Fig. 6 is the viewing state of plant station wiring. Through
the equipment viewing and recovery operation, the interface can dynamically switch
back and forth between two different States to achieve rich human-computer interaction
display effect.

Fig. 5. Operation scenario status 1

The configuration software of the existing D5000 smart grid control system is based
on the Qt native painter drawing mechanism [18], and the picture components and
scenes are drawn based on the CPU. The CPU occupancy rate will reach 50%, and the
samemachine adopts theGPU-based statemachine configuration animationmechanism,
which can realize the animation effect of picture elements in large scenes, and the CPU
occupancy rate is low, and the screen refresh rate can maintain a frame rate of 60fps.
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Fig. 6. Operation scenario status 2

5 Conclusion

The configuration animation technology of power control system proposed in this paper,
the position size of components in power system configuration browser cannot be
changed, the editing of different scene states of the same picture components is dif-
ficult, and the different states of components in different scenes cannot be displayed
with the same picture are solved, so as to reduce the complexity of multi scene picture
editing, improve the effect of picture state switching, and improve the sense of experi-
ence and picture of human-computer interaction. However, for the component animation
switching effect in different states, the same animation function can only be used, which
cannot be set at the component level granularity. Therefore, the richness of the animation
switching effect needs to be further studied. In addition, how to combine with the state
machine and add animation effects to the scene conversion of different pictures is also
an important topic for future research.
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Abstract. Under the requirements of new power system, the intelligent process
of substation is being promoted rapidly, among which the instrument inspection
plays an important role in this process. The target detection algorithms based on
computer vision and deep learning technology have been applied to the substation
inspection image in many studies to replace the traditional manual inspection.
While the requirements for storage and computing power in deep neural network
are too high to meet for patrol robots, resulting the great challenges to deploying
the algorithm to the mobile terminal. There are three improvements based on the
target detection algorithm YOLOv4 to realize the easier deployment by using the
lightweight network MobileNetv3 to replace the backbone feature extraction net-
work in the original network, using the depthwise separable convolution to replace
the traditional convolution and introducing pre-fused of features. The improved
strategy is trained by using the instrument images collected in the real scene and
is compared with the original algorithm with the same test sets, showing that
their recognition and positioning accuracy are basically close while the inference
speed significantly reducing, which can make it more convenient to deploy on the
terminal.

Keywords: Automatic Inspection · YOLOv4 ·MobileNetv3 · Depth Wise
Separable Convolution · Instrument Detection

1 Introduction

In response to the requirements of new power system construction, the substation inspec-
tion task is accelerating towards the directionof intelligence.As the central point of power
conversion between power grid and users, substation plays an important role in thewhole
power system. A large number of instruments are deployed in substation to monitor the
normal operation of various equipment, amongwhich the pointer instruments occupy the
main position in substation, especially in the outdoor environment because of the char-
acteristics of simple structure, low price and strong anti-electromagnetic interference
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performance [1]. In the past, the reading method relied on manpower and was restricted
by strong electromagnetic environment, rain and snow weather, patrol inspection effi-
ciency and other problems. However, this method cannot meet the intelligent needs of
substation with the “intelligence of everything”.

In recent years, the deep learning technology represented by convolutional neural
network (CNN) has made great achievements in the field of computer vision. Various
excellent algorithms emerge, which has promoted the computer vision algorithm to
move towards the direction of intelligence to get rid of manual intervention to obtain
better results than manual. Target detection task is a key research task in the field of
computer vision and can be divided into two-stage algorithms based on region proposal
and one-stage algorithms based on regression. The former is represented by R-CNN
series algorithms [2–4], in which the proposal is produced first and then modified;
The latter is represented by YOLO series algorithms [5–8] and SSD algorithms [9], in
which the end-to-end regression idea is adopted for target detection. Since the generation
of proposal will consume a lot of computing time, the detection speed of two-stage
algorithms is generally slower than that of one-stage algorithms, as shown in Fig. 1.
These excellent target detection algorithms can use the images collected in the substation
to learn and extract important features to detect the instruments in a new image and locate
them accurately. In view of this, applying deep learning algorithm instead of human eyes
to observing substation has become a research hotspot.

Input Backbone Neck Dense Prediction Sparse Prediction

One-stage

Two-stage

Fig. 1. Difference between two-stage algorithm and one-stage algorithm

A set of strategies and algorithms considering equipment ontology and defects are
proposed in [10], in which YOLO algorithm is used for coarse-grained identification
of equipment firstly, and then Fast R-CNN is used for fine-grained identification of
equipment defects, which improves the accuracy compared with single target detection
algorithm; The YOLOv4 algorithm is improved in [11], including the improvement
of the loss function and the enhancement of the feature fusion network, and detected
the defects including equipment corrosion and cracks. Compared with another target
detection algorithm, Fast R-CNN and the original YOLOv4 algorithm, the accuracy has
been improved; A new strategy called inner class sampling is proposed in [12] to balance
the sample imbalance, corrected the loss function and sample label, and improved the
threshold in non-maximum suppression (NMS) based on the number of categories. The
proposed strategy was deployed in practice and its correctness was verified; YOLOv3
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algorithm and SSD algorithm are respectively improved in [13] and [14] in combination
with the characteristics of substation images.

Although there are many studies on target detection of equipment and defects and
the application of deep neural network to realize the target detection of substation instru-
ments can achieve high accuracy based on the powerful computing resource of GPU,
how to apply them to automatic patrol inspection is still facing difficulties. Firstly, the
deep neural network deepens the network structure to improve the accuracy, which con-
tradicts the demand for high detection speed of automatic patrol inspection; Secondly,
the inspection robot cannot meet the large storage space and high computing power
required by the deep neural network. Therefore, it is particularly important to study
how to improve the reference speed and storage under the condition of maintaining the
accuracy of the existing algorithm.

In this paper, three major improvements were made to reduce the model size on
the premise of ensuring the detection accuracy compared to the original network whose
structure is much more complicated, to realize the easier deployment on the robot.
Firstly, a lighter feature extraction networkMobileNetv3 is utilized to replace the original
CSPDarknet53; Secondly, the shallow features not used in the original algorithm are
introduced in the part of strengthening feature extraction network to ensure the accuracy
even with a lighter network; Last but not least, the standard convolution in the network is
replaced by the deep separation convolution with fewer parameters and faster calculation
speed to further reduce the parameters of the model. The structure of this paper is as
follows: The basic principle and network structure ofYOLOv4 algorithmwas introduced
in the first part, the improved strategies are introduced in the second part, the experiment
is shown in the third part and the content of this paper is summarized at the last.

2 YOLOv4 Network Structure and Working Principle

The detection idea of YOLO series algorithms is to divide the original image into regions
by using feature maps of different sizes. Each grid is only responsible for predicting
the targets in which the center of object falls. These feature maps are obtained by the
feature extraction network. The large-size feature map is responsible for predicting
small targets, and the small-size feature map is responsible for predicting large targets.
YOLOv4 algorithm [8] has greatly improved the detection accuracy and speed. It has
higher detection accuracy than the one-stage algorithm in the same stage, faster detection
speed than the two-stage algorithm with the accuracy close to the two-stage algorithm.

2.1 YOLOv4 Network Structure

The backbone part of YOLOv4 adopts CSPDarknet53 [15], which is the improvement
on the basis of the original Darknet53 [7]. Firstly, CSPNet (cross stage partial network)
[15] structure is used in the residual connection part, as shown in Fig. 2, which makes
the learning ability of the network further enhanced and the memory cost and computing
bottleneck reduced while ensuring the accuracy.
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YOLOv4_CSPNet

Residual block

Conv+BN+Mish
Addition
Concatenation

Stride=2

×n

Fig. 2. CSPNet structure diagram

Secondly, the Mish activation function [16] is used to replace the original Leaky
ReLU activation function [17], as shown in Fig. 3. The replacement of the activation
function is conducive to the calculation and updating of the gradient in the negative value
area, improving the accuracy and generalization performance.
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Fig. 3. Mish and Leaky ReLU activation function

The SPP (spatial pyramid pooling) [18] and PANet (path aggregation network) [19]
are introduced in the neck part. The shortcut connection and maximum pooling layers
of size 5× 5, 9× 9 and 13× 13 are used in SPP, which greatly deepen the dimension of
features through subsequent channel stacking, making the information of features richer
and more perfect. At the same time, it can significantly expand the network receptive
field and facilitate feature fusion, as shown in Fig. 4.

Fig. 4. SPP structure
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The idea of PANet is to repeatedly extract and fuse features, sample up and down
the feature maps of different scales, and stack them at the channel level. The original
network is improved in the YOLOv4 algorithm, as shown in Fig. 5. The information of
three feature layers is used for up and down sampling and channel stacking to form the
input of the network prediction part.

Down_sample

Up_sample

Concatenate+Conv*5

Conv

Conv*3

SPP

Concatenate

Head

PAN et structure

Fig. 5. YOLOv4_PANet structure

2.2 Working Principles and Detection Physical Mechanism

An input size of 3× 416× 416 will be adopted to make sure the high detection accuracy
and fast convergence speed. The input image is first transformed into a 32 channels
image after “Conv + BN + Mish”, and then the image information of each scale is
extracted through the backbone feature extraction network CSPDarknet53, outputting
respectively feature maps of size 64 × 208 × 208, 128 × 104 × 104, 256 × 52 × 52,
512× 26× 26 and 1024× 13× 13, which is because that the down sampling layer will
compress the size to half and extend channel to double to get deep semantic information.
The feature map after a convolution layer and SPP network is then used to fuse with
upper layer i.e. size of 26 × 26 by channel stacking after up sampling. Later, there will
be 3 times fusion in this way on other layers. The final output will be the input of the
prediction network. The whole progress is shown in Fig. 6.

Suppose we have get the well-trained network, for a new input image, it will be
divided respectively into 13 × 13, 26 × 26 and 52 × 52 grids, on each of which there
will be B × (4 + 1 + C) × N prediction parameters, where B represents the number of
prior anchor boxes, 4 is the four parameter of each bounding box, 1 is the confidence
that there is the object in that grid, C is the number of the classes and N is the size of
feature map. In other words, we will get 13 × 13 × B + 26 × 26 × B + 52 × 52 × B
bounding boxes which may contain the object that we want, and then the final prediction
results containing the location and the class probability of the object will be get based
on a prior threshold.
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Fig. 6. YOLOv4 working principle

3 Improved Strategies

The YOLOv4 algorithm is applied to the instrument images collected in the actual
scene of the substation, and the weights trained in advance based on the public data
set are used to speed up the convergence of the model. Except that a small number of
positioning frames do not fully match the target (as shown in Fig. 7), other positioning
has high accuracy, and the classification results of 8 types of instruments are completely
correct. However, it takes a long time to complete the detection of a picture, and the
storage space required for the model parameters after training is large, which cannot
meet the requirements of deploying on the inspection robot. Therefore, three major
improvements were made to improve the inference time on the premise of ensuring
the detection accuracy compared to the original network whose structure is much more
complicated, to realize the easier deployment on the robot. (1) A more lightweight
backbone feature extraction network MobileNetv3 [20] is adopted; (2) the depth wise
separable convolution [21] is used to replace the traditional convolution of the enhanced
feature fusion part and the network prediction part, which greatly reduces the network
parameters; (3) The feature pre-fusion part is introduced, which makes it still having
strong feature fusion ability after replacing the network backbone feature extraction
network, so as to ensure that its accuracy is less affected.

Fig. 7. Some detection result of initial YOLOv4 algorithm
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3.1 Lightweight Network-MobileNetv3

The network is specially set up formobile and embedded devices, whosemost prominent
innovation is to use depth wise separable convolution to replace the standard convolu-
tion in the network, which significantly reduces the model parameters of the network.
Although a certain accuracy is sacrificed, it greatly improves the reference speed of the
network and reduces the hardware requirements required for deployment.

In the traditional convolution, the number of channels of the convolution kernel
should be consistent with the input image channel. Each channel should be calculated
separately, and the number of output channels should be determined according to the
number of convolution kernels, as shown in Fig. 8 (a); While the depth wise separable
convolution integrates the standard convolution into DW (depth wise revolution) +
PW (point wise revolution): DW filters the input image by using the single channel
convolution that matches the input one by one, and the number of output and input
channels are equivalent; Kernel of size 1 × 1 is used in PW to combine the output of
DW to change the channel of the whole output to realize the same effect as the standard
convolution, as shown in Fig. 8 (b).

Generally speaking, the calculation consumption of the traditional convolution is
(1/N+1/D2

K) times compared to the depth-wise separable convolution, where N repre-
sents the number of kernels, and DK is the size of the kernel which given 3 as usual, so
the rate will be 8–9 times. Therefore, the standard convolution is replaced by the depth
wise separable convolution in enhanced feature fusion part and the network prediction
part.

Input

Filters
Channel=3
Number*4

Maps*4

( a ) standard convolution

Input DW Map*3 PW Map*4

( b ) depth wise separable convolution

Fig. 8. Standard convolution and depth wise separable convolution

There are two versions for the network MobileNetv3 called the large and the small,
which fits different scenes. This paper takes the large version as the backbone. The main
characteristics of MobileNetv3 are: (1) It inherits the depth-wise separable convolution
of MobileNetv1 [21]; (2) It inherited the bottleneck structure of MobileNetv2 [22]; (3)
The squeeze and excitation (SE) mechanism is introduced, and the h-swish activation
function is used to replace ReLU6. The core part is shown in Fig. 9. The image feature
information is extracted through the stacking of this structure.
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Fig. 9. Key structure of MobileNetV3

3.2 Feature Pre-fusion

In order to ensure that the algorithm still has high detection and positioning accuracy
while reducing the number of parameters, the pre-fusion part before PANet is introduced
which will fuse the 104× 104 feature map after down-sampling and the 26× 26 feature
map after up-sampling to generate the 52× 52 feature map under an input sample size of
416× 416. Similarly, the 26× 26 feature map is made by the fusion of the 52× 52 map
and 13 × 13 map, and the output of 13 × 13 after a convolution, SPP and convolution
is the last feature output as the original algorithm, as shown in Fig. 10. All convolutions
in the whole network adopt the depth-wise separable convolution in 2.1. Since most of
the parameters in the network are concentrated on the feature fusion part, this strategy
can significantly reduce the amount of model parameters.

The advantages of this structure are: (1) More layer feature maps can be used to
improve the richness of semantic information recognized by the algorithm; (2) The use
of “cross layer fusion” can expand its receptive field to better distinguish the boundary;
(3) The 13 × 13 feature map information without SPP is used which were not used in
the original algorithm.

Head

Neck

Improved part

Backbone

Conv+BN+Mish

CSP_connect

Down_sample

Up_sample

Concatenate+Conv*5

Conv

Conv*3

SPP

Concatenate

Head

Improved YOLOv4

Fig. 10. Improved YOLOv4 structure
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4 Experiment

To verify the correctness of the proposed strategy, the same data set (including the
division of training set and verification set) is used. With the same network super param-
eter configuration and the same training strategy, the proposed strategy and the original
YOLOv4 algorithm are trained, and then the positioning accuracy is evaluated based on
the same test set.

The training set used in this paper contains a total of 1355 pointer instrument images
collected in the actual substation scene, which are labeledmeter_1, meter_2, ···, meter_8,
as shown in Fig. 11. The division ratio of training set, verification set and test set is:
(training set + verification set): test set = 9: 1, training set: verification set = 9: 1. The
experiment of this paper is based on 416 × 416 size image which means that if there is
in input that is not a size of 416× 416, it will be resized to the size. In order to accelerate
the convergence of the algorithm in the training, the pre trained weights on the public
data set are used in the training of the original YOLOv4 algorithm, and the weights are
directly transferred to the instrument images of the actual scene of the substation; While
the pre trained weights of the whole network cannot be loaded because of the change
of network structure in this strategy, with only the backbone feature extraction network
MobileNetv3 being pre trained. In training, the weights of backbone network are firstly
frozen and only the parameters of the enhanced feature extraction network are updated
for 50 epochs with a batch size of 16; Then all parameters will be trained for another 50
epochs with a batch size of 8 which is smaller than the first 50 epochs because when the
whole parameters are updated, the more calculation resources will be consumed.

( a ) meter_1 ( b ) meter_2 ( c ) meter_3 ( d ) meter_4

( e ) meter_5 ( f ) meter_6 ( g ) meter_7 ( h ) meter_8

Fig. 11. Meter classes in dataset

The contrast of the prediction results between the original algorithm and the strategy
in this paper is shown in Fig. 12. It can be seen that the positioning accuracy of the
two strategies is generally similar even though there are slight differences in different
images. However, after comparing their reference speed, it is found that the strategy in
this paper can reduce the reference speed by 13.25 ms to detecting the same picture. At
the same time, it can be seen from the detection results in Fig. 13 that the target can be
detected more accurately even when the object is blurred, the light is dark, or there is
occlusion, etc.
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Fig. 12. Some result contrast between the initial algorithm (up) and method in this paper (down)

Fig. 13. Detection results under blur, dark and covered

The detection accuracymAP, inference time of single image, network parameters and
model size between the original algorithm and the strategy in this paper are calculated
respectively, as shown in Table 1. It can be seen that the strategy proposed in this
paper significantly reduces the parameters and model size of the model much, which
make the deployment on the robot much easier and it reduces the inference speed, the
time consumption in the process of automatic inspection; Even the detection accuracy is
slightly lower than the original algorithm, but it still meets the requirements of substation
equipment inspection.

Table 1. Contrast of strategy

Strategy
Items

Original YOLOv4 Method in this paper

mAP/% 100.00 98.67

Inference/ms 40.75 27.50

Parameters 64,363,101 16,670,765

Size/M 244 60.6

5 Conclusion

A strategy that can reduce the inference time of instrument detection is proposed to over-
come the disadvantages that if original algorithm is directly migrated to inspection, there
will be much more requirements for storage and calculation resources. The proposed
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strategy is obtained by utilizingMobileNetv3 to replace the skeleton structure, introduc-
ing the feature pre fusion module and replacing the traditional convolution with depth
wise separable convolution. The network parameters and model size are only about 1/4
of the original algorithm, and the inference time is reduced from 40.75 ms to 27.50 ms,
while the accuracy is close to the original algorithm. The strategy makes the deployment
on the robot much easier than the original algorithm.
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Abstract. With the development of smart grid, the load data in power grid grad-
ually presents the characteristics of high-dimensional and multivariable, which
is difficult to deal with by traditional clustering methods. This paper adopts the
improved deep embedded clustering algorithm (IDEC) to extract and cluster the
characteristics of daily load curve. In this method, the dimension reduction feature
of the daily load curve is extracted by using the encoder part of the autoencoder,
which is sent to K-means layer to obtain the initial clustering center; and then the
load features are soft allocated; Finally, in order to prevent distorting the embed-
ding space, the reconstruction loss and clustering loss are jointly optimized to
obtain the clustering results. The experimental results show that this method can
significantly improve the clustering evaluation index.

Keywords: IDEC · Daily load curve · Autoencoder · Jointly optimize

1 Introduction

With the continuous promotion of smart grid construction and the putting into use of
various data acquisition and management systems, the load data in the power grid is
constantly enriched, and we are entering the era of power load big data [1, 2]. While
the number of power load data is growing exponentially, it is also developing towards
high-dimensional direction. How to extract valuable information frommassive and high-
dimensional power data is an important problem faced by the current power system.
Power load curve clustering is the basis for the study of power distribution data and
plays an important role in the in-depth study of subsequent power systems [3–5].

Power load curve clustering essentially divides the load curve into different clusters
according to the similarity of the curve to extract its group characteristics. The commonly
used clustering algorithms include partition method, hierarchical method, density based
method and grid based method. The selection of clustering algorithmmainly depends on
the type and characteristics of the data to be processed and the purpose of clustering [6].
The increase of power loaddata sampling frequency is conducive to amore accurate grasp
of the load situation, but the high-dimensional characteristics of time series will make the
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calculation very complex and time-consuming. Therefore, appropriate dimensionality
reduction of load data is conducive to improve the accuracy and speed of calculation
[7–9]. At present, the common dimensionality reduction algorithms are mainly divided
into two categories. One is suitable for dimensionality reduction of linear data, such as
Principal Component Analysis (PCA), and the other is mainly used for dimensionality
reduction of nonlinear data, such as Multidimensional Scaling Transformation (MDS),
ISOMAP and Kernel Principal Component Analysis (KPCA). Now in the research of
power load curve clustering, the combination of dimension reduction and clustering
algorithm is themainstream. Literature [10] uses principal component analysis algorithm
(PCA) to reduce the dimension of high-dimensional data and K-shape algorithm to
mine the shape features of load data for clustering, but the principal component analysis
method is mainly applicable to linear data, For nonlinear data such as load data, its
characteristics cannot be well extracted; In reference [11], kernel principal component
analysis (KPCA) is used to reduce the dimension of load data and DK-means algorithm
is used for clustering. Compared with principal component analysis, kernel principal
component analysis is more suitable for nonlinear data. These dimensionality reduction
algorithms can effectively reduce the temporal and spatial complexity of data, but the
effect of preserving the temporal characteristics of curves is not good.

In recent years, with the development of neural network, the analysis and research
of power system using neural network has become a hot issue [12]. Therefore, many
scholars also try to use neural network to reduce the dimension and cluster the daily
load data. Applying the deep learning technology to the clustering research of daily
load curve can well extract the complex features in the data and obtain better results
[13–15]. Literature [16] uses self encoder and fuzzy c-means clustering to realize fea-
ture extraction and power consumption pattern discrimination. This method separates
feature extraction from clustering tasks, which will reduce the effect of clustering. Doc-
ument [17] proposed a deep embedded clustering method based on one-dimensional
convolution, which combines feature extraction and clustering, takes KL divergence as
a loss function, and optimizes the whole to obtain the clustering results. However, this
method only loses the optimization results through clustering, which may distort the
embedding space and weaken the representation of features.

Considering the above, this paper proposes to use the improved deep embedded
clustering algorithm to cluster the daily load curve. This method first uses the encoder
part of the autoencoder to extract the dimensionality reduction feature of the daily load
curve and send it to the K-means layer to obtain the initial clustering center; Then, the
extracted load characteristics are soft distributed; Finally, in order to avoid distorting
the embedding space, the reconstruction loss and clustering loss are jointly optimized to
obtain the clustering results. Numerical examples show that this method can effectively
extract the deep time series characteristics of load curve and improve the clustering
quality of high-dimensional data.
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2 Research Framework and Data Processing

2.1 Clustering Process of Daily Load Curve

The overall process of daily load curve clustering is shown in Fig. 1, which is mainly
divided into four steps.

Joint optimization using reconstruction loss and clustering loss

Calculate the loss function composed of
reconstruction loss and clustering loss

The loss function is used to iterate and update the
clustering results

Compare whether the
previous two results are less

than the threshold

The final result of clustering
is obtained

Continue trainingno

yes

The clustering results are obtained and output

Find the clustering center of various curves

Data Preprocessing

Extracting potential features from encoder
The initial clustering results are obtained by

K-means

Fig. 1. Clustering flow chart of daily load curve

(1) Data preprocessing. In this paper, themeasured data of 110 kVSubstation in Jiaozuo
area in 2021 are used for research. It is necessary to preprocess the data, including
the elimination of missing data and abnormal data, and data normalization.

(2) The encoder part of the autoencoder is used to reduce the dimension of the pre-
processed data and extract the potential clustering features. The initial clustering
results are obtained by K-means.

(3) The clustering loss and reconstruction loss are combined to obtain and optimize
the loss function, and the clustering results are updated by the iteration of the loss
function. Compare the label distribution results of the previous two times, if it is
less than the threshold, stop training.

(4) The clustering results are obtained and output, and the mean value of the results of
each class is obtained to obtain the clustering center of all kinds of curves.
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2.2 Data Processing

The integrity and accuracy of data is the premise of accurate clustering, but in the actual
measurement and extraction process, it will inevitably lead to the loss and error of some
data, so it is necessary to preprocess the data set. The data selected in this paper is the
measured daily load data of all 110 kV substations in Jiaozuo area in 2021. The data set
is the data of 288 collection points every day with the granularity of 5 min.

Firstly, the missing and abnormal data are detected. The judgment basis for the
missing data is that 15 consecutive load values are 0 or missing data in the data record,
30 load values are 0 or missing data in the data record, and all load values in the load
record are the same [18]. The data with sudden rise or fall are regarded as abnormal data.
Eliminate missing data and abnormal data.

In order to reduce the influence of load order on clustering effect and improve the
calculation rate of deep neural network, the cleaned data need to be normalized. In this
paper, the maximum andminimum normalization method is adopted, and the expression
is as follows (1):

pi = pi − min

max−min
(1)

min is the minimum power consumption of the load curve, and max is the maximum
power consumption of the load curve.

3 Improved Deep Embedded Clustering Algorithm

3.1 Autoencoder

Autoencoder is a trained neural network that can try to copy input to output. It contains
a hidden layer Z that describes the input code. The autoencoder consists of two parts:
encoder z = fW (x) and decoder x

′ = gW ′
(z). The decoder is used for data reconstruc-

tion. There are two widely used autoencoders, which are incomplete autoencoder and
denoising autoencoder.

(1) Incomplete autoencoder. It controls the dimension of the hidden layer to be lower
than that of the input data, and learning this incomplete representation forces it to
capture the salient features of the data.

(2) Denoising autoencoder. Its goal is to minimize the following goals.

L = ∥
∥x − gW ′

(

fW (̃x)
)∥
∥
2
2 (2)

x̃ are x’s copies damaged by some form of noise, so the denoising autoencoder must
recover from this damage rather than simply copy their input. In this way, the denoising
autoencoder can force the encoder and decoder to capture data and generate an automatic
distribution structure.

In this paper, the improved deep embedded clustering algorithm is adopted, in which
the denoising autoencoder is used for pretraining, and the incomplete autoencoder will
be added to the deep embedded clustering algorithm framework after initialization.
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3.2 Deep Embedded Clustering

The network structure of Deep Embedded Clustering (DEC) algorithm is shown in Fig. 2
[19]. It starts with pre training the autoencoder, then removes the decoder part, and fine
tunes the remaining encoder parts by optimizing the following objectives.

Embedding
Layer

Encoder Decoder Reconstruction

DEC

Clustering
Results

Fig. 2. Network structure of DEC

L = KL(P||Q) =
∑

i

∑

j

pij log
pij
qij

(3)

In formula (3), qij is the similarity between the embedding point zi and the cluster
center μi is measured by the students-t distribution:

qij =
(

1 + ∥
∥zi − μj

∥
∥
2
)−1

∑

j

(

1 + ∥
∥zi − μj

∥
∥
2
)−1 (4)

Target distribution pij is defined as:

pij = q2ij/
∑

i qij
∑

j

(

q2ij/
∑

i qij
) (5)

As shown in Eq. (5), the target distribution P is defined by Q, so the minimization
and optimization of L is a form of self training.
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fW is the mapping of the encoder, that is zi = fW (xi), where xi is the element in
dataset X. After pre training, all embedded points zi can be extracted by fW , and then, K-
means clustering is used for {zi} to obtain the initial cluster center cluster {μi}. Calculate
L according to the formula, and the prediction label of the sample xi is argmaxj qij.

In the process of back propagation, the derivatives zi and μi of L with respect to
∂L/∂zi and ∂L/∂μi can be easily obtained, and then they are passed to update fW and
the cluster center μj respectively.

μj = μj − λ
∂L

∂μj
(6)

The greatest contribution of DEC is aggregation loss (specifically, target distribution
P). Its working principle is to use highly confidential samples as supervision, and then
make the sample distribution in each cluster more dense. However, there is no guarantee
that the samples near the edge will be pulled to the correct clustering. We deal with
this problem by explicitly preserving the local structure of the data. In this case, the
supervision information of highly confidential samples can help edge samples move
towards correct clustering.

3.3 Improved Deep Embedded Clustering

The network structure of Improved Deep Embedded Clustering (IDEC) is shown in
Fig. 3 [20], which is composed of autoencoder and clustering layer. The clustering layer
is connected behind the hidden layer of the encoder.

Embedding
Layer

Encoder

Decoder Reconstruction

Clustering

Fig. 3. Network structure of IDEC

Consider a data set X composed of n samples. For each sample xi ∈ R
d ,d is the

dimension of the data. The cluster number k is a priori knowledge, and the j-th cluster
center is represented by μj ∈ R

d . si ∈ {1, 2, ...,K} indicates the cluster index assigned
to the cluster sample xi.The nonlinear mapping fW : xi → zi and gW ′ : zi → x

′
i are

defined, where zi is the embedding point of xi in low dimensional space, and x
′
i is the

sample of xi reconstructed by automatic encoder [21].
DEC algorithm first pre trains the autoencoder and then removes the decoder part

of the autoencoder. IDEC does not remove the decoder part, but jointly optimizes the
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clustering loss and reconstruction loss. Its loss function is defined as:

L = Lr + γLc (7)

where Lr is the reconstruction loss and Lc is the clustering loss, γ > 0 is a factor that
controls the degree of embedded space warping. When Lc and γ ≡ 0, it is equivalent to
DEC algorithm.

The clustering loss calculation method is consistent with the DEC algorithm and
adopts KL divergence. The detailed calculation process and formula are shown in the
2.2 chapter. Reconstruction loss adopts Mean Square Error (MSE):

Lr =
n

∑

i=1

∥
∥xi − gW ′ (zi)

∥
∥2
2 (8)

Small batch random gradient descent (SGD) and back propagation are used for
optimization. In IDEC, there are three parameters that need to be optimized or updated:
the weight of autoencoder, clustering center and target distribution.

Update the weight and clustering center of the automatic encoder: fix the target
distribution P, and the gradient of clustering loss relative to the embedding point and
clustering center can be calculated by Eq. (9–10).

∂Lc
∂zi

= 2
K

∑

j=1

(

1 + ∥
∥zi − μj

∥
∥
2
)−1(

pij − qij
)(

zi − μj
)

(9)

∂Lc
∂μj

= 2
n

∑

i=1

(

1 + ∥
∥zi − μj

∥
∥
2
)−1(

pij − qij
)(

zi − μj
)

(10)

Then, given a mini batch, the number of samples is m, the learning rate is λ, and the
cluster center update is shown in Eq. (11).

μj = μj − λ

m

m
∑

i=1

∂Lc
∂μj

(11)

The update of the weight of encoder and decoder is shown in Eq. (12–13)

W
′
= W

′ − λ

m

m
∑

i=1

∂Lr
∂W ′ (12)

W = W − λ

m

m
∑

i=1

(
∂Lc
∂W

+ γ
∂Lc
∂W

)

(13)

Update target distribution P: target distribution P is used as the “basic fact” soft label,
but it also depends on the predicted soft label. Therefore, in order to avoid instability, P
should not be updated with only one batch of data at each iteration (updating the weight
of the automatic encoder with a small batch of samples is called iteration). In practice,
we update the target distribution with all embedded points every T iterations [22]. When
updating the target distribution, the tags assigned to xi are:

si = argmax
j

qij (14)
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3.4 Evaluation Index of Clustering Effectiveness

In this paper, the measured daily load data of 110 kV Substation in Jiaozuo area in 2021
is unlabeled data, and the category label of the data is not given in advance. Therefore,
when selecting the clustering evaluation index, only the internal evaluation index can be
selected to evaluate the clustering effect. In this paper, DBI, CH and SC are selected for
quantitative analysis.

(1) Davies-Bouldin Index
DBI index, also known as classification accuracy index, its calculation formula is shown
in formula (15). Ci is the average distance from the sample in each class to the center
of the class, representing the dispersion degree of each sample in class i. Cj is the same.
∥
∥wi − wj

∥
∥
2 is the distance between the centers of class i and class j. DBI means the ratio

of the sum of intra class distances to inter class distances. The smaller the value, the
better the clustering effect.

DBI = 1

k

k
∑

i=1

max
j �=i

(

Ci + Cj
∥
∥wi − wj

∥
∥
2

)

(15)

(2) Calinski-Harabasz Index
The calculation formula of CH index is as follows, where SSB is the sum of square errors
within the class, which is used to measure the compactness within the class, and SSW
is the sum of square errors between the classes, which is used to measure the separation
between the classes. The smaller the sum of squares between classes, the better, and the
larger the sum of squares between classes, the better. Therefore, the larger the value of
CH, the better the clustering effect.

CH = SSB

SSW

m − k

k − 1
(16)

(3) Silhouette Coefficient
The calculation formula of SC index is as follows. In formula (17), a (k) is the average
distance between sample k and other samples in the same category. The smaller a (k), the
more sample k should be divided into this cluster. b (k) is the minimum average distance
from sample k to other types of samples. The larger b (k) means that sample k does not
belong to other clusters. The value of s(k) should be between [- 1,1]. The closer it is to
1, the more reasonable the sample k clustering is. The closer it is to - 1, the more the
sample k should be divided into other classes. The closer it is to 0, the more the sample
should be on the boundary. The mean value of all samples s is the contour coefficient.
The larger the value, the better the clustering effect.

S = b(k) − a(k)

max{a(k), b(k)} (17)

4 Numerical Example

The study selects the actual power consumption data of 288 points per day of 110 kV
Substation in Jiaozuo area in 2021. After data preprocessing, 1092 daily load data are
selected for cluster analysis.
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By observing theDBI index, CH index and SC index under different cluster numbers,
when K = 3, DBI is the smallest and SC is the largest. Therefore, the number of clusters
in this paper is K = 3 for the following analysis.

4.1 Structure and Parameter Setting of Improved Deep Embedded Clustering
Network

The main parameter settings of the IDEC model are shown in Table 1, which mainly
includes the number of units in the full connection layer and the parameter settings of
the hidden layer. Input 288 * 1-dimensional load sequence, output a 12-dimensional
sequence through three fully connected layers with 144, 72 and 36 units respectively,
then cluster it with K-means, restore it to the sequence before passing through the hidden
layer through the fully connected layer, and finally pass through three decoders with 72,
144 and 288 units respectively, to reconstruct the input sequence.

Table 1. Network structure and parameters

Types Input size Output size Connection Location

Input 288*1 288*1 /

Encoder1 288*1 144*1 Input

Encoder2 144*1 72*1 Encoder1

Encoder3 72*1 36*1 Encoder2

Embedding 36*1 12*1 Encodre3

Dense 12*1 36*1 Embedding

Decoder3 36*1 72*1 Dense

Decoder2 72*1 144*1 Decoder3

Decoder1 144*1 288*1 Decoder2

Clustering 12*1 3*1 Embedding

Thewholemodel is divided into two parts for training. The first part is the pre training
part. The training goal is to make the embedded point an effective feature representation
of the input sample. Using Adam optimizer, the batch size is set to 256 and the number
of iterations is 500. Some parameters are optimized by minimizing the reconstruction
loss Lr . The second part is to optimize the clustering process. The training goal is to
cluster the daily load data more accurately. The learning rate is set to 0.001, and the
optimizer adopts Adam optimizer to iteratively fine tune the network through the loss
function L = Lr +γLc. The maximum number of iterations shall not exceed 20000, and
the iteration results shall be updated every 140 times. The results of the two iterations
shall be compared. If it is less than the threshold value of 0.001, the iteration shall be
stopped and the final clustering result shall be output.
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4.2 Training Results

Clustering Results of Daily Load Curve. The improved deep embedded clustering
algorithm is used to cluster the daily load data of 110 kV substation in jiaozuo area in
2021, and extract the typical daily load curve. The results are shown in the figure. From
00:00 to 23:55, feature points are extracted every 5 min, a total of 288 periods. The
algorithm divides 1092 daily load curves into three categories.

The figure shows the clustering centers of various load curves. We can analyze and
mine the operation status of various stations according to the clustering centers.

0 5 10 15 20

0.2

0.4

0.6

0.8

1.0

5 10 15 20
0

0.8

0.6

0.4

0.2

0 5 10 15 20

1.0

0.8

0.6

0.4

0.2

Fig. 4. Clustering results of IDEC

It can be seen from Fig. 4 that the first type of station should be dominated by
residential load, with a low total load, and there are two obvious peak periods in the
morning and evening; The second type should be mainly commercial and industrial
stations, with high and stable load during the day; The third category is similar to the
second category. It is also relatively stable during the day. There is almost no load at
night, but the load is much lower than the second category. It should be schools and
other public service stations.

Comparative Analysis. In order to verify the effectiveness of the method proposed
in this paper, cluster analysis indexes DBI, CH and SC are selected for quantitative
analysis. The smaller the DBI value, the better the clustering effect, and the larger the
CH and SC values, the better the clustering effect. The indicators of the same data set are
compared and analyzed by four methods: K-means, PCA + K-means, DEC and IDEC.
The analysis results are shown in Table 2.

Table 2. Comparative analysis of network structure and parameter clustering index

Methods DBI CH SC

K-Means 1.2673 890.5387 0.5438

PCA + K-Means 0.9584 967.8596 0.6537

DEC 0.6847 1289.6735 0.7213

IDEC 0.5030 1345.9234 0.7658
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It can be seen fromTable 2 that the clustering effect of IDEC is significantly improved
compared with the other three algorithms. Compared with the k-means algorithm, the
DBI of IDEC is reduced by about 60.31%, and the CH and SC are increased by about
51.14% and 40.82% respectively. Compared with the traditional dimensionality reduc-
tion plus clustering algorithm PCA + K-means, all indicators of IDEC have also been
improved, in which DBI decreased by 46.27%, CH and SC increased by 39.06% and
17.15% respectively. Comparedwith k-means algorithm and PCA+ k-means algorithm,
the clustering effect of deep embedded clustering algorithm (DEC) has been significantly
improved, but it is still slightly inferior to IDEC. On the basis of IDEC, DBI index has
decreased by 26.54%, CH and SC have increased by 4.36% and 7.66% respectively. It
can be seen that the algorithm proposed in this paper can effectively improve the effect
of clustering.

5 Conclusion

Whereas the high dimension of daily load data in power grid and the difficulty of feature
extraction and separation, this paper proposes an improved deep embedded clustering
algorithm to extract and cluster the features of daily load curve. Compared with the
traditional machine learning clustering algorithm, the deep clustering algorithm can
effectively extract the deep features of the load curve and realize the dimensionality
reduction of high-dimensional data. The extracted low-dimensional features can bet-
ter express the characteristics of the original curve than the traditional dimensionality
reduction algorithms such as PCA. The improved deep embedded clustering algorithm
comprehensively considers the reconstruction loss and clustering loss on the basis of deep
embedded algorithm, which makes the clustering results more accurate. In this paper,
the effectiveness of this method is verified by the measured data of 110 kV substations
in Jiaozuo area in 2021. Compared with other dimensionality reduction clustering algo-
rithms, the proposed method has higher CH and SC indexes, lower DBI indexes and
higher clustering quality.

References

1. Xin M., Yanchi, Z., Da, X.: Summary of researches on consumer behavior analysis based on
big power data. Electr. Autom. 41(01), 1–4+27 (2019)

2. Yaqi, S., Guoliang, Z., Yongli, Z.: Present status and challenges of big data processing in
smart grid. Power Syst. Technol. 37(04), 927–935 (2013)

3. DaiY., Liuwang,W.,Yuan, L., Yong,Y., et al: A brief survey on applications of newgeneration
artificial intelligence in smart grids. Electr. Power Constr. 39(10), 1–11 (2018)

4. ChengY.,Xinran, Z., Chao, L.: Research progress of the application ofwide areameasurement
technology in power system. Power Syst. Prot. Control 42( 4), 145–153 (2014). ( in Chinese)

5. Zhang T., Gu M.: Overview of electricity customer load pattern extraction technology and its
application. Power Syst. Technol. 40(3), 804–811 (2016)

6. Cheng X.: The study of clustering method for power load basedon measured data. Zhejiang
University (2017)

7. Li, B., Wan, C., Zhao, J., Song, Y., Zhang, Z.: Real-time electricity price based integrated
response model for prosumers. Autom. Electric Power Syst. 43(7), 81–88 (2019)



Clustering of Daily Load Curve Based on Improved Deep Embedded 869

8. Du, P.: Appliance commitment for household load scheduling. IEEE Trans. Smart Grid 2(2),
411–419 (2011)

9. Pipattanasompom, M., Kuzlu, M., Rahman, S.: An algorithm for intelligent home energy
management and demand response analysis. IEEE Trans. Smart Grid 3(4), 2166–2173 (2012)

10. Wang, X., Liu, J., Liu, Y., Xu, L., Ma, T., Xu, W.: shape clustering algorithm of typical load
curves based on adaptive piecewise aggregate approximation. Autom. Electric Power Syst.
43(1), 110–118 (2019)

11. Jingzhang, L., Xingshu, H., Lijuan, W., et al.: Clustering method of power load profiles based
on KPCA and Improved K-means. J. South China Univ. Technol.(Natural Science Edition)
48(06), 143–150 (2020)

12. Weiming,M.A.: Thoughts on the development of frontier technology in electrical engineering.
Trans. China Electr. Soc. 36(22), 4627–4636 (2021). https://doi.org/10.19595/j.cnki.1000-
6753.tces.211694

13. Wang, Y.L., Li, L., Yang, Q. M.: Application of clustering technique to electricity customer
classification for load forecasting. In: Proceedings of the 2015 IEEE International Conference
on Information and Automation. Lijiang, China. IEEE (2015)

14. Zhang, H., Renmu, H., Yingmei, L.: The characteristics clustering and synthesis of electric
dynamic loads based on kohonen neural network. Proc. CSEE 23(5), 2–6 (2003). (in Chinese)

15. Liu, J., Wu, J., Liu, P., et al: Geo-distributed collaborative clustering method for load
characteristic analysis. Autom. Electric Power Syst., http://doi.org/10.7500/AEPS20210
708008

16. Huang, D., Xiaoxiang, L., Anduo, H., et al: Deep embedding clustering method for daily load
based on convolutional auto-encoder. Electric Power Constr. 42(01), 132–138 (2021)

17. Krizhevsky, A., Sutskever, I., Hintion, G.E.: ImageNet classification with deep convolutional
neural networks. Adv. Neural. Inf. Process. Syst. 25, 1106–1114 (2012)

18. Jiang, W., Xinran, l., Jun, Q.; Application of improved FCM algorithm in outlier processing
of power load. Proc. CSU-EPSA 23(5), 1–5 (2011). (in Chinese)

19. Xie, J., Girshick, R., Farhadi, A.: Unsupervised deep embedding for clustering analysis. In:
Proceedings of the 33rd International Conference onMachine Learning, NewYork, NY, USA,
vol. 48. JMLR: W&CP (2016)

20. Guo, X., Gao, L., Liu, X., et al: Improved deep embedded clustering with local structure
preservation. IJCAI (2017)

21. Zhou,W., Zhou, Q.: Deep embedded clustering with adversarial distribution adaptation. IEEE
Access (2019)

22. Pal, N.R., Kasabov, N., Mudi, R.K., Pal, S., Parui, S.K. (eds.): ICONIP 2004. LNCS, vol.
3316. Springer, Heidelberg (2004). https://doi.org/10.1007/b103766

https://doi.org/10.19595/j.cnki.1000-6753.tces.211694
http://doi.org/10.7500/AEPS20210708008
https://doi.org/10.1007/b103766


Author Index

B
Bai, Xingshang 546
Bai, Yichuan 488
Bao, Xiongwei 835

C
Cao, Boyuan 344
Cao, Rongzhang 59
Cao, Yuhan 11
Chang, Kang 431
Chang, Li 24, 59
Chen, Dapeng 416
Chen, Jianhua 608
Chen, Jiawen 858
Chen, Qiang 375
Chen, Wei 11, 195, 488
Chen, Yanguang 24
Cheng, Guang 711
Cheng, Wei 358, 449
Cheng-long, Xu 725
Chunyi, Wang 106
Cong, Lizhang 247, 260
Cui, Yao 846

D
Dai, Shang 304
Dai, Wei 591
Dai, Xinxin 652
Dai, Zhihui 575
Deng, Xiaojun 782
Ding, Qia 147
Ding, Yu 416
Dong, Shufeng 161
Du, Gang 818
Du, Yang 344
Duan, Fangwei 623

F
Fei, Jing 529
Feng, You 725
Fu, Xiaofei 45

G
Gan, Yunhua 402
Gao, Bing 92
Gao, Jianjun 24
Ge, Mingyang 161
Gu, Lei 740
Guo, Lingyu 344

H
Haifeng, Zhou 134
Han, Huachun 207
Han, Shuibao 1
Han, Yaxuan 390
Han, Yuqi 195
Hao-quan, Zheng 725
Hong, Haiyan 740
Hou, Xiaofan 488
Hu, Guo 75
Hu, Jiabing 697
Hu, Ran 123
Huang, Chenhong 45
Huang, Guofang 591
Huang, Kun 835
Huang, Quanquan 782
Huang, Siyong 123
Huang, Yupeng 390
Huang, Zhaoqi 344

J
Ji, Xingquan 546
Jia, Heping 390
Jiacheng, Liu 134
Jian, He 666
Jiang, Yuan 684
Jiang, Zhengting 247
Jiang, Zhongqi 375
Jianxin, Zhang 666
Jin, Liu 529
Jin, Peng 75
Jin, Yifei 195
Jin, Yulong 178, 818

© State Grid Electric Power Research Institute 2023
Y. Xue et al. (Eds.): PMF 2022, Proceedings of the 7th PURPLE MOUNTAIN FORUM
on Smart Grid Protection and Control (PMF2022), pp. 871–874, 2023.
https://doi.org/10.1007/978-981-99-0063-3

https://doi.org/10.1007/978-981-99-0063-3


872 Author Index

Jing, Tao 818
Jing, Ziyang 755
Jingsong, Wang 561

K
Kan, Jun 344
Kong, He 740

L
Lei, Liu 106
Lei, Wang 529
Lei, Xinyu 782
Lele, Zhang 106
Li, Bing 123
Li, Dexin 221
Li, Qiang 207
Li, Sheng-sheng 358
Li, Shengsheng 449
Li, Wei 271
Li, Xianghao 123
Li, Xindong 488
Li, Xuxia 247
Li, Yan 323
Li, Yanying 806
Li, Yingbiao 697
Li, Youjun 652
Li, Zhaowei 271
Li, Zhigang 711
Liao, Xu 462
Licheng, Sha 134
Lin, Feng 358, 449
Lin, Guosen 518
Lin, Tingting 283
Lin, Zhanhua 1
Lin, Zhenyu 123
Liu, Chang 221
Liu, Chunxiao 260
Liu, Dan 806
Liu, Dunnan 390
Liu, Fusuo 271
Liu, Jingbo 323
Liu, Qing 416
Liu, Rui 476
Liu, Ruitong 623
Liu, Shi-jin 358
Liu, Shijin 449
Liu, Ting 92
Liu, Wenxia 292
Liu, Wenzong 1

Liu, Xiaohu 546
Liu, Xin 476
Liu, Xing 697
Liu, Zheng 652
Lu, Chunling 147
Lu, Jixiang 178, 608
Lu, Kaicheng 161
Lu, Ling 638
Lu, Xiao Xiang 304
Luo, Bing 11
Lv, Shuaishuai 462
Lv, Zhimeng 835

M
Ma, Jing 740
Ma, Qian 260
Ma, Xiang 45
Mi, Zhiwei 623
Miao, Chen 106
Miao, Zhang 725

N
Niu, Fanglong 846

O
Ouyang, Minghao 755

P
Pang, Lacheng 1
Pang, Yu 449
Peng, Sen 358, 449

Q
Qi, Pan 134
Qi, Zhao 106
Qingqiang, Huang 106
Qiu, Zhifeng 499
Qun, Yu 666

S
Sen, Peng 725
Shao, Siyang 45
Shen, Qian 75
Shen, Zhihao 652
Shi, Rui 858
Shi-jin, Liu 725
Shu, Jiao 608
Song, Yuting 518
Songqing, Xiao 666



Author Index 873

Su, Jie 323
Su, Yunche 195
Sun, Liangkai 684
Sun, Yiqian 711
Sun, Yuan 518
Sun, Zhongqing 271

T
Tan, Jingweijia 221
Tang, Kunjie 161
Tang, Ningkai 608
Tang, Weijia 207
Teng, Xianliang 178
Tu, Li 623

W
Wan, Haiyang 292
Wang, Bo Lun 304
Wang, Haiyao 818
Wang, Haozhe 608
Wang, Hui 462
Wang, Jianxue 247
Wang, Jianxve 260
Wang, Jiarui 221
Wang, Jin 92
Wang, Jinyang 123
Wang, Juan 518
Wang, Kaixuan 546
Wang, Meng 711
Wang, Qixiang 221
Wang, Shen-liang 358
Wang, Shenliang 449
Wang, Suying 858
Wang, Tianchi 591
Wang, Wei 390, 782
Wang, Wen 24, 59
Wang, Wenzhuo 476
Wang, Xiaohong 684
Wang, Xiuli 476
Wang, Yifei 476
Wang, Yu Yang 304
Wang, Yuehan 292
Wang, Yukuan 431
Wang, Zhidong 123
Wang, Zhiwei 476
Wang, Zhonglang 591
Wang, Ziqiang 260
Wang, Zizhuo 147
Wei, Cheng 725

Wei, Xu 134
Wei, Zheng 591, 782
Wen, Weizhong 697
Wenbo, Hao 529
Wu, Chen 234
Wu, Dan 488
Wu, Guilian 283
Wu, Hai 75
Wu, Huajian 92
Wu, Linlin 323
Wu, Q. H. 711
Wu, Qi 499
Wu, Shuomin 59
Wu, Tonghua 11, 75, 684
Wu, Zhenchong 161

X
Xia, Yongjun 806
Xia, Yu 402
Xiao, Fan 806
Xiao, Yang 260
Xiao, Yunpeng 768
Xiaoqin, Xia 134
Xiaoting, Yang 106
Xiong, Ping 806
Xiong, Xianghong 344
Xu, Cheng-long 358
Xu, Chenglong 449
Xu, Chengsi 161
Xu, Feihong 178
Xu, Feiyang 740
Xu, Guanghui 652
Xu, Hua 835
Xu, Zheng 402
Xue, Ancheng 740, 755
Xue, Feng 271, 431
Xue, Guiyuan 234
Xue, Yusheng 431

Y
Yan, Caixin 499
Yan, Xiujia 234
Yan, Zhen 835
Yang, Chengdong 462
Yang, Dongmei 782
Yang, Lin 323
Yang, Ling 123
Yang, Pingyi 684
Yang, Qian 247



874 Author Index

Yang, Sheng-zhi 358
Yang, Xingang 344
Yang, Zhongguang 344
Ye, Lin 195
Yi, Rongqing 221
Yin, Hongrui 247
Yin, Xia 835
Yinghao, Li 134
You, Feng 358, 449
You, Ji 529
Yu, Bo 846
Yu, Hong 684
Yu, Lirui 575
Yu, Tao 390
Yuan, Wei 45

Z
Zang, Zhendong 24, 59
Zeng, Xiang 11
Zha, Daojun 488
Zhang, Ji 652
Zhang, Jiahuan 755
Zhang, Jianmin 431

Zhang, Kaiyu 45
Zhang, Tao 608
Zhang, Xiaoyue 92
Zhang, Yantao 59, 147
Zhang, Yuliang 462
Zhang, Yumin 546
Zhao, Li 1
Zhao, Shuhao 92
Zhao, Yongning 195
Zheng, J. H. 711
Zheng, Meng 147
Zheng, Tao 178, 818
Zheng, Xinyi 161
Zheng, Xiwei 375
Zhengwei, Zhang 858
Zhong, Haiwang 416
Zhou, Hualiang 402
Zhu, Lin 623
Zhu, Tao 304
Zhu, Xiaoqiang 846
Zhu, Xiaosong 1
Zhu, Yingye 546
Zhu, Yuerong 768
Zou, Zhiyang 402


	 Contents
	Design and Implementation of Twin Operation and Maintenance System for Power Grid Dispatching and Control System
	1 Status of Operation and Maintenance for Power Grid Dispatching and Control System
	2 Twin Operation and Maintenance System Design
	2.1 1:1 Twin Operation and Maintenance System Design
	2.2 1:N Remote Twin Operation and Maintenance System Design

	3 Twin Operation and Maintenance System Implementation
	3.1 Integrated Migration
	3.2 Embedded Probes Synchronization
	3.3 Version Management

	4 Testing Result
	5 Concluding Remarks
	References

	Compressed Sensing Algorithm for Short Data Window in Distribution Network
	1 Introduction
	1.1 Compressed Sensing
	1.2 Purpose of the Paper

	2 Observation Matrix Combined with Electrical Characteristics
	2.1 Selection of Observation Matrix
	2.2 Adaptive Observation Matrix for Distribution Network
	2.3 Construct Deterministic Observation Matrix

	3 Selection of the Sparse Basis
	4 Reconstruction Recovery Algorithm
	4.1 Mathematical Optimization Model
	4.2 Recovery and Reconstruction Algorithm

	5 Simulation Analysis
	5.1 Simulation Platform
	5.2 Experimental Results and Analysis of Compressed Reconstruction Algorithm

	6 Conclusion
	References

	A Comparison Study of Mixed-Integer Formulations for Hydro-Thermal SCUC Problem
	1 Introduction
	2 Classical Hydro-Thermal SCUC Model Formulation
	2.1 Notations
	2.2 The Objective Function of the Hydro-Thermal SCUC Model
	2.3 The Basic Thermal Constraints of the Hydro-Thermal SCUC Model

	3 Compact Hydro-Thermal SCUC Model Formulation
	3.1 Alternative Formulations of the Objective Function
	3.2 Reformulations of the Constraints

	4 Numerical Test
	5 Conclusion
	References

	Robust Optimal Dispatching Method for Electric Vehicles-Integrated Microgrid Under Uncertainties
	1 Introduction
	2 Modelling of Microgrid
	2.1 Electric Vehicles
	2.2 Controllable Distributed Generations
	2.3 Energy Storage Systems
	2.4 Renewable Energy Generation and Loads
	2.5 The Interaction Between the Microgrid and the Distribution System

	3 Robust Dispatching Model of Microgrid with EVs
	4 Case Study
	4.1 Description of Testing Microgrid
	4.2 Comparative Results on Different EV Charging\Discharging Strategies
	4.3 Sensitivity Analysis on Uncertainties of Renewable Energy and Loads

	5 Conclusion
	References

	Marginal Unit Location Method Based on Dual Simplex Sensitivity Analysis
	1 Introduction
	2 Two-Step Optimization Strategy
	3 Spot Market Clearing Model
	3.1 Objection Function
	3.2 Constraints

	4 LMP Calculation Model
	4.1 Objection Function
	4.2 Constraints

	5 Marginal Unit Positioning Method
	5.1 Marginal Unit Identification Method
	5.2 Dual Simplex Sensitivity Analysis Method

	6 Case Analysis
	6.1 Basic Parameters of Standard Case
	6.2 Standard Scenario 1 Comparative Analysis
	6.3 Standard Scenario 2 Comparative Analysis
	6.4 Practice Scenario Analysis

	7 Conclusion
	References

	The Analysis of AC Faults in AC/DC Hybrid Distribution System with SOP
	1 Introduction
	2 Output Characteristics Analysis of SOP
	2.1 Analysis of Positive and Negative Sequence Separation Control Method
	2.2 Analysis of AC Fault on the Constant Power Side
	2.3 Analysis of AC Fault on the Constant Voltage Side

	3 AC Fault Analysis of AC/DC Hybrid System with SOP
	3.1 Characteristic Analysis of Three-Phase Short Fault
	3.2 Characteristic Analysis of Two-Phase Short Fault
	3.3 Characteristic Analysis of Two-Phase Grounding Fault
	3.4 Characteristic Analysis of Single-Phase Grounding Fault

	4 Simulation
	4.1 Simulation of Three-Phase Short Fault
	4.2 Simulation of Two-Phase Short Fault
	4.3 Simulation of Single-Phase Grounding Fault

	5 Conclusion
	References

	Low Carbon Economic Operation of Integrated Energy Systems Considering Power-to-Gas Thermal Recovery and Demand Response
	1 Introduction
	2 The Structural Framework of IES and the Main Units Modeling
	3 Model for P2G Thermal Recovery and Thermal Demand Response
	3.1 Analysis of P2G Thermal Recovery
	3.2 Thermal Demand Response Model

	4 Low Carbon Economic Operation Modeling of Integrated Energy Systems
	4.1 Objective Functions
	4.2 Constraints

	5 Analysis of Case
	5.1 Setting of Simulation Parameters
	5.2 Setting of Simulation Modes
	5.3 Analysis of Simulation Results

	6 Conclusion
	References

	Multi-objective Optimization Planning for Integrated Electricity and Gas System Considering Dynamics of Gas System
	1 Introduction
	2 Model of Integrated Electricity and Gas System
	2.1 Distribution System Model
	2.2 Gas System Model
	2.3 Modeling of Coupling Equipment

	3 Multi-objective Optimization Planning Method of IEGS
	3.1 Objective Function
	3.2 Constraints

	4 Weighted Fuzzification Processing of Multiple Objects
	5 Case Study
	5.1 Methods Setting
	5.2 Simulation Results and Analysis

	6 Conclusion
	References

	Correlation Analysis Method of Load Change Between Different Intelligent Cables
	1 The Introduction
	2 Theoretical Analysis
	3 The Detailed Implementation
	4 Case Study
	5 Conclusion
	References

	Security and Stability Checking Method of Dispatching Plan Considering Uncertainty of New Energy
	1 Introduction
	2 Fundamental Principle
	2.1 Identification of High-Risk Planning Situation
	2.2 Check of High-Risk Planning Situation
	2.3 Evaluation of the Feasibility of Dispatching Plan

	3 Margin Minimization Model
	3.1 Objective Function
	3.2 Constraints
	3.3 Solution Method

	4 Design of Security Check Process
	5 Example
	5.1 Dispatching Plan Check
	5.2 Risk Leakage Analysis
	5.3 Computational Performance Analysis

	6 Conclusion
	References

	Identification of Redundant Security Constraints in Robust SCUC Problems
	1 Introduction
	2 SCUC Model with Uncertainty
	3 Identifying Redundant Constraints with Uncertainty
	4 Numerical Results
	5 Conclusions
	References

	Architecture Design of Embedded EMS Based on Control Optimization Configuration and Automatic Differentiation Technology
	1 Introduction
	2 Architecture Design of Embedded EMS
	2.1 Embedded EMS Architecture
	2.2 Control Flow of Embedded EMS
	2.3 Advantages of Embedded EMS

	3 Control Optimal Configuration Based on AOE
	3.1 Internal Correlation Between Control Strategy and AOE
	3.2 Design Method of Control Optimal Configuration

	4 Optimization Solution Technology Based on Automatic Differentiation
	4.1 Automatic Differential Principle
	4.2 Examples of Automatic Differentiation
	4.3 Optimization Model Solution Based on Automatic Differentiation

	5 Case Analysis
	5.1 Optimal Model Configuration of Energy Storage Power Distribution
	5.2 Optimization Results of Energy Storage Power Distribution

	6 Conclusions
	References

	Prediction of Day-Ahead Electricity Price Based on N-BEATSx Model Optimized by SSA Considering Coupling Between Features
	1 Introduction
	2 Analysis of the Influencing Factors of Electricity Price
	2.1 Maximum Information Coefficient
	2.2 Electricity Price Correlation Analysis

	3 Related Theories and Methods
	3.1 N-BEATSx Model
	3.2 SSA Intelligent Optimization Model

	4 SSA-N-BEATSx Prediction Model
	4.1 Data Preprocessing
	4.2 SSA-N-BEATSx Prediction Model
	4.3 Model Comparison Design

	5 Case Analysis
	5.1 Parameter Setting
	5.2 Evaluation Indicators
	5.3 Prediction Example

	6 Conclusion
	References

	Adaptability Analysis of Asynchronous Interconnected LCC-HVDC with Additional Frequency Control Strategy
	1 Introduction
	2 Structure and Control Mode of HVDC Transmission System
	2.1 LCC-HVDC Transmission System Model
	2.2 VSC-HVDC System Model

	3 Asynchronssous Interconnection Additional Frequency Control Strategy
	3.1 Frequency-Var Additional Control
	3.2 Voltage-Var Additional Control
	3.3 Frequency Controller Additional Control

	4 Case Study
	4.1 System Setting
	4.2 Frequency Response Characteristic Indicators
	4.3 Results and Discussion

	5 Conclusion
	References

	Coordinated Frequency Regulation Method for Offshore Wind Farm Connected Through an HVDC Link Based on Droop Control
	1 Introduction
	2 Design of Converter Control Mode
	2.1 Control of Onshore Converter
	2.2 Control of Offshore Converter

	3 Design of Control Mode for Offshore Wind Turbine
	4 Analysis of Simulation Results
	4.1 Simulation Model Parameter Settings
	4.2 Model Simulation Under Underfrequency Conditions
	4.3 Model Simulation Under Overfrequency Conditions

	5 Conclusion
	References

	Research on Orderly Charging Strategy of Electric Vehicles in Charging-Swapping-Storage Integrated Station Based on Demand Transfer
	1 Introduction
	2 CCSIS Model
	2.1 Structure of CSSIS
	2.2 BCS Model
	2.3 BSS Model
	2.4 ESS Model

	3 Charge and Discharge Scheduling of Integrated Station Based on Demand Transfer
	3.1 Scheduling Strategy
	3.2 Optimization Objective

	4 Simulation Verification
	4.1 Solution of Model
	4.2 Results Analysis

	5 Conclusion
	References

	Research on the Influence Mechanism of Carbon Trading on the Behavioral Decision-Making of Power Market Entities in Jiangsu Province
	1 Introduction
	2 Trading Framework of Jiangsu Power Market Under Carbon Trading
	2.1 Carbon Market Trading Rules
	2.2 Jiangsu Power Market Trading Rules
	2.3 Trading Framework of Jiangsu Power Market Under Carbon Trading

	3 Optimal Profit Model for Each Entity in the Power Market Under Carbon Trading
	3.1 Model Assumptions
	3.2 Objective Function and Constraints of the Model

	4 Case Study
	5 Conclusions
	References

	A Fast Calculation Method of SCUC Based on Deep Learning
	1 Introduction
	2 Basic Model
	2.1 Objective Function
	2.2 Constraints

	3 Calculation Method of SCUC Based on Deep Learning
	3.1 Linearized Relaxation Module
	3.2 Deep Learning Module
	3.3 Correction Module

	4 Case Studies
	4.1 XJTU-ROTS2017 Testing System
	4.2 Actual System

	5 Conclusion
	References

	A Time-Series Decomposition Algorithm for Long-Term Security-Constrained Unit Commitment Considering Energy Storage System
	1 Introduction
	2 Basic Model
	2.1 Objective Function
	2.2 ESS Constraints
	2.3 Renewable Energy Constraints

	3 Time-Series Decomposition Algorithm
	3.1 Time-Series Decomposition
	3.2 ATC Algorithm

	4 Case Studies
	4.1 Introduction of Modified XJTU-ROTS2017 Testing System
	4.2 Comparison of Solution Accuracy
	4.3 Energy Storage Operation Results

	5 Conclusion
	References

	Online Transient Stability Control Strategy Matching Method Based on Time-Varying Index of Power Grid
	1 Introduction
	2 Influence of Rapid Change of Power Grid Operation Mode on Stability
	3 Time-Varying Index
	3.1 The Contradiction Between Simulation Accuracy and Speed
	3.2 Quantitative Assessment of Transient Stability
	3.3 Time-Varying Index Calculation

	4 Selection of Characteristic Parameters of Power Grid
	4.1 Participation Factor of Transient Power Angle Stability of Synchronous Power Supply
	4.2 Participation Factor for Transient Power Angle Stability of Asynchronous Power Supply
	4.3 Sensitivity of Load and Topology to Transient Power Angle Stability Margin

	5 Rapid Evaluation of Online Transient Control Strategies
	5.1 Build the Library of Historical Scenarios
	5.2 Set Match Error Indicators
	5.3 Matching in Historical Database Based on Current Grid Scenario
	5.4 Verification

	6 Case Analysis
	7 Conclusion
	References

	A Distribution Grid Accessible Distributed PV Capacity Measurement Method Based on Local Consumption
	1 Introduction
	2 A Distribution Grid Accessible Distributed PV Capacity Measurement Method
	2.1 Preparation for Calculation
	2.2 Calculation Method
	2.3 Calculation of Accessible Capacity of 220 kV Substation
	2.4 Initial Accessible Capacity of 110–0.38 kV Equipment
	2.5 Accessible Capacity of 110–0.38 kV Equipment Considering Constrains
	2.6 Calculation Accessible Capacity of Regional Grid

	3 Example Analysis
	3.1 Initial Accessible Capacity of All Voltage Devices
	3.2 Accessible Capacity Considering Constrains

	4 Conclusion
	References

	Analysis of Low Carbon Operation of High Penetration Renewable Energy System Considering Energy Storage Configuration
	1 Introduction
	2 Cost Types of High Penetration Renewable Energy System Considering Energy Storage Configuration
	2.1 Cost of Thermal Power Units
	2.2 Cost of Wind Turbines
	2.3 Cost of Energy Storages
	2.4 Cost of Load Scheduling
	2.5 Benefits of Carbon Reduction

	3 Optimal Configuration Model of Energy Storage for Low Carbon Economic Operation
	3.1 Objective Function
	3.2 Constraints

	4 Case Study
	4.1 System Structure and Parameters
	4.2 Simulation Results
	4.3 Analysis of the Impact of Wind Power Output and Load Power Uncertainty

	5 Conclusion
	References

	Research on Early Warning Method of Power System Operation Risk Based on Chaos Algorithm
	1 Introduction
	2 Early Warning of Power System Operation Risk
	2.1 Power System Operation Risks and Incentives
	2.2 Evaluation Index System of Power System Operation Health
	2.3 Realization of Power System Operation Risk Early Warning

	3 Analysis of Experimental Results
	4 Conclusions
	References

	Reactive Power Optimization Control Method for Wind Farms to Actively Participate in Grid Voltage Regulation
	1 Introduction
	2 Introduction the Characteristics of Reactive Power and Voltage Regulation in Wind Farms
	2.1 The Grid Structure of the Wind Farm
	2.2 Reactive Power Regulation Characteristics of Wind Turbines
	2.3 Reactive Power Adjustment Characteristics of Reactive Power Compensation Device
	2.4 Automatic Voltage Control System

	3 The Principle of Actively Voltage Regulation of Wind Farms
	3.1 Analysis of Actively Adjustment Target
	3.2 Analysis of Reactive Power Margin
	3.3 Reactive Power Coordination Optimization

	4 Reactive Power Coordinated Optimal Control Strategy for Actively Voltage Regulation of Wind Farms
	4.1 Differentiation of Operating Conditions
	4.2 Reactive Power Optimization Control Method for wind Farms to Actively Participate in Grid Voltage Regulation

	5 Example Analysis
	5.1 Example Description
	5.2 Simulation Calculation and Analysis

	6 Conclusion
	References

	Black-Start Scheme for the Interdependent Power and Natural Gas Transmission Systems
	1 Introduction
	2 Solution Framework
	3 GSUS-CLR Optimization Model
	3.1 Notations
	3.2 Objective Function
	3.3 Constraints

	4 Gas Dynamics Simulations
	4.1 Fluid Dynamics for the Gas Flow
	4.2 PipelineStudio

	5 Procedure to Determine Generator Start-Up Strategy
	5.1 Method to Update the Generator Start-Up Strategy
	5.2 Procedure to Determine Generator Start-Up Strategy for Interdependent System

	6 Simulation Results
	6.1 System Information
	6.2 Restoration Strategy
	6.3 Gas Dynamics

	7 Conclusions
	References

	Analysis Method of Fragmented Storage and Dynamic Loading of Distribution Network Topology Data
	1 Introduction
	2 Main Thoughts
	3 Topological Data Storage Model
	3.1 Feeder Topology Collection
	3.2 Station Topology Collection

	4 Dynamic Loading Method of Topology Data
	4.1 Initial Data Fragment Loading
	4.2 Inter-shard Connection Device Object Query
	4.3 Directly Connected Data Fragment Loading
	4.4 Indirectly Connected Data Fragment Loading
	4.5 In-Memory Topology Network Construction

	5 System Implementation and Experimental Analysis
	5.1 System Scenario Data Loading
	5.2 Experiment and Result Analysis

	6 Conclusion
	References

	Optimal Dispatch of Integrated Energy System with Low-Carbon Complementation of Source Side and Load Side
	1 Introduction
	2 Low-Carbon Complementary Model of Source Side and Load Side
	2.1 Structural of the System with Low-Carbon Complementation of Source Side and Load Side
	2.2 Model of the Carbon Capture in Source Side
	2.3 Model of Auxiliary Device and Integrated Demand Response in Load Side

	3 Ladder-Type Carbon Trading Mechanism
	4 Optimal Dispatch Model of Integrated Energy System
	4.1 Model of Stochastic Wind Power
	4.2 Objective Function
	4.3 Operational Constraints

	5 Model Solving
	5.1 Probabilistic Serialization Processing of Wind Power
	5.2 Handling of Chance Constraints

	6 Case Study
	6.1 Parameters Settings
	6.2 IES Optimal Dispatch Results
	6.3 Analysis of the Complementation of Source-Load Low-Carbon Performance Under Different Carbon Trading Mechanism

	7 Conclusion
	Appendices
	References

	Trading Mechanism of Virtual Power Plants Participating in the Electricity Spot Market
	1 Introduction
	2 Uncertainty Analysis of New Energy Output
	3 Model of VPPs Participating in the Electricity Spot Market
	3.1 Trading Mode
	3.2 Framework
	3.3 Bidding Model

	4 Numerical Example
	5 Conclusion
	References

	A Reliability Prediction Method Based on the Barrel Theory for Engineering Applications for Key Components of Relay Protection
	1 Introduction
	2 Reliability Prediction Method
	2.1 Reliability Prediction Methods in Relay Protection Devices
	2.2 Comparison of Various Reliability Prediction Methods

	3 New Reliability Prediction of Relay Protection Devices Based on Barrel Theory
	3.1 Advantages of Reliability Prediction Based on the Barrel Theory
	3.2 Reliability Prediction New Method of Aluminum Electrolytic Capacitors 

	4 Reliability Prediction Steps of Relay Protection Devices Based on Barrel Theory
	4.1 Failure Mode Analysis of Electrolytic Capacitors
	4.2 Electrolytic Capacitor Stress Profile Analysis
	4.3 Partial Stress Failure Rate and Acceleration Factor Under Normal Stress Conditions
	4.4 Prediction of Work Failure Rate Under Specific Environmental Stress

	5 Relay Protection Device Failure Rate Results and Analysis
	5.1 Results Comparison of 299C and Barrel Theory Prediction Reliability 
	5.2 Results Analysis of 299C and Barrel Theory Prediction Reliability 

	6 Conclusion
	References

	A Real-Time Dispatch Algorithm for PEV Aggregators for V2G Regulation Under the Performance-Based Compensation Scheme
	1 Introduction
	2 Charging/Discharging Profit and Compensation for PEV Owners
	2.1 Charging Profit
	2.2 Discharging Profit
	2.3 Compensation for PEV Owners for Energy Deficiency

	3 The Real-Time Dispatching Algorithm
	3.1 Dispatch Priority
	3.2 The Objective Function
	3.3 Detailed Procedure of the Proposed Algorithm

	4 Case Study
	4.1 Parameter Setting
	4.2 Results Analysis

	5 Conclusion
	References

	Bayesian Network Modeling for New Power System Carbon Emission with Natural Disaster Chain and Carbon Change Estimation
	1 Introduction
	2 Basic Concepts, Basic Models, and Basic Research Ideas
	2.1 Natural Disaster Theory and Modeling of Carbon Change Pathway
	2.2 Power System
	2.3 Carbon Changes

	3 Estimation of the Losses of Disaster Chain Based on the Bayesian Network
	3.1 Expansion of the Emergency Chain
	3.2 Bayesian Network Inference and Estimation

	4 Case Study
	4.1 Case Introduction
	4.2 Case Analysis and Calculation
	4.3 Results Analysis

	5 Conclusion
	Appendix
	References

	Dynamic Loading and Rendering Method for Large-Scale Power Grid Spatial Data
	1 Introduction
	2 Design
	2.1 Overall Design
	2.2 Grid Spatial Data Storage
	2.3 Data Display Rule Making
	2.4 Line Data Compression

	3 Realization
	3.1 Dynamic Loading of Data
	3.2 Real-Time Rendering of Data

	4 Testing and Verification
	4.1 Test Data and Program Implementation
	4.2 Graphic Rendering Effect
	4.3 Caching and Data Compression Effects
	4.4 Comparative Analysis

	5 Conclusion
	References

	Low-Carbon Economy of Electricity-Heat-Gas-Hydrogen Integrated Energy System Considering P2G Research on Dual Objective Scheduling
	1 Introduction
	2 Structure Diagram of Electricity-Heat-Gas-Hydrogen Integrated Energy System with P2G
	3 Modeling of Carbon Allowances and Stepped Carbon Trading (Linearized Model)
	3.1 Actual Carbon Emissions
	3.2 Initial Quota of Carbon Emission Rights
	3.3 Ladder Carbon Trading

	4 Low-Carbon Economy Dual-Objective Model and System Modeling Constraints
	4.1 Objective Function
	4.2 System Model Constraints

	5 Case Analysis
	6 Conclusion
	References

	Research on Congestion Management Based on Distribution Locational Marginal Price
	1 Introduction
	2 Optimal Power Flow Model of Distribution Network
	2.1 Objective Function 
	2.2 System Constraints
	2.3 Lagrange Function

	3 Calculation Method of DLMP Based on Linear Power Flow Model
	3.1 Calculation Model of DLMP
	3.2 Linear Model of Line Power Flow with Respect to Node Power
	3.3 Calculation of Loss Factor
	3.4 Linear Model of Line Loss with Respect to Node Power
	3.5 Linear Model of Node Voltage with Respect to Node Power
	3.6 DLMP Calculation Process

	4 Case Study
	4.1 Analysis of Calculation Results of DLMP

	5 Conclusion
	References

	Research on Real-Time LVRT and Off-Grid Discrimination Technology for the PV Power Station
	1 Introduction
	2 PV Power Generation System and Its Control Model
	3 LVRT Control Scheme Based on Reactive Power Supported
	4 Real-Time LVRT and Off-Grid Discrimination Technology
	5 Simulation Verification
	6 Conclusion
	References

	Deep Reinforcement Learning for Strategic Bidding in Incomplete Information Market
	1 Introduction
	2 Basic Model of Market Under Incomplete Information
	2.1 Market Structure
	2.2 Generators Bidding Model
	2.3 Load Demand Model
	2.4 Market Clearing Model
	2.5 Bi-level Bidding Model of Generators

	3 Deep Reinforcement Learning Solving Algorithms
	3.1 MDP Model
	3.2 DDPG Algorithm
	3.3 A Bi-level Model Solution Based on DRL

	4 Case Analysis
	4.1 IEEE-3 Model Test System
	4.2 IEEE-30 Model Test System

	5 Conclusion
	References

	Reliability Analysis of Complex Stability Control System Based on GO Methodology
	1 Introduction
	2 The Working Principle and Analysis Basis of the Stability Control System
	2.1 System Structure and Action Process
	2.2 Reliability Index of the Stability Control System

	3 Establishment of GO Map of the Stability Control System
	4 Reliability Analysis of the Stability Control System
	4.1 Quantitative Analysis with Common Signals
	4.2 Direct Qualitative Analysis Through State Probability

	5 Conclusion
	References

	A ConvLSTM-Based Approach to Wind Turbine Gearbox Condition Prediction
	1 Introduction
	2 Fault Types Analysis of Wind Turbine Gearbox
	3 Data Preprocessing
	3.1 Wind Turbine Operation Data Collection
	3.2 A Subsection Sample
	3.3 Generation of Model Training Samples

	4 Gearbox State Prediction Model Algorithm and Model Realization
	4.1 ConvLSTM Model and Algorithm Description
	4.2 Implementation of State Prediction Network Model
	4.3 Algorithm Flow

	5 Experimental Results
	5.1 Algorithm Flow
	5.2 Model Prediction Accuracy
	5.3 Model Training Time

	6 Conclusion
	References

	Integrated Energy System Expansion Planning Considering Concentrating Solar Power Plants
	1 Introduction
	2 IES Structure
	3 Concentrating Solar Power Plants Model
	4 Integrated Energy System Expansion Planning Model for Concentrating Solar Power Plants
	4.1 Objective Function
	4.2 Constraints

	5 Case Studies
	5.1 Test System
	5.2 Planning Results

	6 Conclusion
	References

	Microgrid Real-Time Decision Control Method Based on Behavior Trees
	1 Introduction
	2 Behavior Trees (BT)
	2.1 Basic Concepts of Behavior Trees
	2.2 Behavior Tree Operating Environment

	3 Microgrid real-time decision control method based on behavior trees
	3.1 Architecture for Real-Time Decision Control Based on Behavior Trees
	3.2 Equipment Models
	3.3 Behavior Trees Decision Model

	4 Engineering Application
	4.1 Experimental Environment
	4.2 Operation Analysis
	4.3 Comparison with Finite State Machines (FSM)

	5 Conclusion
	References

	Research on Impact of Inverter-Interfaced Distributed Generator on Local Feeder Automation
	1 Introduction
	2 Fault Equivalent Model of Inverter-Interfaced Distributed Generator
	2.1 IIDG Equivalent Model
	2.2 Case Study

	3 Influence of IIDG on Voltage-Time Type FA
	3.1 Voltage-Time Type Feeder Automation
	3.2 Impact Analysis of IIDG Integration on Voltage-Time Type Feeder Automation
	3.3 Case Study

	4 Influence of IIDG on Voltage-Current Type FA
	4.1 Voltage-Current Type Feeder Automation
	4.2 Impact Analysis of IIDG Integration on Voltage-Current Type Feeder Automation
	4.3 Case Study

	5 Conclusions
	References

	Impact of Energy Storage Access on Short-Circuit Current and Relay Protection of Power Distribution Network
	1 Introduction
	2 ES Control Strategy and Output Current
	2.1 ES Control Strategy
	2.2 Energy Storage Converter Output Current

	3 Calculation of Steady-State Short-Circuit Current (SCC)
	4 Impact of ES Access in Discharge on PDN Fault Characteristics
	4.1 Impact of ES Access on Grid-Connected-Point Voltage
	4.2 Impact of ES Access on SCC
	4.3 General Rules of SCC in ES Discharging

	5 Impact of ES Access on Relay Protection
	6 Conclusion
	References

	Deep-Learning Based Reactive Voltage Control of Regional Power Grids Integrated with Renewable Energy Resources
	1 Introduction
	2 LSTM
	3 The LSTM-Based Framework for Reactive Voltage Control
	3.1 Overall Architecture Design
	3.2 Neural Network Architecture Design
	3.3 Agent Decision Making Strategy

	4 Case Study
	4.1 Experimental Platform and Study Case
	4.2 Introduction to Calculation Examples
	4.3 Discussion

	5 Conclusion
	References

	Design and Simulation Modeling of ±800 kV HVDC Project for Improving Power Transfer Capability of Renewable Energy in Xinjiang-Qinghai Region
	1 Introduction
	2 Current Situation and Existing Problems of Power Grids in Hami, Bazhou Ruoqiang, Haixi and Hainan
	2.1 Hami Grid
	2.2 Bazhou Ruoqiang Power Grid
	2.3 Haixi Power Grid
	2.4 Hainan Power Grid
	2.5 Summary

	3 Northwest Internal DC Grid Scheme
	3.1 Flexible DC and DC Grid Technology
	3.2 The Overall Idea of DC Grid to Enhance the Transmission of New Energy in Northwest China

	4 Main Circuit and Steady-State Operation of Four-Terminal DC Grid
	4.1 Main Circuit Topology
	4.2 Construction of Four-Terminal DC Grid Simulation Model
	4.3 Power Flow Distribution of Four-Terminal DC Grid

	5 Analysis of Transient Characteristics of DC Power Grid
	5.1 Overhead Line Failure
	5.2 VSC FRT Capability During AC Fault
	5.3 Power Flow Transfer Capability of DC Grid when LCC is Blocked

	6 Conclusion
	References

	Research on Batch Fault Prediction Model of Intelligent Electric Energy Meter
	1 Introduction
	2 Construction Ideas
	3 Theoretical Basis
	3.1 Gradient Lifting Tree
	3.2 Moving Average Autoregression

	4 Model Building
	4.1 Build Process
	4.2 Model Fusion
	4.3 Model Evaluation
	4.4 Self Learning Function

	5 Model Application
	5.1 Data Source
	5.2 Feature Extraction
	5.3 Data Preprocessing
	5.4 Model Prediction

	6 Summary
	References

	Study of Peer-to-Peer Auto-negotiation Algorithm Based Mechanism in Substation Security Communication
	1 Introduction
	2 Communication Security Reinforcement Methods and Problems of Smart Substation
	3 Dynamic Security Mechanism Based on Auto-negotiation Encryption Algorithm
	4 Design of Auto-negotiation Encryption Algorithm Process for Station Level
	5 Design of Auto-negotiation Encryption Algorithm Process for Process Level
	6 Experimental Verification
	7 Concluding Remarks
	References

	Risk Assessment of Multi Scenario Blackout Considering Different Proportions of New Energy
	1 Introduction
	2 Development Status of New Energy
	2.1 Proportion of New Energy Installed Capacity and Power Generation

	3 Evolution Model of Blackout Accident Under Different Proportion of New Energy
	3.1 Uncertainty Modeling of New Energy
	3.2 Evolution of Power Outage Under New Energy Access
	3.3 Loss Load Relative Value Index
	3.4 Power Law Characteristics of Power Failure Accident
	3.5 Extreme Value Theory and Over Threshold Model

	4 Example Analysis
	4.1 Scenario 1: Power Failure Without New Energy
	4.2 Scenario 2: New Energy Power Generation Accounts for 20% of Total Power Generation
	4.3 Scenario 3: New Energy Power Generation Accounts for 40% of Total Power Generation
	4.4 Scenario 4; Introduction of Regulation Measures After the Entry of New Energy

	5 Load Loss Forecast of National Power Grid
	6 Summary
	References

	A Fault Ranging Method Applicable for the Four-Terminal Lines
	1 Introduction
	2 Problems in Conventional Fault Ranging Methods and Four-Terminal Lines
	3 Implementation Methods for the Ranging of Four-Terminal Line Faults
	3.1 Introduction to the Typical Four-Terminal Transmission System
	3.2 Setting of Line Parameters
	3.3 Methods for Obtaining the Parameters of Section 5
	3.4 Fault Location
	3.5 Selection of the Double-Terminal Ranging Fault Quantity

	4 RTDS Simulation Verification
	5 Conclusion
	References

	Method of Conjugate Vectors for the Analysis of Single-Phase-to-Ground-Faulted Grid
	1 Introduction
	2 General Circuit Equations Under Asymmetrical Faults
	3 Conjugate Rotating Vectors Response Principle
	4 Asymmetrical Fault Analysis Process 
	5 Validations
	6 Conclusions
	References

	Multi-objective Optimal Planning for Park-Level Integrated Energy System Coupling with Electric Vehicle Charging Stations
	1 Introduction
	2 Framework and Model
	2.1 The System Architecture
	2.2 The Model Formulation
	2.3 The Solving Method

	3 Simulation Analysis
	3.1 Simulation Preparation
	3.2 Results and Discussions

	4 Conclusion
	References

	Automatic Generation and Incremental Update Method of Single Line Diagram of Distribution Network
	1 Introduction
	2 Trunk Line and Branch Line Generation
	2.1 New Layout Algorithm: A Full Layout Method Based on the Trunk Branch Model
	2.2 Incremental Layout Algorithm: Based on the New Layout Algorithm, Make Local Adjustments

	3 Determine the Layout Direction of the Trunk Line/Branch Line
	3.1 Determine the Layout Direction of the Newly Drawn Trunk and Branch 
	3.2 Determine the Layout Direction of the Main Line and Branch Line of the Incremental Update into the Map

	4 Initial Layout and Local Stretching
	4.1 Initial Layout
	4.2 Local Stretching

	5 Partial Contraction
	6 Carry Out Device Wiring
	7 System Implementation and Verification
	7.1 Situation 1. Full Layout
	7.2 Situation 2. Incremental Layout

	8 Discussion
	References

	Influence and Dominant Factors Determination of Errors in the Parameter Identification of Three-Winding Transformer with PMU Data
	1 Introduction
	2 Parameter Identification Method for Three-Winding Transformer
	2.1 Mathematical Model
	2.2 Identification Method
	2.3 Simulation Verification

	3 Methods for Sensitivity Calculation
	3.1 Analytical Calculation Method
	3.2 Approximate Calculation Method

	4 Analyses of Sensitivity Characteristic
	4.1 Phase Angle Measurement Error
	4.2 Amplitude Measurement Error
	4.3 Transformer Ratio Error

	5 Determination of Dominant Factors
	6 Conclusion
	References

	A Reliability Prediction Model for the Relay Protection Device and Its Internal Modules Considering Thermal Effect
	1 Introduction
	2 The Structure of Relay Protection Device and Its Failure Modes
	3 Failure Rate of Core Modules Considering Thermal Effect
	3.1 Arrhenius Model
	3.2 Improved Weibull Distribution Model Considering Thermal Effects

	4 Reliability Model of RPD Considering Maintainability
	4.1 Reliability Prediction of Repairable Series System
	4.2 Reliability Prediction of Relay Protection Device with Temperature 

	5 Case Analysis
	5.1 Time-Varying Failure Rate of Modules
	5.2 Reliability Prediction of RPD
	5.3 Influence of Temperature on Reliability of RPD

	6 Conclusions
	References

	Optimal Expansion Planning of Distributed Energy Resources with Peer-to-Peer Transactions Among Prosumers
	1 Introduction
	2 Distribution Energy Transaction Model
	2.1 Distribution Network and Market Structure
	2.2 Market Models

	3 Expansion Model
	3.1 Prosumers and Distribution Network Operation Model
	3.2 Expansion Model

	4 Case Studies
	4.1 Simulation Setup
	4.2 Results and Analysis

	5 Sensitivity Analysis
	5.1 P2P Trading Price
	5.2 Prosumers Load
	5.3 Solar Resources

	6 Conclusion
	References

	Analysis and Prospects of Status of Broadband Oscillation and Suppression Methods for New Energy Stations Connected to Power System
	1 Introduction
	2 New Energy Grid Connection Control System and Strategy
	2.1 Current Source Control Strategy Based on Phase-Locked Grid Connection
	2.2 Voltage Source Control Strategy Based on Virtual Synchronous Generator Control

	3 New Energy Grid System Modeling and Analysis Method
	3.1 Time-Domain Modeling and Analysis Methods
	3.2 Frequency-Domain Modeling and Analysis Methods

	4 Mechanism Analysis of Broadband Oscillation
	4.1 Oscillation Mechanism Analysis Based on Time-Domain Modeling
	4.2 Analysis of Oscillation Mechanism Based on Impedance Modeling in Frequency Domain

	5 New Energy Station Oscillation Suppression Method
	5.1 Impedance Parameter Optimization
	5.2 Impedance Structure Remodeling
	5.3 System-Level Impedance Shaping

	6 Related Research Prospects
	7 Conclusion
	References

	A Cooperative Control Strategy for Distributed Multi-region Networked Microgrids
	1 Introduction
	2 WDQ() Cooperative Control Strategy
	2.1 WDQ
	2.2 WDQ(λ)

	3 Design of Optimal Controller
	3.1 Reward Function
	3.2 Parameter Setting
	3.3 Algorithm Flowchart

	4 Simulation Research
	4.1 Model Establishment
	4.2 The Off-Line Prelearning Under Sinusoidal Load Disturbance
	4.3 The Random Square Wave Disturbance and Random Load Disturbance

	5 Conclusion
	References

	Research on Optimal Scheduling of Virtual Power Plant Considering the Cooperation of Distributed Generation and Energy Storage Under Carbon Rights Trading Environment
	1 Introduction
	2 Carbon Trading Mechanism and Scenario Generation
	2.1 Carbon Trading Mechanism
	2.2 Scenarios Generation Considering Scenery Uncertainty

	3 Carbon Trading Mechanism and Scenario Generation
	3.1 VPP Composition Unit
	3.2 Optimization Objectives
	3.3 Constraint Condition
	3.4 Model Solving

	4 Example Analysis
	4.1 Example Description
	4.2 Scenarios Generation Results Considering Scenery Uncertainty
	4.3 Comparison Scheme Construction and Scheduling Analysis
	4.4 Analysis of VPP Optimal Scheduling Results

	5 Conclusion
	Appendix A
	References

	Research and Application of Configuration Animation Technology for Power Grid Dispatching and Control Systems Based on CIM/G
	1 Introduction 
	2 Framework
	3 Key Technologies
	3.1 Animation State Machine
	3.2 Multi Scene Creation and State Editing

	4 Application Examples
	5 Conclusion
	References

	Lightweight Detection Algorithm of Substation Instrument Based on Improved YOLOv4 Algorithm
	1 Introduction
	2 YOLOv4 Network Structure and Working Principle
	2.1 YOLOv4 Network Structure
	2.2 Working Principles and Detection Physical Mechanism

	3 Improved Strategies
	3.1 Lightweight Network-MobileNetv3
	3.2 Feature Pre-fusion

	4 Experiment
	5 Conclusion
	References

	Clustering of Daily Load Curve Based on Improved Deep Embedded Clustering Algorithm
	1 Introduction
	2 Research Framework and Data Processing
	2.1 Clustering Process of Daily Load Curve
	2.2 Data Processing

	3 Improved Deep Embedded Clustering Algorithm
	3.1 Autoencoder
	3.2 Deep Embedded Clustering
	3.3 Improved Deep Embedded Clustering
	3.4 Evaluation Index of Clustering Effectiveness

	4 Numerical Example
	4.1 Structure and Parameter Setting of Improved Deep Embedded Clustering Network
	4.2 Training Results

	5 Conclusion
	References

	Author Index

