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Preface

The goal of scientific research is often to investigate a specific phenomenon or topic
and find relationships that exist between the underlying variables or factors within
the subject population to be able to draw conclusions. The statistical analysis is
an important part of the scientific research, particularly in the social sciences. It
involves the process of collecting and analyzing different data samples in order to
identify patterns or trends that can be used to provide valuable insights into the
research or draw conclusions. The procedure for performing the various statistical
operations and data scrutiny is called Statistical Data Analysis. The researchers can
use this procedure to test different hypotheses and make estimations about the studied
populations.

This book is written for statisticians, data analysts, programmers, researchers,
teachers, students, professionals, and general consumers on how to perform different
types of statistical data analysis for research purposes using the R programming
language. R is an open-source software and object-oriented programming language
with an integrated development environment (IDE) called RStudio for computing
statistics and graphical displays through data manipulation, modeling, and calcu-
lation. R packages and supported libraries provide the users with a wide range of
functions for programming and analyzing of data. Unlike many of the existing statis-
tical softwares, R has the added benefit of allowing the users to write more efficient
codes by using command-line scripting and vectors. It has several built-in functions
and libraries that are extensible and allow the users to define their own (customized)
functions on how they expect the program to behave while handling the data, which
can also be stored in the simple object system.

For all intents and purposes, this book serves as both textbook and manual for R
statistics, particularly in academic research, data analytics, and computer program-
ming targeted to help inform and guide the work of the R users or statisticians. It
provides information about different types of statistical data analysis and methods,
and the best scenarios for use of each case in R. It gives a hands-on step-by-step prac-
tical guide on how to identify and conduct the different parametric and non-parametric
procedures vastly used in social science research. This includes a description of the
different conditions or assumptions that are necessary for performing the various
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statistical tests, and how to understand the results of the different methods. The
book also covers different data formats and sources, and how to test for reliability
and validity of the available datasets used for research purposes. Different research
experiments, case scenarios, and examples are explained in this book. It is the first
book to provide a comprehensive description and step-by-step practical hands-on
guide on how to carry out the different types of statistical analysis in R, particularly
for research purposes with examples. Ranging from how to import and store datasets
in R as objects, how to code and call the R methods and functions for manipulating
the datasets and objects, factorization, and vectorization, to better reasoning, inter-
pretation, and storage of the results for future use, and graphical visualizations and
representations. Thus, the congruence of Statistics and Computer programming for
Scientific Research purposes.

Structure and Organization

The content of this book is organized into 13 chapters that are subdivided (classified)
into two parts: Part I and Part II.

The chapters in Part [—which covers Chaps. 1-6 focus on introducing the readers
to the basic concepts of R programming and how to use data in R, particularly
for research purposes. This includes introducing the readers to the norm of scien-
tific research and the different elements or components that form a typical research
process. This part of the book is especially intended for readers who are new to the
topic or require a refresher on their knowledge of the R topic or understanding of the
different statistical methods and analysis in scientific research. The chapters in Part I
prepare the users for easy and efficient use and application of the different statistical
methods and analysis that are written in the remainder of chapters in Part II of the
book.

The chapters in Part I—which covers Chaps. 7-13 focus on the practical imple-
mentation of the different types of statistical data analysis for research using R. This
part is meant for readers who have gained advanced knowledge of the topic, and may
have the need for applying the various illustrated methods for their research use or
data analysis problems.

The content of the book has been structured in a way that it gives a hands-on
step-by-step practical guide to the users on how to identify and conduct the different
statistical tests and procedures for their research purpose. The users can make refer-
ences or choose to skip to the specific methods or chapters of interest based on their
expert or individual needs.

The following is a brief description of each of the chapters in this book:
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Part 1

Chapter 1 presents an introduction to the R programming language and RStudio
software particularly for conducting statistical data analysis, graphical displays,
modeling, and calculations. It covers the basic concept of R programming, and how
the readers can be able to install and run their first R project.

Chapter 2 explores the basic principles and concepts of data management and
manipulation in R by discussing what are R objects, vectors, packages, and libraries,
including graphs and data visualization methods using the RStudio IDE. It introduces
the users to the different functions and methods for working with data in R.

Chapter 3 introduces the readers to the main tests of data normality and relia-
bility using R. The most commonly used and frequently applied type of methods for
research are described and illustrated in detail in this chapter.

Chapter 4 explains the Parametric and Non-Parametric Tests for statistical data
analysis, and the best scenarios for the use of each test. The chapter provides a guide
for the readers on how to choose which test is most suitable for their specific research,
including a description of the differences, advantages, and disadvantages of using
the two types of tests.

Chapter 5 describes what are dependent and independent variables for conducting
research experiments. It introduces the readers to the different conditions for the use
of the two types of variables in scientific research. The differences between the two
variables (independent versus dependent) and examples of each use case scenario
are also provided in this chapter.

Chapter 6 provides the readers with information about the various types of statis-
tical data analysis methods used in scientific research and examples of best scenarios
for the use of each method.

Part 11

Chapter 7 introduces and explains to the readers how to run a linear and logistic
regression analysis in R using RStudio. This statistical technique helps to estimate
the association or dependency of the relationship between two variables.

Chapter 8 provides the readers with guidelines on how to run the T-tests for evalu-
ating the mean of one or two groups of variables using R. The Independent samples,
Paired sample, and One sample t-tests are explained and practically illustrated in this
chapter.

Chapter 9 provides detailed information on how to run the analysis of variance
(ANOVA) test in R. This test helps to determine the mean differences that may exist
in data samples. The One-way and Two-way ANOVA are explained and practically
illustrated in this chapter.
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Chapter 10 explains and illustrates how to apply a Chi-squared (X?) analysis in
R. The test is used to compare how expectations are linked with the actual observed
experimental data.

Chapter 11 explains and demonstrates how to analyze the effect of a variable
over another using the “Mann-Whitney U” and “Kruskal-Wallis H” tests. These are
non-parametric equivalents and alternatives to the Independent t-tests and ANOVA
used for non-normally distributed dataset in the nominal or ordinal scales, otherwise
referred to as distribution-free tests.

Chapter 12 explains and illustrates how to conduct the three primary correla-
tional analyses in R which includes: Pearson cor, Kendall’s tau, and Spearman’s rho
correlation tests.

Chapter 13 explains and demonstrates how to perform the Wilcoxon test in R. This
distribution-free test which is of two types (Signed-Rank and Sum-rank) and assumes
that the data comes from two matched or dependent populations, are practically
illustrated in this chapter.

Data Availability: Link to the different example datasets used in the practical illus-
trations and statistical data analysis and computations in this book have been provided
in the individual chapters where each of the specific datasets is used. In addition,
the authors have uploaded the list of example datasets to the following repository:
https://doi.org/10.6084/m9.figshare.24728073 for easy access and download for use
and practice by the readers.

Monterrey, Mexico Kingsley Okoye
Samira Hosseini
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Part I
Fundamental Concepts of R Programming
and Statistical Data Analysis in Research



Chapter 1 )
Introduction to R Programming e
and RStudio Integrated Development
Environment (IDE)

1.1 What is R Programming Language?

R is an open-source software or programming language for computing statistics
and graphical displays through methods such as data manipulation, modeling, and
calculation (Ihaka & Gentleman, 1996; Venables et al., 2020). In theory, it is a
programming language developed by Ross Thaka and Robert Gentleman in 1993
(Ihaka & Gentleman, 1996), and is regarded as an implementation of the S and S-
Plus language that was originally developed at Bell Laboratories by Rick Becker,
John Chambers and Allan Wilks (Becker et al., 1988). Practically, R packages and
the several supported methods are available and are implemented using integrated
developments environment (IDE) such as the RStudio (see Sect. 1.2). Technically,
R provides a wide range of statistical and graphical techniques for programming
and modeling: ranging from linear and nonlinear modeling techniques to statistical
tests and analysis, predictive modeling such as clustering and classification, and time
series analysis, etc.

For research and data analytics purposes (see Fig. 1.1), R programming and statis-
tics (R Project, 2023) are performed and used in a series of steps that includes
programming, transforming, discovering, modeling, and communication of the
outputs or results (Wickham & Grolemund, 2017).

Whilst many existing statistical software, such as SAS (SAS Institute, 2023)
and SPSS (IBM, 2022), provide the researchers or data scientists with a bounteous
output from conducting the different statistical analyses or methods, R tends to give
the analysts a minimal output by storing the results of the methods in an apt “object”
for further functions or interrogations.

Therefore, with R being an “object-oriented programming language” (Mailund,
2017), the intermediate results are stored in objects that can be recalled, re-used,
or manipulated by running other pre-defined functions or codes by pointing to the
“object name”. In other terms, R is a functional and object-oriented programming

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 3
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Support sets of different clear and accessible programming tools and
packages that can be used to compute and manipulate data

Implement a collection of libraries designed specially for the primary
purpose of statistical analysis, data analytics, or data science tasks

Investigate the available data, define (or refine) the hypothesis and
methods to analyze them

Wide array of tools and methods to capture the right tests or model
for your data, are available

Compute (compile and run) the codes - viewed as graph or reports
with R Markdown or Applications to share with the scientific world.

Fig. 1.1 Conceptual overview of steps to using R programming for statistical data analysis in
research

used to analyze datasets by running mathematical simulations, rearranging complex
datasets into simpler and more useful formats and functions, etc. (Matloff, 2011).

Among the many benefits of R in comparison to the other statistical tools and

software includes (Douglas et al., 2020; Matloff, 2011):

1.

b

The capacity to write more efficient code using parallel method or vectorization,
because of its programmable integrated environment that uses command-line
scripting.

The capability to define and customize the functions or codes (e.g., how the
analysts expect the resultant models to behave) upon handling of the data. R has
several built-in functions and libraries that are extendable (extensible) and allow
the users to define their own (customized) functions or methods that can be stored
in the simple object system.

The capability to create artful (illustrative) graphs to visualize or have a
conceptual overview of complex data characteristics and functions.

The capacity to interface R language with other programs or softwares (e.g., C/
C++, Tableau, Python) for improved and better functionality or speed of data
analysis.

The capacity to find different packages that can be used to perform image manip-
ulation, textual data analysis or natural language processing, machine learning
and classifications, etc.

Troubleshooting of bugs (code) with an advanced level of debugging perfor-
mance.

Other advantages of using R particularly as it concerns its technicality or

conducting the different statistical data analysis discussed in this book, include
(Venables et al., 2020):
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e [tisbuilt on a well-developed, simple, and effective programming language called
“S and S-Plus” that supports user-defined recursive functions and conditionals
loops.

e [t consists of an effective data handling and storage facility with a wide range
of coherent and integrated collections of intermediate tools (packages) and suite
operators for statistical data analysis and calculating arrays and matrices.

e It supports different graphical facilities or functions for data manipulation and
displays, either directly on the computer screen or storage as soft copy and hard
copy on the machine.

However, just like every other programming language, aside from the statistical
power of the software, R has its own sets of limitations. R can be daunting for first-
time users and people who do not have prior programming knowledge or experience
may find it difficult to use the software. Not necessarily because it is more difficult
than other programming languages, but because the syntax is different from that of the
many other existing languages. Also, R-supported methods or algorithms are spread
across different packages, and in consequence, users with no prior knowledge of some
of the packages might find it hard to implement the specific methods or algorithms.
Thus, the authors has provided in the first part (PART I) of the book, the fundamental
concepts of the R programming and statistical data analysis to guide the work of
the readers. In addition, R commands give minimal consideration to the computer
memory and management and use a lot of the computer physical memory to store
the results of the methods as objects, which may be different from some of the other
programming languages like Python (Python Software Foundation, 2023). Thus, it
uses more computational power and memory. But, R is a continuously evolving
language with newer versions and functionalities being developed, and therefore,
much of the limitations will eventually fade away with fresher versions and future
updates.

1.2 RStudio Integrated Development Environment (IDE)

RStudio is a “friendly front end to R language”. It allows the researchers and data
scientists to practically implement the R packages, methods, and run the several lines
of codes. By definition, “RStudio” is an Integrated development environment (IDE)
designed to help researchers and analysts to be more efficient and productive with R
(Rstudio, 2023). Typically, RStudio consists of a console, syntax-highlighting editor
for direct code execution, and several sophisticated tools and functions for viewing
the data history, visualization, troubleshooting of codes, and managing of the project
workspace as the authors discuss more in detail later in this chapter.

Just like R programming language, RStudio is free and open source (Rstudio,
2023). Its graphical user interface (GUI) is logically systematized in a way that
allows the users to clearly view the data tables and graphs, the source codes, and
output/results of the codes, simultaneously.
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The RStudio IDE offers the users with Import-Wizard features for importing
files of different formats into the environment, e.g., comma-separated values (*.csv),
Excel (*.xIsl), SAS (*.sas), SPSS (*.sav), and Stata (*.dta) file formats without having
to write the codes. Also, just like many of the existing IDEs or GUIs that are used
to execute different programming languages, RStudio has windows with multiple
tabs, drop-down menus, and many customization options. And, it is available for
Windows, Macintosh, and Linux operating systems (OS) (Rstudio, 2023).

Among the many features and functionalities of RStudio IDE includes:

a window that allows the user to write codes and view the results in real time.
navigate through the files on the local machine or computer.

check the details and history of the imported/analyzed data and variables.
visualization of the results and plots (graphs, models) that are generated.

The RStudio IDE can also be used for developing packages, modeling and writing
of executable applications, and natural language and machine learning techniques,
etc.

It is important when working with R to know the difference between the “R
language” and “RStudio” as covered already in this chapter (see Sects. 1.1 and 1.2).
It is noteworthy, to always keep in mind that while “R” is a programming language
that can practically be used to statistically compute and manipulate the different
variables (data) and models. On the other hand, “RStudio” makes use of R language
to develop and show the statistical programs/outputs. Thus, “RStudio allows the
users to develop and edit programs using R”. Interestingly, R can be used without
RStudio, but RStudio cannot be used without R. The user or researcher must first
install R before they can install RStudio on their computer, as the authors cover in
the next section of this chapter.

1.3 Installing and Configuring R and RStudio Software

This section of the chapter covers the different steps on how to download, install,
and configure R and RStudio before using it for statistical data analysis or research

purpose.

1.3.1 Downloading and Installing R Language

Installing R on the computer is very simple and easy. All the user need is to know
which operating system (OS) they are using so that they can download the right
software for installation on the computer system.

The official site for downloading the R free software is via the following link:
https://www.r-project.org/.
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Fig. 1.2 Downloading R software

When you visit the site, you will find different binary files for the different types of
operating systems (OS) that the R software support, particularly the most common:
Windows, Mac OS, and Linux. The latest versions of Linux distributions come
with R by default. But for Windows and Mac OS, the user will need to download
and install the software as follows:

Go to https://www.r-project.org/ by entering the URL on the web browser and
click on “download R” as shown in Fig. 1.2.

When the user selects “download R”, they will be automatically directed to
another page where they will be asked to select the Country from which they will
be using R software, or yet the closest location to you if the country of location is not
listed on the site. Navigate to the country of choice and click on any of the CRAN
links under the country to proceed with the download process. CRAN is a network
of ftp (file transfer protocol) and web servers around the world that store identical,
up-to-date, versions of code and documentation for R.

For example, as shown in Fig. 1.3, the user can navigate to Mexico (e.g., the
authors of this book are affiliated with the country at the time of writing this book)
and select https://cran.itam.mx/ to proceed with the downloading process. ***Note,
itis recommended to always choose the closest CRAN link to you upon downloading
the R software.

When the user clicks on the R CRAN binary distribution of their choice, they will
be directed to a page where they can download the right version of R for the specific
operating system (OS) they are using on the computer (see Fig. 1.4).

For example, as shown in Fig. 1.5 (or step 5), when the users click on Download
R for (Mac) OS X, they will be directed to where they can then download the latest
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Fig. 1.3 Country of location and nearest CRAN network for R download
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Fig. 1.4 Downloading the right version of R for your operating system (OS)

version of R for Mac OS X. Same applies to the other types of operating systems
(OS) such as Windows, if you are using the Windows operating system.

When the user clicks on the download link, the executable program (i.e., installa-
tion file) will be automatically downloaded on the computer. Navigate to the location
where the downloaded file is stored on the computer and install it as every other
application program, e.g., by double-clicking on the downloaded file. When you
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Fig. 1.5 Downloading the latest release of R for your operating system (OS)

double-click on the file, you will get a pop-up window as shown in Fig. 1.6a. Follow
the steps illustrated in the figures (Fig. 1.6a, b, and c) by Clicking on Continue until
you see the window that says you have successfully installed R software.

1.3.2 Downloading and Installing RStudio Software

The next step after installing R on your computer, is to download and install the
RStudio IDE that allows the users to use R.

The official site for downloading the RStudio free software is via the following
link: https://rstudio.com/ or https://posit.co/.

As shown in Fig. 1.7, when you visit the RStudio website, you will find the down-
load link where the user can download the latest version of RStudio for their computer
operating system (OS). ***Note that all the companies update their websites every
now and then, and therefore, it may be likely that you find a different front-end
display different from the one in Fig. 1.7, which the company uses at the time of
writing this book. If you happen to find an updated website depending on when the
reader is reading or using this book guide, just simply find where the download link
is located on the website and follow the same steps or procedure discussed in this
current chapter.

Click on the “DOWNLOAD” menu (Fig. 1.7), and you will be directed to a page
where you can download the RStudio software. Select the “Download” link for the
“free version of RStudio Desktop” as shown in Fig. 1.8. Again, it is important to
note that the web display is based on the time of writing this book. As you can see
in the figure (Fig. 1.8), there are also paid versions of the software, but those are not
covered in this topic.
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&

e R 4.0.2 for macOS Installer

This installer will guide you through the steps necessary to
setup R 4.0.2 () for macOS 10.13 (High Sierra) or higher on
your machine.

Click on Continue to Install R

E Cofack | Continue |

-

This software is distributed under the terms of the GNU
GENERAL PUBLIC LICENSE Version 2, June 1991. The terms of
this license are in a file called COPYING which you should have
received with this software.

If you have not received a copy of this file, you can obtain one
via WWW at http:/ /www.gnu.org/copyleft/gpl.html, or by
writing to:

The Free Software Foundation, Inc.,
59 Temple Place - Suite 330, Boston, MA 02111-1307, USA.

A small number of files (the APl header files and export files,
listed in R_HOME/COPYRIGHTS) are distributed under the
LESSER GNU GENERAL PUBLIC LICENSE version 2.1. This can be
obtained via WWW at http:/ /www.gnu.org/copyleft/Igpl.html, or
by writing to the address above

The above licenses govern distribution, not use.

* "Share and Enjoy."

Print... i Save.. GoBack | Continue

Fig. 1.6 a Installing R on the computer or local machine (step 1). b Installing R on the computer
or local machine (step 2). ¢ Successfully installing R on the computer or local machine (step 3)
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Fig. 1.6 (continued)
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LEARN MORE

Fig. 1.7 Downloading RStudio software

When you have selected the free version of the software, then select the “right
version of the Installer for your Operating System (OS)” as shown in Fig. 1.9.

For instance, as shown in Fig. 1.9, when the user clicks on the download link
for the file “RStudio.dmg” (which is for the MacOS latest version at the time of
writing this book), the executable program (Installer) will be automatically down-
loaded on the computer system. Navigate to the location where the downloaded
(Installer program) file is stored on your computer or local machine, and install it as
every other application program, e.g., by double-clicking on the downloaded file.

When you double-click or run the file, you will get a pop-up window as shown in
Fig. 1.10.
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o000 | L RStudio-1.3.1093
. Step4

o
‘.

~
Applications RStudio

/

Drag and drop the RStudio icon to the Application folder and then
double-click again on the RStudio icon to open the program.

Note: for Windows operating system (OS) you only need to
Double click the Installation file (Installer) and follow the
instructions until Rstudio is successfully installed on your
computer.

Fig. 1.10 Installing RStudio on your computer (e.g., for MacOS)

As illustrated in the figure (Fig. 1.10), same installation process applies to other
types of OS (operating system) such as Windows if you are using the Windows OS.
Double-click the Installation file to start up the executable file (Installer program).
Then, click on Continue until you see the window that says you have successfully
installed the RStudio software.

Once you have completed the installation process, start the RStudio IDE by
either opening the application from the list of programs on your computer or clicking
on the desktop shortcut icon. You will be presented with a Window as shown in
Fig. 1.11.

Congratulations! You are now set to run and execute your first R projectin RStudio.
Welcome to using R programming for statistical data analysis in research covered as
the main objective of this book.

The first time the users open RStudio, they will be presented with three windows
by default, i.e., Window-1, Window-2, and Window-3 (see Fig. 1.11). The fourth
window (Window-4) is hidden by default and is only displayed when the user
executes a program or run a command, but the users can also open it by selecting the
“File” drop-down menu, then New File, and then R Script or simply by importing
a dataset into the environment, which the authors will cover in detail in the next
section (Sect. 1.4) and chapter (Chap. 2) of this book.

In Table 1.1, the authors outline the description and functions of the different tabs
(component) of the R window or integrated development environment (IDE) (see
Windows 1, 2, 3, and 4 in Fig. 1.11).
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Fig. 1.11 RStudio integrated development environment (IDE)

1.4 Running Your First R Project in R Using RStudio

In this section of the chapter, the authors introduces to the readers steps on how to
create or start an R Project in RStudio. RStudio Projects make it easier and straight-
forward for the users to distribute their work into different categories or contexts, with
each having their own working directory in the workspace including the history and
source code documents. It is important to keep in mind that R projects are associated
with a “working directory” where the users can save their new or running projects,
and also retrieve existing projects.

Users can create an RStudio project in either a (i) brand-new directory, (ii) an
existing directory where they already have R code and data, (iii) or by cloning a
version control repository, e.g., from Git, GitHub or Subversion (see Fig. 1.13).

To create a new R Project in RStudio, start RStudio (see description in the
previous section—Sect. 1.3). Once you are logged in and have the RStudio window
open (see Fig. 1.11), click on the “File” menu at the top left corner of the RStudio
window and select the “New Project” button as shown in Fig. 1.12. You will be
presented with a pop-up window as shown in Fig. 1.13.

Select the “New Directory” option and fill in the pop-up with your chosen
preferred project_directory_name by following the steps illustrated in Figs. 1.14
and 1.15.



1.4 Running Your First R Project in R Using RStudio 15

Table 1.1 Description of function of the different tabs (component) of R window (IDE)

RStudio window | Component/ | Description/function
menu

Window-1 Console tab | Results/output of the executed codes are displayed (printed)
(console) here. Also, further commands can be entered via the window

Terminal tab | Command line system that allows the user to quickly control
or access the operating system and make changes

Jobs tab Contains a list of open job(s) the system has currently
running or pending in R
Window-2 Files tab File Explorer that allows the user to access the different files
(file explorer) and folders stored on the hard drive (C: drive)
Plots tab Plots/graphs visualizations are displayed (outputted) at this
location

Packages tab | Contains a list of packages (libraries) that are installed in R
on your system. Users can also install new packages or
update the existing ones through the tab

Help tab Search window for help on different R topics, functions, or
packages, and output location for the help commands
Viewer tab Advanced tab for local web content
Window-3 Environment | Shows the list of interactive R objects that are loaded in the
(file environment | tab IDE
or hlsto.ry tab, History tab Contains a list of key codes that are entered and executed
e.g., objects, unto the Console
data) - -
Connection Tab through which the user can connect R to other external/
tab existing data sources or database
Tutorial tab Location where users can access different tutorials and learn
about the several R functions, data types/variables, and
commands
Window-4 Source/code | A built-in text editor where the user enters the codes and
(code editor) tabs commands, and can also find the shortcuts to run and save

the commands/codes

When finished click the “Create Project” button and you’re done! Congratula-
tions once more! You have created your new project in R.

With the window and a console open, for instance, the authors named our project
“MyFirstR_Project” in the directory as shown in Fig. 1.16, we are ready to run the
R script, therein we can code and run the programs.

To create a “new R script” and run your new/written codes, select the “File”
drop-down menu, then “New File”, and then “R Script” as shown in Fig. 1.17.

You will be presented with a new working window or editor where you can start
writing your code (see Fig. 1.18).

Now let’s run some simple lines of code. As shown in Fig. 1.19 (see Steps 1
and 2), write the example codes from Line 1 to Line 4 in the Editor and execute the
codes using the “Run” button (see Fig. 1.19). Example R code: Line 1: x <-3 45
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Save All NS
Knit Document XK

Compile Report...
Publish...

5:1 Qe PHnts
Console

Close xwW
&l Close All 08w
| Close All Except Current C{r3W
R version '
Copyright Close Project
Platform:

Quit Session... #¥Q

Fig. 1.12 Creating a new project in RStudio
New Project Wizard

Create Project

R New Directory (‘,J

» Start a project in a brand new working directory >
- Existing Directory
ﬂ Associate a project with an existing working directory >
Version Control
Checkout a project from a version control repository >
Cancel

Fig. 1.13 New project wizard pop-up window
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New Project Wizard
Back Project Type
New Project >
i R Package >
Shiny Web Application >
R Package using Repp >
R Package using ReppArmadillo >
R Package using RcppEigen >
R Package using ReppParallel >

Cancel

Fig. 1.14 Selecting the project type

New Project Wizard
Enter your preferred Project_Directory
Back Create New Project name in the box (required)

Directory name:

MyFirstR_Project
Create project as subdirectory of:

- Browse...
A
Use renv with this project ]
=
Check the box to open the new You can choose a preferred
R project as a new session if location for the new project
you have another Rstudio directory if you do not want to use
session open (optional) the default R worksp (opti 1)
& S nne R 3
[+]Open in new session mmmm> I | Create Project ! cancel

Fig. 1.15 Creating a new R project and directory name

Line 2: x Line 3: print(x) Line 4: print(“I am ready to work with data in R and start
conducting the different statistical analysis for my research’)

*Remember, start from Line 1 (e.g., by clicking anywhere in the line) before
running the codes, or alternatively, follow the steps illustrated in Fig. 1.20 to run
(execute) all the codes at once.
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Fig. 1.16 New R project created in RStudio
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Fig. 1.17 Creating a new R script
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Fig. 1.18 New R script window with the source/code tab
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Fig. 1.19 Writing and running R scripts example in RStudio
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Fig. 1.20 Running all the R script source code in RStudio editor

When finished or run all applied, you will be presented with a screen similar to
the one in Fig. 1.19. Well done! You have just created and run your first R project
and R script in RStudio.

Next, as you can see in Fig. 1.19, the R Script is named “Untitiled1” by default.
We will save the R script with a name on the computer or workspace so that we can
retrieve it anytime or when we want.

As illustrated in Fig. 1.21, click on the “File” drop-down menu and choose the
“Save as” option.

You will be presented with a pop-up window as shown in Fig. 1.22. Enter your
chosen or preferred script name, for example, “MyFirst-RSeript”, and click the
“Save” button to save the Script with the new name.

Now, take another look at the new window or screen (see Fig. 1.23), you will find
that the “Untitiled1” script has now changed or saved as the new name “MyFirst-
RScript”. Also, you will notice that the updated/saved file has also been included
and listed in the File Explorer window (Fig. 1.23).

1.5 Tips and Technical Guidelines

Here, the authors provide further tips and other useful information the readers, partic-
ularly the first timers to R, can find as a technical guide in their journey with R covered
in this book.
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1.5.1 Tips About a New R Project

When the user creates a new project in RStudio:

1. It creates a project file with .Rproj extension within the directory. This is used
as a reference point to the computer file system or yet shortcut for opening the
project directly from the file system.
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Fig. 1.23 Saved R script and file explorer

2. It creates another hidden directory named .Rproj.user for storing and handling
the temporary files, e.g., auto-save or state of the window.

3. It loads the new project unto RStudio and displays the name in the Projects
toolbar (see top right side of main toolbar in Fig. 1.23).

1.5.2 Opening Existing R Projects and R Scripts

There are various ways to open an existing R project or R Script:

1. By selecting the specific Project from the list of “Recent Projects” from the
“File” drop-down menu. The same procedure applies to opening a specific R
script by selecting “Recent Files” from the “File” menu and selecting the R
script name.

2. By using the “Open Project” command from the “File” drop-down menu, and
then browse the working directory and select an existing project file (.Rproj).
Same procedure applies to opening a specific R script by selecting “Open File”
from the “File” menu, and then browses the working directory and select an
existing R file (.R).

3. By double-clicking on the specific project/file from the list of files in the File
Explorer tab/window.
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The following actions are performed when a new or existing project is opened in
RStudio:

1. It starts a new R session.

2. It sources the .Rprofile file in the main directory of the project.

3. The .RData file and .Rhistory file in the main directory of the project will be
loaded in the Environment or History Tab.

4. The R working (current) directory will be set to the current projects’ directory.

Existing source codes (if any) will be loaded into the editor window.

6. Otherrelevant settings and active tabs of the project will be restored to the original
form when it was last saved or closed.

e

1.5.3 Working with Multiple R Projects

RStudio allows the users to simultaneously work with more than one project at once
by opening an instance of each project on its own.

1. The users can use the “Open Project in New Session” option from the “File”
drop-down menu to do this.

2. Or by opening multiple project files from the File Explorer or system file by
double-clicking on the specific folder or file in each setting as required.

1.5.4 Closing or Quitting R

The following actions are performed when the user closes an active project or opens
another project concurrently:

e The source codes in the editor window are saved so that you can re-open or restore
them when next you open the closed project.

e All available .Rhistory and .RData will be stored on the project directory.

e Other relevant settings and active tabs of the project will be stored in their current
form.

e The R session will be terminated.

1.6 Summary

In this chapter, the authors provided an introduction to the R programming language
and RStudio software or IDE. It covered the basic concept of R programming, and
how the readers can install and run their first project using R. The capacity to write
more efficient code using parallel method or vectorization is one of the main features
of the R software illustrated in this chapter, because of its programmable integrated
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environment (RStudio) that uses command-line scripting. We also showed the capa-
bility to define and customize the R functions or codes. R has several built-in func-
tions and libraries that are extendable (extensible) and allow the users to define their
own (customized) functions or methods that are stored in the simple object system.
In the next chapter (Chap. 2), the authors focus on introducing the readers to how
to effectively work with Data in R. This includes understanding and learning how
to create Objects, Vectors, and Factorization in R, to understanding how to install
the R Packages and Libraries, and then presents some hands-on examples of Data
Visualization methods and practices.
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Chapter 2 )
Working with Data in R: Objects, e
Vectors, Factors, Packages and Libraries,

and Data Visualization

2.1 Introduction

In the previous chapter (Chap. 1), the authors introduced the readers to R program-
ming language and how to successfully install and configure R software and
RStudio on the system ready for data analysis. In this chapter, we will illustrate
how to start using R to work with data.

R can be used to conduct various statistical data analysis and graphical repre-
sentations. The R integrated development environment (RStudio) has many built-in
functions and packages that allow the users to perform different types of data anal-
ysis, and is also extensible due to the fact that it allows the users to define their own
additional functions or methods. R has a simple object system that allows the user to
type in data or codes directly into the R’s interactive console or source code editor.
However, a lot of the time, the researchers or data analysts are more likely to have
already an available data that they want to work with, for instance, in a file stored
somewhere on their local machine or on the internet.

Therefore, over the next sections of this chapter, the authors will be looking at
some of the different methods and ways the users can get data into R for analysis
and visualizations.

2.2 Preparing RStudio and Script for Working with Data
in R

To start working with data in R, first, the user needs to create an “R Project” and “R
Script” or open an existing one, as we have already discussed and demonstrated in
Chap. 1 of this book. For the illustrations in this chapter, we will continue working
with the “MyFirstR_Project” we created earlier in the chapter (see Sect. 1.4,
Chap. 1). ***However, the users are also welcome to create a new project with
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Fig. 2.1 R project in RStudio

a new name if they wish to do so. The “MyFirstR_Project” is only for illustration
purposes.

Once you have created and/or opened the existing R project, you will be presented
with a screen similar to the one in Fig. 2.1. See Sect. 1.3.2 in Chap. 1 for description
of the different tabs and functions of the RStudio windows.

We will create a new “R Script” named “WorkingWithDataInR” for use in
working with the different data, R functions, and packages that we will explain and
practicalize in this chapter.

As shown in Fig. 2.2, Click on the File menu, then select New File, and click on
R Script.

Now, name the new R Script as “WorkingWithDataInR” or any name of your
choice, using the “Save As” option from the File menu as described in Fig. 2.3.

Now, we are ready to start working with the different datasets explored in this
chapter in R using the new Script.

In the coming subsections, we will cover some of the different ways the users can
generate data, upload their own data, and work with data in R.
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2.3 Working with Data in R

Here, the authors explain and demonstrate how the users can effectively work with
data using R with some working examples.

2.3.1 Pre-loaded Sample Data in R

When you install R on the computer, by default, the installation comes with different
types of datasets that the users can try out for testing, learning, or even research
purposes. The users can explore some of the pre-loaded test data in R to see how the
datasets are loaded, the different features, and what basic functions the users can run.
Although for research purposes, those pre-defined datasets may not be necessarily
useful especially, as in most cases, the researchers already have their own data that
they want to analyze which we will cover in more detail in the subsequent sections.

To view the list of the pre-loaded R sample datasets, type the following
command: data( ) in the source code editor window and run the code as shown
in Fig. 2.4.

data ()
File Edit Code View Plots Bulld Debug Profile Tools Window Help
L ] ® MyFirstR_Project - R!
o . O + . - Adding =
O MyFirst-RScript.R* © | WorkingWithDatalnR.R o
Source on Save L S +Run 4 Source -
1 dat .
z g
i Step 2
Step 1
1:7 Top Level) = R Script =
Console  Terminal Jobs =les

=/ MyFirstR_Project
R version 4.0.2 (2020-06-22) -- "Taking Off Again™

Copyright (C) 2020 The R Foundation for Statistical Computing
Platform: x86_64-opple-darwinl?.® (B4-bit)

Fig. 2.4 Getting the list of pre-loaded sample data in R
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Fig. 2.5 List of pre-loaded datasets in R

You will be presented with a list of the pre-loaded datasets in R opened in a new
tab as shown in Fig. 2.5.

As shown in the figure (Fig. 2.5), we can see that R has a set of pre-loaded data
in a package called “datasets”. Each with its own different features or variable types.
The users can printout any of these datasets of their choice, e.g., to view the different
fields or variables that are contained in them.

For example, let’s use the print() function to display the first data on that list (see
Fig. 2.5) named “AirPassengers” as shown in Fig. 2.6.

To do this, go back to the “WorkingWithDataInR” script by clicking on the
corresponding R Script tab (see Fig. 2.6), and then type and run the following
command:

print (AirPassengers)
As shown in Fig. 2.6, the results of the print() command are displayed in the

Console, and we can view the features and/or characteristics of the “AirPassengers”
data.
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Fig. 2.6 Exploring the different pre-loaded sample datasets in R

*#*You can follow the same method to view any of the data of your choice in the
list. For instance, “HairEyeColour”, “LifeCycleSavings”, etc. (see Fig. 2.7).

print (HairEyeColor)

print (LifeCycleSavings)

2.3.2 Creating Your Own Data in R

R has a set of functions that allows the users to create their own data (aside
from importing their own data which the authors will cover in the next section—
Sect. 2.3.3).
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Fig. 2.7 Viewing more data from the R sample “datasets” package

To illustrate how to create our own data in R, we will use the following R functions,
concatenate: c( ), repeat: rep( ), and Scan: scan( ) to create a dataset with some
variables as shown in Fig. 2.8 (i.e., StudentName, Gender, Campus, Region, Group,
and Grade). Then, we will create a “dataframe” to hold and display those variables

as contained in the data.

Note: A “dataframe” is organized with rows and columns, similar to a spreadsheet

or database table such as the one represented in Fig. 2.8.

"

MyFirstR_Project - R!

+* Source -

R Seript =

Data display
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A B C D E F
1 |StudentN Gend Camp Region Group Grade
2 |AB Male Monterrey MNorth 1 85
3 |BC Fernale Cuidad Juarez North 2 20
4 |CD Male Tampico North 3 80
5 |DE Male Saltillo North 2 80
6 |EF Female Laguna North 1 95
7 |FG Female Chihuahua North 3 90
8 |GH Male Monterrey MNorth 1 a7
9 |HI Fermnale Tampico MNorth 3 84
10 (1 Male Laguna North 2 86
11 [JK Female Monterrey Morth 1 98

Fig. 2.8 Example of a typical data and structure format

To create the following data shown in Fig. 2.8 in R, first, the user needs to create
a vector that holds all the fields or variables in the data (StudentName, Gender,
Campus, Region, Group, and Grade).

Now in the “WorkingWithDataInR” Script, as shown in Fig. 2.9, create the
aforelisted vectors (variables are described in the table in Fig. 2.8) using the
concatenate: ¢( ), repeat: rep( ), and Scan: scan() functions.
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Fig. 2.9 How to create your own data in R
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The following executed codes are provided in the command: how to create your
own data in R (see: highlighted part in the Source Code Editor—Fig. 2.9, Lines
6-24).

# How to Create Your Own Data in R

StudentName <- c("AB","BC","CD","DE", "EE", "EG", "GH", "HI", "IJ", "JK")

Gender <- c("Male","female","Male","Male", "Female", "Female", "Male", "Female", "Male", "Female")
Campus <- c("Monterrey","Cuidad Juarez","Tampico","Saltillo","Laguna","Chihuahua", "Monterrey",
"Tampico", "Laguna", "Monterrey")

Region <- rep("North", 10)

Group <- c(1, 2, 3, 2, 1, 3, 1, 3, 2, 1)

Grade <- scan()

# NOTE: when you run the SCAN function, enter the values in the CONSOLE view section

# Run the next code to view the scanned values.
head (Grade, 10)

# Create a Dataframe called Students.ExampleData to hold all the variables
Students.ExampleData <- data.frame (StudentName, Gender, Campus, Region, Group, Grade)

# View the created dataset
View (Students.ExampleData)

When the user have typed and run the lines of code up to the Grade vector (Line
13, Fig. 2.9), the different variables as contained in the table described in Fig. 2.8
will be created. Also see Chap. 1, Sect. 1.4 on how to run selected lines of code.

***Remember that you will need to input the values for the “Grade” in the Console
tab view as pointed out in Fig. 2.9. When you enter the last value in the table, i.e., the
10th value which is 98, press the Enter key again to store the values in the “Grade”
vector. You will receive a message that says “Read 10 items” as shown in Fig. 2.10.

***Note: You can create the “Grade” vector using the method we used to create
the other vectors, e.g., “Group” vector. The scan( ) method was only used to
demonstrate the different functionalities the users can perform in R.

Now, run the rest of the codes, i.e., Lines 18 to 24 (see Fig. 2.9). You will discover
that the dataframe named “Students.ExampleData” as shown in Fig. 2.11, will be
created and displayed in a new tab. The content of this data (Students.ExampleData)
should be similar to the one represented in Fig. 2.8.

Useful Tips and Information:

1. Asillustrated in Fig. 2.11 (see: highlighted part in the Environment Tab), we can
see that when we created the “Students.ExampleData” dataframe; the values
are stored as an “R Object” with details of the different variables type (e.g.,
Character, Number) and the number of observations (which the authors will
discuss further in detail in the subsequent Sect. 2.4 of this chapter.

2. As shown in the Source Code (see Fig. 2.9), Character or String values are
coded or represented using quotation marks .

eg StudentName <- c ("AB","BC","CD","DE","EF","FG","GH", "HI","IJ", "JK")

3. Whereas, Number or Integer values are not coded using quotes.

e.g. Group <- c(1, 2, 3, 2, 1, 3, 1, 3, 2, 1)



34 2 Working with Data in R: Objects, Vectors, Factors, Packages ...
O | MyFirst-RScript.R® 9 WorkingWithDatalnR.R* Students ExampleData R data sets -
Source on Save LS * Run ) Source -
1 data
2 print{AirPassengers
3 print(HairEyeColor
4 print{LifeCycleSavings
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~ [MyFirstR_Project/

> StudentNase <- c("AB","8C","CD","DE","EF"," *, "HI® 10", IK)

> Gender <- c(“"Male”,"female™,"Male”,"Mal "Female”,"Male” ,“Female”™, "Male™ ,"Female™)

> Campus <- c("Monterrey”,"Cuidod Juarez","Tampico","Saltillo”,"Laguna”,"Chihushua™, "Monterrey”, "Tampico®, “Laguna”,“Monterrey™)
> Region <- rep("North", 18)

> Group <- ¢(1, 2,3, 2,1,3,1,3,2, 1)

> Grade <- scan()

1: 85

2: %
3: 8
4: 89
509
3
7
&

: 99
HE 1

Read 10 {tems

> & Now run the next code to view the sconned values.

> head(Grade, 10)

[1] 85 99 50 82 95 90 97 84 86 98

> # Mow create a datafrome called Students.ExampleData to hold all the variables

> Students.ExompleData <- dato.frome(StudentName, Gender, Campus, Region, Group, Grade)
> # View the created dataset

> View(Students.ExampleData)

>

Fig. 2.10 Using the scan( ) function in R

4. When using the repetition function: rep( ), the user also has to provide the number

of times they want R to repeat the coded value. For instance, in the following
example for the Region vector, the authors have requested the program to repeat
“North” ten times.

Region <- rep ("North", 10)

When using the scan( ) function, once the user enters the last value as required,
they need to press the Enter key again to read the item to the corresponding
vector, as pointed in Fig. 2.11.

As we can see in Figs. 2.9 and 2.10 (and we will be using in many of the future
codes in this book), the hash sign (#) is used to provide “Pseudo Code”, i.c.,
codes that do not count or affect the different functional lines of code, but are
used in the codes to provide comments that are basically used to explain the
functions of the different corresponding codes.
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Fig. 2.11 “Students.ExampleData” dataframe created and stored in R

2.3.3 Import and Using External Data in R

R has different functions and libraries devoted to reading and importing external
files and formats into the Run-time environment, e.g., common.txt files (.csv) and
Excel (.xIsx) files, STATA (.dta) and SPSS (.sav), etc. In this section, we will look at
some of these functions and libraries, and how they are used to import datasets into
R, and in the different contexts.

2.3.3.1 Importing and Using .txt and .csv (Comma-Separated) Files
in R

For this example, we will import a.txt and.csv files from the local machine or
computer, and store the imported datasets in an R object named “MyData.txt” and
“MyData.csv”, respectively.

To demonstrate this function in R, visit the following links (see Figs. 2.12 and
2.13) and download the following datasets:

.txt file named “A-Rod”—https://dasl.datadescription.com/datafiles/ (Fig. 2.12),
and.

.csv file named “Import_User_Sample_en.csv’—ichttps://www.microsoft.com/
en-us/download/details.aspx?1d=45485 (Fig. 2.13).


https://dasl.datadescription.com/datafiles/
https://www.microsoft.com/en-us/download/details.aspx?id=45485
https://www.microsoft.com/en-us/download/details.aspx?id=45485
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« & & dasl.datadescription.com/datafiles/
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]
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Number of Cases: 23

Excerpt: Alex Rodriguez (known 1o f

Y

Fig. 2.12 Example of.txt file download. (Source https://dasl.datadescription.com/datafiles/)

= C @& microsoft.com/en-us/download/details.aspx?id=45485

i apps By Transiate g Web of Science M R Mail - Kingsley Ari B scimago Journa B8 scopus - Docume. @ Uso de las tecnol

Sample CSV File for Adding Users to Office 365

Important! Selecting a language below will dynamically change the complete page content to that language.

Language: English Download <=

Fig. 2.13 Example of.csv file download. (Source https://www.microsoft.com/en-us/download/det
ails.aspx?id=45485)

Store the downloaded files on your computer e.g., your Desktop location. Note,
we will be pointing R to this location where this file is stored on the computer when
running the commands. ***The user can store the files in any location on the system,
provided they will point R to the correct location in the provided commands. The
readers are welcome to use their own files if they wish to do so, or store the files
in any location of choice on the computer***. The files and location used in the
example described here in this chapter are for illustration purposes only.

Once the user has downloaded and stored the files on the computer desktop, we
can now import the files into the R environment.

*#*Note: The example datasets can also be accessed via the following link or
repository where the authors have uploaded all the example datasets used in this
book: https://doi.org/https://doi.org/10.6084/m9.figshare.24728073.

Useful Tips:

e The two files are named “a-rod-2016.txt” and “Import_User_Sample_en.csv” by
default when the user download the files.


https://dasl.datadescription.com/datafiles/
https://www.microsoft.com/en-us/download/details.aspx?id=45485
https://www.microsoft.com/en-us/download/details.aspx?id=45485
https://doi.org/
https://doi.org/10.6084/m9.figshare.24728073
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Fig. 2.14 Importing an external .txt or .csv file into R

e The users can rename the files if they want, but should remember to provide the
new name and correct file path in the codes or command.

e If the user cannot manually specify the file path for files stored on the computer
system, they can follow the following steps to do so; navigate to the folder where
the files are stored on your computer, for instance, in our example case the desktop,
and then “right click” on the specific file and select “Properties” (for Windows
0OS) to see the file path details, or select “Copy file path” for Mac OS.

Now, let’s go back to the “WorkingWithDataInR” Script we created earlier, and
input the commands shown in Fig. 2.14 (lines 27-33).
As displayed in Fig. 2.14, the syntax to import the files into R are as follows:

R Object Name <- read.csv("insert filepath for txt doc here")

R_Object Name <- read.csv("insert filepath for csv_doc_here", encoding =
"UTF-8")

For instance, in our example case, the authors have used the following command:

# Importing an External .txt and .csv Data into R from the local machine

MyData.txt <- read.csv("/Users/kingsleyokoye/Desktop/a-rod-2016.txt")
View (MyData.txt)

MyData.csv <-
read.csv ("/Users/kingsleyokoye/Desktop/Import User Sample en.csv", encoding
= "UTF-8")

View (MyData.csv)
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Fig. 2.15 Example of .csv and .txt data imported into R

As shown and highlighted in Fig. 2.14, once the user has successfully imported the
files, the R objects named “MyData.txt” and “MyData.csv”’ will be automatically
created and used to store the imported files in the Environment Tab, with details of
the different variable types and number of observations displayed there in R.

Also, the user will be able to view the content of the files in the Editor window when
they run the View( ) command, i.e., View(name_of_data)—see Fig. 2.14, or Type
and Run the name of the data (object), i.e., “MyData.txt” or “MyData.csv’’ directly
in the Console tab (see Fig. 2.15).

Useful Tips:

e The read.csv( ) function assumes that your file has a header row, so by default,
the first row is taken as the name of each column.

e However, in a situation whereby there is no label for each of the columns (which is
often most likely not), the user can add the “header = FALSE” to the command (see
code below). In such a situation, R will read the first line as data, not assuming
a column header(s), done by automatically assigning a default column header
names which the user can change afterward.

MyData.txt <- read.csv("filepath for txt doc”, header=FALSE)
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2.3.3.2 Importing and Using Excel (.xlIsx) File Extension in R

Here, we will look at how to import or read .xlsx file (Excel) formats into R. In
the previous section, we used a method that points (or references) R to the location
where the files are stored on the computer. But for diversification or using different
functions or method purposes, we will show another method that can allow the users
to navigate (browse) to the location where the files are stored on the computer and
directly choose the file they want, instead of specifying the location of the file in the
code or program.

The users can download an .xIsx file example from the following source: https://
www.wisdomaxis.com/technology/software/data/for-reports/ (users are welcome to
use their own .xIsx file format if they wish to do so). Also, the example file can be
accessed via the following repository (https://doi.org/https://doi.org/10.6084/m9.fig
share.24728073) where the authors have uploaded all the example datasets used in
this book.

As shown in Fig. 2.16, download and save the file named “Data Refresh Sample
Data.xlsx” on your computer desktop.

Now, we will create an object named “MyData.xlIsx” to hold and store this file
when we import the dataset into R. As shown in Figs. 2.17 and 2.18, the syntax to
import the file into R is as follows:

C & wisdomaxis.com/tec

# Apps B Transiate @ Web of Scien B Scimago Journal E8 Scopus - Docume.. @ Uso de las tecno

HOME BLOG TABLEAU + POWERBI + saL + PYTHON + DATA SCIENCE BIG DATA HADOOP

Tableau, QlikView, PowerBl and MSBI Sample Data Excel Text Files Free Download. Projects, Retail, | , Banking, M ing, ”
Communications, Media and Entertainment, Healthcare.

s le Data Free Downloads and Links

@ .| Orders-With Nulls.xlsx
Super Stores Data for Reports, Free Downloads and Links l

=

@ y Data Blending File One.xisx

Bird Strikes Data for Reports, Free Downloads and Links i

g .1} Data Blending File Two.xisx
|

World Bank Indicators Data for Reports, Free Downloads
and Links g .y Data Join vs Data Blending.xisx

Olympic Athl Data for Rep: ., Free D loads and
Links

Fig. 2.16 .xIsx file download. (Source https://www.wisdomaxis.com/technology/software/data/
for-reports/)


https://www.wisdomaxis.com/technology/software/data/for-reports/
https://www.wisdomaxis.com/technology/software/data/for-reports/
https://doi.org/
https://doi.org/10.6084/m9.figshare.24728073
https://doi.org/10.6084/m9.figshare.24728073
https://www.wisdomaxis.com/technology/software/data/for-reports/
https://www.wisdomaxis.com/technology/software/data/for-reports/
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Fig. 2.18 Example of .xIsx data imported and stored as object in R

library (readxl)

MyData.xlsx <- read xlsx(file.choose())

attach (MyData.xlsx)

If you notice, this time we used a library named “readxl]” that allows us to imple-
ment the method or function to read the .xIsx file, which the authors will cover in
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detail in the subsequent section (Sect. 2.4) on how to install and use R packages and
libraries.

Type the above lines of code (see Lines 35-45, Fig. 2.17) in the
“WorkingWithDataInR” Script and Run the commands.

As illustrated in Fig. 2.17, when you have initiated the “readxl” library (Line 38),
and run the next line of code to read the file (Line 41); you will be prompted with a
pop-up window that allows the user to browse (navigate) to where the file is kept or
stored on the computer, e.g., in our example case, the desktop.

Once you locate the file “Data Refresh Sample Data.xlsx” where it is stored
on your computer, click on Open (see Fig. 2.17) to import the file, and then attach
the file to the object called “MyData.xlsx” by running the rest of the code (Line 44
attaches the file to the object name, and Line 45 allows the user to view the imported
file).

Now you have successfully read and attached the .xlsx file in R, you will be
presented with a screen similar to the one in Fig. 2.18. You can also Type and Run
the name of the data object (MyData.xlsx) directly in the Console tab to view the file
details (Fig. 2.18), as we have covered earlier in the previous section.

2.3.3.3 Importing and Using STATA (.dta) and SPSS (.sav) Files in R

In this section, we will look at how to import other file formats such as STATA (.dta)
and SPSS (.sav) file into R environment. In R, such files are termed as foreign or
distant files, and R has a library called “foreign” which can be used to read such
files.

We will use another method of reading files (data) into R to do this, in order to
continue to demonstrate the different ways the users can import datasets into R for
analysis.

For this example, we will point R to the “Folder” where the files are stored by
setting the folder as the working directory, and then read the data we want by just
specifying the file name.

But first, let’s download an example of .dta (Stata) and.sav (SPSS) files. As shown
in Figs. 2.19 and 2.20, go to the following URLs and download the files named:

“auto.dat”—https://www.stata-press.com/data/r8/u.html (Fig. 2.19).

“HLTH1025_2016.sav”’—nhttps://lo.unisa.edu.au/mod/book/view.php?id=646
443 &chapterid=106604 (Fig. 2.20).

***Note: the users can also directly access and download the example files from
the following repository where the authors have uploaded all the example datasets
used in this book: https://doi.org/https://doi.org/10.6084/m9.figshare.24728073.

Once, the user has downloaded the .dta (Stata) and .sav (SPSS) files and saved
them on the Desktop, go back to the “WorkingWithDataInR” Script, and enter the
following codes (see highlighted part in Fig. 2.21, Lines 47-58).


https://www.stata-press.com/data/r8/u.html
https://lo.unisa.edu.au/mod/book/view.php?id=646443&chapterid=106604
https://lo.unisa.edu.au/mod/book/view.php?id=646443&chapterid=106604
https://doi.org/
https://doi.org/10.6084/m9.figshare.24728073
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Fig. 2.19 Stata (.dta) file download. (Source https://www.stata-press.com/data/r8/u.html)
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library (foreign)
setwd ("Path_to_ Folder")

MyData.dta <- read.dta("auto.dta")
View (MyData.dta)

MyData.sav <- read.spss ("HLTH1025 2016.sav")
View (MyData.sav)

As illustrated in Fig. 2.21, we installed a library called “foreign” and then used the
set working directory function, setwd( ) to tell R where the files we will be importing

are stored (i.e., which folder the user will be working from), in this authors’ example
case, the computer desktop.
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Fig. 2.21 Importing .dta (Stata) and .sav (SPSS) file formats in R

Once the folder has been set (see Line 51, Fig. 2.21); for the rest of the code, you
can see that we only need to specify the file_name as contained in the folder (in this
case the desktop folder).

When you successfully run the codes (Lines 54-58), the datasets “auto.dta” and
“HLTH1025_2016.sav” will be imported and stored as object in R (see Fig. 2.21),
and the user will be presented with a screen similar to the one displayed in
Fig. 2.22, where they can explore the datasets and details, i.e., “MyData.dta” and
“MyData.sav”.

Finally, the users can also export any of the data types we have created so far to
the local computer by using the write.table( ) function.

For example, to export the “MyData.dta” or “MyData.csv” data we have created
to the “Desktop”, the authors have written the following command.

write.table (MyData.dta, file = "/Users/kingsleyokoye/Desktop/MyData.dta”)
write.table (MyData.csv, file = "/Users/kingsleyokoye/Desktop/MyData.csv",
sep = ",", row.names = FALSE)

***Note: Remember to write your specific own “file path” (e.g., to the “Desktop”
used in our example) when writing the code, i.e., write.table(DataName, file = file_
path_to_folder).

Over the next sections, the authors will explain some of the functionalities and
methods we have implemented so far in R in detail, including the many other useful
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Fig. 2.22 Example of .dta (Stata) and .sav (SPSS) data imported in R

functions and components that we will be exploring or come across in the future
chapters, particularly when conducting the different statistical data analysis in R in
PART II of this book.

2.4 R Objects

Understanding how R objects are created, and values assigned to the objects is key
to using R for programming or statistical data analysis. R is an “object-oriented
programming language” (Mailund, 2017; Matloff, 2011) and so everything or tasks
you perform in R is all about objects.

To create an “object” in R, the user first needs to give the object a name so that
R will know about this and then the user can use or manipulate this object anytime
they want in the program using that name. Second, the user subsequently needs to
assign a “value” or “values” to this object using the assignment operator “<-". As
illustrated in the example below, the assignment operator consists of a less than (<)
and a minus or dash (—) sign typed together.

For instance, a typical R object will be created as follows:

my_objectl <- 234
my object2 <- c("east", "west", "north", "south")
my_object3 <- read.csv("/Users/kingsleyokoye/Desktop/a-rod-2016.txt") etc

As shown in the codes above, the authors created an object called “my_object1”
and assigned it a value of the number “234” using the assignment operator (<-). In
a natural language, we will read this command as “my_objectl gets 234 as value”.
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Same principle applies to my_object2 and my_object3, we can read this as “my_
object2 gets a combination of east, west, north, and south as values”. Whereas, “my_
object3 reads a file named a-rod-2016.txt from my computer desktop and assigns the
values of this file to the my_object3”.

In order to view the values of the R objects, the user simply needs to type the name
of the object they want to view in the Console and run it, or use the View( ) function
to execute this in the Editor window as the authors have used and illustrated in most
of the example cases and tasks performed in the previous sections (see Section 2.3) of
this chapter. For example, see the illustration in Fig. 2.23.

Now that we are familiar with the concept of R objects, and have also practically
created the following objects (my_objectl, my_object2, my_object3); R will know
about these objects and what information is contained in them (remember, you can
view all the details of the different objects in the workbench through the Environment
Tab—see Fig. 2.23).

So, in practice, one can use those objects we have created anytime they want or
further manipulate/extend the objects in the different tasks or analyses, as we will
illustrate further in the coming sections.

For example, as shown in Fig. 2.23 (Line 7), we create a fourth object called
“my_object4” that will hold the following numbers: 234, 456, 789, 123, and then
merge this object (my_object4) with the existing “my_object2” to create a new set
of information or data called “my_object5” (see Fig. 2.23, Line 9).

To do this, we first need to create the my_object4 as follows:

my object4d <- c(234, 456, 789, 123)

errey” “Culdod Juarez™ “Tampico” “Saltil
ale” “Male” “Male” “Femsle” “Femal

U IR T
2131321

Fig. 2.23 Creating R objects
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Then we will create “my_object5” by merging “my_object2” and “my_object4”.

my object5 <- c(my object2, my objectd)

Now, type “my_object5” in the Console to see the new information or data we
have created.

Output:

> my_object5
[1] "east" "west" "north" "south" "234" wa5En n7ggn nio3n

Furthermore, instead of merging the following two objects (my_object2, my_
object4) with different Character (chr) and Numerical (num) values; let’s create
a dataframe that will assign each of the values (num) in my_object4 (i.e., 234,
456, 789, 123) to the corresponding values (chr) in my_object2 (i.e., “east”, “west”,
“north”, “south”) as a table using dataframe.

To do this, we can use the following syntax (see Fig. 2.23, Line 11):
my_ object5 <- data.frame (my_object2, my_ objectd)
Now, type “my_object5” in the Console to see the dataframe we have created

and how we have structured and changed the characteristics of the resultant or
corresponding object (Fig. 2.23).

> my object5
my_object2 my object4d

1 east 234
2 west 456
3 north 789
4 south 123

The user can also use the view( ) function to display the data through the “Source
Code Editor” window.

As illustrated in this section and examples so far, this is how R keeps track of all
the objects the users create during the running or respective R sessions.

2.5 R Vectors: Vectorization and Factorization

Creating and working with “Vectors” in R can serve as a more organized way of
handling too many or complicated R objects. As we demonstrated in the previous
section (Sect. 2.4) e.g., with regards to how we created the “my_object5” in R. A
lot of the time, when using R, the users will want to progress further or create more
complicated R objects. Fortunately, R has a vast range of functions that can help the
users do this.

Basically, an R function or method can be referred to as an object that contains a
series of instructions defined to perform a specific job.
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By default, R comes with over thousands of packages already defined to help the
users in performing the different tasks, functions, or data analyses ( these are covered
in the next Sect. 2.6 of this book). As soon as the users get conversant with R or the
data analysis tasks in R become more advanced, they will find that in some cases they
may or will need to define their own functions in order to perform some customized
or additional/specific tasks that are tailored to their needs, goals or objectives.

2.5.1 Creating and Working with Vectors in R

Here, the authors will demonstrate what a simple function in R is; and how to
create what is called the vectors, which is simply a type of R object but with same
type (kind) or sequence of elements (components) contained in it. For illustra-
tion purpose, we can define a “vector” as a single column in an Excel spreadsheet
in which the values are usually of the same type, e.g., either numbers or characters
but not a mixture of both. We have covered some of these in the previous section
(Sect. 2.3), but we will explain this in detail here.

Note:

1. A function in R is syntactically (always) followed by a pair of round brackets
(), i.e., functionName( ) even when there is nothing defined in between the
brackets.

2. The argument of a function are always placed inside the brackets (), and if there
are more than one argument, are separated using commas.

Keeping these views in mind, in order to demonstrate what a vector is, and how
we can use the different functions in R to manipulate this. The first function we
will look at is the concatenate function, i.e., ¢( ). This function is very useful when
joining together a series or sequence of values and then storing the values (elements)
in a data structure called the vector.

To do this, let’s create a new Script or go to the “WorkingWithDataIlnR” script we
have created in the previous examples, and type the following command as shown
in Fig. 2.24.

My Vector <- c(10, 25, 34, 45, 53, 67, 77, 80, 98, 100)

In the example code above, the authors created an object called “My_Vector”
and assigned it a value or some elements (i.e., 10, 25, 34, 45, 53, 67, 77, 80, 98, 100)
using the concatenate function ¢( ).

As the reader can see, the above vector is similar to the R objects (i.e., Student-
Name, Gender, Campus, Region, Group, and Grade) we have created when creating
the Students.ExampleData in Fig. 2.11 (see Sect. 2.3.2). We can also use those
objects define there in Sect. 2.3.2 to illustrate the further example functions to work
with our vectors.
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To illustrate the use of vectors in R, for example, we can calculate the mean,
variance, standard deviation, and length (number of elements) in any of the listed
objects (Grade, Group, Campus, My_Vector) using the mean( ), var( ), sd( ), and
length() functions as shown in the following codes (see Fig. 2.24).

mean (My_Vector)
var (Grade)
sd (Group)

length (Campus)

# returns the mean of My Vector object

# returns the variance of Grade

# returns the standard deviation of Group

# returns the length of Campus

Itis also important to mention that, in case the user wants to use any of the resulting
values or output (e.g., the variance of the Grades) later in the individual or further
analysis, then they can decide to assign this result or value to another object, e.g.,
called “Grade_variance” (see Code below, Fig. 2.24).

Grade_Variance <- var (Grade)

Grade_Variance

Now, when the user type and run the “Grade_variance” object, as shown in Line
27 in Fig. 2.24, same value or result for the command or function var(Grade) is

returned.
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2.5.2 Understanding Sequence in Vectors

R users can create a vector that contains a “regular sequence of values”, e.g.,
in ascending or descending order using the colon symbol “:” (see Lines 29-33,
Fig. 2.24).

my Sequence <- 1:20 # creating sequence in ascending order
my_Sequence

my Sequence2 <- 20:1 # creating sequence in descending order
my_Sequence2

The users can also use or experiment with other useful functions used to generate
vectors, e.g., using the seq( ) and rep() functions.

For example (see Fig. 2.25):

One can use the seq() function to generate a series or order of numbers from 10
to 20 in steps of 0.5,

my_ Sequence3 <- seqg(from = 10, to = 20, by = 0.5) # create sequence in Steps
my_ Sequence3

or

Use the rep() to replicate (repeat) a String (chr) value for a specified number
of times, e.g., repeat the value “North” ten (10) times, as shown in the following
command

Region <- rep (“North”, times = 10)
Region

Likewise, the users can uniformly repeat elements of a series (see Fig. 2.25):

my_Sequence4 <- rep(5:10, each = 3) # repeats each element 3 times
my Sequenced

or

> my_Sequence3 <- seq(from = 10, to = 20, by = 0.5) # create sequence in Steps
> my_5equence3
[1] 10.0 10.5 11.9 11.5 12.0 12.5 13.0 13.5 14.0 14.5 15.0 15.5 16.0 16.5 17.0 17.5 18.90
[18] 18.5 19.0 19.5 20.90
> Region <- rep("North", times = 1@)
> Region
[1] "North™ "North" "North"™ "North" "North" "North™ "North" "North" "North™ "North"
> my_Sequenced <- rep(5:10, each = 3) # repeats each element 3 times
> my_Sequenced
[1] 5 55 6 6 6 7 7 7 8 B 8 9 9 9101010
> my_objectZ_rep <- rep(my_objectZ, each = 2) # repeats each element in my_objectZ two times
> my_objectZ_rep
[1] "east”™ “east” “west” “west” “north”™ "north” "south” "south”

Fig. 2.25 Sequence and repeating of elements in a vector
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Repeat a non-sequential series e.g., using the previously defined “my_object2”
object (see Sect. 2.3).

my object2_rep <- rep(my object2, each = 2) # repeats each element in
my_object2 two times

my object2_rep

2.5.3 Extracting and Replacing Elements in Vectors

In R, the users can use the square bracket [ ] notation to extract elements or values
from a vector, or use a combination of the square bracket [ ] notation along with
the assignment operator <— to replace elements or values in a vector. This is known
as “indexing” or “subscripting”.

2.5.3.1 Extracting Elements (Values) in Vectors

To extract values at a particular position in a vector, the user simply will type the
position of the specified value inside the square bracket [ ]. For example, let’s use
the “StudentName” and “My_Vector” objects we created earlier in the previous
examples to do this (see Sect. 2.3.2 and 2.5.1).

As shown in the commands below (see Fig. 2.26), we are going to extract the 4th
value of the R object “StudentName” and the 7th value of the “My_Vector” object.

> StudentName
[1] “AB" "BC" “CD*" "DE® "EF" “FG" "GH" "HI" "I]J* “IK"

> StudentName[4] # extracts the 4th value
[1] “DE”
> My_Vector

[1] 1@ 25 34 45 53 67 77 80 98 100
> My_Vector[7] # extracts the 7th value
[1] 77

> StudentName
[1] "AB™ “BC"™ “CD" "DE™ “EF™ "FG" “GH™ “HI" "IJ" "JK"
> StudentName[c(Z2, 4, 9)]
[1] "BC™ "DE™ "“I1J)~
> My_Vector
[1] 1@ 25 34 45 S3 67 77 8@ 98 100
> My_Vector[2:6]
[1] 25 34 45 53 67
> Grade
[1] 85 90 S@ 8@ 95 9@ 97 84 86 98
= Grade[Grade > B@]
[1] 85 99 95 9@ 97 84 B6 98
> Grade > B@
[1] TRUE TRUE FALSE FALSE TRUE TRUE TRUE TRUE TRUE TRUE

>

Fig. 2.26 Extracting values in vectors in R
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StudentName[4] # extracts the 4t value from StudentName

My Vector([7] # extracts the 7" value from My Vector

Furthermore, the users can extract more than one value from a vector using the
concatenation function ¢( ), e.g., in the code below the authors illustrates that we can
extract the 2nd, 4th, and 9th values from the “StudentName” object (see Fig. 2.26).

StudentName[c (2, 4, 9)] # extracts the 27, 4th, and 9*" values in StudentName

or,
Extract a range of values using the colon (:) notation, e.g., we can extract the range
of values from the 2nd to the 6th value in the “My_Vector” object (see Fig. 2.26).

My Vector[2:6] # extracts the 2" to 6" values in My Vector

Interestingly, the user can also use a logical expression to extract values from
vectors. For instance, in the “Grade” object we defined earlier (see Fig. 2.11,
Sect. 2.3.2), we can check and extract the values which are greater (>) than 80
by using the following command (see Fig. 2.26).

Grade[Grade > 80] # extracts values greater than 80 from the Grade

Here, what R has done is to return the values that fulfill or meet the given logical
condition or expression. In this case, for the ten values contained in the Grade object
(i.e., 85,90, 80,80,95,90,97, 84, 86, 98) ituses the TRUE or FALSE bolean condition
to calculate this.

Type the following command to see how R does this:

Grade > 80
# R will assign the TRUE or FALSE values to the numbers in Grade and returns only
the values that are TRUE

[1] 85 90 80 80 95 90 97 84 86 98
[1] TRUE TRUE FALSE FALSE TRUE TRUE TRUE TRUE TRUE TRUE

***For further practice and hands-on illustrations, the readers can also experiment
with the:

e less than < sign
e greater or equal to >= sign
e less or equal to <= sign
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2.5.3.2 Replacing Elements (Values) in Vectors

Now, let’s look at how to replace a value(s) in a vector in R. Users can replace
(or change) the values or elements contained in a vector using the square bracket
[ ] notation along with the assignment operator <— in R.

For illustration (see Fig. 2.27); let’s replace the Sth value in the “My_Vector”
object (Sect. 2.5.1) from number “53” to number “100”.

To do this, type the following command.

My_Vector # displays the current My Vector object
My Vector [5] <- 100 # replaces the 5t value with 100
My_Vector # displays the current My Vector after replacing the 5% value

Interestingly, the users can even replace more than one value or replace based on
some logical expression.

For instance:

Let’s replace the 3rd, 6th, and 9th values in the “Grade” object with 100.

Grade[c(3, 6, 9)] <- 100 # replaces the 3rd, 6th, and 9th values in Grade
with 100

or,
Replace the values in “My_Vector” object that are greater than or equals to 45
with 100.

My Vector [My Vector >= 45] <- 100 # replaces values in My Vector that are
greater than or equal to 45 with 100

> My_Vector

[1] 10 25 34 45100 67 77 80 938 100
> My_Vector [S5] <- 10@

> My_Vector

[1] 1@ 25 34 45 100 67 77 80 98 100
> My_Vector [5] <- 53

> My_Vector

[1] 10 25 34 45 53 67 77 80 98 100
> My_Vector

[1] 1@ 25 34 45 53 67 77 80 98 100
> My_Vector [5] <- 10@

> My_Vector

[1] 1@ 25 34 45 100 &7 77 80 98 100
> Grade[c(3, 6, 9)] <- 100

> Grade

[1] 385 90 100 3@ 95 100 97 B84 100 98
> My_Vector

[1] 1@ 25 34 45 100 67 77 80 98 100
> My_Vector [My_Vector >= 45] <- 100

> My_Vector

[1] 1@ 25 34 100 100 100 100 100 100 100

>

Fig. 2.27 Replacing values in vectors in R
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2.5.4 Vectorization in R

As we can see and practiced in the previous section (Sects. 2.5.1-2.5.3), vectorization
is an important method in R as this means that any referenced or defined function(s)
will apply to all the values (elements) contained in the vector without having to apply
the function(s) individually or separately on each element in the vector.

Let’s take a look at the following example shown in Fig. 2.28; if we want to
multiply each value in the “My_Vector” object by 10 (see Sect. 2.5.1), we will
simply use the following command:

My Vector # displays the current My Vector object

My Vector * 10 # multiplies each value in My Vector by 10

For further illustrations, we can add, divide, or multiply the values contained in
two different (separate) vectors.

For instance, let’s use the “My_Vector” and “Grade” objects (see Sects. 2.3.2
and 2.5.1) to demonstrate this. Type and execute the following command, and inspect
the results as shown in Fig. 2.28.

My Vector + Grade # add the values in My Vector with the corresponding values
in Grade

My Vector / Grade # divides the values in My Vector with the corresponding
values in Grade

My Vector * Grade # multiplies the values in My Vector with the corresponding
values in Grade

> My_Vector

[1] 10 25 34 100 100 100 100 100 100 100

> My_Vector * 10

[1] 100 250 340 1000 1000 1000 1000 1000 1000 1000

> My_Vector

[1] 10 25 34 100 100 100 100 100 100 100

> Grade

[1] 85 90 100 80 95 180 97 84 100 98

> My_Vector + Grade

[1] 95 115 134 180 195 200 197 184 200 198

> My_Vector / Grade

[1] ©.1176471 0.2777778 ©.3400000 1.2500000 1.0526316 1.0000000 1.0309278 1.1904762
[9] 1.0000000 1.0204082

> My_Vector * Grade

[1] 850 2250 3400 3000 9500 10000 9700 3400 10000 9300

>

Fig. 2.28 Vectorization in R
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2.5.5 Factorization in R

Factors in R can be defined as a set(s) of data structure used for elements (or values)
that take pre-defined states or a finite number of values, e.g., categorical, nominal,
or continuous datasets.

For example, let’s look at the “Gender” data field or variable in the earlier example
Students.ExampleData dataset (Sect. 2.3.2, Fig. 2.11).

> Gender
[1] "Male" "Female" "Male" "Male" "Female" "Female" "Male" "Female" "Male" "Female"

The key point to note here is; while the values of the “Gender” variable are
defined as Characters (categorical variable), i.e., “Male” and “Female”. However in
many cases, these values are required to be stored as integers for R to be able to
handle or compute them when conducting the different statistical data analysis or
data visualizations, by associating them with unique integer values called “Factors”.

The factor( ) command is used to create and modify factors in R.

Now, let’s look at an example of how to do this. As shown in Fig. 2.29, particularly
Line 90, type the following command to factor the “Gender” variable.

class (Gender) # shows the class of the Gender variable

Gender <- factor(c("Male", "Female", "Male", "Male", "Female", "Female",
"Male", "Female", "Male", "Female"))

class (Gender) # displays the class of the Gender variable after
Factoring

WorkingWithDatalnR.R* O R Objects dema.R® © | R packages demo.R* MyData.sav MyData.dta MyData.xlsx » =

Source on Save , S +Run | Source -

1 57 Gender
I 88  class(Gender

1 99 Gender <- foctor(c("Male™, “Female”, “"Male®, “Male®, “Female”, “Female®, “"Male”, “Female”, “Male®, “Female
192  class{Gender

194 levelsiGender
195 nlevels(Gender

196
1
197 Gender <- foctor(Gender, levels - 9:1, lobels = c{"Female”, "Male
B e B e J'
29
109
1
'.-..-T: Top Level = R Script =
Console  Terminal Jobs =

~[MyFirstR_Project/

= IhyFirstr_p

1 Ta" - = - ot - - - = -
| > Gender <- c("Male”,“Female™, “Maole” “Male”,“Female” “Female”,“Male” “Female”,“Male”,“Female®)
> class{Gender) # shows the class of the Gender variable

} > closs(Gender) # shows the class of the Gender voriable after Foctoring
1 [1] ~factor”
!> levels(Gender)
l 1

1

1

1

=
1
1
1
1
1
- factor(c("Male®, “Femole®, “Male™, “Male”, “Female™, “Female®, “Male™, “Female®, "Male™, “Female®)) :
1
1
1
I
[1] “Female" “Male" :

1

1

Fig. 2.29 Factoring in R (factorization)
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When the above command is executed, by default, R will assign a number value
of “1” to the level “Female” and “2” to the level “Male”. This is because the letter “F”
comes before “M”, despite the fact that in the data or variable (Gender) the first value
in the list is male. We can check these details using the levels () function, or check
the number of levels using the function nlevels() as shown below (see Fig. 2.29,
Lines 94 and 95).

levels (Gender)

nlevels (Gender)

Now, let’s try another method in factoring; the users can decide to set their own
levels, rather than using the default assignment by R. To do this, type the following
command:

Gender <- factor (Gender, levels = 0:1, labels = c("Female", "Male"))

In the above command, what the authors have done is to assign the level “0” to
“Female” and “1” to “Male”.

Note: Even though, R after factoring recognizes the “Gender” variable as a factor
by assigning the levels 0 and 1 to the “Female” and “Male” values; the values still
exist as String, except we decide to convert them into another form (e.g., numeric)
which is completely another different task from the way R recognizes the values, as
we will illustrate in the next section.

2.5.5.1 Converting Factors into Other Data Types

The users can convert a Numeric (num) or Character (chr) value to Factor, Factors
to Numeric or Character values, vice and versa. The functions used to do this are as
follows: as.numeric( ), as.factor( ), and as.character( ), respectively.

To illustrate this, let’s take a look at the Students.ExampleData dataset (see
Fig. 2.30). Type the following command to display the data:

str (Students.ExampleData) # display class or R object before converting

Now, we will convert the following variables;

“StudentName” (chr) variable - to Factor
“Gender” (chr) variable - to Factor, and then - to Numeric (num)
“Group” (num) variable - to Character (chr)

Type the following command, as shown in Fig. 2.30.
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seriptR® © | WorkingWithDatalnR R* © | R Objects demo.R* © R packages demo.R* MyData.sav MyData.dta L I |
kH [Seurceonsave O - +Run S+ = Source -

182
103

T R R L P o e 3
1185  str(Students.Exanpledata ]
1186 :
1187  Stud .ExampleDatas as. factor Examplel: ]
heu :
1183  Students.ExompleDotaiGender <- as,foctor{Students, ExampleDotaiGender i
:110 Students . ExampleDataiGender <- as.numeric Exampl .ExompleDataiGender :
1111
112 Students . ExampleDataiGroup as ., characterStudents . ExampleDatasGroup i
1113
1114  str(Students.ExompleData :
s '
\
116
nur
118
19

125:1  (Top Level £ R Seript ©
Console  Terminal Jobs —i=
~/MyFirstR_Project/

R b, > str{Students FxaqugleData) 2 display class before converting
FEETEYY vdato.frome': 1 10 . of & varigbles:

$ StudentNaome, chr FAB™ “BC™ "(D" "DE ...

$ Gender chr PMale” “Female” "Male™ “Male™ ...
$ Campus chr [Monterrey” “Cuidod Juorez® “Tempico™ “Saltille”™ ...
5 Region chr FNorth™ “North™ “North™ “North™ ...
$ Group num 232131321
$ Grode _um B5 90 100 80 95 100 97 84 100 98

Exampl me <- as.factor(st .ExampleData$! )]

>
> Students.ExompleData$Gender <- as.factor(Students.ExaspleDataSGender)
> Students.ExampleDotadGender <- as.nuseric(Students.ExampleData$Gender)[Students . ExampleDatasGender]
> Students.ExompleData$Group <- as.character(Students. ExampleData$Group)

str{Students FxompleData) # display class after converting
‘data.frame’: | 10 obs) of 6 voriables:

$ StudentName; Factorw’ 10 levels “AB","BC","CD",..: 123456789 10
$ Gender mm 11211221212

$ Campus chr “gonterrey” “Culdad Juarez” "Tempico™ "Saltille”™ ...
$ Region chr “Morth™ “North® “North™ “Morth™ ...

$ Group C o S

5 Grode _num 23 90 100 8@ 95 100 97 34 100 98

Fig. 2.30 Converting factors to other data types

Students.ExampleData$StudentName <- as.factor (Students.ExampleData$StudentName)

Students.ExampleData$Gender <- as.factor (Students.ExampleData$Gender)
Students.ExampleData$Gender <-
as.numeric (Students.ExampleData$Gender) [Students.ExampleData$Gender]

Students.ExampleData$Group <- as.character (Students.ExampleData$Group)

str (Students.ExampleData) # display class after converting

***Users can view the new updated dataset or information via the Environment
Tab (upper right window) in R. Feel free to experiment and practice with the different
datasets we have covered and currently have stored there as R objects.

2.6 R Packages and Libraries

By definition, “R packages” are a collection of functions, datasets, and other
help and support files that are codified into a well-defined structure, so that the users
can be able to download and install them in R for different data analysis, modeling,
or visualization purposes (Douglas et al., 2020). When you first install R on your
computer; by default, it comes with many standard packages that you will normally
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use to perform the different tasks or data analysis in R. Although, the more you
become familiar and use R to perform more customized projects or applications, you
will notice at some point that you may require or need to extend the capabilities of
the R functions. This is where the users need to install some extra packages that are
not already in R by default.

The official repository to download R packages is through the CRAN reposi-
tory (https://cran.r-project.org/web/packages/) which can also be accessed via the
RStudio environment. Although other sources exist such as GitHub: https://github.
com/ (a website that hosts git repositories for all sorts of software and projects
including R), and Bioconductor: https://www.bioconductor.org/ (that hosts a number
of R packages oriented toward bioinformatics).

There are two ways the users can install R packages from CRAN,

1. Either, by installing the package(s) you want to install directly in R through the
Console using the install.packages( ) function.

2. Or, by directly visiting the CRAN website (https://cran.r-project.org/web/pac
kages/), browse and download the specific package(s) you want to install, and
then upload the downloaded file to RStudio or environment.

Either way, we will demonstrate how the users can do this in R.

For the first method, the users can make use of the install.packages( ) function to
install the packages directly through the Console. For instance, if you want to install
the packages named “abind” and “cluster”, you will need to type the following
command as shown in Fig. 2.31 (make sure you have an internet connection to your
system as the files will be downloaded and installed from the web):

install.packages ("abind")

install.packages ("cluster")

Additionally, but not necessarily in all cases, the users can confirm that any other
additional packages (dependencies) that may be needed in order to install the selected
package are also installed by using, for instance, the following code:

install.packages ("abind", dependencies = TRUE)

Furthermore, once the user has installed any of the R package(s) on the computer
system; by default the installed package(s) are not available to use immediately.
Therefore, as shown in the 2nd step in Fig. 2.31, in order to use an installed package,
the user will also need to run or load the package by using the library( ) function. For
example, to use the installed packages “abind” and “cluster”, the user will need to
run the following command:

library(abind)

library(cluster)


https://cran.r-project.org/web/packages/
https://github.com/
https://github.com/
https://www.bioconductor.org/
https://cran.r-project.org/web/packages/
https://cran.r-project.org/web/packages/
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wript.R* O | WorkingWithDatalnR.R © ' R Objects demo.R* O | R packages demo.R MyDatasav 3 [
Source on Save X S * Run s Source -
1 Install R packag ng install.packages() function
r‘-’- ——————————————— -
3 install.packages(“abind") | I R — y
i
: 4 install.packages(“cluster”™) : """""" SteP 1
D e e LT
6
7 E k I 1 t load k r I
I-.a --------------
1 9 libraryCabind)
: 1@ library(cluster)

14 update.packages(ask = FALSE)

12:1 (Top Level) = R Script =

Console  Terminal Jobs —

~/Desktop/

f > install.packages(“abind™)
trying URL ‘https://cran.rstudio.com/bin/macosx/contrib/4.0/abind_1.4-5.tgz’
Content type ‘application/x-gzip' length 61580 bytes (6@ KB)

downloaded 6@ KB

-

The downloaded binary packages are in
/var/folders/4d/4w31 fcz1359bmgdz_vcskly@oo0dgn/T//RtmpiHghNtk/downloaded_packages
> install.packages{"cluster”)
trying URL "https://cran.rstudio.com/bin/macosx/contrib/4.0/cluster_2.1.0.tgz"
Content type ‘application/x-gzip' length 586126 bytes (572 KB)

downloaded 572 KB

The downloaded binary packages are in

/var/folders/4d/4w3l fcz135 z_veskly /T//RtmpiHgNtk/downloaded_packages
> libraryCabind)
> library(cluster) 1

Fig. 2.31 Installing R packages through the console

Now, let’s look at the second option on how to directly install R package(s) on your
system by visiting the CRAN website (https://cran.r-project.org/web/packages/).

There are two ways the users can do this. For the first method as shown in
Fig. 2.32, you can visit the CRAN website via the browser, then browse and down-
load the specific package(s) you want to install, and then upload the downloaded file
to RStudio.

The second method, as shown in Fig. 2.33, is to search for the R package(s) from
the CRAN website via the Files/Packages Tab in RStudio.

As demonstrated in Fig. 2.33, when you click on the “Install” tab or button (see:
Step 1), you will be prompted with a pop-up window where you can search for the
specific package(s) you want to install on your system. Search and find the package(s)
you want to install (see example in Fig. 2.34), then click on the “Install” button to
install it. Also, remember to check the “Install dependencies” box (see Fig. 2.33) in


https://cran.r-project.org/web/packages/
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“ C & cran.r-project.org/web/packages/

i Apps By Translate @ Webof ScienceM.. [y Mail - Kingsley Ari.. [l Scimago

Available Packages
Currently, the CRAN package repository features 16769 available packages.
Table of available packages, sorted by date of publication
Table of available packages, sorted by name

Installation of Packages

PSR——

Fig. 2.32 The CRAN website to download R packages
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Fig. 2.33 Installing R packages through the file/packages tab

order to confirm any other additional packages (dependencies) that may be required
in order to fully install the selected R package.

Lastly, just like every other program or software, occasionally the users may be
prompted or will want to update previously installed package(s) on the system in
order to continue to get access to new functionalities or fixing of bugs. Users can
use the update.packages( ) function to update (CRAN) packages already installed
or are existing on the system library (see Line 14, Fig. 2.33). Alternatively, you can
click the “Update” button on the File/Packages Tab (see Fig. 2.34) to perform this
task.

update.packages (ask = FALSE)
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Fig. 2.34 Searching for R packages in RStudio

***Users can include the “ask = FALSE” argument to avoid being prompted to
confirm each time, every package(s) that the system will be updating***.

2.7 Plots and Data Visualization

Apart from analyzing, modeling, and exploring datasets in R; it is also a great tool
for creating almost any type of visualization or graph. Here, the authors take a look
at some simple ways to visualize graphs or plot data in R.

For instance, let’s explore the dataset we imported earlier in R called
“MyData.xlsx” (see Sect. 2.3.3.2 and Fig. 2.35).

str (MyData.xlsx) # view data properties
History © i Tutorial =
= H # Import Dataset = & List = -

Tk Global Environment =

© MyData.xlsx 22 obs. of 5 variables
Ship Mode : chr "Regular Air" “Delivery Truck” “Regular Air" “Regular Air" ...
Profit : num -213.25 457.81 46.71 1198.97 -4.71 ...
Unit Price : num 38.94 208.16 8.69 195.99 5.28 ...
Shipping Cost: num 35 68.82 2.99 3.99 2.99 ...
Customer Name: chr “Muhammed MacIntyre® “Barry French” “Barry French” “Clay Rozendal™ ...

Fig. 2.35 Example dataset (MyData.xlIsx) for plotting
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Let’s plot some of the variables in this data using different R functions that can
be used to visualize the dataset. This includes; plot( ), hist( ), and barplot( ), etc.

Now, type and run the following codes in the source code editor and view the
results as shown in Figs. 2.36, 2.37, and 2.38, respectively.

# Simple plot

plot (MyData.xlsx$Profit)

# Plotting Histograms
hist (MyData.xlsx$ Unit Price’)

# Plotting Barplots
barplot (table (MyData.x1lsx$ Ship Mode'))

Other Useful Tips:

1. When you use the plot( ) function, R usually uses its own default style to plot
the graph, which a lot of time may be plotted as a Scatter plot.
2. For hist( ) function, before you can plot other types of variable, e.g., Character
(chr), you will need to convert the vector or factor to numeric (num) value as we

have covered earlier in the previous section (see: Sect. 2.5.5) of this chapter.

3. For barplot( ) function, if you want to plot a single variable, e.g., the “Shipping
Mode” variable in the “MyData.xlsx” dataset, you will need to create a table to
hold the values in the vector using the table( ) function.
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Fig. 2.38 Plotting BarPlots in R
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4. The “$” sign, for instance, in plot(MyData.x1sx$Profit)is used to tell the program
which variable (value) to select from the specified data.

Furthermore, one good thing about R is that it allows the users to define
(customize) how they want to display the graphs or plots.

For instance, as illustrated in the following figures (Figs. 2.39 and 2.40), the
authors have used the following code to customize the histogram and barplot (see
Figs. 2.37 and 2.38) to produce the information we want as more clearly and
specific as defined by ourselves.

# Customizing graphs in R

hist (MyData.xlsx$ Unit Price’,
breaks = 20, xlim = c¢(0,510), ylim = c(0,10), col = "blue",
main = "Histogram Plot for Shipping", xlab = "Unit Price for Shipping",
ylab = "Item_ Count")

barplot (table (MyData.x1lsx$ Ship Mode'),
horiz = TRUE,

cex.names = 0.55,
las = 1,

col = rainbow(3),
xlim = c (0, 20),

main = "Barplot for Shipping Data",
xlab = "Shipping Count"
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Fig. 2.39 Customizing histogram in R
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Fig. 2.40 Customizing barplot in R

Lastly, we will look at how to plot and compare relationships between variables
(i.e., one variable vs another variable), particularly common among the researchers
or data analysts when conducting different statistical analyses for research purposes
or technical reports, for example.

Let’s illustrate this using a package called “ggplot2” which is the latest upgraded
version of the ggplot package and library at the time of writing this book, there may
be other newer version in the subsequent future. The ggplot2 is an open-source data
visualization package for the R statistical programming dedicated to the visualiza-
tion of data. It impressively improves the aesthetics and quality of the graphs by
declaratively creating graphics, based on the Grammar of Graphics (GG).

As an example, we will plot the “Unit Price” versus “Profit” variables in the
“MyData.xlsx” data (see Sect. 2.3.3.2) using the ggplot2 package and library.

First, download and install the “ggplot2” package (as explained earlier in the steps
described in Sect. 2.6) (see Fig. 2.41).

install.packages ("ggplot2")
library (ggplot2)

Once you have installed and run the library for the ggplot2, type and run the
following command as shown in Fig. 2.41 (Lines 149-154).
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Fig. 2.41 Data visualization using the ggplot2 package and library

ggplot (MyData.xlsx, aes(x = 'Unit Price’, y = "Profit")) +
geom_point (color= "navyblue", size = 2, alpha=.8) +
geom_smooth (method = "1lm") +
labs(x = "Unit Price for Shipping",

y = "Profit for Shipping",

title = "Plot comparing Unit Price vs Profit")

***Now, the authors invite the readers and are confident that the readers can work
with data in R and experiment with and plot the different data and variables we have
covered so far in this chapter.

2.8 Summary

To summarize the content of this chapter; the authors covered how to work with
data in R, including the different functions that R users can use to create or import
data in RStudio for further analysis and visualizations. We looked at what R Vectors
and Factors are. Then we covered how to install R packages and libraries for data
analysis and manipulations or calculations. Lastly, we looked at different ways the
users can plot or visualize the data and graphs in R. In the next remaining chapters in
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this Part I of the book, the authors will introduce the users to How to conduct the test
of normality and reliability of data in R (Chap. 3), Choosing between parametric and
non-parametric tests (Chap. 4), Understanding the difference between dependent and
independent variables in research experiments and hypothesis testing (Chap. 5), and
an Introduction to understanding the different types of statistical data analysis and
methods (Chap. 6), as a foundation to introducing the readers to the topic of different
types of statistical data analysis for research using R, which the authors presents in
the second (Part II) of the book.
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Chapter 3
Test of Normality and Reliability of Data | <
inR

3.1 Introduction

In scientific research and statistics, assessment of normality and reliability of data is
commonly a good practice, and a lot of the time, a necessary test performed by the
users before conducting the different statistical analysis and procedures.

In theory, data normality tests are performed to assess if a data sample is well
modeled by a normal distribution. In other words, the probability bell-shaped density
curve described by its mean and standard deviation with the extreme values assumed
to have no significant impact on the mean value (Mishra et al., 2019; Vaclavik et al.,
2020). The importance and relevance of these measurements and data distribution
in determining the direction or type of research carried out by the researchers are
discussed in detail in Chap. 4 of this book. The test for normality of data for research
is a fundamental assumption and has a significant role in statistics (particularly
in parametric tests), especially for the purpose of experimentation and testing, for
instance, the researchers or analysts can test whether the hypothesis developed by
them fulfills the underlying assumptions or not (Vaclavik et al., 2020).

Some example of the most commonly used types of test for “normality” of data
in the available literature include but to mention a few: Kolmogorov—Smirnov (K-S)
and Shapiro—Wilk (S-W) tests, Lilliefors corrected K-S test, Anderson—Darling test,
Cramer—von Mises test, D’ Agostino skewness test, Anscombe—Glynn kurtosis test,
D’ Agostino—Pearson omnibus test, and Jarque—Bera test, (Ghasemi & Zahediasl,
2012; OZTUNA et al., 2006; Peat & Barton, 2005; Thode, 2019), etc.

On the other hand, the test for reliability of data or research instruments determines
the extent (consistency of measures) to which the scales or variables (items) in
the available data are capable of producing a reliable (coherent) result (de Barros
Ahrens et al., 2020; Taber, 2018). The reliability and validity of data samples and
size is a test mainly carried out by the researchers to demonstrate that the scales
that have been construed or adopted in the questionnaires or research instrument are
fit for the purpose of experimentation and analysis (Taber, 2018). Some example
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of the commonly used types of tests for the “reliability” of data samples in the
literature includes: Cronbach’s alpha test (Taber, 2018; Tavakol & Dennick, 2011),
Cohen kappa coefficient test (Carpentier et al., 2017), Exploratory Factor Analysis
(EFA) (de Barros Ahrens et al., 2020; Goni et al., 2020), Principal Component Factor
Analysis (PCA) (Isnainiyah et al., 2019), etc.

Itis noteworthy to mention that with large sample sizes (n > 30 or 40), the violation
of the data normality or assumption should not necessarily be a concrete factor or
problem when conducting statistical analysis for research especially the parametric
methods (Elliott & Woodward, 2007; Ghasemi & Zahediasl, 2012; Mishra et al.,
2019; Pallant, 2007). In other words, the researchers can still use any of the parametric
methods or procedures that they find fitting for their experiments or data analysis
even when the data are not normally distributed (which a lot of the time are attributed
to the non-parametric procedures) for the large enough sample sizes (rn > 30 or 40)
(Taber, 2018).

Over the next sections of this chapter, the authors will introduce the readers
to how to conduct the most frequently used types of test for data normality and
reliability in the literature; Kolmogorov—Smirnov (K-S) and Shapiro-Wilk (S-W)
tests for normality (Sect. 3.2), and Cronbach’s alpha test for reliability (Sect. 3.3) in
R statistics (Rstudio, 2023).

3.2 Test of Data Normality in R: Kolmogorov-Smirnov
(K-S) and Shapiro-Wilk (S-W) Test

Kolmogorov—Smirnov (K-S) and Shapiro—Wilk (S-W) tests are a great way to deter-
mine if variable(s) in a dataset are normally distributed. The default hypothesis for
testing whether a given data is normally distributed is /F' the p-value is greater than
0.05 (p>0.05) and the test statistics above 0.5, THEN normality is assumed, ELSE IF
the p-value is less than or equal to 0.05 (p < 0.05) THEN normality is not assumed.

We will demonstrate how to conduct the data normality tests using the
Kolmogorov—Smirnov (K-S) and Shapiro—Wilk (S-W) methods in R. We will do
this in five steps as shown in Fig. 3.1.

To start, Open RStudio and Create a new project or you can open the existing
example project we have created in the previous chapter (Chap. 1) called “MyFirstR_
Project.Rproj” which the authors will be using to illustrate the examples in this
chapter. Once the user have the RStudio and R Project opened, Create a new RScript
and name it “NormalityTestDemo” or any name of your choice (the readers can refer
to Chap. 1 on how to do these steps).

Now let’s download an example file that we will be using to demonstrate the
Kolmogorov—Smirnov (K-S) and Shapiro—Wilk normality tests in R (***the readers
are also welcome to use any pre-existing data or file format of their choice***).

Visit the following link as shown in Fig. 3.2 and download the.csv file named
“Sample CVS Files” and save this on your computer desktop: https://www.learni
ngcontainer.com/sample-excel-data-for-analysis/#Sample_CSV_file_download.


https://www.learningcontainer.com/sample-excel-data-for-analysis/#Sample_CSV_file_download
https://www.learningcontainer.com/sample-excel-data-for-analysis/#Sample_CSV_file_download
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Install and Load any required R packages, e.g. "tidyverse" for data
manipulation & visualization, "ggpubr" for easy data visualization

Import and inspectthe dataset we want to check for assumpton of
normality

Check for normality of distribution using the Kolmogorov-Smirnov
and Shapiro-Wilk methods in R; ks.test( ) and shapiro.test( )

Visualize the data using the graphical method for comparison and
interpretation or export for use

Check and interpret the results of the analysis

Fig. 3.1 Steps to conducting Kolmogorov—Smirnov and Shapiro-Wilk tests in R

& C @ learningcontalner.com/sample-excel-data-for-analysis/#Sample_CSV_file_download

i Apps By Transiate @ Webof ScienceM.. (R Mail-Kingsley A [E ScimagoJounal. [ Scopus-Docume.. @) Usodelas tecrol..

fi Home (@ Sample Images ~ ® Sample Video 3 SampleAudio ¥ Sample # Tools

Sample CSVFiles e
[osv | 1 Ble(s) & 11280KB ¢

Fig. 3.2 Example of CSV file format download. (Source https://www.learningcontainer.com/sam
ple-excel-data-for-analysis/#Sample_CSV_file_download)

***Note: The example file is also available at the following repository where
the authors have uploaded all the example files used in this book: https://doi.org/10.
6084/m9.figshare.24728073

Once the user has downloaded and saved the file named “sample-csv-file-for-
testing” on the local computer or desktop, we can proceed to conduct the analysis:
Kolmogorov—Smirnov (K-S) and Shapiro—Wilk (S-W) tests for normality.

Install and load the following R packages (“dplyr” and “ggpubr”) that we will
be using to define or call the functions for the test.

The syntax to install and load the “dplyr” and “ggpubr” packages are as follows
(see Fig. 3.3).


https://www.learningcontainer.com/sample-excel-data-for-analysis/#Sample_CSV_file_download
https://www.learningcontainer.com/sample-excel-data-for-analysis/#Sample_CSV_file_download
https://doi.org/10.6084/m9.figshare.24728073
https://doi.org/10.6084/m9.figshare.24728073
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riptR o i DatalnR.R o N lityTestDemo.R © | R Objects demo.R MyData.dta » 3 [T

Source on 5. 5 = =+ R ik 8 ™+ 5 o
S A L sourcean Save | A s e bkt

# Step 1 Install and Load R Packages

install.packages{“dplyr") - ——— 4
install.packages{“ggpubr”) pm— StEp 1

library(dplyr)
library(ggpubr)

NS W N

# Step 2 ind Inspect Data

10 MyTestData <- read.csv(file.choose()) amn Step 2
11 attach(MyTestData) .
1 12 View(MyTestData)
T o o i i S S S0
FT4 # Step 3 - a aset 1
15 {
16 ks.test(MyTestDataiUnits.Sold, "pnorm™) # Kolmogorov-Smirnov test | e—ooooos + Step3
17 ks.test(MyTestDatasMonth.Number, "pnorm"”) : b T
18 1
19 shapiro.test(MyTestDataiUnits.Sold) # Shopiro-Wilk test :
2@ shapiro.test(MyTestDataiMonth.Number) H
i o o o o
22 # Convert non-numeric variables to numeric if you want to analyze all variables at once
23
24  str(MyTestDatal # To view Variable types
25
26 MyTestDataiSegment <- as.factor(MyTestDataiSegment)
27 MyTestDataiSegment <- as.numeric(MyTestDataiSegment)
28
29 e e - . T an s
9:1 (Top Level) * R Script
Console  Terminal Jobs |
= /MyFirstR_Project/
> install.packages(“dplyr™)
trying URL ‘https://cran.rstudio.com/bin/macosx/contrib/4.0/dplyr_1.0.2.tgz"
Content type ‘applications/x-gzip' length 1215871 bytes (1.2 MB)
downloaded 1.2 MB
The downloaded binary packages are in
Svar/folders/4d/4w3lfczl3 _veskly /T//RtmpqCapRk/downloaded_packages

>

Fig. 3.3 Conducting Kolmogorov—Smirnov and Shapiro—Wilk tests in R

# Step 1—Install and Load R Packages

install.packages ("dplyr")
install.packages ("ggpubr")

library (dplyr)
library (ggpubr)

As demonstrated in Fig. 3.3, once you have installed and loaded the required R
packages (see Step 1, Fig. 3.3); the next step is to import the dataset for analysis
(Step 2—see command below). See also Chap. 2 for more detailed description on
how to import datasets into RStudio environment.
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# Step 2—Import and Inspect Data for conducting the Normality Test

MyTestData <- read.csv(file.choose())
attach (MyTestData)
View (MyTestData)

As defined in Step 2 (see Fig. 3.3), when you run the above codes (see Lines
9-12) the user will be presented with a window through which they can navigate and
choose the.csv file named “Sample CSV files” (Fig. 3.2) which we have downloaded
earlier and stored on the desktop.

Once completed, the data will be stored in an R object named “MyTestData” and
the user will be able to see the details of the dataset (as shown in Fig. 3.4) with 700
observations and 16 variables contained in the data sample. (*** remember you can
use any name of your choice, but for learning purposes and examples described in
this book, the authors recommend practicing with the example names and objects
created/provided in this book**%*).

Next, the imported dataset is ready to be analyzed. As defined in Fig. 3.3 (see Step
3, Lines 14-20), we can now perform the Kolmogorov—Smirnov and Shapiro—Wilk
normality tests.

The syntax for performing the two tests in R is by using the following functions:
ks.test( ) for Kolmogorov—Smirnov, and shapiro.test( ) for Shapiro—Wilk tests,
respectively.

As shown in the codes provided below, the authors used the methods, i.e., ks.test()
and shapiro.test( ) to check for normality of the distribution for the variables named
“Units.Sold” and “Month.Number” in the “MyTestData” dataset.

IBSKE  Dec 16, 202
IEIKE  Dec 26, 202
e Dec 18, 202
058 Dec 24, 202
FEL Dec 19, 202
(R1T} Dec 18, 202

Fig. 3.4 Example of file or dataset imported in R
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# Step 3—Analyze the Dataset

ks.test (MyTestData$Units.Sold, "pnorm") # Kolmogorov-Smirnov test
ks.test (MyTestDatas$Month.Number, "pnorm")

shapiro.test (MyTestData$Units.Sold) # Shapiro-Wilk test
shapiro.test (MyTestData$Month.Number)

When the user has successfully run the tests (see Lines 14-20, Fig. 3.3), you will
be presented with the results in the Console tab, similar to the one shown in Fig. 3.5.

Furthermore, depending on the type of research or variables that are being consid-
ered or analyzed by the researchers or analysts (which the book will cover in Part
II), the users can decide to check for the normality of distribution of all the variables
in the dataset (e.g., MyTestData) all at once.

***To do this, we must carry out an important step which is to inspect the dataset
and ensure to convert the non-numeric variables to numeric form.

As illustrated in Fig. 3.6, the users can use the str( ) function to view a full list of
the different variable(s) names and types, including the total number of observations
and the total number of variables (note: this information can also be viewed through
the Environment Tab).

> ks.test(MyTestDataSUnits.Sold, "pnorm") # Kolmogorov-Smirnov test
One-sample Kolmogorov-Smirnov test
data: MyTestData$Units.Sold

D=1, p-value < 2.2e-16
alternative hypothesis: two-sided

> ks.test(MyTestDatasMonth.Number, “"pnorm")
One-sample Kolmogorov-Smirnov test
data: MyTestDataSMonth.Number

D = @.92725, p-value < 2.2e-16
alternative hypothesis: two-sided

> shapiro.test(MyTestDatasUnits.Sold) # Shapiro-Wilk test
Shapiro-Wilk normality test

data: MyTestDatasUnits.Sold
W = 9.9697, p-value = 7.462e-11

> shapiro.test(MyTestData$Month.Number)
Shapiro-Wilk normality test

data: MyTestData$Month.Number
W = 9.90382, p-value < 2.2e-16

Fig. 3.5 Results of the Kolmogorov—Smirnov and Shapiro—Wilk tests for data normality displayed
in the Console tab in R
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© | MyFirst-RScript.R - Dataink.R ©] NormalityTestDemo.R* © | R Objects dema.R MyData 3 — [
H Source on Save | O} - =Run %= = Source -
2 T e e e e 5 e e e “
22 # Convert non-numeric variables to numeric if you want to analyze all variables at once
23
24 str(MyTestData) # To view the Variables type
25
26 MyTestDatasSegment <- as.factor(MyTestDataiSegment)
27 MyTestDataiSegment <- as.numeric(MyTestDataiSegment)
28
29 MyTestDataSCountry <- as.factor(MyTestDatasCountry)
38 MyTestDataiCountry <- as.numeric(MyTestDataSCountry)
31
32 MyTestDataiProduct <- as.factor(MyTestDataSProduct)
33 MyTestData$Product <- as.numeric(MyTestDatasProduct)
34
35 MyTestDataiDiscount.Band <- as.factor(MyTestDatailiscount.Band)
36 MyTestDotoiDiscount.Bond <- as.mumeric(MyTestDataiDiscount.Band)
37
: 38  MyTestDataiManufacturing.Price <- as.factor(MyTestDataiManufacturing.Price) 1
I 39 MyTestDatasManufacturing.Price <- as.numeric(MyTestDataSManufacturing.Price) :
1 40 !
41 === ===
66:1 Top Level) = R Script =
Console  Terminal Jobs =
~[MyFirstR_Project/ =
I’: str(MyTestData) 1
| 'data.frame': 700 obs. of 16 variables: 1
I 5 Segment toum 3344434131
§ Country cmm 1323433123...
$ Product toum 2222223333 ...
$ Discount.Band nm 4444444444 ...
§ Units.5old : num 1618 1321 2178 888 2470 ...
$ Monufacturing.Price: num 5555556666 ...
$ Sale.Price ioum 4433363141 ...
§ Gross.Sales num 313 230 315 84 334 406 90 295 337 124 ...
$ Discounts thum 1111111111...
§ Sales ©onum 322 239 325 79 345 413 B2 312 348 126 ...
$ C0GS ©onum 124 98 221 517 233 315 528 491 136 M9 ...
5 Profit : num 195 168 138 382 151 84 385 297 221 174 ...
$ Date toum 11666163666 ...
$ Month.Number int 11666123666 ...
$ Month.Name tmum 5577738777 ...
$ Year :int 2014 2014 2014 2014 2014 2014 2014 2014 2014 2014 ...

>

Fig. 3.6 Converting non-numeric variables or factors to numeric form

Based on the example data that we are working with (see

: Figs. 3.2 and 3.4),

the authors have implemented the following codes (Fig. 3.6) to convert the “non-
numeric (chr)” variables to “numeric (num)” form. (***Note: the readers can refer
to Sect. 2.5.5 in Chap. 2 for more detailed description on how to create and perform

the factorization procedures in R).
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# Converting non-numeric variables or factor to numeric form

str (MyTestData) # To view the Variables type

MyTestData$Segment <- as.factor (MyTestData$Segment)
MyTestData$Segment <- as.numeric (MyTestData$Segment)

MyTestData$Country <- as.factor (MyTestData$Country)
MyTestData$Country <- as.numeric (MyTestData$Country)

MyTestData$Product <- as.factor (MyTestData$Product)
MyTestData$Product <- as.numeric (MyTestData$Product)

MyTestData$Discount.Band <- as.factor (MyTestData$Discount.Band)

MyTestData$Discount.Band <- as.numeric (MyTestData$Discount.Band)

MyTestData$Manufacturing.Price <- as.factor (MyTestData$Manufacturing.Price)
MyTestData$Manufacturing.Price <-as.numeric (MyTestData$Manufacturing.Price)

MyTestData$Sale.Price <- as.factor (MyTestData$Sale.Price)
MyTestData$Sale.Price <- as.numeric (MyTestData$Sale.Price)

MyTestData$Gross.Sales <- as.factor (MyTestData$Gross.Sales)
MyTestData$Gross.Sales <- as.numeric (MyTestData$Gross.Sales)

MyTestData$Discounts <- as.factor (MyTestData$Discounts)
MyTestData$Discounts <- as.numeric (MyTestData$Discounts)

MyTestData$Sales <- as.factor (MyTestData$Sales)
MyTestData$Sales <- as.numeric (MyTestData$Sales)

MyTestData$COGS <- as.factor (MyTestData$COGS)
MyTestData$COGS <- as.numeric (MyTestData$COGS)

MyTestData$Profit <- as.factor (MyTestData$Profit)
MyTestData$Profit <- as.numeric (MyTestData$Profit)

MyTestData$Date <- as.factor (MyTestData$Date)
MyTestData$Date <- as.numeric (MyTestData$Date)

MyTestData$Month.Name <- as.factor (MyTestData$Month.Name)
MyTestData$Month.Name <- as.numeric (MyTestData$Month.Name)

str (MyTestData) # To view the new and converted variables
View (MyTestData)

)

Once the user has successfully converted the “chr” (character) variable(s) to
“num” (number) (see Fig. 3.6), we can now run the Kolmogorov—Smirnov and
Shapiro—Wilk normality tests for all the elements in the data by using, for instance,
the lapply( ) command as demonstrated code below and results in Fig. 3.7.



3.2 Test of Data Normality in R: Kolmogorov—Smirnov (K-S) ... 75

O MyFirst-RScript.R © | WorkingWithDatalnR.R ©'] NormalityTestDemo.R" © | R Objects demo.R 3 — [

5 Source on Save A S =*Run % < Source -

65 str(MyTestData)
66 View(MyTestData)

1
]
]
1 70 lapply(MyTestData, ks.test, “pnorm”) # Kolmogorov-Smirnov test for all variabl
: 71
1 72 laopply(MyTestData, shapiro.test # Sk est for
e i e o e e i o o i e
74
72:76  (Top Level) = R Script =
Console  Terminal Jobs =

IMyFirstR_Project/

- - - - - - P —

-~
> f> lopply(MyTestData, ks.test, "pnorm”) # Kolmogorov-Smirnov test for all variables

One-sample Kolmogorov-Smirnov test
data: X[[i]1]

D = 8.84134, p-value < 2.2e-16
alternative hypothesis: two-sided
$Country

One-sample Kolmogorov-Smirnov test
data: X[[1]]

D = 8.84134, p-value < Z.2e-16
alternative hypothesis: two-sided
$Product

One-sample Kolmogorov-Smirnov test
data: X[[11]

D = 9.84296, p-value < 2.2e-16

\
1
]
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
]
1
1
1
1
1
1
1
1
alternative hypothesis: two-sided :
]
1
1
4

$Discount.Band

e e e e e

Fig. 3.7 Conducting Kolmogorov—Smirnov and Shapiro-Wilk normality tests for all elements
(variables) in the data

# Analyze all the variables in the dataset all at once

lapply (MyTestData, ks.test, "pnorm") # Kolmogorov-Smirnov test for all variables

lapply (MyTestData, shapiro.test) # Shapiro-Wilk test for all variables

# Step 4—Visualize Data Normality as a Plot (Graphical Representation)

Another important and useful way to visually check the normality of data in R
is by plotting the distribution of the different variables by using, for instance, the
“density plot” and “quantile—quantile plot” functions.
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WFint-RErptR © © WorkingWehDataskR O NormanTestDemo R - O R Dbty dema

ruring.Price: ne 5555556666

7 gadensity(MyTestDotaiSales, main « “Dist
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3 ggdensity(MyTestDotatProfit, maim = “Distriby Zoom Dpon. O o T, Pablih -

" alsh = “Profit (8

5

Distribution of Sales

2 peoaplotiMyTestDataisales, main
sleb
84 pgoaplot{MyTestDutaiPrafit, main
xlab s (3)7, ylob

0.0015 {

\
|

000104 1

density

00005

Shepiro-Milk neemality test

dote: X[[1]]
W= 05347, povalue « 2.2e-16

0,0000

L} 200 400
Sales (5)

Fig. 3.8 Density plot of the example dataset

To describe the different functions, the density plot (see Fig. 3.8) gives a visual
judgment with respect to whether the distribution of the data is “bell-shaped” or
“skewed”. The quantile—quantile plot (Q-Q plot) (Fig. 3.9) tends to draw a correlation
between the specified sample and the normality of the distribution. The Q-Q plot also
includes a reference line that is usually plotted or mapped at 45 degrees. Thus, each
observation is plotted as a single dot, and the dots should form a straight line if the
data is normal.

To demonstrate to the readers how to do this, we will use the ggdensity( ) and
ggqqplot() functions, which are supported by the “ggpubr” package (see Step 1), to
visualize the normality of the example data (MyTestData), respectively. As shown in
Figs. 3.8 and 3.9, we will be using the “Sales” and “Profit” variables in the example
data (MyTestData) to demonstrate this. ***Also, feel free to try and plot the other
variable(s) in the data using this particular example.

The syntax and code for the two example plots using the ggdensity( ) and
ggqqplot( ) functions are as shown below, and the results (distribution graph) are as
represented in Figs. 3.8 and 3.9.
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Fig. 3.9 Quantile—quantile plot (Q-Q plot) of the example data

# Visualizing the normality of data in Graphical form

ggdensity (MyTestData$Sales, main = "Distribution of Sales",
xlab = "sales ($)")

ggdensity (MyTestData$Profit, main = "Distribution of Profit",
xlab = "Profit ($)")

ggagplot (MyTestData$Sales, main = "gplot Distribution of Sales",
xlab = "Sales ($)", ylab = "Marginal Mean")
ggggplot (MyTestData$Profit, main = "gplot Distribution of Profit",

xlab = "Sales ($)", ylab = "Marginal Mean")

Useful Tips and Information:

1. The users can use the “Export” menu found there on the same Plot Tab (see:
Figs. 3.8 and 3.9) to save the plot (graphics) as image or pdf file on the local
computer for later or further use in presentations or write-up.

2. Use the histogram function, hist( ) to experiment and view the distribution of the
different variables. For example; hist (MyTestData$Sales).
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# Step 5—Results Interpretation for the Data Normality Test

The last step in the data normality test or analysis is to interpret or understand the
results of the test. By default, the null hypothesis for testing whether a dataset is
normally distributed is IF the test statistics or value is greater than 0.5, and the p-
value greater than the 0.05 threshold (i.e, p > 0.05), THEN normality is assumed,
ELSE IF p < 0.05 THEN normality is not assumed.

As shown in the example and results described below by using the variable
called “Segment” in the example data (MyTestData); the following outputs D
= 0.84134 and W = 0.89536 represents the value of the statistics for the
Kolmogorov—Smirnov and Shapiro—Wilk tests, respectively. While the p-value <
2.2e-16 (i.e., p = 0.00) which was found for both test, represents the significant
level (referred to as p-values) of the corresponding tests.

> lapply (MyTestData, ks.test, "pnorm")
SSegment

One-sample Kolmogorov-Smirnov test
data: X[[1]]
D = 0.84134, p-value < 2.2e-16

alternative hypothesis: two-sided

> lapply (MyTestData, shapiro.test)
SSegment

Shapiro-Wilk normality test
data: X[[1]]
W = 0.89536, p-value < 2.2e-16

As reported in the second part of the highlighting in Fig. 3.7 and in the above
results, we can see that the p-values for each of the variables or test (Kolmogorov: D
= 0.84134; Shapiro: W = 0.89536) are less than 0.05 (p < 0.05) with the majority of
them showing a p-value of p < 2.2e-16 (scientifically interpreted as p = 0.00). The
number or value: 2.2e-16 is the scientific notation of 0.00000000000000022 which
means that the values are fundamentally very close to zero.

Therefore, with the above results, we can reject the null hypothesis (i.e., p > 0.05),
and assume that the example dataset is not normally distributed.

Also, it is important to mention to the readers that datasets which are normally
distributed are expected to be “bell-shaped” when graphically represented, whereas
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non-normally distributed datasets are “skewed”. For example, as seen in Figs. 3.8 and
3.9, we can see that the plots are not represented to be bell-shaped (skewed) (Fig. 3.8)
or not on a 45 degrees straight line (Fig. 3.9), thus, affirming the statistical results the
authors have interpreted earlier (see Fig. 3.7) which shows that the example dataset
is not normally distributed.

Useful Tips and Information:

1. The Shapiro—Wilk normality test is sensitive and are typically appropriate for
small sample sizes.

2. Kolmogorov—Smirnov test is recommended for large sample sizes, for instance,
samples greater than 100 (n > 100).

3. Shapiro—Wilk test is widely recommended for data normality tests and tends to
provide better statistical power than Kolmogorov—Smirnov test. It is based on the
correlation between the data and the corresponding normal scores (Ghasemi &
Zahediasl, 2012).

4. Parametric procedures or analysis (which the authors will cover in the next
chapter—Chap. 4) can still be conducted on large datasets (e.g., n > 30 or 40),
regardless of whether the specified data violates the assumption of normality
(Roscoe, 1975). However, for small sample sizes (n < 30) that appear to
be non-normally distributed, the non-parametric procedures are scientifically
recommended.

5. In some situations, the users may get a warning message such as “ties should not
be present for the Kolmogorov—Smirnov test” when conducting the Kolmogorov—
Smirnov (K-S) test depending on the type of variable(s) being analyzed. K-S test
assumes that the datasets are continuous (which in some cases are likely not)
and therefore tends to generate a warning when it finds the presence of ties.
Nonetheless, the diffident sums of parsing or rounding on the variables are still
significantly effective on the calculated statistics, and as such are still theoretically
estimated to be valid.

3.3 Test of Data Reliability in R: Cronbach’s Alpha Test

The Cronbach’s alpha, a (or coefficient alpha), test is one of the most commonly used
method to determine if a dataset or instrument is reliable, for instance, for research
purposes or the many other types of data analysis and computation. The test (o) is
used by researchers to ascertain how closely related a set of item(s) in a dataset are
as a group.

By default, the general rule of thumb is that a Cronbach’s alpha (a) test result of
0.70 and above is good and acceptable. Meaning that the results or conclusions drawn
from analyzing the available data are assumed to be reliable for further analysis and/
or drawing scientific conclusions.

Here, we will demonstrate how to conduct Cronbach’s alpha testin R. As described
in Fig. 3.10, the authors will show two ways or methods of how to perform this test
(Cronbach’s alpha) using the four defined steps in R:
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Install and Load required R packages ("psych" and "umx"

Import and inspectthe dataset that we wantto check for reliability

Check for reliability of the data using two methods in R; alpha( )
and reliability( )

Check the results of the analysis

Fig. 3.10 Steps for conducting Cronbach’s alpha test in R

C @ picostat.com/dataset/eustockmarkets

Kingsiey Ari.. [ Scimago Joumnal B Scopus - Decume @ Usodelas te

Download file

Pl[ﬂmﬂ Quick Links

Picostat is a web-based opensource statistical

Resources

Dash All Applications

application framework based on Drupal 8 and R.

Fig. 3.11 Example of CVS file download. Source https://www.picostat.com/dataset/eustockma
rkets)

Now, let’s start by creating a new R Script and name it “CronbachAlphaDemo”
or any name the reader chooses.

Once you have created the R Script, download the example file that we will use
to demonstrate the Cronbach’s reliability test in R.

As shown in Fig. 3.11, visit the following link (https://www.picostat.com/dataset/
eustockmarkets) and download the CVS file named “dataset-62794.csv” and save
this on your computer desktop. (***the readers are welcome to use any file or format
of choice, but for this example, the authors will be using the example CSV file***).
The example dataset is also available for download at the following data repository:
https://doi.org/https://doi.org/10.6084/m9.figshare.24728073.


https://www.picostat.com/dataset/eustockmarkets
https://www.picostat.com/dataset/eustockmarkets
https://www.picostat.com/dataset/eustockmarkets
https://www.picostat.com/dataset/eustockmarkets
https://doi.org/
https://doi.org/10.6084/m9.figshare.24728073
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2’| NormalityTestDemo.R* Q] CronbachAlphaDemo.R* O R Objects demo.R 0| R packages demo.R » =
= Source on Save L - =Run %%  + Source -
1 # Cronbach’s Alpha Test in R

.._?__ P — S ————
1 3 # Step 1 Install and Load requ ckages and Libraries j
: 4 1

]
I 5 install.packages(’ psych ) H ,4__,______,
: 6 1install.packages( “umx" B Step 1

]
17 1
1 8 library(psych) 1
W2 lbraryCumo o)
rJ‘ R ——— (R ——
111 # Step 2 Import Dataset r Analysis ]
112 :
| 13 MyTestDataZ <- read.csv(file.choose()) [ —— '
I 14 attach(MyTestDataz) B e ! Step 2
1 15 viewMyTestoataz) i
1 16 str(MyTestData2) # view Variables types I
L. S,
i e e e s e e e e e e e e
: 19 # Step 3 Analyze data reliability 1
) 20 :
121 # Method 1 <|'---------.

1 < UIITE Step 3
| 22 alpha(MyTestDataz, check.keys=TRUE) H p
123 :
: 24 # Method 2 1
1 25 reliability(cov(MyTestData2)) :
N e o o o o o o e e e o e
27
26:1 (Top Level) = R Script &

Console  Terminal Jobs =0

=~/ MyFirstR_Project/

> ® Method 2

> reliability(cov(MyTestData2))
Alpha reliability = ©.9494
Standardized alpha = ©.9908

Reliability deleting each item in turn:
Alpha 5td.Alpha r(item, total)

DAX ©.8998 ©9.9831 ©.9929
SMI  ©.9548 9.9836 ©.9947
CAC  ©.9660 ©9.9951 ©.9483
FTSE ©.9111 ©9.9891 ©.9801

>

Fig. 3.12 Cronbach’s alpha reliability test in R

Once the file download is completed and the CSV file saved on the local machine
or system, e.g., the user’s desktop, we can proceed to conduct Cronbach’s alpha
reliability test by following the steps we have defined in Fig. 3.10.

# Step 1—Install and Load the Required R Packages

As shown in Fig. 3.12 (see Lines 3-9) Install and Load the necessary R packages
(“psych” and “umx”) that we will be using to conduct Cronbach’s alpha test.
The syntax to install and load the “psych” and “umx” packages are as follows:
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demo.R* MyTesiData2 O R Objects demo R » =0 Environment  History Connections  Tutorial =
Filter > = Import Dataset + | List =
“ DAX  SMI  CAC  FTSE T Global Environment »
1 162875 16781 1772.8 24436 > gmtg_mv List of 59
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3163547 | 16815 | L1540 2510.5 Students.ExompleData 10 obs. of & variables
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11 1647.84 17238 17508 25325 Campus che [1:10] "Monterrey” “Culdod Juorez” “Tampico™ “Salti-
12 163835 17305 17555 25568 Gender chr [1:10] "Male” “Female” “Male™ “Male” “Female™ "Fema_
1 162995] 17Tl 17sea]| 25610 Grode num [1:18] 85 99 100 80 95 100 97 B4 100 98
14 162145 17313 17575 25473 Grode_Variance 43.6111111111111
15 162474 17340 17635 25415 Files  Plots  Packages Help Viewer =
16 162763 17283 17628 25585 Qi NewFolder O Delete = Rename G Mare -
17 163199 17371 17689 2567.9 /D Home . MyFirstR_Project !
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o) Roata 185K8  Dec 16, 2020, 5:59 PM
B =0 Rhistary 183KB  Dec26, 2020, 11:39 AM
e - @ MyFirst-RScript.R 1388 Dec 16, 2020, 5:59 PM

Fig. 3.13 Example of CSV dataset imported in R

install.packages ("psych")

install.packages ("umx")

library (psych)

library (umx)

As shown in Fig. 3.12 (Step 1—Lines 5-9), once the user has the necessary
packages installed and loaded, the next step is to import the dataset for analysis
(Step 2: see code below).

# Step 2—Import and Inspect Data

MyTestData2 <- read.csv(file.choose())
attach (MyTestData2)
View (MyTestData?2)

str (MyTestData?2) # view Variables types

As demonstrated in Fig. 3.12 (Step 2), when you run the commands (see Lines
11-16) you will be presented with a window through which you can navigate and
choose the.csv file named “dataset-62794” that we downloaded earlier and stored
on the computer desktop.

Once selected and successful, the data will be imported and stored in an R object
defined as “MyTestData2” (***remember you can always use any name of your
choice***). The users can see the details of the dataset highlighted in Fig. 3.13, with
1860 observations and 4 variables in the data sample.
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*+*Note: Remember to Convert non-numeric variables to numeric if using a
dataset that contains Character or Categorical values. Users can refer to Sect. 3.2 on
how to do this task or Chap. 2 “Working with Data in R (see Sect 2.5.5)” for more
details.

# Step 3—Analyze the Data Reliability using Cronbach’s Alpha Methods

Now we can proceed to analyze the imported dataset (stored as R object we named
or defined as—MyTestData2) using the alpha( ) and reliability( ) functions in R.

The syntax for performing the reliability tests in R using the two methods is as
follows:

# Method 1

alpha (MyTestData2, check.keys=TRUE)

# Method 2

reliability (cov (MyTestData2))

Once the user have successfully run the codes (Lines 19-25), the user will be
presented with the results of the tests in the Console, similar to the one illustrated in
Fig. 3.14.

# Step 4-Results Interpretation for Cronbach’s Alpha Test

The final step in the reliability of data analysis is to interpret the results of Cronbach’s
alpha test. By default, the null hypothesis for testing whether a given dataset or
instrument is reliable for research purposes or data analysis is IF o (coefficient alpha)
is greater than or equal to 0.70 (> 0.70), THEN reliability of data is statistically good
and scientifically acceptable, ELSE IF a is less than 0.70 (a < 0.70), THEN data
reliable is questionable. It is also important to mention that these measures can vary
based on different context scenarios or research experimental settings.

As highlighted in the results we derived by using the example dataset (defined
as MyTestData2) (see: Fig. 3.14), the statistics (reliability result) of the data is o
= 0.95 (for Method 1) and o = 0.9494 (for Method 2) with std. alpha of 0.99
(Method 1) and 0.9908 (Method 2), respectively. Therefore, we can accept the null
hypothesis, i.e., a > 0.70, and assume that the tested or analyzed dataset is reliable
for any statistical analysis or research experiments.

3.4 Summary

In this chapter, the authors looked at the preliminary, yet, important tests that are
conducted by the researchers when carrying out the experimentations or statis-
tical data analysis. This consists of the process of testing the available datasets for
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Console  Terminal Jobs P o |
~[MyFirstR_Project/
[EEEED > # Method 1
> alpha(MyTestDataZ, check.keys=TRUE)
Number of categories should be increased 1in order to count frequencies.

Reliability analysis
Call: alpha(x = MyTestData2, check.keys = TRUE)

1
: raw_alpha std.alpha GB(smc) average_r 5/N ase mean sd median_r |

: 0.95 0.99 0.99 9.96 108 0.00047 2925 1066 0.97
lower alpha upper 95% confidence boundaries
9.95 0.95 .95

Reliability if an item is dropped:
raw_alpha std.alpha G6(smc) average_r S/N alpha se var.r med.r

DAX 9.90 0.98 9.99 9.95 58 ©.00087 1.4e-03 0.95
SMI 09.95 0.98 9.99 9.95 60 ©0.00081 1.0e-03 0.97
CAC 0.97 1.00 1.0 9.99 203 0.00029 7.9%e-05 0.99
FTSE 0.91 8.99 9.99 9.97 91 0.00103 4.9%e-04 0.97

Item statistics
n raw.r std.r r.cor r.drop mean sd
DAX 1860 1.00 1.00 1.00 ©.99 2531 1085
SMI 1860 1.00 1.00 1.00 ©.99 3376 1663
CAC 1860 ©.96 ©0.97 ©.96 ©.95 2228 5S8@
: FTSE 1860 ©.99 ©0.98 ©.98 ©.98 3566 977
EEEEE)> > # Method 2
W
[Alpha reliability = ©.9494 H
| Standardized alpha = @.9908 H

Reliability deleting each item in turn:
Alpha 5td.Alpha r(item, total)

DAX ©.8998 9.9831 9.9929
SMI  2.9548 ©.9836 0.9947
CAC ©.9660 9.9951 @.9483
FTSE @.9111 ©.9891 ©.9801

>

Fig. 3.14 Results of Cronbach’s alpha tests displayed in the Console in R

normality of distribution and reliability of the data sample for scientific research
purposes. In theory, these tests (i.e., normality and reliability) are done to assess
the extent to which the data is capable of producing coherent and assertive research
results or conclusions. In Sect. 3.2, the authors demonstrated how to conduct the
Kolmogorov—Smirnov and Shapiro—Wilk normality tests in R, which in comparison
to the other mentioned types of tests, is the most commonly used method by the
researchers to check the distribution of the data. In Sect. 3.3, we illustrated how to
conduct Cronbach’s alpha reliability test using two different methods in R. In each
case (Sect. 3.2 and 3.3), we discussed the meaning of the test statistics and how to
interpret the results of the different tests (Kolmogorov—Smirnov, Shapiro—Wilk, and
Cronbach’s alpha) in R.
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Chapter 4 )
Choosing Between Parametric e
and Non-parametric Tests in Statistical

Data Analysis

4.1 Introduction

Statistical data analysis and hypothesis testing in any type of research or data anal-
ysis usually fall under two likely categories: parametric and non-parametric tests.
In scientific research, statistical methods are mainly used to conduct quantitative
research or analysis. Thus, the hypothesis testing (be it parametric or non-parametric)
is primarily designed and used to describe and interpret the “assumptions” that
underlie the adopted statistical methods. In Chap. 6, the authors will expand on
the different types of Statistical Methods and Analysis the researchers can perform
particularly taking into account the parametric and non-parametric tests discussed in
this current chapter.

The decision to conduct parametric or non-parametric analysis largely depends
on the type of data (see Chap. 5) the researchers intend to investigate or analyze
(Stojanovi¢ et al., 2018). The different statistical approaches or procedures are
followed based on the type of the available dataset (nominal, ordinal, continuous,
discrete, number of independent versus dependent variables, etc.). Hopkins et al.
(2018) note that when researchers collect data for hypotheses testing and the inves-
tigations to follow; they often refer to the underlying proportions, means, medians,
or standard deviations, etc. as “parameters” to describe the general population in
question. As a result, the researchers tend to predetermine those “parameters” from
the collected sample (i.e., drawn from the population) by calculating the sample esti-
mates or quantification, otherwise referred to as “statistics”. Thus, statistical methods
or analysis are applied to estimate the parameters (Hopkins et al., 2018). Likewise,
Stojanovi¢ et al. (2018) note that making the right choice as to which statistical
method or test to apply for the research strongly influences the extent and level of
the data interpretation and impact.
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4.2 Parametric Versus Non-parametric Tests

In this section, the authors focus on describing in detail what parametric and non-
parametric tests are, and when to choose between the two types of test in research
experiments or hypothesis testing.

4.2.1 Parametric Test

Parametric tests are fundamentally used to make assumptions based on the distri-
butions that underlie the available data the researchers or analysts want to analyze
(Hopkins et al., 2018; Turner et al., 2020). With the parametric tests, it is assumed
that several conditions which are used to measure the validity and reliability of the
test and results must be met. According to Turner et al. (2020), the term “parametric”
refers to parameters of the resultant data (distribution) which assumes that the sample
(mean, standard deviations, etc.) is normally distributed as illustrated in Fig. 4.1a.
In the other setting (non-parametric), which the authors discuss in detail in the
next section of this chapter (Sect. 4.2.2)—the data samples or population can appear
to be not normally distributed (see: Fig. 4.1b and c), which in turn, implies the

Normal Distribution

(a)

Mode = Mean L] Median

(b)

Negatively Skewed, Positively Skewed

Mean ! ] I Mode Mode ! i 1 Mean
Median Median

Non-normal Distribution

Fig. 4.1 Normal versus non-normal data distribution, adapted from Antonopoulos and Kakisis
(2019)
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Binomial distribution
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Fig. 4.2 Binomial distribution sample example, adapted from ScienceDirect (2019)

application of statistical methods that support those types of data (otherwise referred
to as non-parametric procedures).

By definition, the term parametric can be referred to methods or procedures that
assume specific types of distributions such as: the Binomial or Poisson distributions
(Turner et al., 2020), as shown in Figs. 4.1a and 4.2.

In theory, as gathered in Figs. 4.1a and 4.2; parametric tests are based on the
presupposition that the analyzed or investigated datasets follow a normal “bell-
shaped curve” distribution of values (Antonopoulos & Kakisis, 2019; ScienceDirect,
2019) often allied to the central limit theorem (Stojanovi¢ et al., 2018). According
to the ScienceDirect (2019) source or topic on the parametric tests, a graphical
representation of data drawn from a particular group of population (i.e., studied
phenomenon) that appears to be closely or normally distributed will always come
out as a typical bell-shaped curve (referred to as Gaussian distribution) in contrast
to the non-parametric datasets that tend to be skewed, lumpy, with gaps scattered
about, or having a few warts and outliers.

In a nutshell, the standard conditions (or assumptions) that underlie the parametric
tests are outlined as follows (Rana et al., 2016):

e The observations must be independent. The sampled data should not be associated
to any factor that can potentially affect the outcome of the analysis.

e The observations should (necessarily) be drawn from a normally distributed
population.

e The sample data is better represented by the mean or standard deviation.
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e The captured datasets should essentially be measured or represented on an interval
or ratio scale.

4.2.2 Non-parametric Tests

Non-parametric tests are referred to as “distribution-free” statistical tests given the
fact that the supporting methods assume that the readily available datasets follow a
certain but not specified distribution (De Canditiis, 2019; Minitab, 2015; Rana et al.,
2016; Turner et al., 2020). The non-parametric tests are mostly applied to samples
which are represented as nominal or ordinal data (Rana et al., 2016). Although, the
test can also be conducted on interval and ratio datasets provided the data sample(s)
in question do not follow a normal distribution. Therefore, a majority of the non-
parametric tests or methods can handle ordinal data, ranked data, etc., without being
utterly affected by outliers (Derrick et al., 2020; Winthrop, 2019). The tests (non-
parametric) are applied with the emphasis that it does not require or demand for any
given (specified) condition(s) to be met particularly with regards to the parameters
of the population from which the sample is drawn.

As illustrated earlier in Figs. 4.1b and c part, unlike the parametric tests (that are
better represented in mean or standard deviations—see Fig. 4.1a), the non-parametric
tests are most adequate or suitable when the said datasets in question are better
represented by median (see: Fig. 4.1b and c¢).

Furthermore, as gathered in Figs. 4.1b and c, non-parametric tests are grounded
on the presupposition that the investigated or scrutinized datasets show a non-normal
“skewed or uneven curve” distribution of values (Antonopoulos & Kakisis, 2019;
ScienceDirect, 2019).

In short definition, the authors outline the various common conditions (assump-
tions) that constitute the non-parametric tests as follows:

e When the analysis does not require any rigorous (stringent) assumptions to be
met for the test or hypothesis testing process to follow.

e The observations should necessarily be drawn from a non-normally distributed
population.
The sampled data is better represented by the median.
The captured datasets should essentially be measured on a nominal or ordinal
scale. Although, in some settings, the methods (non-parametric) support the
interval and ratio data provided they are non-normally distributed.

In summary, the non-parametric tests are alternative to the parametric tests, espe-
cially for small sample sizes, whereby there is the presence of extreme asymmetries,
skewness, and/or multimodality (Stojanovi¢ et al., 2018; Woodrow, 2014).
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4.3 Choosing Between Parametric and Non-parametric
Test

“...the type of dataset one has ready for the research or hypothesis testing will essentially
determine the type of statistical method or data analysis that is applicable or fitting for the
research...” (see Fig. 4.3).

When statistically comparing the causes (based on the input variables) and
effects (output variables) between different groups (sample composition) in a dataset,
researchers have to choose whether to use the parametric or non-parametric statistical
methods (le Cessie et al., 2020). For example, the suitability of a particular statis-
tical method when investigating the difference(s) between variables (e.g., nominal,
ordinal, continuous, discrete, etc.) among different groups (e.g., independent or
dependent) would necessarily depend on the distribution of the variables (e.g., normal
versus non-normal) (see: Table 4.1).

In summary, when choosing the type of statistical method to apply for the research
investigation (parametric versus non-parametric), one should consider among the
many factors the following elements (Rana et al., 2016):

e p—

A
v V

[Categorlcal [Nominal,OrdinallJ [ Metrics (Interval, Ratio) ]

y

Is Data
normally

/ Non-parametric test
distributed?

Are variances of
the population
equal?

[ ]

Fig. 4.3 Choosing between parametric and non-parametric tests
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e Scale of measurement of the data, e.g., nominal, ordinal, interval, ratio, contin-
uous, discrete, etc.
Distribution of the population, e.g., normal versus non-normal
Homogeneity of variances, e.g., equal versus unequal variances
Independence versus dependency of the drawn samples considering the variables.

4.3.1 Types of Parametric Versus Non-parametric Tests
in Statistical Analysis

Itis paramount to decide between the parametric and non-parametric tests, including
all the assumptions associated with the different methods (as outlined in the previous
section—Sect. 4.2 and Table 4.1) when choosing one above the other.

Here in this section of the chapter, the authors outline and illustrate some of the
most commonly used parametric tests in the available or current literature and their
non-parametric equivalents (Table 4.1), with some examples of use case scenarios
of each test presented in Sect. 4.3.2.

In Table 4.1, the authors provided a list of the different parametric and non-
parametric tests, and the necessary conditions under which one should perform each
test.

4.3.2 Examples and Use Case Scenarios: Parametric Versus
Non-parametric Tests

Following the guideline listed in Table 4.1, the authors explain the different types of
statistical tests using examples of some typical research scenarios:

Parametric test (for Normally distributed data, Interval or Ratio, Large data
sample size):

e Pearson’s Cor test (Correlation): determine if student’s grades (dependent
variable) are increased or tend to increase in proportion to their study time
(independent variable).

e t-test (One sample group): determine the Mean of the age of all students within
a particular school or department.

¢ Independentsamplei-test (Tivo groups of Independent variables): determine the
Mean of all students within a particular school or department who are undergoing
a specific teaching methodology (e.g., Hybrid model versus Traditional model of
teaching).

e Paired sample ¢-test (Two groups of Dependent variables): determine the differ-
ence in the grades of students before (pre) versus after (post) undergoing the
hybrid model of teaching.
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One-way ANOVA (More than 2 groups (i.e., K > 2) of Independent variables):
determine the Mean of all students within a particular school or department who
are undergoing either the Hybrid model versus Traditional model versus Both
(Hybrid and Traditional).

Repeated measure ANOVA (More than 2 groups (i.e., K > 2) of Dependent
variables): determine the Difference in the grades of students before versus after
1% semester versus after 2" semester of undergoing the Hybrid model of teaching.

Non-parametric test (for Non-normally or distribution-free data, Nominal or
Ordinal data, Small data sample size):

Kendall’s tau or Spearman’s rho test (Correlation): determine if student’s
grades (dependent variable) are increased in proportion to the teaching method-
ology adopted by the teachers.

Chi-squared test (X2) (One sample group, 2 groups, and K groups (>2) of Inde-
pendent variables): determine the Differences between the observed and expected
values or scores in male versus female students” grade undergoing either the
Hybrid model versus Traditional teaching model.

Mann-Whitney U test (Two groups of Independent variables, ordinal data):
determine the Median of all students within a particular school or department who
are either undergoing the Hybrid model versus Traditional model of teaching.
Wilcoxon signed-rank test (Two groups of Dependent ranked variables): deter-
mine the Difference in the grades of students before versus after undergoing the
Hybrid model of teaching.

Mc-Nemar's test (Two groups of Dependent nominal or categorical variables):
determine the Difference in number of students with good grades versus poor
grades after Ist semester versus after 2nd semester of undergoing the hybrid
model of teaching.

Kruskal-Wallis H test (More than 2 groups (i.e., K > 2) of Independent ordinal
variables): determine the Median of all students within a particular school or
department who are undergoing the hybrid model versus Traditional model versus
Both (Hybrid and Traditional).

Friedman’s ANOVA (K groups i.e., > 2 of Dependent variables): determine the
Difference in the grades of students before versus after 1st semester versus after
2nd semester of undergoing the Hybrid model of teaching.

***Note: the authors have provided a detailed/in-depth description of the different

types of statistical data analysis and methods in Chap. 6 “Understanding the Different
Types of Statistical Data Analyzes and Methods” (see Chap. 6).
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Table 4.2 Difference between parametric versus non-parametric test

Parametric

Non-parametric

Existence of specific assumption(s) being made
about the population in question

There is no specific assumption(s) with regard
to the population in question

Information about the studied population is
known

There is no available information about the
studied population

Null hypotheses are developed based on the
parameters or distribution of the population

The Null hypotheses are developed
independent of the parameters or distribution
of the population

The tests (parametric) apply to measuring just
the variables and not their attributes

The tests (non-parametric) are applicable to
both the variables and their attributes, e.g.,
gender, marital status, etc

The outcomes of the tests are more powerful
and convincing when applicable

The outcomes of the test are less powerful
than the parametric tests

The statistical tests and methods are grounded
on the distribution of the available datasets

The statistical tests and methods are arbitrary

Cannot be applied for nominal data types, only
interval or ratio

Can be applied for nominal and ordinal data
types

Mostly used to measure Mean and Standard
deviations

Mostly used to measure MEDIANS

Sampled datasets show a “bell-shaped” curve
when graphically represented

Sampled datasets show a “skewed or lumpy”
curve when graphically represented

4.4 Differences Between Parametric Versus

Non-parametric Tests

In this section, the authors outline some of the main differences between the
Parametric and Non-parametric tests (Table 4.2):

4.5 Advantages and Disadvantages of Parametric Versus

Non-parametric Tests

Some advantages and disadvantages of adopting or applying each of the tests
(parametric versus non-parametric) are provided in Table 4.3 below.

4.6 Summary

As a general rule of thumb in statistics, in situations whereby the variables are
represented or measured on a continuous (or metric) scale, the “parametric tests”
should be applied or conducted.
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Table 4.3 Advantages and disadvantages of using the parametric versus non-parametric tests

Advantages (pro) Disadvantages (cons)

Parametric Ensures that all components | Mostly used only for quantitative datasets
(population, parameters, Data has to follow an approximate interval
assumptions) are compatible | (normal) for the test to be applied
with one another Results may not be valid when it comes to

Most useful when determining | small datasets or sample size
variations between groups of | They are not effective for ranked data or

variables samples with outliers

Can be easily applied and less | Since parametric tests are conducted based on
complicated than the pre-defined assumptions, it consequentially,
non-parametric methods allows one to make generalizations from a
Given that real information sample to the studied population

regarding the population is
known, the confidence
intervals are guaranteed
Has more statistical power
than other tests such as the
non-parametric

Non-parametric | Simple and easy to understand | In statistical settings where parametric

Methods are applicable for alternative is applicable, the non-parametric
datasets with attributes, e.g., tests are less powerful

gender, marital status, etc Supported methods are less effective than the
Complicated sampling theory | parametric tests in drawing reliable

is not a problem conclusions

No assumptions are made No current method for analyzing the

about the population association of variances in the underlying

Supports nominal data scales | models

On the other hand, if the variable(s) are represented in nominal or ordinal (cate-
gorical) scale of measurement, the “non-parametric tests” should be considered or
applied.

Furthermore, the parametric tests assume that the analyzed data or sample distri-
bution is normally distributed (i.e., bell-shaped) and consists of related parameters
in the population distribution by mean or standard deviations.

On the other hand, the non-parametric tests make no assumption(s) about the
shape (which are often skewed) or parameters of the population distribution by the
median (Hopkins et al., 2018).

Statistically, the parametric tests are generally more powerful than the non-
parametric methods.

Different methods can be used to determine if the sampled datasets for the research
are derivative from a normally distributed population. The most frequently used
methods in the current literature are the Kolmogorov—Smirnov test, the Anderson—
Darling test, and the Shapiro—Wilk test (Antonopoulos & Kakisis, 2019; LaMorte,
2017; Stojanovi¢ et al., 2018), as discussed earlier by the authors in Chap. 3.
According to LaMorte (2017), each test for normality of a data or sample is essen-
tially a goodness of fit test and consequentially compares the said dataset to quantiles
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of the normal and/or specified distribution. Thus, the default (null) hypothesis for
each test is represented as Hp; whereby the data is assumed to follow a normal
distribution in comparison to the alternative hypothesis (H;) in which the data are
assumed or may in reality not follow a normal distribution. In return, if the test
turns out to be statistically significant, i.e., p < 0.05; with the value (statistics) of
the normality test less than 0.5, then the readily available data is said to not follow
a normal distribution (and as described earlier in this chapter, a non-parametric test
would be best decided) (LaMorte, 2017; Stojanovi¢ et al., 2018). Thus, with the
normality results (test statistics):

e When p < 0.5, then non-parametric test is best conducted.
e When p > 0.5, then parametric test is best conducted.

Technically, there are many existing statistical tools that can be used to determine
if the researchers’ datasets or samples are normally distributed, and consequently,
perform either the parametric or the non-parametric procedures. Among the many
existing tools includes statistical packages such as: R (Rstudio, 2023), SPSS Statis-
tics (IBM, 2023), STATA (Stata.com ©, 2023), SAS (Sas.com ©, 2023), Minitab
(Minitab.com ©, 2023), MATLAB (MATLAB, 2023), Python (Python, 2023), etc.
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Chapter 5 ®)
Understanding Dependent oo
and Independent Variables in Research
Experiments and Hypothesis Testing

5.1 What Are Variables in Scientific Research?

Variables represent any quantifiable or measurable attributes in a given dataset.
In theory, variable can be used to represent anything; ranging from some kind of
phenomenon or entity one is trying to measure, to empirical study of events, ideas,
subjects and objects or even time (Sarikas, 2020).

There are different ways in which variables are defined depending on the context
it is used or applied.

In scientific research, “variable” can be defined as a measurable property or traits
that changes (varies) or are affected as a result of the change across the experiment or
hypothesis when testing. Perhaps, such properties or changes are captured regardless
of whether the scientists or researchers are comparing the outcomes or relationships
that exist among multiple groups of objects, multiple persons, or a single entity in
an experimentation, e.g., performed over a period of time (Agravante, 2018).

In mathematics, the opposite of “variable” is referred to as “constant”. Therefore,
we assume that a variable is an entity or quantifiable object with an unknown value,
thus, the concept for which its application for scientific research is drawn.

Researchers often choose some kind of letters (annotations) to remind them of the
quantities or parameters that are being measured or they are measuring (statistically
represented). For example, in an equation, graph or linear regression model in which
the “y"-axis or parameters can be defined as a function of “x”, i.e., f(x). It means
that the value of y is dependent upon the value of x. Thus “x” and “y” values are
described as the “variables”. In short definition, the term variable implies that the
represented values or parameters can change over the course of a scientific experiment
or hypothesis testing.

Logically, variables and the associated attributes can also be allied to the concept
of necessary condition analysis (NCA) (Dul, 2016). Dul (2016) emphasized on the
logic and methodology of ‘“necessary-but-not-sufficient” conditions to define the
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various processes or factors (e.g., measures of occurrences, features or characteris-
tics of objects, etc.) that can be used for hypothesis testing, thus, leading to some sort
of expected outcomes (conclusions). In essence, when defining the concept of NCA
in relation to scientific research and experiments, the authors note that a necessary
determinant (i.e., variables) must be present for achieving an outcome (or drawing
conclusions). Although Dul (2016) states that the presence of the determinants (vari-
ables) is not always sufficient to prove that outcome, but instead to suggest or support
the conclusions. In other words, variables for research purposes can only be used to
draw causal inferences. More importantly, the validity of the resultant inferences or
conclusion is grounded on the level of adequacy of the proposed or supported theories,
quality of the measurement and analysis process, the statistical data analysis method
or hypothesis testing, and SMART research design adopted by the researchers or
scientists (Dul, 2016; Stone-Romero, 2002; Tynan et al., 2020).

Despite the fact that the necessary condition analysis (Tynan et al, 2020) is a
theoretical method of its own in literature, it not only allows us to relatedly perform
hypothesis testing through the underlying logic (indication) of necessity of X for Y
in any statistical or rule-based analysis (e.g., [F — THEN statement or Association
Rule Learning) (Okoye et al., 2014), but also the logic (NCA) can be grasped as
an effective and efficient way to find relevant variables that must be leveraged or
analyzed to support the occurring conclusions or hypothesis acceptance or rejection.
Thus, variables are normally, in theory, represented as a group of items with several
attributes or characteristics that can be combined (e.g., by adding or averaging) in
order to obtain a concluding score for the said variables of interest or scrutiny (Dul,
2016).

Likewise, Tynan et al. (2020) note that although the NCA logic (in carrying out
research experiments and hypothesis testing) enables the researchers to determine
if the observed relations or association between the variables (e.g., independent
versus dependent) (see: Sect. 5.1.1.1 and 5.1.1.2) are consistent with the “necessary-
but-not-sufficient relation or condition” rule. It states that such condition suggests
that the results of the experimentations or hypothesis testing are only probable—
but not guaranteed—given the high levels or reliability of the considered variables
(Tynan et al., 2020). Moreover, the outcomes may sometimes consequently lead
to re-consideration (re-examination) of other variables that may have been apriori
dismissed or considered as being irrelevant in the analysis process.

Theoretically, there are different types of variables, considering the
diverse settings or context in which it is being used or applied. We note some of the
examples to include: independent and dependent variables, intervening and moder-
ator variables, constant or controllable variables, extraneous or predictor variables,
etc. (Agravante, 2018). For all intents and purposes, this book focuses on the most
frequently named or used variable when conducting the scientific research and data
analytics as follows:

e Independent variables, and
e Dependent variables.
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5.1.1 Types of Variables in Scientific Research

Deciding if a variable influences other variable(s) is one of the main challenges or
components of conducting some scientific research particularly the social science.
This is owing to the fact that by establishing the effects or assertions from the exam-
ined variable(s), the investigators are able to accept or reject a hypothesis, and, in
turn, create a new knowledge about the phenomenon that is being studied.

In theory, variables can be either dependent or independent based on how the
researcher(s) design or sets up the experiments or hypothesis. It is important to note
that the research design (whether qualitative or quantitative) resolves to or leads to
what variables are manipulated (independent) or are consequently measured/affected
(dependent) as a result of that manipulation. The authors will discuss this in detail
in the following subsections.

5.1.1.1 Independent Variable

Independent variable, otherwise referred to as the manipulated variable(s) represents
the items or parameters being changed or manipulated by the researcher (Boyd, 2008;
Shuttleworth & Wilson, 2008a, 2008b). According to Boyd (2008), an independent
variable is expected to influence or at least be correlated with another variable (i.e.,
the dependent variable—see Sect. 5.1.1.2) in a data sample or scientific experiment.
A lot of the time, the independent variable(s) are similarly referred to as the controlled
variable as this is the variable(s) that are being decided (selected) or manipulated
by the researchers in the experiment. In fact, an independent variable is considered
“independent” because its distinctive attributes do not depend on the variation of
other variables in a specific experiment or setup (Shuttleworth & Wilson, 2008a,
2008b). Hence, an “independent variable” is the variable that its value or change is
not affected by other variables in an experiment.

Technically, as gathered in Fig. 5.1 (see more detail in Chap. 6); in linear regres-
sion models, x-axis (horizontal axis) is normally used to represent the independent
variable in a graph or equation.

In principle, when we consider the graph (Fig. 5.1) which shows a linear relation-
ship between x and y, the value of y is represented as a function of x “f(x)”. Meaning
that y, the dependent variable (see: Sect. 5.1.1.2) is dependent upon the value of x.
Consequentially, the final outcome or result of the formula can be interpreted as:
y depends on the x value (i.e., the independent variable) which can be changed or
changes on its own. According to Sarikas (2020), a typical example of independent
variables is studies or samples representing age and time. Basically, there is nothing
the researcher or any likely factors could neither do to slow or speed up the time, nor
decrease or increase the age. Thus, it can be said that the variables (x), e.g., age and
time, are often independent of every other variable in scientific experiments.
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Fig. 5.1 Graph representing the independent (x) and dependent (y) variables

5.1.1.2 Dependent Variables

As illustrated earlier in Fig. 5.1, y (i.e., vertical axis) is normally used to represent
the dependent variable in a graph or equation. The authors highlighted in the figure
(Fig. 5.1), how the independent variables (x) relates to the dependent variable (y).
This is given that quite often either of the variables cannot be defined or discussed
without referring to the other. Here, we explain the dependent variable in detail.
Earlier on, we noted that in a typical experiment or hypothesis testing, the indepen-
dent variables represent the items or parameters that are being manipulated, and, in
turn, (the effects) subsequently observed or recorded. By definition, those observed
or recorded effects are referred to as the dependent variables (Cao, 2008; Shut-
tleworth & Wilson, 2008a, 2008b). According to Shuttleworth and Wilson (2008a,
2008Db), the dependent variables are often the hypothesized consequences (effects) as
a result of manipulating the independent variable(s). Therefore, in a typical experi-
ment, the dependent variable is assumed to respond to the independent variable. Thus,
in theory, the dependent variables are also referred to as the “response variables”.
Cao (2008) states that the judgment to treat a variable as a “dependent” might not
only mean that an independent variable predicts the said variable but also happens
to cause (or effects) the dependent variable.

5.1.1.3 Independent Versus Dependent Variables

In the following figure (Fig. 5.2), the authors show that the independent variable is
the variable the researchers change (or controls), and it is expected that it will have a
direct effect on the dependent variable. Thus, the dependent variable is the variable
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Fig. 5.2 Relationship and condition between independent versus dependent variables

being tested (or measured) during the experimentation, hence, as the name implies
is “dependent” on the independent variable (McLeod, 2019).

The illustration in Fig. 5.2 shows that the purpose of any typical research exper-
imentation or hypothesis testing should be focused on determining possible effects
(influence) that leads to the dependent variable (DV) which may be caused by
changing or altering (conditions) the independent variables (IV).

Furthermore, the authors provides in Table 5.1 some of the distinctive features of
the independent (IV) versus the dependent variables (DV) that may guide the work
of the researchers in determining the different types or categories of variables when
conducting their experiments.

In summary, the independent variable (IV) provides the “input” to the statistical
test or hypothesis which is modified by the model or the adopted method(s) by
the researchers to change the “output” (dependent variable, DV). Interestingly, Cao
(2008) notes that to conclude whether the dependent variable (DV) is caused by the
independent variable (IV); that it is important to establish the relationship between
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Table 5.1 Independent versus dependent variable

Independent (IV) Dependent (DV)

Manipulated variable Response variable

X or horizontal axis Y or vertical axis

What the researchers change or what changes | What is being studied or is being measured or
on its own determined

Input of an experiment Output of an experiment

Causes the variation Depends on the variation

the two variables based on some pre-defined criteria. For example, as the authors
outline below:

The two variables (independent versus dependent) must be correlated, thus, a
change in one variable (mainly the independent variable) must be accompanied
by a change in the other (dependent variable).

The observed correlation between the variables (independent versus dependent)
must be genuine and conform to the measures by validity. In other words, the resul-
tant relationship cannot be explained by other variables. Although the indepen-
dent variable can be one of many other factors that could influence the dependent
variable.

Causal relationships between the independent and dependent variables are
typically probabilistic in nature rather than deterministic; meaning that such
association will not always necessarily be true for every run test or case scenario.
When considering the order or timing of occurrence, the dependent variable (DV)
must follow the independent variable (IV). For instance, a researcher who seeks
to determine how ones’ level of education influences ones’ level of academic
performance or work production would necessarily show that changes in the latter
(academic or work production) occurred after changes in the former (education
level).

5.1.2 Examples and Use Case Scenarios of Independent

Versus Dependent Variables

In the preceding section (Sect. 5.1.1), we described the different types of variables
(independent and dependent) including the distinctive features or how to identify each
type in a dataset or experiments. Here, in Table 5.2, the authors look at some examples
or use case scenarios that can guide the researchers or statisticians in defining or
establishing the differences between the two variables (IV versus DV) especially in
the different research settings or domains that they (researchers, statisticians, data
analyst) undergo.
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Table 5.2 Use case scenarios for identifying independent versus dependent variables

Research scenarios

Independent variable (IV)

Dependent variable (DV)

Study that focuses on
determining the impact of a
particular teaching/learning
method

* The teaching/learning
method

» Impact of the method

Study that explores how
much resources is invested
to acquire some certain
books for a library

How many books were
acquired

¢ Resources invested

An experiment that tests if
the changes in the location
of a certain work
environment affect the
outputs or productivity

Change in locations

* Whether the productivity is
affected or not

Sports experiment to
determine if the number of
hours spent training
improves the athlete’s
performance

Number of hours spent
training

* Athletes performance

A researcher sets out to
determine which type of
educational model mostly
supports the students in
meeting their learning goals

The types of educational
model

* Level of support or meeting
the students’ learning goal

Medical experiment that
focuses on determining how
increase in the temperature
of patients affects their
response to treatment

Patient’s temperature

* Response to treatment

Agricultural research that
seeks to establish how
different factors (e.g.,
sunlight, water, etc.) affects
the growth of certain plants

The different factors,
sunlight, water, etc

How tall the plants grow

A social science research
that investigates how the
level of ones’ education
affects ones’ maturity or
level of thought

Level of education

¢ Level of thought

5.2 Summary

The relationship between the independent (IV) and dependent (DV) variables is the
key foundation of most statistical data analysis or scientific tests. An ample under-
standing or identification of the independent versus dependent variables is paramount
to having a good knowledge about the outcome or impact of the scientific research or
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how the experimentations are being done/conducted. In typical scientific research,
the researchers can establish whether there is a significant correlation between the
two variables (IV versus DV). In turn, the outcome of the procedures or methods
(tests) enables the investigators to draw conclusions by either accepting or rejecting
the pre-defined research hypothesis.

Quite often, it can be anything from really cumbersome or easy to identify the
independent (IV) and dependent (DV) variables for any research study or data sample.
According to Sarikas (2020), an easy way to identify the independent or dependent
variable during an experiment is: independent variables (IV) are what the researchers
change or changes on its own, whereas dependent variables (DV) are what changes as
a result of the change in the independent variable (IV). Thus, independent variables
(IV) are the cause while dependent variables (DV) are the effect.

Finally, it is important to remember that while some studies are likely to have
one dependent variable (DV) and one independent variable (IV), it is also possible
to have several of each type of the variables, i.e, more than one independent or
dependent variables, in an experiment, as we will illustrate in Chapter 6 with some
examples. Researchers might also want to learn or explore how variables in a single
independent variable or factor affect several distinct dependent variables, or vice
and versa (Cherry, 2019).
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Chapter 6 ®)
Understanding the Different Types e
of Statistical Data Analysis and Methods

6.1 Introduction to Statistical Data Analysis

This chapter provides the readers (e.g. researchers, data analysts, statisticians) with
basic guidelines toward a comprehensive understanding of the different types of
statistical data analysis and methods particularly for scientific research. This includes
a description of when best to apply each particular type of analysis following our
explanations of the prerequisites in statistical data analysis discussed in the previous
chapters of the book (see Chaps. 4 and 5). Quite often, the researchers tend to choose
the type of analysis for their work based on their expert knowledge or experience
about the readily available tools and methods rather than considering the fact that in
real practice, the type of analysis for any research work depends on the type of data
that is collected and/or the variables being considered.

To this effect, this chapter discusses in detail the different types of statistical
data analysis methods to guide the work of the researchers and data analysts when
carrying out their investigations. In addition, it provides some examples of use case
scenarios for each of the methods being discussed.

6.2 Statistical Data Analysis and Methods in Scientific
Research

Some of the most frequently applied methods used to carry out the statistical data
analysis and hypotheses testing in literature are discussed here. Before we look at
the different types of statistical methods, it is important for the researchers at all
stages, particularly during the planning and design stage of their research, to bear in
mind that the type of data analysis or method to be used depends on the type of data
collected or the research design (see Chaps. 2 and 5).
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6.2.1 Linear Regression

Linear regression (best known type is often referred to as ordinary least square—
OLS) (Zdaniuk, 2014) is a statistical method used to estimate the “relationships
between variables” (Kronthaler & Zollner, 2021). The test includes different tech-
niques for modeling and analyzing the association between two or more variables.
The linear regression is mostly applied when the focus is on the relationship between
adependentvariable (DV) plus one or more independent variables (IV) (see Chap. 5).
The linear regression analysis assumes that the data points generally, but not
exactly, fall along a straight line as shown in Fig. 6.1 (Montgomery et al., 2012).

Example of Use Case Scenario for Linear Regression:

A setting where the linear regression analysis can be applied is when a dependent
variable (e.g., the student’s grades) is expected to increase in proportion to their study
time (independent variable).

6.2.2 Logistic Regression

The logistic regression is a type of statistical method used to predict the outcome
of a categorical variable (dependent) as a function of the independent (predictor)
variables (Connelly, 2020). The method is useful to model the probability of an
event occurring as a function of other factors. The logistic test is mostly applied for
machine learning and data prediction, otherwise referred to as a statistical method
for measuring the likelihood of data at different intervals.

In a logistic regression test (see Fig. 6.2), separation occurs when a linear combi-
nation of the predictors can perfectly classify part or all of the observations in the
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Fig. 6.2 Graphical representation of the linear regression versus logistic regression models

sample (Ghosh et al., 2018). Consequentially, a finite maximum likelihood estimate
of the regression coefficients tends to not exist.

Linear Regression versus Logistic Regression:

In the example shown in Fig. 6.2, it can be seen that while the linear regression
analysis is used to estimate the relationships between variables; on the other hand,
the logistic regression is very useful when classifying samples within a range or
categories and tend to make use of different types of data to perform the classification.

The logistic regression method can also be used to determine or assess what
variables are useful for classifying the data samples.

Example of Use Case Scenario of Logistic Regression:

Consider a dataset containing information about students who are considered to
have a learning difficulty. There are some certain features such as cognitive impair-
ment, visual impairment, mobility impairment, etc. that may be seen as the deter-
mining factors. Therefore, the data analysts or researchers’ task could be to find the
correlation between those listed features and their dependencies on each other.

Thus, for research purposes, the following questions can be answered using the
logistic regression:

e Are the cognitive impaired students more prone to be classified as students with
learning difficulty?

e What is the probability that a visually impaired student could have a relationship
with students considered to have learning difficulties?

e Does mobility impairment have any impact in classifying a student as having a
learning difficulty?

In essence, performing a logistic regression test using the above variables
(features) will fit better to the available dataset in question. For instance, the analyst
or researcher can make use of the regression (logistic) to build a predictive model
for a new set of records that is capable of determining whether the students have a
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learning difficulty or not. However, in any case, the most important factor to note
or consider in such type of analysis is the predictive accuracy of the resultant model.

6.2.3 Linear-Log Model

The estimated unit change in the dependent variable (DV) for a percentage change
in the independent variable (IV) can be represented or calculated through the coef-
ficients in a linear-log model. Thus, if we use natural log values to represent the
independent variables (x) and keep the dependent variable (y) in its original scale,
the econometric specification is called a linear-log model (basically the mirror image
of the log-linear model).

The linear-log models are typically used when the impact of the independent
variable (x) on the dependent variable (y) decreases as a result of an increase in
the independent variable (in contrast to the linear regression analysis). The resultant
models (or linear-log models) can sometimes correct for the lack of homoscedas-
ticity that is usually associated with the linear regression analysis, thus, it allows for
heteroscedasticity in the residual distribution (Glick & Figliozzi, 2019).

For instance, when the researcher estimates a linear-log regression, a number
of outcomes for the coefficient on the x-axis tend to produce the most likely
relationships, as described in Fig. 6.3.

Where:

e Part(a)—Fig. 6.3 shows a linear-log function where the impact of the independent
variable is positive and

e Part (b)—Fig. 6.3 shows a linear-log function where the impact of the independent
variable is negative.

(a) (®)

ﬁ:>0 ,B,(O

ay b Y

Fig. 6.3 Linear-log model graph
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6.2.4 T-test

The t-test is a type of inferential statistic used to determine if there is a significant
difference between the means of two groups of a variable which may be related in
some certain features or characteristics (Novak, 2020). The t-test is one of the many
common tests used for the purpose of hypothesis testing in statistics or research exper-
iments. The method (t-test) can be regarded as one of the “multivariate” types of statis-
tical analysis technique used to analyze datasets that contain more than one group
of variable, and the methods are especially valuable when working with correlated
variables (Chatfield, 2018; Novak, 2020).
The following formula is used to calculate the t-test:

Variance between Groups

Variance within Groups

whereby

e A non-trivial (large) T-value equals to different groups.
e A trivial (small) T-value equals to similar groups.

Example of Use Case Scenario for T-test:

Consider a situation whereby a researcher is interested in whether men and women
have different average heights. In areal-world scenario, itis not practically possible to
measure the height of every man and woman across the globe. Instead, the researcher
can decide to measure a selected sample of each, maybe, 500 men and 500 women
in order to determine the average mean difference. The t-test will seek to determine
whether that difference is probably a representative of a real difference between
men and women in general, or, otherwise, whether the analysis is most likely a
meaningless statistical hypothesis. Therefore, considering the scenario above one
may ask: whether there were, in fact, no difference between the average heights in
men and women? or focus on what are the chances that the randomly selected groups
from those populations (men and women across the globe) will or will not be enough
to accept the hypothesis.

Limitations of the T-test

e The results of inferential statistics, such as T-test, can only be applied to
populations that resemble the sample in question or that is being tested.

e In T-test analysis, the sample and population are expected to be normal in distri-
bution. Hence, most scores are often around the mean with fewer scores further
out that may be resembling a bell curve.

e FEach group in T-test is expected to have about the same number of data point or
distribution. In other words, measuring large and small groups together may give
inaccurate results.
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e To perform a T-test, all data must be independent. Thus, the scores should not be
influenced by each other.

e The datasets used to perform T-test are approximately interval level or higher. In
turn, each unit of measurement is considered to be about equal to any other unit.

How to Resolve the Shortcomings with the T-test

e Non-parametric tests, such as the Mann—Whitney U and Kruskal-Wallis H test
can perform the same type of analysis as T-test, with just the added benefit of
being able to be applied with non-normal distributions and ordered-level data.
Even though these tests (i.e., Mann—Whitney U and Kruskal-Wallis H test, etc.)
could also be considered less powerful in some settings, depending on the type
of the analysis being done.

6.2.5 Analysis of Variance—ANOVA (F-test)

Researchers can make use of the ANOVA (short name for Analysis of Variance)
test to determine the influence that an independent variable(s) has on the dependent
variable in a regression study. With ANOVA F-test (which are regarded as one of
the multivariate families of analysis), the datasets are split into two parts, namely,
systematic factors and random factors (Chatfield, 2018; Christensen, 2020; Nibrad,
2019).

The analysis of variance (ANOVA) as the name implies is defined as a collec-
tion of models and their associated procedures, in which the variance is partitioned
into certain components due to different explanatory variables. Similar to the T-test
method, ANOVA also makes use of the variance between the groups and variance
within the groups to calculate the ratio. Thus, the result of the ANOVA as shown in
the following formula (i.e., F-statistic, also called the F-ratio) allows for the anal-
ysis of multiple groups of data to determine the variability between the samples and
within samples. The researchers can make use of the ANOVA test results (F-test) to
generate additional data or draw conclusions (facts) in alignment with the so-called
regression models. For instance, with ANOVA tests, if there exists no real difference
between the tested groups (also referred to as the null hypothesis) the result of the
ANOVA'’s F-ratio statistic will be close to 1. Thus, the larger the ratio, the more likely
that the groups are different.

The formula for ANOVA test is as follows:

MST
F=——
MSE
where

F = ANOVA Coefficient,
MST = Mean sum of squares due to treatment, and
MSE = Mean sum of squares due to error.
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Consequently, if most of the variation (ratio) is between groups, then the researcher
or data analysts can considerably claim that there is probably a significant effect. On
the other hand, if most of the variation is within the groups, then there is probably
not a significant effect.

Interestingly, the ANOVA analysis can be used to test for fuzziness in the datasets
(Ahmed & Kilic, 2019). For instance, the one-way ANOVA (also referred to as a
between-subject ANOVA or one-factor ANOVA) can help in determining statistical
differences between the mean of continuous independent variables. Even though the
method cannot tell which specific groups of data are significantly different from
each other, rather, it just provides information that at least two of the groups are
significantly different from each other (Ahmed & Kilic, 2019).

Types of ANOVA and Use Case Scenarios:

There are two main types of ANOVA analysis, namely, (i) one-way ANOVA, and
(i1) two-way ANOVA (Christensen, 2020; Nibrad, 2019).

(i) The One-way ANOVA test for between groups can be used when the researcher
wants to test two groups to see if there is a difference between them. In order
to conduct a one-way ANOVA analysis, the following six assumptions must be
satisfied (Ahmed & Kilic, 2019):

(1) The dependent variables must be continuous.

(2) Independent variable(s) must consist of two or more categorical, indepen-
dent groups.

(3) There should be no relationship between the observations in each group or
between the groups themselves, i.e., independence of observations must
hold.

(4) There should be no significant outliers, which might have a negative effect
on the one-way ANOVA, thus reducing the validity of the results.

(5) Dependent variable should be approximately normally distributed for each
category of the independent variable. Even though, one-way ANOVA only
requires approximately normal data because it is quite “robust” to viola-
tions of normality, meaning that assumption can be a little violated and
still provide valid results.

(6) Homogeneity of variances must hold.

(ii)) The Two-way ANOVA can be with or without replication:

e The Two-way ANOVA with replication is used for two groups where the
members of those groups are doing more than one thing. For example, two
groups of patients from different hospitals trying two different therapies.

e The Two-way ANOVA without replication is used when the analyst has one
group and is double-testing that same group. For example, a research exper-
iment testing one set of individuals before and after they take a particular
medication to see if it works or not.
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Difference between ANOVA versus T-test:

o T-test calculates the Mean.
o ANOVA calculates the Ratio.

Also, as shown in Fig. 6.4, a T-test analysis test two groups of variable, whereas
ANOVA tests more than two groups to determine the differences or dependency of
the variables. Thus, to conduct a test with three or more categories of variable, one
must use an Analysis of Variance (ANOVA).

One Sample
T-test

Paired
Sample T-test

Data Sample

Dependent
(7

Independent
Sample T-test

(Approx. of d.f)

Independent
Sample T-test
(Pooled Variance)

Fig. 6.4 Flowchart showing the T-test versus ANOVA analysis
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6.2.6 Mann—Whitney U Test

Mann—Whitney U test is a non-parametric equivalent to independent sample T-test.
The test is used to compare whether there is a difference in the dependent variable for
two independent groups of variable (McKnight & Najab, 2010), as shown in Fig. 6.5.
For example, the probable effect of an exam-administration mode (the independent
variable) over the test-takers’ scores (dependent variable) can be analyzed using the
Mann—Whitney U test (Oz & Ozturan, 2018) provided the exam-administration mode
is of two categories or group (e.g., online and paper based). Quite often, researchers
interpret the Mann—Whitney U test by comparing the medians between the two
populations.
The formula to calculate the Mann—Whitney test is as follows:

n;(n; + 1
Uy = Hlnz+¥— R,
np(ny + 1
U, = ninp + % — R,.
where
R; = sum of the ranks for group 1 and

R, = sum of the ranks for group 2.

It is important to mention that the Mann—Whitney U method functions by pooling
the observations from the two samples into one combined sample. This is done by

Applicable Scenario:

-Two independent groups being considered
-An ordinal outcome is being used
-The assumption of independent of observation is met

4

Population

Group
Mann-Whitney U test

Fig. 6.5 Description of Mann—Whitney U test



118 6 Understanding the Different Types of Statistical Data Analysis ...

keeping track of which sample each observation comes from and then ranking them
according to lowest to highest from 1 to R; 4+ R», respectively.

For instance, the Mann—Whitney U test has proved itself as one of the many multi-
variate tests that can combine the primary and mortality endpoints of a dataset into a
single composite endpoint and can be analyzed through the ranking of those combined
outcomes (Matsouaka et al., 2016). The testing of those combined endpoints can be
performed as a weighted test where the optimal weights are determined by maxi-
mizing the power of the statistical analysis, perhaps, under a particular alternative
hypothesis.

Example of Use Case Scenario of Mann-Whitney U Test:

Consider a students’ assessment system designed to determine the effectiveness of
a new teaching program or strategy to improve the students’ learning outcome. To
this effect, a total of n participants is selected randomly to undergo either the new or
a previously existing program. The students are asked to take note of the record of
the number of times they feel overwhelmed as a result of the assigned program over
a specified period of time. The Mann—Whitney U test in this scenario can be used to
determine:

e [f there is a difference in the number of times the students feel overwhelmed over
the period of participating in the new program compared to those undergoing the
previously existing program?

e If 50, are the observations statistically significant?

6.2.7 Chi-Squared (x?)

Chi-squared (¥?) statistics is a test that measures how expectations compare to the
actual observed data (or model results) (McHugh, 2012). Datasets used in calculating
a chi-squared statistic must be random, raw, mutually exclusive, drawn from inde-
pendent groups or population, and from a large enough sample size. For example,
the results of tossing a coin 100 times meet these criteria.

Chi-squared tests have proved effective and are often used in hypothesis testing
for calculating new similarity distance measures, which is an important measure in
the applications of image analysis, for instance, and statistical inference (Ren et al.,
2019).

The formula for calculating the chi-square (y?) statistics is as follows:

0; — E;)?
25 )

E;
where

C = degrees of freedom,
O = observed values(s), and
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Table 6.1 Example of a chi-squared (2) data distribution

Present | Absent | Total—for each value (i.e., O and E)
Female 18(0) |[7(0) |25
15(E) | 10(E)
Male 42 (0) [33(0) |75
45 (E) |30 (E)
Total—for each value (i.e, O and E) | 60 40 100
E = expected values(s.)

As gathered in Table 6.1, the numbers denoted with (O) represent the Observed
value, O, whereas the numbers denoted with (E) represent the Expected value, E.

Example of Use Case Scenario for Chi-squared (x2):

A chi-squared test can be applied to determine, for instance, the level of effect or
impact that gender bias has on the students’ evaluation of teaching or expectations
about the academic professors or performance.

6.2.8 Kruskal-Wallis H Test

The Kruskal-Wallis H test proposed by William Kruskal and W. Allen Wallis
(Kruskal & Wallis, 1952) is a non-parametric method used to determine whether
a group of data comes from the same population. The Kruskal-Wallis H analysis
is identical (an alternative) to the ANOVA with the data replaced by categories or
ordinal level data. Just in the same manner as the Mann—Whitney U test (but in this
case for more than two groups of variables); the Kruskal-Wallis tests can be used to
determine if there exist statistical differences between the independent observations
based on the dependent variables (Veerasamy et al., 2018).

In other words, the Kruskal-Wallis H test can be referred to as an extension of
Mann—Whitney U test typically applied for three or more groups, as illustrated in
Fig. 6.6.

The formula for computing the Kruskal-Wallis H test is as follows:

12 R?
H=| —— —L1-3 1
n(n—l—l)Zn- (2 +1)

j=t 7

where
K = number of comparison groups,
n = total sample size,

nj = sample size in the jth group, and
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Applicable Scenario:

-Three or more independent groups being considered

-The assumption of normality has been met

-The assumption of independent of observation is met

-The assumption of homogeneity of variance has been violated for ANOVA

S

Group

A 4

Population

Q
=
g
=]

Kruskal-Wallis H test

Fig. 6.6 Kruskal-Wallis H test

R; = sum of the ranks in the jth group.

The following are the key features of the Kruskal-Wallis H test:

e Alln =n;+ n; + -+ ng measurements are jointly ranked (i.e., treated as one
large sample).

® One can also use the sums of the ranks of the k samples to compare the
distributions.

Example of Use Case Scenario of Kruskal-Wallis H Test:

Please refer to the use case scenario of Mann—Whitney U test (Section 6.2.6), but in
this situation used for three or more groups.

6.2.9 Correlation

Correlation is a bivariate analysis that measures the strength of association between
two variables and the direction of the relationship (whether positive or negative).

6.2.9.1 Kendall Rank Correlation

The Kendall rank (also known as Kendall’s tau analysis) is a non-parametric test
mostly used to measure the strength of dependence between two variables (Brossart
et al., 2018). In theory, Kendall’s rank correlation coefficient can be applied as an
efficient and robust way of identifying monotone relationships between two data
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sequences. Although when applied to digital data (i.e., discrete or discontinuous
representation), the high number of ties can produce inconsistent results due to
quantization (Couso et al., 2018).
The formula for Kendall Rank Correlation is as follows:
-D

C
Kendall'stan = ——
C+D

Spearman’s Rank Correlation

Spearman rank (also known as Spearman’s rho analysis) is a non-parametric test
that is mostly used to measure the degree of association between two variables
(Wang et al., 2019; Zar, 2014). For example, the researchers can use Spearman’s rank
correlation coefficient and multiple regression techniques to measure the relationship
between some set of variables (Veerasamy et al., 2018).

The formula for Spearman’s Rank Correlation is as follows:

d2
Spearman’s.tho = 1 — 63(d)
n(n2 — 1)

Kendall versus Spearman:

As shown in Table 6.2 and the formula/calculations, an illustration of the difference
between the Kendal tau and Spearman rho analysis is as follows (Hauke & Kossowski,
2011):

When to use Kendall’s tau Analysis?

e The distribution of Kendall’s tau analysis is most useful when the data analyst or
researcher is interested in a test that has better statistical property.

e The interpretation of Kendall’s tau test in terms of the probabilities of observing
the agreeable (concordant) and non-agreeable (discordant) pairs is very direct.

When to use Spearman’s rho Analysis?

e Spearman’s rank correlation coefficient is the most widely used rank correlation
coefficient analysis.

In summary, quite often the interpretation of Kendall’s tau and Spearman’s rho
rank correlation coefficient are very similar. Thus, both methods tend to invariably
lead to the same inferences.
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Table 6.2 Kendall versus Spearman data distribution

Kendall tau Spearman rho
Teacher |Student |C D D D?
1 2 10 1 1 1
2 1 10 0 1 1
3 4 8 1 1 1
4 3 8 0 1 1
5 6 6 1 1 1
6 5 6 0 1 1
7 8 4 1 1 1
8 7 4 0 1 1
9 10 2 1 1 1
10 9 2 0 1 1
11 12 0 1 1 1
12 11 - - 1 1

Kendall's tau = 60-6 rho =1 — 62(12})

60 + 6 12(122 _ 1)
Kendall's tau = % vho =1 — 72
Kendall's tau =.818 1716
rho =.958
Note:

Kendall’s tau: Most of the time, the outcome of the Kendall’s tau correlation analysis is usually
smaller values than Spearman’s rho correlation. The calculations are (i) based on concordant and
discordant pairs, (ii) insensitive to error, and (iii) the p-values are more accurate with smaller sample
sizes.

Spearman’s rho: The outcome of Spearman’s rho test usually has larger values than Kendall’s

tau test. The calculations are (i) based on deviations, (ii) much more sensitive to error, and (iii)
discrepancies in data.

6.2.10 Wilcoxon Test (Signed-Rank and Rank-Sum)

The Wilcoxon test, also referred to the Wilcoxon-signed-rank or Wilcoxon-rank-sum
tests (Wilcoxon, 1945), is a non-parametric test and alternative version of the t-test
(Rey & Neuhduser, 2011). The test is mostly applied by the researchers to compare
two dependent samples by testing whether the median values of the two groups differ
significantly from each other. The resultant models assume that the data comes from
two matched or dependent populations, following the same distribution through time
or place (Hayes, 2023). The test can be applied to test the hypothesis that the median
of a symmetrical distribution equals a given constant. And, as the name implies, and
as with the many other non-parametric tests that we have already and previously
described in this chapter (Chap. 6) and in Chap. 5, this distribution-free test is based
on ranks (Rey & Neuhéuser, 2011). It is assumed that the independent variable in a
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Wilcoxon test is dichotomous, and the dependent variable is a continuous variable
whose measurement is at least ordinal.
The main types and summary of the Wilcoxon test include (Hayes, 2023):

e The Wilcoxon test compares two paired or independent groups of variables and
comes in two versions, (i) the rank-sum test, and (ii) signed-rank test.

e The aim of the test is to determine if two or more sets of pairs in a data
or variable are different from one another in a statistically significant manner.

e Both tests (whether rank-sum or signed-rank) assume that the pairs in the data
sample come from the same dependent populations.

e Unlike t-test that calculates the mean difference of two groups of a variable, the
Wilcoxon test is used to calculate the median difference between the two groups
of variables.

The signed-ranked version of the Wilcoxon test is calculated based on differences
in the samples’ median scores but in addition to it taking into account the signs of the
differences, thus, takes into consideration the magnitudes of the observed differences.

As the non-parametric equivalent of the paired t-test, the signed-rank can be used
as an alternative to the t-test when the population data does not follow a normal
distribution.

On the other hand, the Wilcoxon rank-sum test version is often used as the non-
parametric equivalent of the independent or two-sample t-test.

The Wilcoxon rank-sum test is used to compare the median of two independent
samples, while Wilcoxon signed-rank test is used to compare the median of two
related (paired) samples.

The value of z (test statistics) in a Wilcoxon test is calculated with the following
formula:

T —pur
or

Zr =

where

e T = sum of values from calculating the ranges of differences in the sample.

Example of Use case Scenario of Wilcoxon Test:
The following type of research questions can be answered using the Wilcoxon test:

e Are the test scores for students, e.g., Sth grade to 6th grade for the same group of
students different from each other?

e Are the learning performance of a particular group of students better in the
morning or in the evening?



124 6 Understanding the Different Types of Statistical Data Analysis ...

6.3 Summary

The type of research methodology or design one chooses to carry out the research
investigations determines the type of data that is required for the research purpose,
and vice and versa. This includes the means or procedures that will be applied for
collecting the samples (data collection) as well as the type of analysis (statistical
data analysis) that would be performed. The authors have provided the data type and
method matching in Table 6.3 as a guideline for the researchers in the selection of
the most appropriate or suitable statistical analysis/method based on the type of data
or sample (i.e., independent versus dependent variable).

Overall, a more comprehensive guide on how to choose the best and suitable
statistical data analysis method based on the type of data (see Chap. 4) or available
statistical tools for the research investigations can also be found in the following
sources:

e NYU Elmer Homes Bobst Library (NYU Libraries, 2023) and
e UCLA—Institute for Digital Research and Education (UCLA, 2023).
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Chapter 7 ®)
Regression Analysis in R: Linear i
Regression and Logistic Regression

7.1 Introduction to Regression Analysis

Statistical data analysis methods or procedures are used by the researchers to test or
scrutinize the collected data samples in order to determine if they should accept or
reject the pre-defined research questions and hypothesis. Typically, the researchers
or data analysts apply the (applicable) statistical methods and measurements to deter-
mine whether the assumptions or claims are scientifically (statistically) significant
or not.

In this chapter, the authors introduce to the readers how to conduct the Linear and
Logistic Regression analysis using R.

There are two main points to consider when conducting the regression analysis:

e First is either to check if a predictor variable (often referred to as the independent
variable) is good enough (significant levels) in predicting the effect (outcome) or
response of a targeted variable (referred to as the dependent variable).

e Or the second, which is to determine what variable(s), in particular, are the
significant predictors of the outcome variable (dependent) in the case of multiple
independent variables.

Linear regression is one of the most commonly used types of regression analysis,
especially in predictive and diagnostic analytics. It is used by the researchers to
determine the relationship that exists among one targeted (dependent) variable and
another one or more predictor (independent) variable(s). The method assumes that the
relationships between the independent and dependent variables are linear. Therefore,
a constant unit of change in one of the variables implies a constant unit of change
in the other (Pal et al., 2019; Schmidt & Finan, 2018). This is done by finding
the best (fitting) straight line (see Chap. 6), otherwise referred to as the regression
line through the points calculated by Least Squares (LS) modus considering the
scrutinized variables (Darlington & Hayes, 2016; Pal et al., 2019).
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The linear regression line is often represented as y = a + bx, where x is the
predictor (independent) variable and y is the response (dependent) variable (see
Chap. 6, Fig. 6.1). The slope of the line is denoted as b, whereas a represents the
intercept (i.e., the value of y when x = 0). Thus, in theory, the basic formula or
syntax for the linear regression test is defined as y = ¢ + b*x, where y represents
the estimated dependent variable score, c = constant, b = regression coefficient, and
x representing the score on the independent variable. Consequently, the outcome
of these regression estimates or formula is what the researchers use to explain the
relationship between one targeted variable and another variable(s) (Kronthaler &
Zollner, 2021).

Typically, there are two main types of linear regression tests or method which the
authors will be illustrating in this chapter using R. These are

(1) Simple linear regression which considers one dependent variable (interval or
ratio) and one independent variable (interval or ratio or dichotomous) (Kaps &
Lamberson, 2017).

(i) Multiple linear regression which considers one dependent variable (interval
or ratio) and two or more (2+) independent variables (interval or ratio or
dichotomous) (Olive, 2017).

Logistic regression, on the other hand, (unlike the linear regression which uses
continuous variables in its tests) is used when the dependent (targeted) variable is a
categorical or dichotomous (binary) data, i.e., fits into one of two clear-cut categories.
By definition, the “logistic regression” can be referred to as the statistical method or
procedure that is used to analyze or explain the relationship between one dependent
categorical (or binary) variable and one or more nominal, ordinal, interval, or ratio-
level independent variables (Connelly, 2020). With logistic regression the linearity
of the dependent (i.e., response variable) and independent (predictor) variable(s) is
measured using weights or coefficient (beta values). The only major difference of
logistic regression from linear regression is that the output of the method (logistic)
is modeled or represented as binary values, i.e., 0 or 1, rather than just numerical
values.

Therefore, the logistic regression equation can be defined as y = e*(b0 + b1*x)
/ (1 + e™b0 4 bl*x)) where y is the predicted output (dependent variable score),
b0 is the bias or intercept term, while bl is the coefficient for the input value x (i.e.,
independent variable score).

Logistic regression (an alternative to linear regression) is basically a method that
provides means of using linear regression to solve problems that are not directly or
commonly suitable for applying the linear regression procedures.

There are three main types of logistic regression analysis which the authors will
illustrate in R in this chapter. These are

(1) Binomial (binary) logistic regression which considers dependent variables that
only have two possible types of 0 or 1. For instance, male or female, win or
lose, pass or fail, etc. (Prasetyo et al., 2020).

(i) Multinomial logistic regression which considers dependent variables that have
three or more (i.e., more than two levels) possible types but are not ordered.
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Install and Load required R packages for data manipulation and easy
visualization;  "tidyverse", "ggpubr", "GGally", "aod", “mlogit”, “nnet”,

” o«

“MASS”, “rms”, "DescTools", “manipulate”, “reshape2”, “ggplot2”, “arm”,

” u

"broom", “dplyr”, “effects”

Import and inspect datasetf or analysis

Conduct regression analysis in R using the supported methods; Im( ),
glm( ), multinom( ), and polr( )

Visualize results using graphical method for comparison and
interpretation or exportf or other use

Interpret and check results oft he analysis

Fig. 7.1 Steps to conducting the linear regression and logistic regression analysis in R

For instance, Place A vs Place B versus Place C (Austin & Merlo, 2017; Liang
et al., 2020).

(i) Ordinal logistic regression which considers more than two dependent variables
but with ordered categories. For instance, Poor, Average, Good, Excellent, etc.
(Fagerland & Hosmer, 2017; Liang et al., 2020).

Over the next sections of this chapter, authors will describe and look at how to
conduct the different types of the Linear Regression analysis (see Sect. 7.2) and
Logistic Regression analysis (Sect. 7.3) in R statistics (Rstudio, 2020).

In Fig. 7.1, the authors describe and illustrate the different steps, functions, and
packages to performing the Linear and Logistic Regression tests in R as follows.

7.2 Linear Regression Analysis in R: Simple Regression
and Multiple Regression

Linear regression is one of the most common scientific and widely used statistical
method used to determine the relationship (linearity) that exists between a targeted
variable (dependent or response variable) and another predictor variable (independent
or explanatory variable).

The default hypothesis for testing whether certain or particular variables are
related (correlated) is IF the p-value is less than or equal to 0.05 (p < 0.05), THEN
correlation/relationship is assumed, ELSE IF the p-value is greater than 0.05 (p >
0.05) THEN dependency or association is not assumed.
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The authors will demonstrate how to conduct the two most common types of
linear regression analysis (simple regression and multiple regression) tests by using
the Im( ) function or method in R. We will do this using the steps outlined in Fig. 7.1.

To start, open RStudio and create a new or open an existing project. Once
you have RStudio and a project opened, create a new RScript and name it
“RegressionAnalysisTest” or any name the user chooses (refer to Chap. 1 on how
to do these steps if required or needed).

Now, let’s download an example dataset that we will use to demonstrate the regres-
sion analysis (**the users are welcome to use any dataset or format they choose—see
Chap. 2 for a step-by-step guide on how to work with different data types and format
in R).

As shown in Fig. 7.2, download the example .dta file named “auto.dat” and
save it on your local machine or computer (https://www.stata-press.com/data/r8/u.
html). ***Note: the readers can also refer to the following repository (https://doi.
org/https://doi.org/10.6084/m9.figshare.24728073) where the authors have uploaded
all the example files used in this book if they wish to do so or not able to access the
example file directly from the source page.

Once the user has successfully downloaded and saved the file on the computer,
we can proceed to conduct the linear regression analysis.

C @ stata-press.com/data/r8/u.html

it apps B Transiate @ Webof ScienceM.. [ Mail - Kingsley Ari.. [l Scimago Joumnal Ed Scopus - Docume

=11 Press | Datasets Resources

.
w
1=
o
9
1

u

Chapter 7 - Setting the size of memory

« regsmpl.dta

Chapter 9 - Stata's sample datasets

* auto.dta htty

+ autornd.dta N www.stata-press.com/data/r@/autornd.dt

Fig. 7.2 Example of .dta file format download. (Source https://www.stata-press.com/data/r8/u.
html)
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# Step 1—Install and load the required R packages

Install and Load the following R packages (“tidyverse”, “ggpubr”, “GGally”). As
shown and described in Fig. 7.3 (Step 1, Lines 3—11), the syntax to install and load
the packages is as follows:

install.packages ("tidyverse")
install.packages ("ggpubr")
install.packages ("GGally")

library (tidyverse)
library (ggpubr)
library (GGally)

@' CronbachAlphaDemo.R* o i Test.R O R Objects demo.R O] R packages demo.R = B [T

Source on Save L =+Run S+ +Source -

t in R

# Regression Analysi

¥ Step 1 Install

2 b
2

3
4 "
S install.packages("tidyverse”) (‘... 0 Step 1l
6 install.packages(“ggpubr”)

7 install.packages( GGally™)

&

9 library(tidyverse)
18 library(ggpubr)
11 library(GGally
Ny v by

15 MyRegData <- read.dta(file.choose()
16 attach(MyRegData)

[i
W
o
©
[ ]

1
1
121 # Simple Linear Regressior :
: 22 Simp.LRModel <- lm{price - weight, data - MyRegData) ]
| 23 Simp.LRModel :
| 24 summary(Simp.LRModel) 1
HE] !
126 #Mu e Linear Regression 1
: 27 Mult.LRModel <- lm{price - weight + length + gear_ratio, data - MyRegData) |
128 Mult.LRModel H
I 29 summary(Mult.LRModel) 1
o s B o e et A !
31:1  (Top Level) = R Seript 2
Console  Terminal Jobs P o |

~/MyFirstR_Project/

gear_ratio 1719.766 941.970 1.826 ©.87216 .

Signif. codes: @ °****' 9.001 ***" @0.01 **" 0.05 "." 0.1 * ' 1
Residual standard error: 2377 on 70 degrees of freedom
Multiple R-squared: @.3772, Adjusted R-squared: @.3505
F-statistic: 14.13 on 3 and 7@ DF, p-vaolue: Z.684e-07

>

Fig. 7.3 Steps to conducting the simple and multiple linear regression in R
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# Step 2—Import and Inspect Dataset for Regression analysis

Asillustrated in Fig. 7.3 (see Step 2), import the dataset named “auto.dta” which we

have downloaded earlier on the local computer, and store this in

an R object named

“MyRegData” (the users can use any name they choose if they want).

Once the user has successfully imported the dataset (see code below, Fig. 7.3, Lines
13-17), they will be able to view the details of the auto.dta dataset as highlighted
in Fig. 7.4 with 74 observations and 12 variables in the imported data sample.

MyRegData <- read.dta(file.choose())
attach (MyTestData)
View (MyTestData)

# Step 3—Analyze the dataset

Now that the user has imported the dataset and stored it in an R object we named or

defined as “MyRegData”, we can proceed to analyze the data.
As shown and explained in Fig. 7.3 (Step 3, Lines 19-29),

we will conduct a

Simple and Multiple Linear Regression analysis using the Im( ) function in R.
Note: As defined in the introduction section (Sect. 7.1)—(see also Chap. 5 for a

description of the dependent versus independent variables).

© CombachalphaDemat® « 8 RagerisntasunTeic MytegDus © O KObeen demek O N packages dema R =) Unvirsemest Mistory Cossectioms Tutsrial =

ol

LY

s—

Fig. 7.4 The dataset example imported and stored as R object in RStudio
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e Simple linear regression tests consider only one independent (predictor) variable,
while
e Multiple linear regression uses two or more independent variables.

Therefore, to illustrate the two tests, we will use the following variables
highlighted in the example dataset (MyRegData):

e For simple linear regression, we will check the relationship that “weight” (inde-
pendent variable) has with the “price” (dependent variable) of the automobiles.

e For the multiple linear regression, we will check the relationship that “price”
(dependent variable) has with the following independent variables “weight”,
“length”, and “gear_ratio”.

The syntax to conduct the two tests (see Step 3) in R is shown in the code below
(see Fig. 7.3, Lines 19-29):

# Simple Linear Regression
Simp.LRModel <- lm(price ~ weight, data = MyRegData)
Simp.LRModel

summary (Simp.LRModel)

# Multiple Linear Regression
Mult.LRModel <- Im(price ~ weight + length + gear ratio, data = MyRegData)
Mult.LRModel

summary (Mult.LRModel)

When the user has successfully run the commands (as described in Fig. 7.3, Step
3, Lines 19 to 29), they will be presented with the results of the linear regression
analysis in the Console similar to the ones we have reported in Figs. 7.5a and b.

As shown in Figs. 7.5a and b, we conducted the simple and multiple linear regres-
sion analysis using the following variables (price, weight, length, gear_ratio) which
are in the right format (continuous or interval ratio) for conducting the regression
analysis (parametric test— see Chap. 4), and stored the results of the tests in an R
object we called or defined as “Simp.LRModel” and “Mult.LRModel”, respectively.

# Step 4— Visualize linear relationship

An additional and useful way to check the relationship that exists between a variable
and another in R is by plotting them as graph which, we demonstrated in Chap. 2 in
Sect. 2.7. In this way, the user can draw a correlation between the target or analyzed
variables.

To do this, we will use the following functions: plot( ), abline( ), ggplot( ), and
ggpairs( ) to visualize the relationship (linearity) between the variables, as shown in
Fig. 7.6 and the resultant plots in Figs. 7.7 and 7.8.

The syntax used for the example plots (see Step 4 in Fig. 7.6, Lines 31-42) is as
shown below, and the results reported and described in Figs. 7.7 and 7.8.
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> # Simple Linear Regression
mmm) > Simp.LRModel <- lm(price ~ weight, data = MyRegData)

> Simp.LRModel
Call:
Im(formula = price ~ weight, data = MyRegData)
Coefficients:
(Intercept) weight
-6.707 2.044

> summary(Simp.LRModel)

Call:
Im(formula = price ~ weight, data = MyRegData)

Residuals:
Min 1Q Median 3Q Max
-3341.9 -1828.3 -624.1 1232.1 7143.7

[ Coefficients:
i Estimate Std. Error t value Pr(>Itl)
:(Intercept) -6.7074 1174.4296 -0.006 9.995

Ewetght 2.0441 0.3768 5.424 7.42e-07 ***

Signif. codes: @ ‘***' 0.001 ‘**’ 0.01 ‘*’ 0.05 *." 0.1 * ' 1

Residual standard error: 2502 on 72 degrees of freedom
Multiple R-squared: @.2901, __ Adjusted R-squar:
;F‘-statistic: 29.42 on 1 and 72 DF, p-value: 7.416e-07

> # Multiple Linear Regression
> Mult.LRModel <- lm(price ~ weight + length + gear_ratio, data = MyRegData)
> Mult.LRModel

Call:
1m(formula = price ~ weight + length + gear_ratio, data = MyRegData)
Coefficients:
(Intercept) weight length gear_ratio
3665.664 5.665 -105.300 1719.766

> summary(Mult.LRModel)

Call:
Im(formula = price -~ weight + length + gear_ratio, data = MyRegData)

Residuals:
Min 10 Median 30 Max
-4829.5 -1430.4 -421.5 1361.0 ©457.3

Coefficients:

Estimate Std. Error t value Pr(>Itl)
(Intercept) 3665.664 S5614.375 @.653 0.5159%
weight 5.665 1.224 4.626 1.66e-05 ***
length -105.300 38.755 -2.717 ©.00829 **
gear_ratio 1719.766 941.970 1.826 0.97216 .

Signif., codes: @ ****’ §.001 ***' 0.01 ‘*" 0.05 '." 0.1 * " 1

Residual stondard error: 2377 on 7@ degrees of freedom
rl_vlgltinle R-squared: _@.3772, Adjusted R-squared: _©.3505

! F-statistic: 14.13 on 3 and 7@ DF, p-value: Z.684e-87 '

Fig. 7.5 a Result of simple linear regression analysis in R. b Results of multiple linear regression
analysis in R
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rmalityTestDemo.R* 0 | CrenbachAlphaDemo.R* O Regre: AnalysisTest.R* O | R Objects demoR ~ 3 —

EH Source on Save A S
22 Simp.LRModel <- Im(price - weight, data = MyRegData
23 Simp.LRModel
24 summary(Simp.LRModel
25
26 # Multiple Linear Regressior
27 Mult.LRModel <- lm(price - weight + length + gear_ratio, data - MyRegData
28 Mult.LRModel
29 summary(Mult.LRModel

rf

1

i

1 sule Linear sior
1 34 plotiprice - weight, data = MyRegData, main = “Linearity of variables™)
:35 abline(Simp.LRModel, col= “blue”

136

1

1

1

1

1

1

1

1

1

37 ggplot(Simp.LRModel, aes(x - weight, y - pricel) + geom_point() + stat_smooth(
33
39 # Multiple Linear Regressior
48  plot(Mult.LRModel)
41
42 ggpairs(MyRegData[, c{"price”, “weight™, “length™, “"gear_ratio
L L I R S —————
a4
431  (Top Level) :

Console  Terminal Jobs
~ [MyFirstR_Project/

> # Simple Linear Regression

> plot(price - weight, data = MyRegData)

> abline(Simp.LRModel, col= "blue”)

> ggplot(Simp.LRModel, ces(x = weight, y = price)) + geom_point() + stat_smooth()
geom_smooth()" using method = ‘loess’ and forsula 'y ~ x'
> & Multiple Linear Regression

> plot(Mult.LRModel)

Hit <Return> to see next plot:

Hit <Return> to see next plot:

Hit <Return> to see next plot:

Hit <Return> to see next plot:

> ggpairs(MyRegData[, c(“price™, "weight™, “length”, “gear_ratio")])

Fig. 7.6 Visualizing linear relationship between two or more variables in R

# Simple Linear Regression

=+ Run

L

139

= Source =

| Step 4

R Seript 3

plot (price ~ weight, data = MyRegData, main = "Linearity of variables")

abline (Simp.LRModel, col= "blue")

ggplot (Simp.LRModel, aes(x = weight, y = price)) + geom point() +

stat smooth ()

# Multiple Linear Regression

plot (Mult.LRModel)

ggpairs (MyRegData[, c("price", "weight", "length", "gear_ ratio")])

Note: When applying the scatter plot function plot(Mult.LRModel) which we
used for the multiple linear regression analysis (see as pointed in Fig. 7.6), the user
will be prompted in the Console to press or hit the Return button (Enter key) on the
keyboard to view the different plotted graphs.
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Fig. 7.7 Example of simple linear regression graph in R using the plot( ) and abline( ) functions
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Fig. 7.8 Example of multiple linear regression graph in R using the ggpairs( ) function
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# Step 5—Results Interpretation

The final step in the linear regression (simple and multiple) analysis is to understand
and interpret the results of the tests for technical presentations or scientific use/
purposes.

By default, the hypothesis for testing whether certain variables are related (corre-
lated) or not is: IF the p-value is less than or equal to 0.05 (p < 0.05), THEN
linearity is assumed, ELSE IF the p-value is greater than 0.05 (p > 0.05) THEN
association (linearity) is not assumed. Thus, linear regression test results with p <
0.05 (lower p-values) indicates that the predictor variable (independent) is related
to the response variable (dependent). Whereas results with p > 0.05 (high p-value)
means that changes or a change in the predictor variable(s) are not associated with a
change in the response variable.

For example, as presented in the results below (coefficients) of the simple and
multiple linear regressions which we reported in Figs. 7.5a and b, respectively; we can
statistically conclude for the simple linear regression analysis that there exists a linear
relationship between the “price” (dependent variable) and “weight” (independent
variable) in the example dataset “MyRegData” with p-value of 7.416e-07 (p <
0.05), F = 29.42 (see Fig. 7.5a). Henceforth, we can confidently say or predict that
an increase or decrease in the weight of the specified automobile will consequently
lead to an increase or decrease in the price of the automobile, and vice and versa. In
other words, the predictions are not construed as an event of chance, but are based
on the statistical significance of the test.

Coefficients:

Estimate Std. Error t value Pr(>|t]|)
(Intercept) -6.7074 1174.4296 -0.006 0.995
weight 2.0441 0.3768 5.424 7.42e-07 ***

F-statistic: 29.42 on 1 and 72 DF, p-value: 7.416e-07

Likewise, for the Multiple Linear Regression analysis (see: Fig. 7.5b), we
can statistically conclude that in total (p = 2.684e-07, F = 14.13) the predictor
or independent variables (i.e., weight, length, and gear-ratio) have a signifi-
cant relationship with “price” of the automobile. Although when we consider
the differences among the individual (predictor or independent) variables, i.e.,
weight (p = 1.66e-05, t = 4.626), length (p = 0.00829, t = —2.717), and gear-
ratio (p = 0.07216, t = 1.826), we can also find that the gear_ratio (where
p = 0.07216) (p > 0.05) does not necessarily share a significant relationship
with the “price” of the automobile in comparison to the other analyzed vari-
ables (weight and length) that does share a linear relationship with the “price”
of the automobile.
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Coefficients:
Estimate Std. Error t value Pr(>|t])
(Intercept) 3665.664 5614.375 0.653 0.51596

weight 5.665 1.224 4.626 1.66e=05 **=*
length -105.300 38.755 -2.717 0.00829 **
gear_ratio 1719.766 941.970 1.826 0.07216 .

F-statistic: 14.13 on 3 and 70 DF, p-value: 2.684e-07

Accordingly, the above conclusions or interpretations of the results of the regres-

sion tests can also be visualized in the graphs represented in Figs. 7.7 and 7.8,
respectively.

Useful Tips:

The Pr(>Itl) or p-value (see Fig. 7.5a and b) is the probability that the user would
get either a t-value as high (or higher) than the observed value(s) when the null
hypothesis is true. In other words, when the coefficient is equal to zero or there
is no relationship. Therefore, if the Pr(>ltl) is low, the coefficients are significant
(i.e., significantly different from zero). Else if the Pr(>lItl) is high, the coefficients
can consequently not come out to be significant.

We can interpret the t-value as the larger the value (t-value), the less likely that
the coefficient is not equal to zero by chance. Thus, the higher the t-value, the
better the results.

Standard Error is used to determine the distance between the point to the
regression line in the model.

Lastly, another valuable way of establishing how well a regression model fits
the observed data is through the value of the r-squared (R2). In most cases, an
r-squared (R? value of 0.5 and above are generally considered a better fit for the
model.

Other useful functions or components the users can subsequently experiment as

per the regression analysis and for further useful information and interpretation of
the results are as follows:

coefficients( ) computes the model coefficients. For example, in our example data
coefficients(Simp.LRModel).

confint(NameOfModel, level = 0.95) computes the confidence interval for the
model parameter, e.g., confint(Mult. LRModel, level = 0.95).

fitted( ) computes the predicted values, e.g., fitted(Simp.LRModel).

e residuals( ) computes the residuals, e.g., residuals(Mult. LRModel).

anova( ) computes the analysis of variance table for the different variables, e.g.,
anova(Mult.LRModel).

anova(Modell, Model2) also we can compare the results of different regression
models, e.g., in our example case anova(Simp.LRModel, Mult.LRModel).
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e vcov( ) computes the covariance matrix for the model parameters, e.g.,
vcov(Mult. LRModel).

e influence( ) computes the regression diagnostics, e.g., influence(Simp.LRModel).

e cor( ) computes the correlation coefficient between two specified variables, e.g.,
cor(Simp.LRModel).

7.3 Logistic Regression Analysis in R

Logistic regression (or logit models) is a great way to model the linear combination
of categorical or dichotomous variables.

Just as with the many other statistical methods or analysis, the default hypothesis
for testing whether certain categorical or binary variables are related (correlated) is:
IF the p-value is less than or equal to 0.05 (p < 0.05), THEN association is assumed,
ELSE IF the p-value is greater than 0.05 (p > 0.05) THEN association or relationship
is not assumed.

Here, the authors will demonstrate to the readers how to conduct the different
types of logistic regression analysis (i.e., binominal, multinominal, and ordinal) tests
using the glm( ), multinom( ), and polr( ) functions in R. We will show the readers
the different computational procedures to conducting the three main types of logistic
regression tests using the same steps we have outlined earlier in Fig. 7.1.

Now, let’s download two example files that we will use to demonstrate the three
different types of logistic regression analysis (the users are welcome to use any
preexisting dataset or format so long as it meets the same criteria or type of variables).

As shown in Fig. 7.9, download the example files named “TypeofCoverage.csv”
and “VehChoicePrice.csv” from the following address (http://www.ub.edu/rfa/R/
regression_with_categorical_dependent_variables.html) and save the files on the
computer.

***Note: The users can also directly access and download the example files from
the following link or repository where the authors have uploaded all the example
files used in the illustrations in this book: https://doi.org/https://doi.org/10.6084/m9.
figshare.24728073.

Once the user has downloaded the two CSV files and saved them on the local
machine or computer, then we can proceed to conduct the logistic regression analysis.

To start, create a new RScript and name it “LogisticRegressionTest” or any name
the user chooses (please note that the name chosen by the authors are only used to
create and store the R objects for manipulation in our examples).

# Step 1—Install and load the required R packages

Install and Load the following R packages and libraries, as shown in Fig. 7.10 (Lines
3to 31), which will be used to call the different R functions, data manipulations, and
graphical visualizations for the logistic regression analysis.

“aod”, ‘“mlogit”, “nnet”, “MASS”, “rms”, '"DescTools", “manipulate”,
“reshape2”, “ggplot2”, “arm”, ''broom", “dplyr”, ‘“effects”


http://www.ub.edu/rfa/R/regression_with_categorical_dependent_variables.html
http://www.ub.edu/rfa/R/regression_with_categorical_dependent_variables.html
https://doi.org/
https://doi.org/10.6084/m9.figshare.24728073
https://doi.org/10.6084/m9.figshare.24728073
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Fig. 7.9 Example of binary, multinominal, and ordinal data download. (source: http://www.ub.edu/
rfa/R/regression_with_categorical_dependent_variables.html)

© | RegressionAnalysisTest.R* © | LogisticRegressionTest.R* © | R Objects demo.R © | R packages demo.R 3 — [
- = Source on Save L S = “=Run | "=+ + Source =
1 # Logistic Regression Test in R
= T B -
3 # Step 1 - Install aond Load required packages and Libraries %
4
S5 install.packages(“god”)
& install.packages("mlogit™)
7 install.packages{“nnet”)
8 installed.packages( “MASS")
9 install.packages(“rms")
1@ install.packages("DescTools™)
11 install.packages({“manipulate”)
12 install.packages(“reshapeZ”)
13 install.packages(“ggplot2”)
14 install.packages(“arm”}
15 install.packages("broom™)
16 1install.packages("dplyr")
17 install.packages(“effects”)
18
19 library(aod)
20 library(mlogit)
21  library(nnet)
22 library(MASS)
23 library(rms)
24 library(DescTools)
25 library(maonipulate)
26 library(reshape2)
27 library(ggplot2)
28 libraryCarm)
29 library(broom)
3@ library(dplyr)
31 library(effects) y
'092 ————————————————————————————————————— -
33 # Step 2 - Import the two Dataset for Analysis
34
35 MyBinaOrdn.data <- read.csv(file.choose())
36 attach(MyBinaOrdn.data)
Exs
42:1  (Top Level) = R Script =
Console  Terminal Jobs =0
~/MyFirstR_Project/
Svar/folders/4d/4w3lfczl g4z_veskl gn/T//RtmprybS5d/downloaded_packages

Fig. 7.10 Installing R packages for logistic regression test and analysis


http://www.ub.edu/rfa/R/regression_with_categorical_dependent_variables.html)
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7.3 Logistic Regression Analysis in R 145

The syntax and code to install and load the required R packages are as follows:

install.packages ("aod")
install.packages ("mlogit")
install.packages ("nnet")
installed.packages ("MASS")
install.packages ("rms")
install.packages ("DescTools")
install.packages ("manipulate")
install.packages ("reshape2")
install.packages ("ggplot2")
install.packages ("arm")
install.packages ("broom")
install.packages ("dplyr")

install.packages ("effects")

library(aod)
library(mlogit)
library (nnet)
library (MASS)
library(rms)
library (DescTools)
library (manipulate)
library (reshape?2)
library (ggplot2)
library(arm)
library (broom)
library (dplyr)
library(effects)

# Step 2—Import and inspect example datasets for Logistic regression test

As highlighted and described in Fig. 7.11 (Step 2, Lines 33—41) and the code below,
import the two datasets named “TypeofCoverage.csv”’ and “VehChoicePrice.csv”’
and store this in R objects named “MyBinaOrdn.data” and “MyMultiNom.data”,
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0] RegressionAnalysisTest.R® L] ' R data i data © | R Objects demo.R © R pack

Source on Save 4 -
it
19 library(aod)
28 library(mlogit)
21 library(nnet)
22  library(MASS)
23 library(rms)
24  library(DescTools)
25 library(manipulate)
26 library(reshapeZ)
27 library(ggplot2)
28 library(arm)
29  library(broom)
30 library(dplyr)
31 library(effects)

o

35 MyBinaOrdn.data <- read.csv(file.choose())

{rmmn Step 2

37  View(MyBineOrdn.data

1 1
] 1
1 1
1 1
: 36 ottach(MyBinoOrdn.data) :
i i
1 33 1
1 ]
1
1
1
-

33 MyMultiNom.data <- reod.csv(file.choose())

1 48 attach(MyMultiNom data)
1 41 View(MyMultiNom.data

45 # Binominal (Binary) Logistic Regression

46 BinomLogR.Model <- glm{urban - oge + seniority + men + marital_ S, data - MyBinoOrdn.data, family
47 BinomLogR.Model

48  summary(BinomLogR.Model)

5@ # Multipominal Logistic F ssion
51 MultNomLogR.Model <- multinom(veh - oge + men « price.C + price.M « price.F, data - MyMultiNom.data
52 summary(MultNomLogR .Model )

+Run | 4

binomial™)

» maxit-led)

53 2z <- summary(MultNomLogR.Model)Scoefficients/summary(MultNomLogR.Model )Sstandard.errors # test scores

54 2

5008 (Top Level = .
Console  Terminal Jobs
~MyFirstR_Project/

> View(MyMultiNom.data)
>

Fig. 7.11 Importing data into R and storing them as R objects

respectively (remember you are welcome to use any name of your choice if you wish

to do so).

MyBinaOrdn.data <- read.csv(file.choose())
attach (MyBinaOrdn.data)
View (MyBinaOrdn.data)

MyMultiNom.data <- read.csv(file.choose())
attach (MyMultiNom.data)
View (MyMultiNom.data)

Once successfully imported, the user will be able to view the details of the imported

and stored files as highlighted and described in Fig. 7.12a and b.
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Fig. 7.12 a Example of dataset with categorical (binary) and ordinal variables imported in R.
b Example of dataset with multinominal variable imported in R

# Step 3—Data analysis and implementation of logistic regression model

As explained in the introduction section (Sect. 7.1), the authors will illustrate how
to conduct the three main types of logistic regression analysis. This includes
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(i) Binomial (binary) logistic regression which uses dependent variables that
only have two possible types or categories of 0 or 1.
(ii) Multinomial logistic regression uses dependent variables that have more than
2 (i.e., 3 or more) possible categories but are not ordered.
(i) Ordinal logistic regression uses dependent variables that have 3 or more
possible categories but with ordered categories.

To demonstrate how to conduct the following tests or experiment using the
example datasets “TypeofCoverage.csv”’ and “VehChoicePrice.csv” which we have
stored or defined as R objects, “MyBinaOrdn.data” and “MyMultiNom.data”, in
R, we will analyze the variables we have highlighted in the datasets (see highlighted
columns in Figs. 7.12a and b).

To do this, we will conduct the following test or hypothesis:

e Binominal (binary) logistic regression: We will test the relationship that the
following independent (predictor) variables—age (var = age), position (var =
seniority), gender (var = men), and marital status (var = marital_S)—share
with the type of coverage the customers of the insurance policies get (var =
urban). Note that the var = urban is the binary dependent (response) variable:
where we assume 1 = private and 0 = public). Data = MyBinaOrdn.data (stored
as R object—see Fig. 7.12a).

e Multinominal Logistic regression: We will test the relationship that the
following independent (predictor) variables—age (var = age), gender (var =
men), and price of policies (vars = price.C, price.M, price.F)—have with the
type of vehicle the customer purchases or acquires (var = veh). Note that var =
veh is the multinominal dependent (response) variable with three unordered levels
C, M, and F. Data = MyMultiNom.data (see Fig. 7.12b).

e Ordinal Logistic regression: We will test the relationship that the following
independent (predictor) variables—age (var = age), position (var = seniority),
gender (var = men), and marital status (var = marital_S)—share with the like-
lihood that the customers will buy the insurance policies (var = yord). Note that
the var = yord is the ordinal dependent (response) variable with 3 ordered levels:
where we assumed O = unlikely, 1 = somewhat likely, and 2 = very likely. Data
= MyBinaOrdn.data (see Fig. 7.12a).

As shown in the codes provided by the authors below (see Fig. 7.13, Step 3, Lines
43 to 60), the syntax to performing the aforelisted tests (binominal, multinominal,
and ordinal logistic regression) in R is as follows:
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Fig. 7.13 Binominal, multinominal, and ordinal logistic regression tests in R

# Binominal (Binary) Logistic Regression

BinomLogR.Model <- glm(urban ~ age + seniority + men + marital_ S, data =
MyBinaOrdn.data, family = "binomial")

BinomLogR.Model

summary (BinomLogR.Model)

# Multinominal Logistic Regression

MultNomLogR.Model <- multinom(veh ~ age + men + price.C + price.M +
price.F, data = MyMultiNom.data, maxit=le4)

summary (MultNomLogR.Model)

z <-
summary (MultNomLogR.Model) $coefficients/summary (MultNomLogR.Model) $stan
dard.errors # test scores

4
pvalue <- (1 - pnorm(abs(z), 0, 1)) * 2 # calculates p-values

pvalue
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# Ordinal Logistic Regression
# first, factor dependent variable (var = yard) to ordinal data

MyBinaOrdn.data$yord <- factor (MyBinaOrdn.dataS$yord, levels = 0:2, labels
= c("unlikely", "somewhat likely", "very likely")

OrdnLogR.Model <- polr(yord ~ age + seniority + men + marital_ S, data =
MyBinaOrdn.data, Hess=TRUE)

summary (OrdnLogR.Model)

(ctable <- coef (summary (OrdnLogR.Model))) ## calculate and store p
values

p <- pnorm(abs(ctable[, "t value"]), lower.tail = FALSE) * 2

(ctable <- cbind(ctable, "p value" = p))

‘When the user has successfully run the codes or tests described in Step 3, Fig. 7.13,
they will be presented with the results of the logistic regression models in the Console,
which is similar to the ones the authors have reported in Figs. 7.14a, b, and c,
respectively.

As gathered and explained in the Figs. 7.14a, b, and ¢, we conducted a binom-
inal, mutinominal, and ordinal logistic regression analysis as defined in Step 3,
and stored the results of the tests in R objects we called “BinomLogR.Model”,
“MultNomLogR.Model” and “OrdnLogR.Model”, respectively.

# Step 4— Visualize the results of the logistic regression analysis

As outlined in Fig. 7.1, another great way to check the relationship that exist between
variables in R is by plotting them as graph. We will show how to plot the results of
the logistic regression tests in R.

To do this, we will use the coefplot( ), broom( ), plot( ), effects( ), and ggplot( )
functions to visualize the results.

The syntax for plotting the respective graphs of the logistic regression tests or
data is as shown in the codes below (see Fig. 7.15, Lines 68 to 86), and the resultant
plots represented in Figs. 7.16a, b, and c, respectively.
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(a) Console  Terminal - Jobs
=/ MyFirstR_Project/
> # Binominal (Binary) Logistic Regression
I > einoslogR.Model <- glm{urban - oge + Seniority + men + maritol S, dats = MyBinoOrdn.data, family = “binomial™)
> BinoslogR.Model

Call: glm{formula = urban - age + seniority + men « marital_5, family = “binomial”,
data = MyBinaOrdn.data)

Coefficients:
(Intercept) age sentority men marital_$
-0, 829747 0. 008017 -0.013980 -0. 46601 0. 240502

Degrees of Freedom: 2147 Total (i.e. Null); 2143 Residual
Null Deviance: 2801

Residual Deviance: 2792 AIC: z8@2

> summary(BinomLogR .Model)

Call:
gla{formula = urban - age + senlority + men + morital S, fomily = "binomtal”,
data = MyBinaOrdn.data)

Deviance Residuals:
Min 10 Median 3Q Max
-1.1781 -9.9533 -0.8950 1.3990  1.6203

Coefficients:

Estimate Std. Error z value Pri>1zl)
(Intercept) -0.829747  ©0.202472 -4.098 4.17e-05 ***
age 0.008017 0.004013 1.998 0.9458 *
seniority -0.013280 0.007352 -1.992 0.0572 .
e -0.046601  9.105324 -0.442 0.6582

marital S 0.240502 9.114976 2.092 ©.0365 *
Signif. codes: @ ****° 9.801 ***" 90.01 """ @.05 *." 9.1 * " 1

(Dispersion parameter for binomial fomily token to be 13

i

Null deviance: 2801.0 on 2147 degrees of freedom
Residual deviance: Z792.4 on 2143 degrees of freedom
AIC: 2802.4

| Nusber of Fisher Scoring iterations: 4

(b) Console  Terminal - Jobs
~ [MyFirstR_Project

> # Multinominal Logistic Regression

> MultNomLogR.Model <- multinom(veh - age + men + price.C + price.M + price.F, data = MyMultiNom.data, maxit=led)

# weights: 21 (12 varicble)

initial wvolue 2279.831601

iter 18 value 1228896755

iter 20 value 1841.058761

final wvalue 1049.930257

converged

> summary(MultNomLogR . Model)

Call:

multinom{formula = veh - age + men + price.C + price.M + price.F,
data = MyMultiNom.data, maxit = 10098)

Coefficients:

(Intercept) age men price.C  price.M price.F
F -3,3970181 -0.01109275 0.4489337 0.005844063 0.10842161 ©.00758254
M ©.3193838 -0.03527947 0.7625370 -0.050963138 @.03704989 -0.01622789
5td. Errors:

(Intercept) age men  price.C  price.M  price.F
F 9.4430244 0.009308604 ©.2724775 0.02227300 0.06050395 9.01474212
M 0.3139340 0.006375038 0.1832413 0.03116169 .84219360 0.01984211

o

Residual Deviance: Z081.861
AIC: 2105.861
> z <= summary(MultNomLogR . Model)$coefficients/summary(Mul tomLogR . Model)$standard. errors # test scores
>z
(Intercept) age men price.C price.M price.F
~7.6677E9 -1.191666 1.647599 @.2623833 1.7917982 ©.5143455
1.917185 -5.534002 4.161382 -2.5983245 0.8780926 -9.8178510
pvalue <- (1 - pnorm(abs(z), @, 1)) * 2 # calculates p-values
“pvaiue
(Intercept) age men price.C price.M price.F
1.754152e-14 2.333922e-01 9.943498e-02 0.793025943 0.0731653 0.6070105
3.091036e-01 3.130057e-08 3.163278e-05 0.009367992 9.3798935 9.4134423

vivE=

e
zm

Fig. 7.14 a Result of binominal (binary) logistic regression analysis in R. b Result of the
multinominal logistic regression test in R. ¢ Result of the ordinal logistic regression test in R
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Console  Terminal Jabs

(C) ~MyFirstR_Project/

> # Ordinal Logistic Regression

> & first, foctor dependent variable (vor = yord) to ordinal data

> MyBinoOrdn.dataSyord <- foctor(MyB8inoOrdn.datafyord, levels = @:2, lobels = c{ unlikely”, “somewhat likely®, “very likely"))
> OrdnlogR.Model <- polr(yord - age + seniority + men + moritol_5, dato = MyBinoOrdn.dota, Hess=TRUE)

» summary(OrdnLogR.Model)

Call:
polr{formula = yord - age + seniority + men + marital_5, data = MyBina0rdn.data,
Hess = TRUE)
Coefficients:
Value Std. Error t value
age ©.0002584  0.003639 0,07099
seniority @.0187270 0.006619 Z.82910
men 0.0500335  0.097664 0.51230

maritol 5 @.1389112  0.105482 1.31692

Intercepts:

Value 5td. Error t value
unlikelylsomenhat Likely 0.3836 0.1845 2.0796
somewhat likelylvery likely 1.7172 0.1885 9.1106

Residual Deviance: 4345.382

AIC: 4357.302

» (ctable <- coef(summary(OrdnLogR.Model))) &7 calculote and store p values
Value Std. Error t value

oge ©.0002583677 ©.003632489 0.07092011

seniority 0.0187270000 ©.00661M415 2.82910056

men 0.0500335068 0.09TE64462 0. 51230003

morital S 0.1389112457 0.105481571 1.31692435

unlikelyisomewhat Likely 0.3836373022 ©.1844TR287 2.07957971
somenhat likelylvery likely 1.7171777571 @.188488311 9.11864796
> p <- pnorm(abs(ctable[, "t value™]), lower.tail = FALSE) * 2

unlikelylsomenhot likely  @.3836373022 0. 184478287 2,@7957971 3.756410¢-02
somewhat likelylvery likely 1.7171777571 0. 155420311 9. 11064796 8.159140¢-20

[ Value Std. Error  t value p value []
: oge 0.0002583677 0.003630489 0.07099011 9.434056e-01 :
I seniority 0.0187270000 0.006619418 2.82910056 4.667903e-03 1
! men 00500335068 0097664462 0.51230003 6.084410e-01 !
| marital 9.1389112497 0, 105481571 1,31692435 1.878640e-01 1
i i
A !

Fig. 7.14 (continued)

# Binominal Logistic Regression plot

coefplot (BinomLogR.Model)

# Multinominal Logistic Regression plot
MN.LGraph <- broom::tidy (MultNomLogR.Model,conf.int=TRUE)
MN.LGraph <- dplyr::filter (MN.LGraph, term!=" (Intercept)")
ggplot (MN.LGraph, aes(x=estimate, y=term, colour=y.level)) +
geom point () + stat smooth() +
labs(x = "Estimate",
y = "Coefficient",

title = "Multinominal Linearity plot")

# Ordinal Logistic Regression plot

plot (Effect (focal.predictors = "age", OrdnLogR.Model))

plot (Effect (focal.predictors = "seniority", OrdnLogR.Model))
plot (Effect (focal.predictors = "men", OrdnLogR.Model))

plot (Effect (focal.predictors = "marital_ S", OrdnLogR.Model))
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imaR* © | RegressionAnalysisTest R* O LogisticRegressionTest R* MyMultiNom data MyBinaOrdn.data © ) R Objects demo.R CRD =
SourceonSave | O S - SRun | 4 S Source =
56  pvalue
57
58
59

60 MyBinaOrdn.dataSyord <- factor(MyBinalrdn.datasyord, levels - 9:2, labels - ("unlikely™, “somewhat Likely™, “very likely

62 OrdnlogR.Model polriyord - age + seniority + men + maritol_$, dote - MyBinoOrdn.data, Hess-TRUE
63 summary(OrdnlogR.Model

64 (ctoble <- coef(summary(OrdnlogR.Model slate a

85 p prorm{abs(ctablel, "t + lower.tail = FALSE} * 2

66 ctable cbind(ctable, “p

@
7]

71 coefplot(BinomLogR .Model

74 MN.LGraph broom: : tidy(Mul thosLogR.Model ,conf . int=TRUE
75  MN.LGraph dplyr::filter(MN.LGraph, term!-"(Intercept)”
76  ggplot(MN.LGraph, ces(x-estimate, y-ters, colour-y.level

7 geom_point + stat_smooth

TE labsix Es

79 y = "Ca

5 title tinominal Lir lot
81

83 plot(Effect(focal .predictors age”, OrdnLogR . Model
&4  plot(Effect(focal predictors - "seniority”, OrdnLogR.Model
85 plot(Effect{focal.predictors =en”, OrdnLogR . Model)
86 plot(Effect(focal .predictors marital_5°, OrdnlogR.Model

Nl e e e e e
L1
&
9%
§%:1  (Top Level) = R Seripe *
Jobs —r
sing method = ‘loess’ and tormula “y

# Binominal Logistic Regression plot
coefplot(BinomLogR. Model)

# Multinominal Logistic Regression plot

MN.LGraph <- broom: :tidy(MultNomLogR.Model, conf. int=TRUE}

>
>
>
>

Fig. 7.15 Plotting the result of logistic regression analysis in R

# Step 5—Interpretation of the logistic regression analysis results

The last step in our analysis is to interpret the different logistic regression models or
methods in order to help the readers understand the results of the test.

By default, the hypothesis for testing is: /F' the p-value of the coefficients or
estimate of linearity is less than or equal to 0.05 (p < 0.05), THEN the output is
assumed to be statistically significant, ELSE IF the p-value is greater than 0.05 (p >
0.05) THEN the estimate of linearity is not significant.

We explain the results as follows:

(I). Binominal (Binary) Logistic Regression Result.
Coefficients:

Estimate Std. Error z value Pr(>|z]|

(Intercept) -0.829747 0.202472 -4.098 4.17e-05 **x*

age 0.008017 0.004013 1.998 0.0458 *
seniority -0.013980 0.007352 -1.902 0.0572
men -0.046601 0.105324 -0.442 0.6582
marital S 0.240502 0.114976 2.092 0.0365 *
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Fig. 7.16 a Binominal (binary) logistic regression plot example in R using the coefplot( ) function.
b Multinominal logistic regression plot example in R using the broom( ) and ggplot( ) functions.
¢ Ordinal logistic regression plot example in R using the plot( ) and effects( ) function

As highlighted in Fig. 7.14a and the above result, the coefficient value of -0.829747
is the log(odds) estimate for the type of coverage the customers of the insurance
policies are likely to get (i.e., var = urban, where we assume 1 = private and
0 = public) when taking into account the estimates of the predictor variables (age,
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Fig. 7.16 (continued)

seniority, men, marital_S). This result can be interpreted to be statistically significant,
with p-value of 4.17¢-05 (p < 0.05) and t-value (z) of -4.098.

Also, when considering the coefficient of the log(odds ratio) for the predictor
(explanatory or independent) variables, we can find that they are mostly also statis-
tically significant (var = age, p = 0.0458, z = 1.998), (var = seniority, p = 0.0572,
z = -1.902), and (var = marital_S, p = 0.0365, z = 2.092), except for the gender
variable (var = men, p = 0.6582, z = -0.442) that presented to be non-significant in
the implemented model.

Therefore, we can draw from the example data (data = MyBinaOrdn.data) that
the gender of the customers is not a major predictor or are not associated to the type
of insurance policies the customers will get based on the data or model (model =
BinomLogR.Model), whereas the age, position, and marital status are associated to
the type of insurance policies the customers are likely to get.
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(Ii). Multinominal Logistic Regression Result

Coefficients:

(Intercept) age men price.C price.M price.F
F -3.3970181 -0.01109275 0.4489337 0.005844063 0.10842161 0.00758254
M 0.3193038 -0.03527947 0.7625370 -0.080968188 0.03704989 -0.01622789

Z (t-value)

(Intercept) age men price.C price.M price.F
17 -7.667789 -1.191666 1.647599 0.2623833 1.7917982 0.5143455
M 1.017105 -5.534002 4.161382 -2.5983245 0.8780926 -0.8178510
> pvalue

(Intercept) age men price.C price.M price.F

F 1.754152e-14 2.333922e-01 9.943498e-02 0.793025943 0.0731653 0.6070105
3.091036e-01 3.130057e-08 3.163278e-05 0.009367992 0.3798935 0.4134423

=

As gathered in Fig. 7.14b and the result presented above, we calculated the
log(odds ratio) or relationship that the following predictor (independent) variables
age (var=age,z =-1.191666, p = 2.333922¢-01), gender (var = men, z = 1.647599,
p = 9.943498e-02), and price of the different policies (i.e., vars = price.C (z =
0.2623833, p = 0.793025943), price.M (z = 1.7917982, p = 0.0731653), price.F
(z=0.5143455, p = 0.6070105) have with the type of vehicle the customer acquires
(var = veh). Here var = veh is the dependent variable with three different unordered
types or categories of C, M, and F, respectively. The coefficient value of -3.3970181
is the log(odds) estimate predicted by the model with t-value (z) of -7.667789 and
p-value of 1.754152e-14 (p < 0.05) which presented to be statistically significant.

Consequentially, considering the results of the implemented multinominal method
(model = MultNomLogR.Model), we can say that the explanatory/predictor factors
such as age and gender (see significant values above) contributes or are associated
to the type of vehicle the customers acquire. Whereas the prices of the insurance
policies (with non-significant value) are not associated or are not a major predictor
of the type of vehicle the customers acquire based on the analyzed data (data =
MyMultiNom.data).

(iii). Ordinal Logistic Regression Results

Coefficients:

Value Std. Error t value p value
age 0.0002583677 0.003639489 0.07099011 9.434056e-01
seniority 0.0187270000 0.006619418 2.82910056 4.667903e-03
men 0.0500335068 0.097664462 0.51230003 6.084410e-01
marital S 0.1389112497 0.105481571 1.31692435 1.878640e-01

unlikely|somewhat likely 0.3836373022 0.184478287 2.07957971 3.756410e-02
somewhatlikely|verylikely 1.7171777571 0.188480311 9.11064796 8.189140e-20
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As shown in Fig. 7.14¢ and the result presented above, we estimated (predicted)
the likelihood or log(odds) that a customer will buy the insurance policies (var =
yord, ordered dependent variable with 3 levels where O = unlikely, 1 = somewhat
likely, and 2 = very likely) taking into account the following predictor (independent)
variables—age (var = age), position (var = seniority), gender (var = men), and
marital status (var = marital_S).

The coefficient values of the unlikely versus somewhat likely (z = 2.07957971,
p = 3.756410e-02) and somewhat likely versus very likely (z = 9.11064796, p =
8.189140e-20) appear to be statistically significant (p < 0.05) with coefficient value
estimations of 0.3836373022 and 1.7171777571, respectively.

Moreover, we can see that the log(odds ratio) of the predictor variables are all
statistically significant: (var = age, z = 0.07099011, p = 9.434056e-01), (var =
seniority, z = 2.82910056, p = 4.667903e-03), (var = men, z = 0.51230003, p =
6.084410e-01), and (var = marital_S, z = 1.31692435, p = 1.878640e-01). There-
fore, we can statistically say based on the analyzed example data (data = MyBi-
naOrdn.data) that the age, position, gender, and marital status of the customers are a
major predictor or are associated with the possibility (likelihood) that a customer will
buy the insurance policies based on the defined model (model = OrdnLogR.Model).

*#% the readers can refer to the further useful functions and information provided
earlier at the end of Sect. 7.2 to experiment and explore more details and useful tips
about the logistic regression analysis and results in R.

7.4 Summary

This chapter presents a hands-on example and experimentations on the use of R
programming in conducting statistical analysis such as the Linear and Logistics
regression test and analysis to the readers. It practically shows in detail how to
conduct the different types of linear and logistic regression tests using R.

In Sect. 7.2, the authors demonstrated how to perform the two main types of linear
regression analysis, namely,

(i) Simple linear regression which uses only one independent continuous variable.
(ii)) Multiple linear regression which uses two or more independent variables.

In Sect. 7.3, we demonstrated how to conduct the three different types of logistic
regression analysis, namely,

(i) Binomial (binary) logistic regression which uses dependent variables that only
have two possible levels or types of O or 1.
(i) Multinomial logistic regression which uses dependent variables that have 3 or
more possible types but are not ordered.
(ii1) Ordinal logistic regression which uses dependent variables that have 3 or more
possible types but with ordered categories.
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In addition, this chapter also covered and exemplified in detail how to plot or
graphically represent the results of the different test and variables, including how
to interpret and understand the results of both the linear regression and logistic
regression analysis in R.
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Chapter 8 )
T-test Statistics in R: Independent oo
Samples, Paired Sample, and One

Sample T-tests

8.1 Introduction

T-test is one of the most widely used “parametric” procedures or statistical tests
applied by researchers or data analysts to compare the means of two groups of
independent variables or data (Kim, 2015; NCSS, 2020; Novak, 2020; Ramtin, 2023).
It is classified as one of the inferential statistics or bivariate tests that can be used
to determine whether there is a significant difference in the “mean” values between
two groups of data samples.

In practice, there are different types of t-tests that can be utilized to analyze the
difference(s) in a mean between the targeted samples depending on the type of the
available dataset or the kind of analysis that is being required/performed. In any of
the individual cases, performing the #-test analysis involves determining three main
properties or features (data values) of the samples being analyzed. This includes:

(i) determining the mean difference, otherwise, referred to as the difference
between the values of the underlying mean from or for each of the data
sample(s).

(i1) determining the standard deviation of each of the group(s) being analyzed, and

(iii)) determining the summary or number of the data values for each group.

Therefore, supposing the researcher or users wants to check whether two samples
have the same mean values, where the null hypothesis is given as Hy: (g = u; (Xu
et al., 2017); The formula for calculating the #-test is represented as follows:

T = sample mean difference/sample standard deviation of the sample mean difference

Typically, the main assumptions or conditions for conducting the T-test statistics
are summarized as follows (Okunev, 2022; Ramtin, 2023):

e The data should result in a bell-shaped distribution or curve (normally distributed)
when plotted or graphically represented (see Chap. 3 in Part I). Although scientific
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evidence has shown that parametric procedures (see Chap. 4), such as the #-test
discussed here, can still be performed for data sample sizes of above 30 (i.e.,
n > 30) regardless of whether the dataset that is being analyzed or measured is
normally distributed or not (Adam, 2020; Roscoe, 1975).

e The existence of a simple random sampling technique, in such a way that the
sampled data is randomly selected as a representative (selected) portion of the
total population from which the data was collected.

e The scale of measurement for the data samples follows a continuous or ordinal
scale and is independently sampled.

e Homogeneity of variance is assumed.

As a general rule of thumb, to arrive at a statistical or scientifically tested conclu-
sion about the data samples’ mean assumed to have a ¢-distribution (see Chaps. 3 and
6 for more details) the available data sample is expected to meet certain conditions.
Such as (i) satisfying the assumption of normality, (ii) whereby the two samples
under consideration must be independently selected/sampled from the same popula-
tion, (iii) thus, independence of sample groups, and (iv) with equal variance (Kim,
2015).

In theory, there are three main types of #-tests that are commonly used in the
current works of literature (Kim, 2015; Novak, 2020; Ramtin, 2023; Skaik, 2015;
Xu et al., 2017). This includes.

e Independent samples t-test (also referred to as Unpaired or Two-sample t-test):
which compares the means for two independently sampled groups, where the two
groups under consideration are independent of each other.

e Paired sample t-test (also known as Dependent sample t-test): which compares
the means of a sample collected from the same group or population but at different
time or interval (e.g., pre and post test).

e One sample t-test: which compares the mean of a single group of variables or
data alongside a known mean, i.e., test whether the given sample mean is equal
to the hypothesized data value (otherwise known as the fest mean).

In the remainder part of this chapter, the authors will be demonstrating to the
readers how to conduct the three main types of T-tests (Independent, Paired, and One
sample) in R. We will explain and illustrate the different statistical steps and main
functions that are used to conduct the t-tests in R using the outlined steps in Fig. 8.1.

8.2 Independent Samples T-test in R

Independent samples T-test (also known as “Unpaired” or “Two-sample” t-test) is
used when the dataset the researchers or data analysts wants to investigate are of
two samples or groups and are statistically independent. In essence, the two-sample
t-test as the name implies is used to compare the mean of two independent groups
of variables or data samples. It is the most common type of #-test in the current
literature as it allows the researchers to compare the means of two distinctive sets
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Install and Load the required R packages for data manipulation and plot

visualization; “tidyverse”, "ggpubr", “dplyr”, "car", "rstatix"

Import and inspectt he datasetf or analysis

Conductt he testf or assumptions and the T-tests in R using the
supported methods; t.test( ) and var.test( )

Visualize the data and results using graphical method or plotf or
comparison and interpretation including exportf or use

Interpret and check the results oft he analysis

Fig. 8.1 Steps to conducting the T-test analysis in R

of data randomly drawn from two different populations, and to determine if the
difference (if any or found) could have occurred randomly by chance or not.

By default, the hypothesis for testing whether there is a difference in mean of
two specified (independent) data samples and whether this could supposedly occur
by chance is; IF the p-value is less than or equal to 0.05 (p < 0.05), THEN we can
assume that the mean of the two sets of data or groups of variables/population in
the sample is statistically different and that this is not by chance (H;), ELSE IF the
p-value is greater than 0.05 (p > 0.05) THEN we presume that there is no difference
in the mean of the two groups and any difference observed could only have occurred
by chance (Hp).

We will demonstrate how to conduct the Independent (unpaired) sample T-test in
R using the t.test( ) and var.test( ) functions in R.

As defined in the previous section (Sect. 8.1), we will do this using the steps
outlined in Fig. 8.1.

To begin, Open RStudio and Create a new or open an existing project. Once
the user have RStudio and an R Project opened, Create a new RScript and name
it “IndSmpT-testDemo” or any name of choice (see Chaps. 1 and 2 on how to do
these steps if needed).

Now, let’s download an example data that will be used to demonstrate the Inde-
pendent (unpaired) and subsequently the Paired and One sample #-tests in R in this
chapter. ***Note: the users are welcome to use any existing data or format they may
wish to use for the analysis. The example dataset the authors use here are only for
illustration purposes (the users can see Chap. 2 for a step-by-step guide on how to
work with different data types and formats in R).

As shown in Fig. 8.2, download the example csv data named “Choresterol_R.csv”
from the following source: https://www.sheffield.ac.uk/mash/statistics/datasets and
save it on the computer. ***Note: the readers can also refer to the following repository


https://www.sheffield.ac.uk/mash/statistics/datasets
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& sheffield.ac.uk/mash/statistics/datasets -4 B E I

Transiate o Web of Science M. &R Mail - Kingsley Ari B2 scimage Journal B8 Scopus - Docume. @ uUsode
Datasets for Teaching

This webpage contains data sets that can be used for teaching statistics or in place of student data when
supporting students. There is a description of each data set. suggested research questions and types of analysis
which can be demonstrated using the

Download General description Suggested uses
Awards Dataset detals The number of awards earned by students at one Descriptive statistics
sV flin high school. Predictors of the number of awards Shoknbd AR
- earned include the type of program in which the h
LSS file student was enrolled (e.g.. vocational, general or Kruskall-Wallis test
academic) and the score on their final exam in math.
This data set is used to show an example of the Foisson regression

Poisson Regression. The predicted variable is the
number of awards and the predictors are the
program type and the Maths score.

Birthweight Datasetdetails This dataset contains information on new born Descriptive statistics
babies and their parents. It contains mostly
continuous variables (although some have only o few
SPSS file values e.g. number of cigarettes smoked per day) and
is most useful for correlation and regression. The T-tosts

£5¥ file Recoding & ereating now

Birthweights of the babies whe meothers smeked have

bBeen adjusted slightly to exaggerate the differences Chi-squared tests
between mothers who smoked and didnt smoke so

students can see the difference more clearly in a

scatterplot with gestational age and scatter colour Simple, multiple & logistic
coded by smoking status regression

Scatterplots & correlation

Cluster analysis

Factor analysis/Principal

companents
| vemme— - o — |
| Cholesterol Dataset details A study tested whether cholesterol was reduced after  Descriptive statistics H
Download ...& | using & certain brand of Margaring as part of & low H
the CSV file i Cs¥ file fat, low cholesterol diet. The subjects consumed on 1 oooding and computing 1
! average 2.31g of the active ingredient, stanol saster, a 0" Variables '
1 day. This data set contains information on 18 people  T.tests H
i 1

Fig. 8.2 Example of csv data download for t-test. (Source https://www.sheffield.ac.uk/mash/statis
tics/datasets)

(https://doi.org/10.6084/m9.figshare.24728073) where the authors have uploaded all
the example files and datasets used in this book if they cannot access the example files
directly from the different source pages.

Once the user have downloaded the example file and saved this on the local
machine or computer, we can proceed to conduct the independent samples t-test.

# Step 1—Install and Load the required R Packages

Install and Load the following R packages and libraries (see Fig. 8.3, Stepl, Lines
3 to 16), which we will be using to call the different R functions, data manipulations,
and graphical visualizations for the T-test analysis.

The code and syntax to install and load the required R packages are as follows:

install.packages ("tidyverse")

(
install.packages ("ggpubr")
install.packages ("car")

install.packages ("rstatix")

installed.packages ("dplyr")

library(tidyverse)
library (ggpubr)
library(car)
library(rstatix)
library (dplyr)
library (readxl)


https://www.sheffield.ac.uk/mash/statistics/datasets
https://www.sheffield.ac.uk/mash/statistics/datasets
https://doi.org/10.6084/m9.figshare.24728073
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sisTest.R © | LogisticRegressionTest.R © | R Objects dema.R © R packages demo.R 9] IndSmpT-testDemo.R* T_test.data B

Source onSave | 4 # - +Run | 4+ Source -

install.packages
install.packages(”
install.packages("r
9 installed.packages( dplyr

1
4
3
4
5 install.packages{“tic
6
7
B

11 library(tidyverse
12 library(ggpubr

13 library(car

14 library(rstatix
15  library(dplyr

16  library(readxl
AT

18 t
19

20 T_test.data read. csvi file. choose
Z1 ottach(T_test.data

22 Vienw(T_test.data

23 str(T_test.data

e et e 0 .

]

28 with(T_test.data, shapiro.test(Before Margarine A

i Step 3A (for Assumptions)

31 with(T_test.dota, shopiro.test(Before[Margarine B

34  homogeneity.ftest <- vor.test(Before - Margarine, doto - T_test.dota
35 homogeneity.ftest

Eil
384 (Top Level) R Ser
Console  Terminal Jobs o |

~IMyFirsth_Project/

somple estimates:

mean in group A meon in group B
6.035556 6. 7E0000

Fig. 8.3 Steps to performing independent (unpaired) samples T-test in R

# Step 2—Import and Inspect the example dataset for the T-test Analysis

As illustrated in Fig. 8.3 (Step 2, Lines 18 to 23), import the dataset named
“Choresterol_R.csv” which the user have downloaded earlier and store this in an R
object named “T_test.data” (the users can use any name of choice if they want).

Once the user have successfully imported the dataset, you can view the details of
the Choresterol_R.csv dataset as shown in Fig. 8.4 in R with 18 observations and 5
variables (column) in the data sample.

T test.data <- read.csv(file.choose())
attach (T test.data)

View (T test.data)

str(T_test.data)

# Step 3—Conduct the tests for Assumptions and Analyze data

Now that we have imported the dataset and stored it in an R object that we named
“T_test.data”, we can proceed to analyze the data.

As defined in Fig. 8.3 (see Step 3A, Lines 25 to 35), we will conduct the different
tests of assumptions (data normality, homogeneity of variance, etc.) as mentioned
earlier in Sect. 8.1, and then conduct the Independent Samples T-test if all the
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Fig. 8.4 Example dataset.csv imported and stored as an R object in R

necessary conditions are met, by using the var.test( ) and t.test( ) functions in R,
respectively (see Fig. 8.5, Step 3B, Lines 37 to 47).

As defined earlier in the Introduction section (Sect. 8.1);

Independent Sample t-test compares the means for two independently sampled
groups from two different populations whereby the two variables under consid-
eration are independent of each other.

The targeted grouping “independent” variable (x) is often a categorical or binary
type, while the y variable must be numeric.

To illustrate this test using the example dataset we stored as “T_test.data” in

R (see: highlighted columns in Fig. 8.4):

1.

We will test whether the mean of the group A of the “Margarine” type or
variable is equal to the mean of the group B of the “Margarine” considering
the “Before” intervention variable contained in the dataset? (two-tailed test)
Also, we will check whether the mean of the group A (Margarine) is less than
the mean of group B (Margarine)? (one-tailed test)

Then we will check whether the mean of group A (Margarine) is greater than
the mean of group B (Margarine)? (one-tailed test).
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1
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» ggboxplot(T_test.dota, x = “Margarine”, y = "Before”,
. color = “Margarine™, palette = ¢(“dark red”, “mavy blue™), ylab = “Before™, xlab = “Margarine™)
»

Fig. 8.5 Independent sample (unpaired) T-test in R

The syntax to conduct the defined tests and experiment in R (Fig. 8.5, Step 3A
and 3B, Lines 25 to 47), are as shown in the codes below:

Test of Assumption:

# Assmp: Shapiro-Wilk normality test for Margarine type A

with(T_test.data, shapiro.test(Before[Margarine == "A"]))

# Assmp: Shapiro-Wilk normality test for Margarine type B

with (T test.data, shapiro.test (Before[Margarine == "B"]))

# Assmp: F-test to test for homogeneity in variances. function var.test()
homogeneity.ftest <- var.test (Before ~ Margarine, data = T test.data)

homogeneity.ftest
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T-Test Analysis:

# Independent (Unpaired) t-test where y 1is numeric and x is a binary
factor (Two-tailed)

IndSmp.Ttest <- t.test (Before ~ Margarine, data = T test.data,
var.equal=TRUE, paired=FALSE)

IndSmp.Ttest
# Test whether the Ave. of Margarine group A is less than the Ave. of
Margarine group B (One-tailed)

IndSmp.Ttest2 <- t.test(Before ~ Margarine, data = T test.data,
var.equal=TRUE, paired=FALSE, alternative = "less")

IndSmp.Ttest2

# Test whether the Ave. of Margarine group A is greater than the Ave. of
Margarine group B (One-tailed)

IndSmp.Ttest3 <- t.test(Before ~ Margarine, data = T test.data,
var.equal=TRUE, paired=FALSE, alternative = "greater")
IndSmp.Ttest3

Useful Tips:

e The users must use the paired = FALSE option to specify the Independent
Samples (unpaired) t-test.

e The following function: paired = TRUE is used to specify the Paired
(dependent) sample t-test (which the authors will cover in the next Sect. 8.3).

e Users need to use the var.equal = TRUE option to specify equal variances
or a pooled variance estimate for the #-test analysis.

e Users must use the alternative = “less” and alternative =
“greater” options to specify a “one-tailed” #-test.

To continue in our illustrations, once the user have successfully run the codes as
defined in Steps 3A and 3B (see Fig. 8.5, Lines 25 to 47), they will be presented
with the results of the “tests for assumptions” and the “Independent sample t-test”
in the Console as shown in Fig. 8.6a and b.

In Fig. 8.6a, which represents the outcome of the Step 3A (Fig. 8.5, test of assump-
tions); we conducted the different assumptions for the #-test in order to determine if
the analyzed dataset is fitting and/or valid for the test (Independent Samples t-test).

As highlighted in the figure (Fig. 8.6a), the normality test using Shapiro—Wilk’s
method (where we assume a test statistics, W, greater than 0.5 and p-value greater
than 0.05, i.e., p > 0.05, is normal) shows that the distribution of the two groups
of the independent variable (A: whereby W = 0.91809, p-value=0.3767; and B:
whereby W = 0.88503, p-value=0.1773 of “Margarine”) are normality distributed
when measured against the “Before” variable which is the second targeted variable
in our analysis.

Thus:

(Before[Margarine == "A"], p-value=0.3767)and

(Before[Margarine == "BR"], p—value:O.1773)
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Console  Terminal - Jobs
(a) = MyFirstR_Project/

Em > # Assmp: Shapiro-Wilk normality test for Margarine type A
> with(T_test.data, shapiro.test(Before[Margarine == “"A"]))

Shapiro-Wilk normality test

i— ata: Before[Margarine == "A"]
1 W= 9.91809, p-value = @.3767

m > # Assmp: Shapiro-Wilk normality test for Margarine type B
> with(T_test.data, shapiro.test(Before[Margarine == "B"]))

Shapiro-Wilk normality test

i data: Before[Margarine == "B"]
I W = 0.88503, p-value = 8.1773

W@ > # Assmp: F-test to test for homogeneity in variances. function var.test()
> homogeneity.ftest <- var.test(Before ~ Margarine, data = T_test.data)
> homogeneity. ftest

F test to compare two variances

| data: Before by Margarine H
| F = 2.2004, um df = 8, denom df = 8, p-value = 0.2855 |
alternative hypothesis: true ratio of variances 1s not equal to 1
95 percent confidence interval:
9.496339 9.754945
sample estimates:
ratio of variances
2.2004

~ IMayFirsiR_Project/
» # Indepencent (Unpaired) t-test where y is numeric and x 15 @ binery foctor (Two-toiled)

> IndSmp.Ttest <- t.test(Before - Margorinme, dato = T_test.doto, vor.equol=TRUE, poired=FALSE)
» IndSmp.Ttest

Two Sample t-test

: Before by Margarine
3584, df

1] Béons is ot equal to @
95 percent confidence interval:
19062045 0.4173156
sample estimates:
sean in group A meon in group B
6.0355%6 6. TH00M

m » # Test whether the Ave. of Margorine group A is less than the Ave. of Margorine group B (One-tailed)

» IndSep.Ttest? <- t.test(Before - Margorine, data = T_test.dota, vor.equal=TRUE, poired=FALSE, clternative = “less”™)

» IndSep.Teest?

Two Sample t-test

| data: Before by Margarine 1
il A ie pslon - 40008, . |
aTternative Rypothesis: true difference in means 18 less than @
95 peroent confidence interval:
~Inf 0.2123426
sample estimates:

mean in group A mean in group B
6.035556 6750000

» # Test whether the Ave. of Margarine group A is greater than the Ave. of Margarine group B (One-toiled)

> IndSep. Ttestd

Two Sample t-test

I gata: Before by Margorine :
e LB, ¢ =16 polie n et ]

GIEernative Fypothesis: true diTference in meons (s greoter then @

95 percent confidence imterval:

-1.701231 Inf
sample estimates:
mean in group A mean in group B
6.035556 6. TH0000

-1

» IndSep.Trestd <- t.test(Before - Morgorine, doto = T_test.dota, vor.equol=TRUE, poiredsFALSE, clternative = “greater™)
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Fig. 8.6 a Results of normality and homogeneity of variance test displayed in the console in R.

b Results of the independent samples (Two-sample) T-test in R
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Also, in the assumption test, we tested the homogeneity of variance for the two
targeted variables (Before ~ Margarine) using the var.test( ) method; whereby we
assume that a value of p > 0.05 indicates “equality in variance”. Consequently, as
highlighted in Fig. 8.6a, we note that there is no difference in the variance for the
two sets of analyzed variableswithp = 0.2855.andF = 2.2004,respectively.
Thus, we accept that the assumption of equality in variance is met.

Therefore, with all necessary conditions met, we proceeded to conduct the “Inde-
pendent Samples T-test” as defined in Step 3B (Fig. 8.5) and the results are as reported
in Fig. 8.6b.

As shown in Fig. 8.6b, we performed the Independent Samples (Two-sample)
t-test by considering the two variables (Before ~ Margarine). The results of the test
are stored in R objects we called “IndSmp.Ttest” for the two-tailed analysis,
and then “IndSmp.Ttest2” and “IndSmp . Ttest3” for the one-tailed analysis,
respectively.

# Step 4—Plot and visualize the mean differences for the independent groups

Another way to check whether there is a difference in the mean of the two independent
variables is by plotting them as graphs. By so doing, the users will be able to visualize
the difference in the mean (if any) between the two variables.

To do this, as defined in Step 4 in Fig. 8.5 (Lines 49 to 52) and the resultant boxplot
represented in Fig. 8.7; the authors applied the ggplot( ) function in R to visualize
the mean between the two groups of the independent variable “Margarine” (group
A and group B) by taking into account the second target variable ‘“Before” in the
example data “T_test.data”.

g
£

Margarine E5 8 E3 A

Comssle  Torminad - jube = T

Margaring ]

Fig. 8.7 Plotting and visualizing the mean differences for two groups of independent variables in
R using the ggplot( ) function
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The syntax used in plotting the mean is shown below, and the results are repre-
sented in Fig. 8.7.

# Visualize mean difference for the groups of independent variables

ggboxplot (T_test.data, x = "Margarine", y = "Before",
color = "Margarine", palette = c("dark red", "navy blue"),
ylab = "Before", xlab = "Margarine")

# Step 5—T-tests Results Interpretation

The last step for the Independent Samples #-test analysis or test is to understand and
interpret the results of the method.

By default, the hypothesis for conducting the t-test (Independent t-test) is; IF the
p-value is less than or equal to 0.05 (p < 0.05), THEN we assume that the mean of
the two sets of data or groups of variables are statistically different and that this is
not by chance (H;), ELSE IF the p-value is greater than 0.05 (p > 0.05) THEN we
can presume that there is no difference in the mean of the two groups of variable/
population or that any difference observed may supposedly be by chance (Hy).

> IndSmp.Ttest <- t.test(Before ~ Margarine, data = T_test.data,
var.equal=TRUE, paired=FALSE)

> IndSmp.Ttest
Two Sample t-test
data: Before by Margarine
t = -1.3584, df = 16, p-value = 0.1932
alternative hypothesis: true difference in means is not equal to 0
95 percent confidence interval:
-1.9062045 0.4173156
sample estimates:
mean in group A mean in group B
6.035556 6.780000

As shown in the result reported above and gathered from the outcome of the
Independent Sample (Two-sample) ¢-test for the example dataset (T_test.data) in
Fig. 8.6b; the meaning of the results of the test by using the t.test( ) function which
we applied for the (independent) two-tailed tests (Before ~ Margarine) and saved
in an R object we called “IndSmp.Ttest” can be explained as a list containing
the following:

Statistics: t = -1.3584 which denotes the value of the 7-test analysis.
Parameter: df = 16 signifies the degrees of freedom for the t-test statistics.
p-value: p-value = 0.1932 is the p-value or significance levels of the test.
Confidence interval: Conf.Int(95%, -1.9062045 0.4173156)
represents the confidence interval for the mean assumed to be appropriate to the
specified alternative hypothesis.

e Sample estimates: group A mean = 6.035556, group B mean =
6.780000 which is the means of the two groups of population being compared
considering the two variables (Before ~ Margarine).
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Statistically, the p-value of the Independent sample t-test (IndSmp.Ttest) is
p=0.1932 (where pisexpected at P < 0.05). As we can see, the value is greater than
the stated or acceptable significance levels (p < 0.05). Therefore, we can conclude
that there is no significant difference between the means of the two groups (A and B)
of Margarine taking into account the Before variable or intervention in the dataset.
In other words, the mean of the group A of the “Margarine” variable is equal
to the mean of group B of the “Margarine” when analyzed against the “Before”
intervention (two-tailed test).

Furthermore, as shown in the next results presented below and reported in Fig. 8.6b
for the “one-tailed” t-tests:

— We checked whether the mean of the group A is less than the mean of the group
B of the Margarine (IndSmp.Ttest2), and

— Whether the mean of group A is greater than the mean of group B of the
Margarine variable (IndSmp . Ttest3), respectively.

> IndSmp.Ttest2 <- t.test(Before ~ Margarine, data = T test.data,
var.equal=TRUE, paired=FALSE, alternative = "less"

> IndSmp.Ttest2

Two Sample t-test
data: Before by Margarine
t = -1.3584, df = 16, p-value = 0.09659
alternative hypothesis: true difference in means is less than 0
95 percent confidence interval:

-Inf 0.2123426
sample estimates:
mean in group A mean in group B

6.035556 6.780000

> IndSmp.Ttest3 <- t.test(Before ~ Margarine, data = T test.data,
var.equal=TRUE, paired=FALSE, alternative = "greater"

> IndSmp.Ttest3
Two Sample t-test

data: Before by Margarine
t = -1.3584, df = 16, p-value = 0.9034
alternative hypothesis: true difference in means is greater than 0
95 percent confidence interval:
-1.701231 Inf
sample estimates:
mean in group A mean in group B

6.035556 6.780000

As gathered in the above results of the one-tailed tests (IndSmp.Ttest2,
where p=0.09659 and IndSmp.Ttest3, where p=0.9034); while we
can see that there are no significant differences in the means of the two groups (i.e.,
the value of the p-value is above the threshold of p < 0.05, and the mean for group
A=6.035556 and group B=6.780000).
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On the other hand, the one-tailed test (IndSmp.Ttest2, p=0.09659)
reveals that the mean of the group A (6.035556) is slightly less than mean of group B
(6.780000), and likewise the mean of group A is not greater than the mean of group
B for the other one-tailed test (IndSmp.Ttest3, p=0.9034), vice and versa.

Thus, in summary, we can statistically conclude that the means of the group A is
slightly less than and not greater than the means of the group B with mean sample
estimate of A =6.035556 and B = 6.780000, respectively.

8.3 Paired (Dependent) Sample T-test in R

Faired or Dependent Samples T-test is another type of statistical test used by the
researchers to determine the mean difference between two sets of data or variables.
But, in this case or scenario, the test is used to compare the means of a sample
collected from the same group but at different time or interval. In other words, it is
used when the researchers or data analyst are interested in knowing the difference in
mean between two measures (e.g., pre and post tests) in a sample.

To demonstrate the paired sample t-test, we will continue to use the same example
dataset “Choresterol_R.csv” that we have downloaded and imported earlier in
Sect. 8.2 that we stored as an R object named “T_test.data” (see: Fig. 8.4). ***The list
of example datasets used in this book can also be directly accessed via the following
link: https://doi.org/10.6084/m9.figshare.24728073 if the user needs to access the
file again.

To begin with conducting the Paired Sample t-test, create a new R Script and
name it “PrdSmpT-testDemo” (the user may use any name of their choice).

# Step 1—Load the required R Packages and Libraries

Since we have previously installed the necessary R packages for our previous t-test
analysis (see Sect. 8.2), we do not need to install the packages again, rather we just
need to call or load the libraries for the necessary R packages as shown in the code
below and in Fig. 8.8 (see Step1, Lines 3 to 10). ***Note: the only new R package
that the authors have installed this time is the "PairedData” which have not
been previously installed in the previous program. If the user have directly visited
this particular section of the chapter or have previously exited and resumed R, then
they may need to Install or re-install all the necessary R packages and libraries listed
below (see: Chap. 2, Sect. 2.6, for further guidance if you require to do so) depending
on the user’s case.

We will be using the paired( ) function when plotting the graphical display of the
two paired variables or data.


https://doi.org/10.6084/m9.figshare.24728073

172 8 T-test Statistics in R: Independent Samples, Paired Sample, and One ...

yuisTestR « O LegisticRegressionTesth « O ROBjects demo® - O Rpackages demoR « O PrdimpT-uesiDeme '+ O OseSmgT-nesiDemeR < O indSmpT-testDeme R Toesdata s B 7

Soarceontave O S+ +Run | S+ = Seurce -

Librory(Pairediate:

14 View(T_test.data
15  str(T_test.dota)

]

1

i

: K est i

1

0 shopiro. test(T_test dotolafterdneeks i
1 shapiro. test(T_ test dotalAfterdmeeks ] ‘)\-
e

i

i

i

1

I

7 Step 3A (Test for Assumptions)

hemogenaity. frest. 2 < vor test(Afterdsesks, Afterfseeks, dota - T_test. datas
125 homogeneiny. frest. 2

PatrSmp.Teest - t.test(Afterdmeeks, Afterdaeeks, dota - T_test.doto, vor.eguel « TRUE, poiredTRuE
PairSep. Ttest

7 Step 3B (T-test)

PairSep.TrestZ <- t.testiAfterdweeks, AfterBmeeks, doto - T_test.doto, vor.equol-TRUL, peired-TRUE, olternative
PatrSep. Trestl

PairSep. Teestd < t.testiAfterdmecks, AfterSmecks, doto - T_test.dota, vor.equol-THUE, peired-Tivt, alternative
Pairsep. Teestd

YERYEKNEEDR

141 prdiample < pairedAfterdmetics, Afterfupeis

Visualls grows |
[ ]
]
142 plotprasomple, type » “profile”) + these_bw !

Fig. 8.8 Conducting paired samples (dependent) T-test in R

install.packages ("PairedData")
library(tidyverse)

library (ggpubr)

library(car)

library(rstatix)
library(dplyr)

library (PairedData)

# Step 2—Inspect example dataset for Paired T-test Analysis

As illustrated in Fig. 8.8 (Step 2), again since we will be using the already imported
dataset (T_test.data) for our new analysis (see: Fig. 8.4), we do not need to import the
data again rather we can view and/or check the data to make sure that the necessary
variables we need or require for our analysis are in the data. This can be done by
using the View( ) or str( ) commands as shown in the code below (Fig. 8.8, Lines
12 to 15).

View (T_test.data)
str(T_test.data)
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***Note: the users can use the following code presented below to import and
attach the example dataset if this is their first time or if they have exited R or directly
visited this particular section of the chapter. The users that have continued from our
previous analysis in Sect. 8.2 and can ignore using this command again and move
straight to step 3.

T test.data <- read.csv(file.choose())
attach (T_test.data)

View (T test.data)

str(T test.data)

# Step 3—Conduct tests for Assumptions and Analyze the data

Now, as shown in Fig. 8.8 (Step 3A, Lines 17 to 25), we conducted the different
necessary tests of assumptions (i.e., data normality and homogeneity of variance) in
R for the selected items or variables (i.e., “Afterdweeks” and “After8weeks”’—see
Fig. 8.4) in our analysis for the paired sample t-test using the var.test( ) function, as
defined earlier in Sect. 8.1. Then, we performed the Paired Sample T-test (Fig. 8.8,
Step 3B, Lines 27 to 37) using the t.test( ) function.

As defined earlier in the introduction section (Sect. 8.1);

¢ Paired Sample T-test statistics compares the means for two sets of data from a
single population but analyzed at different time intervals (e.g., pre and post test).
e The targeted variables must be numeric.

To illustrate this test or experiment (paired sample t-test) using the example dataset
“T_test.data” (see: highlighted columns in Fig. 8.4):

1. We will test whether the mean of the “Afterdweeks” variable is equal to the
mean of the “After8weeks” variable after the intervention? (two-tailed test)

2. Also, we will check whether the mean of the “Afterdweeks” is less than the
mean of the “After8weeks”? (one-tailed test)

3. Then we will check whether the mean of the “Afterdweeks” is greater than the
mean of the “After8weeks”? (one-tailed test).

The syntax to conduct the stated tests listed above in R (see Fig. 8.8, Step 3A and
3B, Lines 17 to 37), are as shown in the codes below (see: Fig. 8.8):
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# Assmp: Shapiro-Wilk's normality test for the variables
shapiro.test (T_test.data$Afterdweeks)
shapiro.test (T test.data$After8weeks)

# Assmp: F-test to test for homogeneity in variances. function var.test()

homogeneity.ftest 2 <- var.test (Afterdweeks, After8weeks, data =
T test.data)

homogeneity.ftest 2

# Paired T-test where the given variables must be numeric (Two-tailed)

PairSmp.Ttest <- t.test (Afterdweeks, After8weeks, data = T test.data,
var.equal = TRUE, paired=TRUE)

PairSmp.Ttest

# Test whether Ave. mean of After4weeks is less than the Ave. mean of
After8weeks (One-tailed)

PairSmp.Ttest2 <- t.test (Afterdweeks, After8weeks, data = T test.data,
var.equal=TRUE, paired=TRUE, alternative = "less")

PairSmp.Ttest2

# Test whether Ave. mean of Afterd4weeks is greater than the Ave. mean of
After8weeks (One-tailed)

PairSmp.Ttest3 <- t.test(Afterdweeks, After8weeks, data = T test.data,
var.equal=TRUE, paired=TRUE, alternative = "greater")

PairSmp.Ttest3

Useful Tip:

e As shown in the codes above, the users always need to specify the paired =
TRUE option when conducting the Paired sample #-test.

Once the user have successfully run the codes as defined in the Step 3A and 3B
(Lines 17 to 37) in Fig. 8.8, they will be presented with the results of the “tests for
assumptions” and the ‘“Paired Sample T-test” in the Console as shown in Figs. 8.9a
and b, respectively.

In Figs. 8.9a, which represents the outcome of the Step 3A (see: Fig. 8.8) for the
paired #-test analysis, we conducted the different necessary assumptions tests for the
t-test in order to determine if the available dataset and selected variables are valid to
perform the test.

As highlighted in the figure (Fig. 8.9a), for the test of assumptions, the
normality test using Shapiro-Wilk’s method in which we hypothetically
assume that a score or statistics value, W, of above 0.5 (p-value expected
at p > 0.05), and value of the homogeneity of variance of p-value >
0.05, is normal and acceptable, shows that the distribution of the two
sets of data (i.e., Afterdweeks: W=0.97687 where p-value=0.9121,
and After8weeks: W=0.97733 where p-value=0.9183) are normality
distributed and suitable for the paired t-test analysis.

The homogeneity of variance for the two targeted variables using the var.test( )
method, whereby we assume that a value of p > 0.05 indicates equality in variance.
As highlighted in Fig. 8.9a, we note that there is no difference in the variance for the
two variables (Afterd4weeks, After8weeks) with p-value=0.9376 and
F=1.0393. Hence, we accepted the assumption that equality in variance is met.
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(a) Console Terminal = Jobs
~/MyFirstR_Project/
> # Assmp: Shapiro-Wilk's normality test for the variables
> shapiro.test(T_test.dotaSAfterdweeks)

Shapiro-Wilk normality test

data: T_test.dataSAfterdweeks
W = 8.97687, p-value = @.9121

> shapiro.test(T_test.dataSAfter8weeks)

Shapiro-Wilk normality test

data: T_test.data$AfterBweeks
W = 0.97733, p-value = 0.9183

> # Assmp: F-test to test for homogeneity in variances. function var.test()
> homogeneity.ftest_2 <- var.test(Afterdweeks, After8weeks, data = T_test.data)
> homogeneity. ftest_2

F test to compare two variances

data: Afterdweeks and After8weeks H
F = 1.0393, num df = 17, denom df = 17, p-value = 9.9376 |
alternative hypothesis: true ratio of variances 1s not equal to 1
95 percent confidence interval:
©.3887678 2.7783427
sample estimates:
ratio of variances
1.039293

(b) Contole  Termimal - Jobs
= [MFIrR_Project/
> ¥ Paired T-test where voriobles sust be mmeric (Tmo-tolled)
» Poirisp. Ttest «<- t.test(Afterdmeeks, AfterSwecks, dato = T_test.data, var.equal = TRUE, pairedsTRUE)

» PoirSep, Ttest
Poired t-test
| data: Afterdmeeks and AfterBueeks 1
|t = 3.7809, of = 17, p-value = 0.001491 1
TalTérAgEve Hypothesis: true diTference 1n mecns 15 not equal to @

95 percent confidence interval:

002774658 0. 09780897

somple estimates:

meon of the differences
006277778

m > ¥ Test whether Ave. mean of Afterdweeks is less thon the Ave. mean of AfterSweeks (One-toiled)
> PoirSmp. Ttest? <- t.test(Afterdweeks, Afterfmecis, dato = T_test.dato, vor.eq + poired=TRUE, = “less”)
> PoirSep. TtestZ

Poired t-test

| data: Afteréweeks and AfterBueeks
1t = 3.7809, df = 17, p-value = 0.9993 i
“STEETRGT Ive Typothesiss troe dUTTerence TH mecns 15 less than §
95 percent confidence intervol:
-Inf 0.09166206
somple estimates:
mean of the differences
0.06277778
» ¥ Test whether Ave. meon of Afterdmesks is grecter thon the Ave. mean of AfterSseeks (One-toiled)
» PoirSep. Ttestd < t.test{Afterdweeks, After@mecks, dato = T_test.data, vor.equal=TRUE, poiredsTRUE, olternative = “greater™)
> PoirSmp. Ttestd

Paired t-test

I data: Afterdmeeks and AfterBwmecks §
1= 37009, df - 12, pvolun - 0.008757
alternative Mypothesis: true difference 1n mecns 1S greter than @
95 percent confidence interval:
0.0338935 Inf
somple estimotes:
meon of the differences
0.06277778

Fig. 8.9 a Results of normality and homogeneity of variance test displayed in the console in R.
b Results of paired sample (dependent) T-test displayed in console in R
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Accordingly, Fig. 8.9b is the result of the Paired Sample T-test analysis as defined
in Step 3B in Fig. 8.8.

As reported in Fig. 8.9b, we performed the Paired Sample #-test by considering
the mean differences for the targeted variables (Af terdweeks, After8weeks).
The results of the test were stored in R objects we called “PairSmp.Ttest” for
the two-tailed analysis, and “PairSmp.Ttest2” and “PairSmp.Ttest3” for
the one-tailed analysis, respectively.

# Step 4—Plot and visualize the mean differences for the two paired samples
or variables

As defined in Fig. 8.8 (Step 4, Lines 39 to 42) and the resultant plot represented in
Fig. 8.10, we graphically plotted and visualized the mean between the two paired
groups of variables (Afterdweeks, After8weeks)intheexample dataset“T_
test.data”.

The code used to create or plot the mean of the two variables (Afterdweeks,
After8weeks)is shown below, and the resultant graph is represented in Fig. 8.10.

# Visualize mean differences for the paired groups of variables
prdSample <- paired(Afterdweeks, After8weeks)
plot (prdSample, type = "profile") + theme bw()

# Step 5—Results Interpretation for the paired sample t-test

The final step for the “paired sample #-test” analysis is to understand and interpret
the results of the test.

Chiecm demak = | 0 R packages demek » | O PdSmpT-maiDemat® = | 8 Onelmg 1 [} Tutnrial —n

Sewrceoatom 0 v Shm | 4 o Sewee v

shapiro. test(T_test. dotalAfverdaseks
shapiro. test(T_test. dotalaf ter Baseks

tof 18
vt of 18
of 10

var. test(Afterdaeehs, Aftertaeets, data - Ttest O Poirsep Trestd st of 10
pritample 18 obs. of I voriables
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25 hosogeneity. frest

2 Files  Pots  Pakages  Help  Viewsr =0
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Fig. 8.10 Plotting the mean difference for two paired groups of variables in R
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By default, the hypothesis for conducting the test (Paired t-test) is; IF the p-value
is less than or equal to 0.05 (p < 0.05), THEN we assume that the means of the two
sets of variable or data are statistically different and that this is not by chance (H),
ELSE IF the p-value is greater than 0.05 (p > 0.05) THEN we presume that there is
no difference in the mean of the two sets of data (Hy).

> PairSmp.Ttest
Paired t-test
data: Afterdweeks and After8weeks
t = 3.7809, df = 17, p-value = 0.001491
alternative hypothesis: true difference in means is not equal to 0
95 percent confidence interval:
0.02774658 0.09780897
sample estimates:
mean of the differences
0.06277778

As reported in the results above (see different components of the t-test explained
in detail in previous Sect. 8.2); the t.test( ) function which we applied for the Two-
tailed Paired Sample (PairSmp . Ttest) t-test shows that there is a difference in the
mean between the two sets of analyzed data (Afterdweeks, After8weeks).
The p-value for the Two-tailed test was statistically found asp=0.001491, which
is significantly less than the scientifically accepted levels (p < 0.05). Therefore, we
can statistically conclude that there is a significant difference between the means
of the two sets of data (Afterdweeks, After8weeks) considering the two
intervention periods.

Furthermore, as gathered in the results reported below for the one-tailed #-tests
(see: Figs. 8.8 and 8.9b);

e We also checked whether the mean of the Afterdweeks variable is less than the
mean of the After8weeks (PairSmp.Ttest2).

e Then checked whether the mean of the Afterdweeks is greater than the mean of
the After8weeks (PairSmp.Ttest3).

> PairSmp.Ttest2

Paired t-test
data: Afterdweeks and After8weeks
t = 3.7809, df = 17, p-value = 0.9993
alternative hypothesis: true difference in means is less than 0
95 percent confidence interval:

-Inf 0.09166206
sample estimates:
mean of the differences

0.06277778
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> PairSmp.Ttest3
Paired t-test
data: Afterd4weeks and After8weeks
t = 3.7809, df = 17, p-value = 0.0007457
alternative hypothesis: true difference in means is greater than 0
95 percent confidence interval:
0.0338935 Inf
sample estimates:
mean of the differences
0.06277778

In the results of the one-tailed t-tests, we can see that when we analyzed whether
the mean of the “After4weeks” variable is less than the mean of the “After8weeks”
that there was no significant difference (PairSmp.Ttest2, p=0.9993). But
when we analyzed whether the mean of the “Afterdweeks” is greater than the mean
of the “After8weeks’ that there was a significant difference (PairSmp.Ttest3,
p=0.0007457). Therefore, it can be said from the tests that the mean of the
“Afterdweeks” is greater and not less than the mean of the “After8weeks” which
was statistically difference by amarginof 0. 0627777 (see: mean of the differences)
presented in both tests (one-tailed).

Henceforth, in summary, we can statistically say that there was a significant change
or variation in the mean of the targeted variables (After4weeks and After8weeks)
over the period of the intervention or experiment based on the example dataset we
stored as “T_test.data”. Perhaps, this result suggests a drop in the cholesterol levels
of the participants across those periods, for instance.

8.4 One Sample T-test in R

One Sample T-test is the third type of t-test that is used in statistical analysis
or by the researchers to compare the mean of a single group of variable or data
alongside a known mean value. The test as the name implies (one sample t-test) is
usually performed to determine whether the specified sample mean is equal to the
“hypothesized” data value (otherwise known as the test mean).

To demonstrate the One sample z-test, we will continue to use the same example
dataset “Choresterol_R.csv” that we have stored as an R object we name “T_
test.data” in R (see: Fig. 8.4).

To demonstrate the One sample z-test in R, create a new R Script and name it
“OneSmpT-testDemo” (**remember the users can use any name they want provided
reference to them are correctly made in the codes or program).

# Step 1—Load the Required Libraries

Again, since we have previously installed the necessary R packages in R for the
previous t-tests we have looked into so far (see Sects. 8.2 and 8.3), we only need
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118 OneSmp.Ttest

119

21 OneSmp.TtestZ t.test(T_test.dotaSAfterBmeeks, mus5, alternotive » “less”

22  OneSmp.TtestZ

o Step 3 (T-test)

1
25 OneSmp.Ttest3d <- t.test(T_test.datalAfterSmeeks, mu=5, alternative = “greater”
26  OneSmp.Ttest3

29  ggboxplot(T_test.datalAfterSweeks,
38 ylob = "Afterdweeks (values)”, xlob = FALSE,
31 ggtheme = theme_minimal(

£ Step d

33 gggqplot(T_test.datoSAfterBweeks, ylob = "Distribution after & weeks",
34 ggtheme = theme_minimal(

36:1  (Top Level) 2 R Script =
Console  Terminal Jobs. =
=~ [MyFirstR_Project/

5.778889

>

Fig. 8.11 Different steps to performing the one sample T-tests in R

to load the necessary libraries as shown in the code below and in Fig. 8.11 (Stepl,
Lines 3 to 9).

library (tidyverse)
library (ggpubr)
library(car)
library(rstatix)

library (dplyr)

# Step 2—Inspect the example dataset for Analysis

As illustrated in Fig. 8.11 (Step 2), the users do not need to import the example
dataset again. Just inspect or view the data (if the user wish) to make sure to choose
the correct variable that you would like to analyze or that are contained there in the
data. Use the following R functions “View( ) or str( )” to view the details of the
example dataset we named and stored as “T_test.data” (Fig. 8.11, Lines 11 to 14).



180 8 T-test Statistics in R: Independent Samples, Paired Sample, and One ...

View (T test.data)
str(T_test.data)

***Note: the users can use the following code presented below to import and attach
the example dataset if this is their first time or if they have exited R or directly visited
this particular section of the chapter. The users that have continued from our previous
examples and analysis in Sect. 8.2 and 8.3 can ignore using this command again and
move straight to step 3.

T test.data <- read.csv(file.choose())
attach (T test.data)

View (T test.data)

str(T_test.data)

# Step 3—Conduct the One Sample ¢-test
As defined earlier in the introduction section (Sect. 8.1);

e One Sample ¢-test is used to determine the mean of a particular (one) group
of data or sample drawn from the same population compared against a standard
mean value. For example, in our example dataset, we will analyze the mean value
of the “After8weeks” variable across the data.

e Note that the target variable must be numeric.

As a general rule of thumb, the users are required to conduct the tests of
assumptions before applying the t-tests. However, since we have performed the
tests of assumptions for the “After8weeks” variable in the previous section (see:
Sect. 8.3, Fig. 8.8, Step 3A, Line 21), we will skip this phase in this section and
proceed directly with conducting the One sample T-test (Fig. 8.11, Step 3, Lines 16
to 26).

For the One Sample #-test:

e We will check whether the mean effect of the cholesterol reduction for
“After8weeks” variable is equal to the standard mean value of 5, for instance,
from the look of our example data. In other words, whether the mean cholesterol
reduction of “After8weeks” in the population is different from 5 (two-tailed)

e Also, we will check whether the mean reduction in the cholesterol for
“After8weeks” is less than 5 (one-tailed test), and then

e Test whether the mean reduction in cholesterol for the “After8weeks” is greater
than 5 (one-tailed test).

The syntax to conduct the above-listed One sample t-tests (Fig. 8.11, Step 3) is
presented in the codes below:
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# Step 3 - Conduct One sample t-test where Ho: mu=5

OneSmp.Ttest <- t.test(T_test.dataSAfter8weeks, mu=5, alternative =
"two.sided" )

OneSmp.Ttest

# Test whether the mean of After8weeks is less than 5 (One-tailed)

OneSmp.Ttest2 <- t.test(T test.data$After8weeks, mu=5, alternative =
"less")

OneSmp.Ttest2

# Test whether the mean of After8weeks is greater than 5 (One-tailed)

OneSmp.Ttest3 <- t.test(T test.data$After8weeks, mu=5, alternative =
"greater")

OneSmp.Ttest3

Note: mu represents the hypothetical mean assumed or anticipated by the
researcher. For instance, in our case we chose 5 (mu = 5) based on the various
likely fields contained in the dataset (see: Fig. 8.4). It is noteworthy to mention that
the value of the mu can be changed usually based on the frequent data values or
samples.

Once the user have successfully run the codes (see Fig. 8.11, Step 3), you will
be presented with the results of the One sample T-tests analysis in the Console as
shown in Fig. 8.12.

As reported in Fig. 8.12, we conducted the One Sample #-test by comparing
the mean of the “After8weeks” variable after cholesterol reduction in the example
dataset we named “T_test.data” in R against a hypothesized standard mean
value of 5 (mu = 5). The result of the tests was stored in R objects we called
“OneSmp.Ttest” for the two-tailed analysis, and “OneSmp.Ttest2” and
“OneSmp . Ttest3” for the one-tailed analysis, respectively.

# Step 4—Plot and visualize the mean difference of the analyzed data

As defined in Fig. 8.11 (Step 4, Lines 28 to 34) and the resultant boxplot (Fig. 8.13a)
and Quantile—quantile plot (Fig. 8.13b); we utilized the various types of ggplot( )
functions in R to visualize the mean and/or relationship between the “After8weeks”
variable and the standard mean values based on the example dataset “T_test.data”.

The code used for the mean boxplot using the ggboxplot( ) function, and quantile—
quantile plot using the ggqqplot( ) function is as shown in the code below, and the
results represented in Fig. 8.13a and b.

# Visualize estimated mean difference for the sample data
ggboxplot (T_test.data$After8weeks,
ylab = "After8weeks (values)", xlab = FALSE,
ggtheme = theme minimal())

ggqgplot (T test.dataSAfter8weeks, ylab = "Distribution after 8
weeks",

ggtheme = theme minimal())
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Console  Terminal Jobs
~/MyFirstR_Project/

> # Step 3 - Conduct One somple t-test where Ho: mu=5
> OneSmp.Ttest <- t.test(T_test.dataSAfter8weeks, mu=5, alternative = “two.sided" )
> OneSmp.Ttest

One Sample t-test

l data: T_test. data&MterSweeks
It = 2.9989, df = 17, p-value = 0.008073 I
c'l?erncTt'u've' 'ﬁypoﬂ:e’st‘ STTEFUE Tean 1s ot equal to 5
95 percent confidence interval:
5.230921 6.326857
sample estimates:
mean of x
5.778889

> # Test whether the mean of After8weeks of reduction is less than 5 (One-tailed)
> OneSmp.TtestZ <- t.test(T_test.data$After8weeks, mu=5, alternative = "less")
> OneSmp.TtestZ

One Sample t-test

| data: T_test.data$After8weeks -:

' t = 2.9989, df = 17, plvalue = 0. 9‘35 1
a"[ternatwe ﬁypo?hests true mean 1s 'l'ess than 5
95 percent confidence interval:

-Inf 6.230705
sample estimates:
mean of x

5.778889

—— o > # Test whether the mean of After8weeks of reduction is greater than 5 (One-tailed)

FEEEEY 5 OneSmp.Ttest3 <- t.test(T_test.dataSAfter8weeks, mu=5, alternative = "greater”)
> OneSmp.Ttest3

One Sample t-test

_———— - - -

I
| data: T_test.dataSAfterdweeks 1

& =2.9989, df = 17, p-value = 0.004037 |
alternutwe hypothesis: true mean is greater than 5
95 percent confidence interval:

5.327e73 Inf
sample estimates:
mean of x
5.778889

Fig. 8.12 Result of one sample T-test displayed in the console in R

# Step S—Interpretation of Result of One sample t-test

The final step in the One sample #-test analysis is to understand and interpret the
results of the test.

By default, the hypothesis for conducting the test (One sample t-test) is; IF the
p-value is less than or equal to 0.05 (p < 0.05), THEN we assume that the mean
of the single variable is statistically different from the standard mean score or value
(Hy), ELSE IF the p-value is greater than 0.05 (p > 0.05) THEN we can presume that
there is no difference in the mean of the variable and the standard mean value (Hy).
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Fig. 8.13 a Plotting estimated mean for single variable in R using the ggboxplot( ) function.
b Quantile-Quantile plot for relationship between a single variable and the mean values in R using
the ggqqgplot( ) function
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> OneSmp.Ttest <- t.test (T test.dataSAfter8weeks, mu=5) # Ho: mu=5

> OneSmp.Ttest
One Sample t-test

data: T_test.data$After8weeks

t = 2.9989, df = 17, p-value = 0.008073

alternative hypothesis: true mean is not equal to 5
95 percent confidence interval:

5.230921 6.326857

sample estimates:
mean of x

5.778889

Accordingly, as gathered in the result of the One Sample T-test presented above;
the p-value for the test (OneSmp . Ttest) is p=0.008073 which is far less than
the default significant levels of p < 0.05. Therefore, we can statistically conclude that
there is a significant difference between the mean of the After8weeks variable
and the pre-defined standard mean value, where mu = 5 (two-tailed). Thus, we
reject the null hypothesis that the mean of the Af ter8weeks is equal to 5 whereby
the means sample estimate is equal to 5.778889.

***meaning of the different elements or components of t-tests results have been
explained in detail in the previous Sect. 8.2#%*,

As gathered in the tests result presented below for the “one-tailed” one sample
t-tests (see: Figs. 8.8 and 8.9b);

e We also checked whether the mean of the After8weeks variable is less than the
mean of the hypothesized value of 5, where mu=5 (OneSmp.Ttest2), and
then

e Checked whether the mean of the After8weeks variable is greater than the mean
of the hypothesized value of 5, where mu=5 (OneSmp.Ttest3).

> OneSmp.Ttest2 <- t.test(T_test.dataSAfter8weeks, mu=5, alternative="less")
> OneSmp.Ttest2
One Sample t-test

data: T_test.data$After8weeks

t = 2.9989, df = 17, p-value = 0.996
alternative hypothesis: true mean is less than 5
95 percent confidence interval:

-Inf 6.230705

sample estimates:
mean of x

5.778889
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> OneSmp.Ttest3 <- t.test(T_test.dataSAfter8weeks, mu=5, alternative =
"greater")

> OneSmp.Ttest3
One Sample t-test

data: T_test.dataSAfter8weeks

t = 2.9989, df = 17, p-value = 0.004037

alternative hypothesis: true mean is greater than 5
95 percent confidence interval:

5.327073 Inf

sample estimates:
mean of x

5.778889

From the results of the one-tailed tests above, we can see that when we analyzed
whether the mean of the “After8weeks” variable is less than the hypothesized “stan-
dard mean of 5” (mu=5) that there was no significant value (OneSmp.Ttest2,
p=0.996). But when we analyzed whether the mean of “After8weeks” is greater
than the hypothesized “standard mean of 5” that there was a significant score or value
(OneSmp.Ttest3, p=0.004037). This means that most of the values repre-
senting the analyzed single variable (After8weeks) for the different participants have
a value greater than 5.

8.5 Summary

In this chapter, the authors illustrated how to conduct the three main types of T-tests
(Independent, Paired, and One sample) analysis in R. In Sect. 8.2, we explained and
illustrated to the readers how to perform the Independent samples (unpaired or Two-
sample) #-test. Section 8.3 covers how to conduct the Paired sample (Dependent)
t-test. While in Sect. 8.4, we demonstrated how to perform the One sample #-test
using R.

Also, this chapter covered how to graphically plot the mean of the different
analyzed variables in the data and/or results of the t-tests. We discussed in detail
how to interpret and understand the results of the three main types of T-tests in R.

To summarize the contents, the main topics covered in this chapter of the book
are as follows:

e r-test is one of the inferential (parametric) statistics that are used for hypothesis
testing, and for determining the significant differences (where applicable) between
the means of two independent groups of data or single variable in a given data
sample.

When choosing whether to conduct an Independent, Paired or One sample t-test?
The researcher or data analyst should:

e Perform the “independent sample t-test” if the groups come from two different
populations (i.e., statistically independent). For example, two different categories
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of people, thing, or place (gender: male and female, state: on and off, region: north
and south, etc.).

e Perform “paired sample t-test” if the targeted group or variable comes from a
single population but is analyzed at different time intervals (e.g., longitudinal
study or a pre and post test intervention for the same group of people or place).

e Perform “one sample t-test” for one single group from the same population being
analyzed against a standard mean value. For example, comparing the standard
mean difference or effect of a particular teaching model on a specified group of
students in a particular class with the average mean tested on sample estimate of
5 scores.

Additionally, the users will need to perform the “rwo-tailed test” statistics or
calculation, if they only want to determine whether the mean of two data samples
are different from one another. Whereas, on the other hand, they will also need to
perform a “one-tailed test” if their goal includes also to determine whether the mean
of a specific sample or variable is less than or greater than the mean of another
variable or mean value, as the case may be.
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Chapter 9 ®
Analysis of Variance (ANOVA) in R: Cecte
One-Way and Two-Way ANOVA

9.1 Introduction

Analysis of variance (ANOVA), also known as F-test, is one of the inferential statis-
tical tests of hypothesis mostly applied by researchers or the data analysts to compare/
determine the differences in mean between data samples that are represented in
more than two independent comparison groups (usually categorical or ordinal) and a
continuous dependent variable (Connelly, 2021; Sullivan, 2020). The ANOVA statis-
tics can be regarded as an extension of the Independent Samples #-test (see: Chap. 8),
that is mainly used when there are specifically two or more groups of independent
variables(s) being compared against a continuous dependent variable. Therefore,
ANOVA tests are only applicable when the data sample that is being analyzed is
made up of more than two groups (i.e., a minimum of three) of an independent vari-
able(s). The main aim of using the tests (ANOVA) is to statistically examine the
differences (variability) that may exist within the groups of the (independent) vari-
ables being compared, as well as, among the groups that are being compared. Thus,
statistically ANOVA tests determine whether the means of the three or more groups
of an independent variable(s) are different taking into account the influence (usually
referred to as Between-subject effect) that they may have on the dependent variable.
With ANOVA, researchers or data analysts can ascertain the statistical significance
of both the main effects (the variation) and their interaction (i.e., between-subjects
effects) based on the significant values, usually determined through the p-values
(p <0.05).

The formula for calculating ANOVA is explained as follows: it uses the F-test to
determine whether the group means are equal by including the correct variances in
the ratio (Connelly, 2021). In other words, the F-statistic is the ratio where:

F = variation between sample means /variation within the samples

Thus,
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F = MSE/MST

where:

F = ANOVA coefficient, MST = Mean sum of squares due to treatment, and
MSE = Mean sum of squares due to error.

There are two main types of ANOVA tests commonly used in the works of
literature (Christensen, 2020; Guillén-Gamez et al., 2021; Nibrad, 2019). These are:

e One-way ANOVA: used to compare the differences in mean between one (cate-
gorical or ordinal) independent variable and one (continuous) dependent variable,
whereby the independent variable must have at least three levels, i.e., a minimum
of three different groups or categories.

e Two-way ANOVA: used to compare the differences in mean between two inde-
pendent variables (with three or more multilevel) and one (continuous) dependent
variable. For example, it is used for examining the effects that two factors (inde-
pendent variables) may have on the population of the study (continuous dependent
variable) simultaneously or all at the same time.

Other types of ANOVA statistics or multivariate analysis are also used in the
existing literature or statistical analysis, such as the multivariate analysis of vari-
ance (MANOVA) (Dugard et al., 2022; Okoye et al., 2022), analysis of co-variance
(ANCOVA) (Kaltenecker & Okoye, 2023; Li & Chen, 2019), multivariate analysis
of co-variance (MANCOVA) (Li & Chen, 2019; Okoye et al., 2023), etc.

Just like many of the different types of parametric tests or statistical proce-
dures; the main “assumptions” or “conditions” that are necessary for performing
the ANOVA tests both for research experiments or data analytics are summarized as
follows (Connelly, 2021; Sullivan, 2020)—see Chap. 6, Sect. 6.2.5:

e [ndependence of cases: there should be no relationship among the observations in
each group or among the groups of the variables themselves, i.e., independence
of observations must hold.

e Normality of data: there should be no significant outliers, that might have a
negative effect on the ANOVA test. The dependent variable should have an
approximately normal distribution for each category of the target independent
variable.

® Homogeneity of variances: the variance among the groups must hold or should
be approximately equal.

e The independent variable(s) must consist of more than two independent groups
or categories, i.e., a minimum of three groups or levels.

e The independent variable(s) must be categorical or ordinal.

e The dependent variable must be continuous.

In the next sections of this chapter (Sects. 9.2 and 9.3); the authors will explain
and demonstrate to the readers how to conduct the One-way and Two-way ANOVA
tests in R. We will illustrate the different steps to performing the two tests using the
following steps in R outlined in Fig. 9.1.



9.2 One-Way ANOVA Test in R 189

Install and Load the required R packages for data manipulation and

] nowu 7 on non non

visualization; “tidyverse”, "ggpubr", “dplyr”, "rstatix", "car", "carData"

Import and inspect the data for analysis

Conduct the different test for Assumptions and the ANOVA tests in
R using the supported methods; anova( ), aov( ), TukeyHSD( ),
bartlette.test( ), leveneTest( )

Visualize data and the results using graphical method for
comparison and interpretation or export for use

Interpret and explain the results of the analysis

Fig. 9.1 Steps to conducting the ANOVA test and analysis in R

9.2 One-Way ANOVA Test in R

One-way ANOVA is used when the dataset the researcher or analysts wants to inves-
tigate are made up of more than two groups of an independent variable and are
statistically independent, and a continuous dependent variable. Thus, the One-way
ANOVA test as the name implies, is statistically used to compare the differences in
mean between one (categorical or ordinal) independent variable and one (contin-
uous) dependent variable, whereby the independent variable must have at least three
levels, i.e., a minimum of three different groups or categories.

By default, the hypothesis for testing whether there is a difference or variation in
the mean of the more than two (> 2) specified groups of independent data or variable
against the one dependent (usually continuous) variable is; IF the p-value of the test
is less than or equal to 0.05 (p < 0.05), THEN we assume that the mean of the groups
of population (minimum of three) in the data sample are statistically different (i.e.,
varies) and that this is not by chance (H;), ELSE IF the p-value is greater than 0.05 (p
>0.05) THEN we can conclude that there is no difference in the mean of the groups
and any difference observed could only occur by chance (Hp).

The authors will practically demonstrate to the readers how to conduct the One-
way ANOVA test in R using the anova( ), aov( ), and bartlette.test( ) functions. We
will do this by using the outlined steps in Fig. 9.1.

To begin with the illustration, Open RStudio and create a new or open an
existing project. Once the user have RStudio and an R Project opened, Create a
new RScript and name it “OneWayANOVADemo” or any name the user chooses
(see: Chaps. 1 and 2).
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Now, download an example file that we will use to demonstrate the two types of
ANOVA analysis (One-Way and Two-way). ***Note the users can use any dataset or
format of their choice provided they are able to follow the different steps described
in the code by the authors in the illustration).

As shown in Fig. 8.2, download the example data named “Diet_R.csv” from the
following source (https://www.sheffield.ac.uk/mash/statistics/datasets) and save it on
your local machine or computer. ***Note: the readers can also refer to the following
repository (https://doi.org/10.6084/m9.figshare.24728073) where the authors have
uploaded all the example files used in this book to download the file.

Once the user have downloaded the file and saved it on the computer, we can
proceed to conduct the first ANOVA analysis (One-way ANOVA) in R.

# Step 1—Install and Load the required R Packages and Libraries

Install and load the following R packages and libraries (see Fig. 9.3, Step1, Lines
3 to 11) that will be used to call the different R functions, data manipulations, and
graphical visualizations for the One-way ANOVA test.

The syntax and code to install and load the R packages and Libraries are as follows:

install.packages ("tidyverse")
install.packages ("ggpubr")
installed.packages ("dplyr")

library(tidyverse)
library (ggpubr)
library (dplyr)

# Step 2—Import and Inspect example dataset for Analysis

Asdefined in Fig. 7.3 (Step 2, Lines 13 to 18); import the dataset named “Diet_R.csv”
that we have downloaded earlier, and store this in an R object named “ANOVA _
Tests.data” (the users can use any name of their choice if they wish to do so).

@ sheffieid.ac.uk/mash/statistics/dataset t B E @
et of Science . (} Mai- Kinguiey Ari_ [} Scimago Journal B scopus - Docume.

arily used for ANOVA

Download the [
CSV file :

Fig. 9.2 Example of file download for ANOVA test. (Source https://www.sheffield.ac.uk/mash/sta
tistics/datasets)
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37  str{ANOVA_Tests. data I
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46:2 Top Level) = R Script =

Console  Terminal Jobs =0
~MyFirstR_Project/

>

Fig. 9.3 Steps to conducting one-way ANOVA test in R

Once the user have successfully imported the dataset in R, you will be able to
view the details of the Diet_R.csv file as shown in Fig. 9.4 with 78 observations and
7 variables in the sample data.

ANOVA_Tests.data <- read.csv(file.choose())
attach (ANOVA Tests.data)

View (ANOVA Tests.data)

str (ANOVA_ Tests.data)

# Step 3—Conduct the tests for Assumptions and Analyze the data

To analyze the imported dataset that we stored as ANOVA_Tests.data (see Fig. 9.4).
First, the authors will be conducting the different tests of assumptions, e.g., normality
test and homogeneity of variance (see: Sect. 9.1), before performing the actual One-
way ANOVA analysis if the dataset in question meets or satisfies the necessary
assumptions or test condition for the One-way ANOVA.

The syntax and code for conducting the different tests of assumptions are presented
below and highlighted in Fig. 9.3 (Step 3A, Lines 20 to 37):
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Fig. 9.4 Example of dataset imported and stored in RStudio environment as an R object

# Assmpl: Shapiro-Wilk
with (ANOVA Tests.data,

# Assmpl: Shapiro-Wilk
with (ANOVA Tests.data,

# Assmpl: Shapiro-Wilk
with (ANOVA Tests.data,

# Assmp2: Test for homo
Hm_var <- bartlett.test
Hm_var

# Assmp3: Independent v
ANOVA Tests.data$Diet <
str (ANOVA_Tests.data)

normality test for Diet type 1
shapiro.test (weight6weeks[Diet == "1"]))

normality test for Diet type 2
shapiro.test (weight6weeks[Diet == "2"]))

normality test for Diet type 3
shapiro.test (weight6weeks[Diet == "3"]))

geneity in variances. Function bartlett.test()

(weight6weeks ~ Diet, data = ANOVA Tests.data)

ariable must be Factor (categorical variable)
- factor (ANOVA_ Tests.data$Diet)

Once the user have successfully run the lines of codes defined in Step 3A (Fig. 9.3,
Lines 20 to 37), they will be presented with the results of the “tests for assumptions”
in the Console as shown in Fig. 9.5.

As highlighted in the results in Fig. 9.5; the normality test using Shapiro—
Wilk’s method shows that the distribution for majority of the different groups of
“Diet” variable were normally distributed when considered against the target variable
“weightoéweeks”, assuming p-value of greater than 0.05, i.e., p > 0.05 and test statis-
tics, W, of value greater than 0.5 as the threshold whereby: (weight 6weeks [Diet

== “1"], W=0.96677,
== “2”]1 W:O'87631'
== “3”]1 W:O'9594l'

p-value=0.5884), (weight6éweeks|[Diet
p-value=0.004003), (weight6weeks [Diet
p-value=0.3584). Therefore, from the results,

we can assume or proceed to conduct the One-way ANOVA (parametric) analysis
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Console  Terminal Jobs
~[MyFirstR_Project/

> # Assmpl: Shapiro-Wilk normality test for Diet type 1
> with{ANOVA_Tests.data, shapiro.test{weightbweeks[Diet == "17]2)

Shapiro-Wilk normality test

| data:  weightéweeks[Diet == "17] 1
I W= 0.96677, p-value = @.5884 :
e a -

> # Assmpl: Shapiro-Wilk normality test for Diet type 2
> with(ANOVA_Tests.data, shapiro.test(weight6weeks[Diet == "2"]))

Shapiro-Wilk normality test

lrnm'_u: WElghtﬁWeEkS[Dl:;::"‘:Z"J :
W = 90.87631, p-value = @.094003 1
]

1
N i e A s R e

> ®# Assmpl: Shapiro-Wilk normality test for Diet type 3
> with(ANOVA_Tests.data, shapiro.test(weightbweeks[Diet == “3%]))

Shapiro-Wilk normality test
raam: weight6weeks[Diet == "3"] :
Ll\' = ©.95941, p-value = @.3584 1

- - ]

i » > # AssmpZ: Test for homogeneity in variances. Function bartlett.test()

> Hm_var <- bartlett.test({weightbweeks ~ Diet, data = ANOVA_Tests.data)
> Hm_var

Bartlett test of homogeneity of variances
] S S W S S R - S S S 1
I data: weightéweeks by Diet i
: Bartlett's K-squared = 1.4746, df = 2, p-value = @.4784 {

> ® Assmp3: Independent variable must be Factor (categorical wvariable)
> ANOVA_Tests.data3Diet <- factor(ANOVA_Tests.data$Diet)
= str{ANOVA_Tests.data)

‘data.frame”: 78 obs. of 7 variables:

3 Person tint 252612345678 ...

3 gender :int NANAGROOOOOO ...

5 Age : int 41 32 22 46 55 33 50 50 37 28 ...

5 Height : int 171 174 159 192 170 171 170 201 174 176 ...
i--t-pno..amht—-:-w-ﬂ-&ﬂ)—&&-““ﬂii&iszﬂ—-.-.--—--—-——-—.
1 5 Diet : Factor w/ 3 levels "1","2","3": 2 211111111...1

=S W YR EERERT T A B0 10T SN 2 ST E T e T B2 RS e s T

Fig. 9.5 Result of tests for assumption prior to conducting the one-way ANOVA analysis in R

since the normality test and all the other necessary conditions are met. Moreover, it
is important to mention that datasets which contains more than n > 40 samples or
observations (see: Chap. 3) is considered also a scientifically acceptable sample size
for conducting any type of the parametric tests in scientific research or statistical
analysis purposes (Roscoe, 1975).

Furthermore, in the second test of assumption, we tested the homogeneity of
variance for the two targeted/analyzed variables (weightéweeks ~ Diet) using the
bartlett.test( ) function in R; whereby we assume that a value of p > 0.05 indi-
cates “‘equality in variance”. As shown and highlighted in the results presented in
Fig. 9.5, we can see that there are no difference in the homogeneity of variance for
the two analyzed variables with p-value = 0.4784. Therefore, we accept that the
assumption of equality in variance is met.

Lastly, in the third assumption (Fig. 9.5), we converted the independent variable
“Diet” with 3 levels (1, 2, and 3) to a factor format to represent categorical values—
see Chap. 2 for more details on Factorization in R.

With all the necessary conditions met, we can proceed to conduct the “One-way
ANOVA” test using the anova( ), aov( ), and TukeyHSD( ) methods or function in



194 9 Analysis of Variance (ANOVA) in R: One-Way and Two-Way ANOVA

R~ O PrdSmpT-testDemo.R « O OneSmpT-testDemo.R «  © | IndSmpT-testDemo.R « @ | OneWayANOVADemo.R* ANOVA Test: 3 — [
Source on Save L S *Run % Soufce =
L | S ——— — S ——
f
39
48
41

42 Onelay_test ooviweightbweeks - Diet, dota - ANOVA_Tests.data
43 summary(OneWay_test

Step 3B (One-way ANOVA)

46 OneWay_Model <- Im{weightGweeks - Diet, data - ANOVA_Tests.data
47  anova(Onefay_Model

5@ TukeyHSD(OneWay_test

52  TukeyHSD({aov(OneWay_Model

57 ggplot(ANOVA_Tests.data, aes(x = Diet, y = weightbweeks, fill = Diet
58 geom_boxplot!

w
{r-]

geom_jitter(shape - 15,
60 color = “steelblue”,
61 position = position_jitter(.Z1
62 theme_classic
e +
55:1  (Top Level) R Script
Console  Terminal Jobs —r

~[MyFirstR_Project/
> TukeyHSD{aov{OneWay_Model)) # Method2
Tukey multiple comparisens of means
95% family-wise confidence level
Fit: oov(formula = OneWay_Model)
Shiet
diff Llwr upr p odj
2-1 -1.4898148 -7.54@958 4.561329 @.82658%6
3-1 -1.9935185 -7.144662 4.957625 0.9023447
3-2 ©.3962963 -5.474175 ©6.266768 ©.9857412

H

Fig. 9.6 One-way ANOVA test in R using two different types of method or approach

R, as described in Step 3B (Fig. 9.6, Lines 39 to 52) and consequently in the outcome
of the ANOVA test or results represented in Fig. 9.7.

Note: as defined in the introduction section (Sect. 9.1);

e One-way ANOVA test compares the differences in mean between one inde-
pendent variable (with three or more multilevel or groups) and one dependent
(continuous) variable.

e The targeted “independent” variable (x) is often a categorical or ordinal type,
while the “dependent” variable (y) must be numeric.

To demonstrate the One-way ANOVA using the example dataset we called
“ANOVA _Tests.data” in R (see: highlighted columns and data in Fig. 9.4).

e We will test whether the mean of the 3 groups of Diet (the independent variable)
varies, and if so, which diet was best for losing weight taking into account the
“weightoweeks” (dependent) variable.
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Console  Terminal Jobs
~[MyFirstR_Project/
=== _b} > ¥ Methodl

> OneWay_test <- gov(weightbweeks ~ Diet, data = ANOVA_Tests.data)

2. surmary(Onelay test)

=S

> # Method2

> OneWay_Model <- Im(weightéweeks ~ Diet, data = ANOVA_Tests.data)

> anova(OneWay_Model)
Analysis of Variance Table

: Df Sum Sq Mean Sq F value PrG>F)
| Diet 2 3 14.92

9.183 ©.833

1
]
]
4

rﬁﬁﬁmﬁﬁJ&Um@ﬁﬁﬁ--------------------
i Df Sum Sq Mean Sq F value Pr(>F)
1 Diet 2 29.8 14.921 0.1834 0.8328

B e O T R e e e

res—

i » > # Post-Hoc: which of the groups have differences in mean

> TukeyHSD(OneWay_test)

# Methodl

Tukey multiple comparisons of means
95% family-wise confidence level

Fit: aov(formula = weight6weeks ~ Diet, data = ANOVA_Tests.data)

Msotet o
diff lwr

o

upr p adj

2-1 -1.4898148 -7.540958 4.561329 @.8265896
3-1 -1.9935185 -7.144662 4.957625 ©.9023447
3-2 ©.3962963 -5.474175 6.266768 ©.9857412

]
]
]
4

T

RS \3 > TukeyHSD(aov(OneWay_Model))

# Method2

Tukey multiple comparisons of means
95% family-wise confidence level

Fit: aov(formula = OneWay_Model)

Ibiet
diff lwr

o
wow M

upr p adj

-1 -1.4898148 -7.540958 4.561329 @.8265896
-1 -1.0935185 -7.144662 4.957625 0.9023447
-2 ©0.3962963 -5.474175 6.266768 ©.9857412

-

[ ——

v

Fig. 9.7 Results of one-way ANOVA test in R

195

The syntax to performing this test in R is as shown in the codes below and in

Fig. 9.6 (Step 3B, Lines 39 to 52).

# Methodl

OneWay test <- aov(weight6weeks ~ Diet, data = ANOVA Tests.data)

summary (OneWay_ test)

# Method2

OneWay Model <- lm(weight6weeks ~ Diet, data = ANOVA Tests.data)

anova (OneWay_ Model)

# Post-Hoc: which of the groups have differences in mean

TukeyHSD (OneWay test)

TukeyHSD (aov (OneWay Model) )

# Methodl

# Method2
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W O indimpT-eDuma® © O OneWspNOVADEmS B ANOVA Testsdata 0 % [T Omirenmest  Wistory  Coamections  Tutorial =0
Soerceonsave O /- *Run | 4 = Sewce - = | impont Dutasen - o st -
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36 ANOWA_Tests dotaibriet < foctor AMOVA_Tests dataiDiet Bats
37 striANOVA_Tests deto
u © anva_Tests. data 78 obs. of T voricbles
» sn ay ANOVA . ' Person : im 252612345678 ...
“ gender © int NAMAOQOORORD ...

Age i IMARUHTNN0TH
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£ int 60 103 58 60 64 64 65 66 67 69
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“
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50 TukeyHSD(Oreioy_test
52 TukeyHSD( aov(Onelioy_Model

1gg i
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Fig. 9.8 Plot of the mean difference for the 3 groups of the independent variable versus the
dependent variable in R using the ggplot( ) function

As presented in Figs. 9.6 and 9.7, we conducted the One-way ANOVA test by
considering the two variables (weightéweeks ~ Diet). We illustrated the ANOVA
analysis using two different methods or functions in R; the aov( ) and anova( )
methods. Both methods (named Methodl and Method2, respectively) produced
the same results (see Fig. 9.7) and are explained in detail in the Step 5 in the later
part of this section.

# Step 4—Plot and visualize the mean differences for the results or data

As illustrated in Fig. 9.8 (Step 4, Lines 55 to 62), the authors used the ggplot( ) func-
tion in R to visualize the mean differences between the 3 groups of “Diet” (1, 2 and
3) representing the independent variable by taking into account the “weight6weeks”
(dependent variable) as contained in the analyzed data “ANOVA_Tests.data”.

The syntax to plot the mean or results of the analyzed variables is as shown in the
code below, and the resultant graph represented in Fig. 9.8.

ggplot (ANOVA Tests.data, aes(x = Diet, y = weightéweeks, fill = Diet)) +
geom_boxplot () +
geom_jitter (shape = 15,

color = "steelblue",

position = position jitter(0.21)) +

theme classic()
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# Step 5—Results Interpretation (One-way ANOVA)

The last step for One-way ANOVA analysis is to interpret and understand the results
of the test.

By default, the hypothesis for conducting the test (One-way ANOVA) is; IF the
p-value of the test result is less than or equal to 0.05 (p < 0.05), THEN we assume
that the mean of the group (minimum of three levels or categories) of population in
the data sample are statistically different (varies) and that this is not by chance (H;),
ELSE IF the p-value is greater than 0.05 (p > 0.05) THEN we can conclude that there
is no difference in the mean of the groups and any difference observed could only
occur by chance (Hy).

> OneWay Model <- Ilm(weight6weeks ~ Diet, data = ANOVA Tests.data)
> anova (OneWay Model)
Analysis of Variance Table

Response: weight6weeks

Df Sum Sg Mean Sqgq F value Pr (>F)
Diet 2 29.8 14.921 0.1834 0.8328
Residuals 75 6103.0 81.373

As shown in the result of the test presented above (see: Fig. 9.7); the different
component or meaning of the One-way ANOVA test and outcome can be explained
as a list containing the following:

e Statistics: F = 0.1834 which signifies the ratio or value of the analysis of
variance test.
e p-value: p-value = 0.8328 is the p-value or significance levels of the test.

Statistically, as we can see from the results, the p-value (p=0.8328) is greater than
the defined or acceptable significance levels (p < 0.05). Therefore, we can statistically
conclude that there is no difference between the means of effect of the different groups
of “Diet” after the 6 weeks of intervention considering the “weightéweeks” variable.

Also, to confirm the results of the One-way ANOVA test, a good practice by the
researchers or statisticians is to check where the significant differences lies (if there
was any).

To show the readers how to carry out this post-hoc test in R supposing we found
any significant difference which the authors will be explaining more in detail in other
chapters of this book; we conducted a post-hoc test using the TukeyHSD( ) method
by comparing the individual groups of diet against each other (see Fig. 9.7).
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> TukeyHSD (aov (OneWay Model))
Tukey multiple comparisons of means
95% family-wise confidence level

Fit: aov(formula = OneWay Model)

SDiet

diff lwr upr p adj
2-1 -1.4898148 -7.540958 4.561329 0.8265896
3-1 -1.0935185 -7.144662 4.957625 0.9023447
3-2 0.3962963 -5.474175 6.266768 0.9857412

As seen in the results above (see Fig. 9.7), we can see that there were no differ-
ences found between the subjects or comparisons for the 3 groups (group 2-1,
p=0.8265896; group 3-1, p=0.9023447; group 3-2, p=0.9857412),
respectively. Thus, also confirming the results of the One-way ANOVA analysis we
have explained earlier in this section.

9.3 Two-Way ANOVA Test in R

Two-way ANOVA is used when the dataset the researchers or analyst wants to analyze
consists of “two independent variables” (with more than two groups) that are statisti-
cally independent. Unlike the One-way ANOVA that considers only one independent
variable, the Two-way ANOVA is applied to compare the effects or differences in
mean between two independent variables (categorical or ordinal) against one depen-
dent (continuous) variable, whereby the independent variables must have at least
three levels, i.e., a minimum of three different groups or categories.

*#*]t is also noteworthy to mention that ANOVA tests can be performed for
independent variables with two groups (although it is best recommended to use the
Independent Samples z-test in this type of scenario)***.

By default, the hypothesis for testing whether there is a difference or variation in
the mean of two specified groups of independent data samples (with three or more
levels) against one dependent (usually continuous) variable is; IF the p-value of the
test is less than or equal to 0.05 (p < 0.05), THEN we can assume that the impact
or mean effect of the groups (usually minimum of three groups) of population in
the data sample are statistically different (varies) and that this is not by chance (H),
ELSE IF the p-value is greater than 0.05 (p > 0.05) THEN we can say that there
is no effect or difference in the mean of the groups of variables and any difference
observed could only occur by chance (Hy).

Let’s continue to use the Diet_R.csv data we imported earlier and stored as an
object we called “ANOVA _Tests.data” in R (see: Fig. 9.4) to illustrate how to
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perform the Two-way ANOVA using the anova( ), aov( ) and leveneTest( ) functions
in R. We will do this using the same steps we have previously outlined in Fig. 9.1.
**#*Users can refer to the following repository to download the example file if they
need to: https://doi.org/10.6084/m9.figshare.24728073.

To begin, Create a new R Script in the current R project (this can be
done by using the file menu option, see also Chaps. 1 and 2) and name it as
“TwoWayANOVADemo”.

# Step 1—Install and Load the required R Packages and Libraries

Load the following R libraries (Fig. 9.9, Stepl, Lines 3 to 7), that we will be using
to call the different R functions, data manipulations, and graphical visualizations for
the Two-way ANOVA analysis.

Note: we did not need to repeat or re-install the required R packages again as this has
already been previously installed in RStudio in the previous example in Sect. 9.2.
However, if the user have directly visited this particular section for the first time or
have previously exited or reinstalled R, then they may require to install or re-install
the necessary R packages listed below again (see Chap. 2, Sect. 2.6 on how to install
the R packages in RStudio).

The syntax and code to run/load the required R Libraries are as follows:

w.R 0O OneSmpT-testDemo. R O IndSmpT- R o R 0O TwoWayANOVADemo R * ANOVA_Tests.data ®» =M
Source on Save | 4 - +Run | % Source
R e —— .
3
4 a
S 4
6

library(ggpubr

i
i
Hpy
library(tidyverse 1
1
i
library(dplyr 1

e R v e el S S ——— -
___________________________________________ x
2 i
10 i
11  View(ANOVA_Tests.data V omnneey
s 1 4 Step 2
12 str{ANOVA_Tests.dato By p
13 1
i
4 jate cle ) to remove NA I
15 ANOVA_Tests.dataZ <- na.omit(ANOVA_Tests.data i
16  str(AMOVA_Tests.dato2 i
= A e N R S S
e == = = - = == —-——
18 Y
19 H
20 A Ind t varia t ! teg !
21 ANOVA_Tests.datoliDiet factor(ANOVA_Tests.davaZiliet 1
ANOVA_Tests.data2igender < factor(ANOVA_Tests.dataZSgender i
23 str{AMOVA_Tests.data2 1
24 i —
=il . o ; : e bbld - 1< step 3A (Assmptns. test)
26 anv_model Im(weightGweeks - Diet * gender, dota - ANOVA_Tests.datal :
27 anv_resd residualsiobject - onv_model 1
28 shapiro_test(anv_resd i
za i
31 Ha_varTest leveneTest(weightfweeks Diet * gender, data ANOVA_Tests.dataZ)
32 Ha_verTest :

Console  Terminal Jobs. o |
IMyFirstR_Project/

> # Assmp3: Test for homogeneity in variances. Function bartlett.test()
> Hm_varTest <- leveneTest(weightbweeks ~ Diet * gender, data = ANOVA_Tests.dataZ)
> Hm_varTest
Levene's Test for Homogeneity of Variance (center = median)
Df F value PrisF)
Arcan S @ 71200 RATF

Fig. 9.9 Steps to performing the two-way ANOVA test in R
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library (tidyverse)
library (ggpubr)
library(dplyr)

***Note: for the leveneTest of assumption for homogeneity in variances (see
Fig. 9.9, Step 3A, Assump: 3) by using the leveneTest( ) function, the user may
also need or require to install the following additional highlighted R packages and
libraries if they should encounter an error depending on the updated version of
software installed.

install.packages ("rstatix")

install.packages ("car")

library (rstatix)
library (car)

library (carData)

library(tidyverse)
library (ggpubr)
library (dplyr)

# Step 2—Inspect the example dataset for Analysis

Since we have already imported the “Diet_R.csv” and stored the example data file
in an R object named “ANOVA_Tests.data” (Fig. 9.3) in the previous example in
Sect. 9.2, the users do not need to import the data again. Rather, as shown in Fig. 9.9
(Step 2, Lines 9 to 12) you can view the dataset to inspect the different variables and
confirm the items or variables we will be using to conduct the Two-way ANOVA
test.

The code to do this is as shown below (see Fig. 9.9, Step 2, Lines 9 to 12).

View (ANOVA Tests.data)

str (ANOVA Tests.data)

***Note: In the event that the reader has exited or closed RStudio and returned
back to this current section at a later time, or directly visited this section of the book
or example, then the user would need to use the following code to attach the example
file or re-read the data again, as the case may be:

ANOVA Tests.data2 <- read.csv(file.choose())
attach (ANOVA Tests.data2)

View (ANOVA Tests.data2)

str (ANOVA Tests.data2)

Also, one important data cleaning task that the authors would like to bring
the readers’ attention to and to illustrate, which is a good practice in scientific research
and statistics, is to remove the incomplete rows or data with NA otherwise referred
to as empty cells (see Fig. 9.4). The incomplete datasets (NA) can be removed by
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using the na.omit( ) function in R. Moreover, the reason for cleaning this dataset is
because we will be including the “gender” variable (see Fig. 9.4) in our analysis in
this particular example or section.

The syntax to remove the NAs or empty cells is as shown in the code below
(Fig. 9.9, Step 2, Lines 14 to 16).

# data cleaning to remove NA
ANOVA Tests.data2 <- na.omit (ANOVA Tests.data)
str (ANOVA Tests.data2)

***Note: as you can see, when the user have successfully run the codes, a new
set of data “without the NAs” will be created, and we stored this new dataset in an
R object we called “ANOVA_Tests.data2”.

Now we can proceed to conduct the next steps in the Two-way ANOVA analysis
using the new cleaned data (ANOVA_Tests.data?2).

# Step 3—Conduct tests for Assumptions and Analyze the data

As a necessary procedure, as shown in Fig. 9.9 (Step 3A, Lines 18 to 32), we will
conduct the different tests of assumptions (i.e., check the variable types and format,
normality test, and homogeneity of variances) before performing the Two-way
ANOVA test.

The code to conduct the different tests of assumptions is presented below (see
Fig. 9.9, Step 3A):

# Assmpl: Independent variables must be Factor (categorical variables)
ANOVA Tests.data2$Diet <- factor (ANOVA Tests.data2S$Diet)
ANOVA_Tests.data2$gender <- factor (ANOVA Tests.data2$gender)

str (ANOVA_ Tests.data2)

# Assmp2: Shapiro-Wilk normality test for distribution
anv_model <- lm(weightéweeks ~ Diet * gender, data = ANOVA Tests.data2)
anv_resd <- residuals(object = anv_model)

shapiroitest(anviresd)

# Assmp3: Test for homogeneity in variances. Function leveneTest ()

Hm_varTest <- leveneTest (weighté6weeks ~ Diet * gender, data =
ANOVA_ Tests.data2)

Hm varTest

Once the user have successfully run the codes as defined in the Step 3A above
(Fig. 9.9, Lines 18 to 32), you will be presented with the results of the “tests for
assumptions” in the Console in R as shown in Fig. 9.10.

As gathered in Fig. 9.10, in Assmp1: the authors have converted (factored) and
ensured that the two Independent variables “Diet” and “gender” that we will
be analyzing or using to illustrate the Two-way ANOVA analysis are stored or
recognized as a Factor (categorical variable) in R.

Also, we conducted a normality test in Assmp2 by using Shapiro—Wilk’s method
to check the distribution of the data or targeted variables that we will be using to
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Console  Terminal Jobs

~[MyFirstR_Project/

:-—~'---—~»:' > # Assmpl: Independent variables must be Factor (categorical variables)
> ANOVA_Tests.dataZ$Diet <- factor(ANOVA_Tests.dataZiDiet)
> ANOVA_Tests.dataZ$gender <- factor(ANOVA_Tests.dataZ$gender)
> str(ANOVA_Tests.dataZ)

‘data.frame': 76 obs. of 7 variables:
UL 1177 TR . N 2 7 L 5. 1
L_Sgender_ _ _: Factor w/ 2 levels "07,"17: 1111111111 ..

§ Age :int 22 46 55 33 50 50 37 28 28 45 ...

$ Height 1 int 159 192 17@ 171 170 201 174 176 165 165 ...
~=tRreeight Lint SE 00 64 64 83 SR 6L ELZA TR e '
poSDlet __: Factor w/ 3 levels "1°°27,"3": 1111111111 ...1

$ weightbweeks: num 54.2 54 63.3 61.1 62.2 64 65 60.5 68.1 66.9 ...
- attr(*, "na.action")= ‘omit' Named int [1:2] 12
- attr(*, “names")= chr [1:2] "1" "2"
WMy > # Assmp2: Shapiro-Wilk normality test for distribution
> onv_model <- Im(weightbweeks ~ Diet * gender, data = ANOVA_Tests.data2)
> anv_resd <- residuals(object = anv_model)
> shapiro_test(anv_resd)

= Variable Statistic p.value )
! i
! anvresd  0.976  0.164 1
WNNNL> > # Assmp3: Test for homogeneity in variances. Function leveneTest()
> Hm_varTest <- leveneTest(weightbweeks ~ Diet * gender, data = ANOVA_Tests.dataZ)
> Hm_varTest

Fig. 9.10 Results of the different tests of assumptions prior to conducting the two-way ANOVA
testin R

build the model. By assuming p-value of > 0.05 and test statistics value greater than
0.5 as the acceptable threshold. We can see that the distribution of the variables is
normal with test result of 0.976, and p-value=0.164.

Lastly, in Assmp3: the authors tested the homogeneity of variance for the selected
variables using the leveneTest( ) function, whereby we assume that a value of p >
0.05 indicates “‘equality in variance”. Consequentially, as highlighted in the third
assumption (Assmp3) in Fig. 9.10, we can see that there is no difference in variance
for the analyzed variables with p-value=0.6012.

Therefore, we can accept that all the necessary conditions to perform the Two-way
ANOVA test are met.

With all assumptions met, we can now proceed to conduct the “Two-way
ANOVA” analysis using the anova( ), aov( ), and TukeyHSD( ) methods as defined
in Fig. 9.11 (Step 3B, Lines 35 to 49), and the results of the Two-way ANOVA test
reported in Figs. 9.12a and b.

As defined earlier in the introduction section (Sect. 9.1);

e Two-way ANOVA is applied to compare the differences in mean between two
independent variables and one dependent variable, whereby the independent
variable(s) must have at least three or more levels or groups.

e The targeted “independent” variable (x) is often a categorical or ordinal type,
while the “dependent” variable (y) must be numeric.
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© | OneSmpT-testDemo.R O IndSmpT: R o O R o Demo R* ANOVA_ 3 ™
Source on Save A, S *Run =% * Source =

37 ® M« 11
38 TwoWay_test < aoviwelghtGweeks Diet * gender, data ANOVA_Tests.datal
39  summary(TwoWay_test

42 TwoWay _Model Im(weightéweeks Diet * gender, data ANOVA_Tests.datal

43 anoval TwolNay_Model) i Step 3B (Two-way ANOVA)

47  TukeyHSD(Twoay_test
| 49 TukeyHSD(aov( Twolay_Model))

P—
53 .
54  ggline ANOVA_Tests.dotaZ, x “Diet™, y weightéweeks”, color = "gender”, | supd
55 add c("mean_se”, “dotplot”),
56 palette c(“navy blue”, “"dark red”)
BRI 5 s g e e o ot A s o e s AT
58
59
62
52:1 | (Top Level) 2 R Script £
Console  Terminal Jobs P |

~IMyFirstR_Project/

3:0-2:0 0.4747619 -5.572326 6.521850 ©.9999079
1:1-2:9 13.9714286 7.233932 20.708925 0.0000008
2:1-2:0 10.9850649 4. 428648 17.541482 0.0000822
3:1-2:0 13.5880952  7.186489 19.989702 0.0000005
1:1-3:9 13.4966667 6.853406 20.139928 0.0000014
2:1-3:0 10.5103030 4.050762 16.969844 0.0001392
3:1-3:9 13.1133333  6.810982 19.415684 0.0000008
2:1-1:1 -2.9863636 -10.096374 4.123647 0.8203237
3:1-1:1 -9.3833333 -7.350844 ©6.584178 0.9999842
3:1-2:1 2.6039303 -4.189536 9.395597 0.870Z674

Fig. 9.11 Conducting Two-way ANOVA analysis in R using two different methods

To illustrate the Two-way ANOVA using the cleaned example dataset (Diet_

R.csv) which we have stored as “ANOVA_Tests.data2” in R.

We will test whether the weight lost after 6 weeks (“weightéweeks”) by the partic-
ipants was influenced by the “diet” and “gender” variables. In other words, we
will check the effect that the “diet” and “gender” variables (the independent vari-
ables) have on weight lost after 6 weeks (“weightéweeks™) (dependent variable),
and if so, where the differences may lie across the data.

The syntax for conducting this above test in R is as shown in the codes below

(Fig. 9.11, Step 3B, Lines 35 to 49).

# Methodl
TwoWay_ test <- aov(weightéweeks ~ Diet * gender, data = ANOVA Tests.data2)
summary (TwoWay test)

# Method2
TwoWay Model <- lm(weightéweeks ~ Diet * gender, data = ANOVA Tests.data2)

anova (TwoWay_ Model)

# Post-Hoc: which of the groups have differences in mean
TukeyHSD (TwoWay_ test) # Methodl

TukeyHSD (aov (TwoWay_ Model) ) # Method2
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(a) Console  Terminal Jobs -
= MyFirstR_Project/

femeer > # Methos

> TwoWay_test <- soviweightGweeks - Diet * gender, dota = ANOVA_Tests.datai)
L L oA L R — ——
'3 BF Yo o Hean Sa T VavmE ~FRGAS T
z 81.2 40.6 1.317 275

1
1
-
Signif. codes: @ ****" 9.001 °"**" 9.01 *~' 8.05 "." 9.1 * ' 1
> ® Post-Hoc: which of the groups have differences in mean
= TukeyHSD({Twolay_test) ¥ Methodl

Tukey multiple comparisons of means
95% family-wise confidence level

Fit: aov(formula = welightGweeks — Diet * gender, dota = ANOVA_Tests.datal)

soiet

diff Lwr upr o adj
2-1 -2.563000 -6.363299 1.237299 0.2461382
3-1 -1.093519 -4 824241 2. 637204 0,7631760
3-2 1.469481 -2.221528 5.168491 O.GOEG154

Sgender
aiff Lwre upr p adj
1-0 11.82795 9.264612 14.39128 ®

S Dlet:gender i
aifF Twr upr p adj
z:0-1:0 -2. -8.B50465 3.450465 0.7914606
3:0-1:0 -2.2252381 -8.272326 3.821850 ©.3883977
1:1-1:0 11.2714286  4.533932 18 008925 0.0000845
2:1-1:0 B.2B50640  1.7ZE64E 14.841482 ©.0054367
3:1-1:0 10.8880952  4.486489 17.Z89702 ©.0000622Z
3:0-2:0 ©.4747619 -5.572326 6.521850 ©,9999073
1:1-2:0 13.9714286  7.233932 20.708925 ©.0000008
2:1-2:0 109850640  4.4ZE648 17.541482 ©.00008ZZ
3:1-2:0 13.5880952  7.186489 19.989702 ©.0000005
1: 1@ 13, 4966667 6, 853406 20139925 O,0000014
2:1-3:0 10.5103030  4.050762 16.969844 ©.0001392
3:1-3:0 13.1133333  6.81098Z 19.415684 ©. 8
z 11 -2.9863636 -10.096374 4.123647 ©,8203237
3 11 -9.3833333 -7.350844 6.SE417E O. 2
3:1-2:1 2.6030303 -4.189536 9.395597 0.8702674

(b) Console  Terminal Jobs

=iIMyFirstR_Project/

> & Method2

> TwoWay_Model <- Im{weight6weeks ~ Diet * gender, data = ANOVA Tests.datal)
> anovaTwolay_Model)

Analysis of Variance Table

weightéweeks
T6f TSUm Sg Mean g F walue  PrisF3 1
F 81.23 48.62 1.317@ @.2745 =
]
]

1 2613.63 2613.63 84.7434 1.11le-13 **=
r_ 2 17.20 B.60 ©.2788 . 7575
P el e Tt e e e e R
Signif. codes: @ °****" 9.001 “**" 0.€1 "*" 0.05 *." 9.1 * " 1
= TukeyHSD{aov(TwolWay_Modell) ® MethodZ
Tukey multiple comparisons of means
95% family-wise confidence level

I_Diet:

Fit: aov(formula = TwoWay_Model)

SDiet

diff wr upr p adj
2-1 -2.563000 -6.363299 1.237299 ©.2461382
3-1 -1.093519 -4.824241 2.637204 0.7631760
3-2 1.469481 -2.221528 5.160491 0.GO8G154

diff Iwr upr p adj
1-9 11.82795 9.2Z64612 14.39128 L]

3 Diet:gender’
diff Twr upr p adj

13.1133333 .B1O9BZ 19.415684
~Z.9863636 -10.096374 4.123647
-9, 3833333 -7.350844 6.584178

2.6030303 -4.189536 9. 395597

POVVVE
B203237

1@ -Z2.7000000 -8.850465 3. 450465 0.7914606
1@ -2.2252381 -8.272326 3.B821850 ©.8883977
@ 11.2714286  4.533932 185.008925 0.0000845
@ B.ZES0649 1.728648 14 ,.841482 0.0054367
1@ 10 8880952 4.486489 17.289702 0.0000622
1@ ©.4747619 -5.572326 6.521850 0.9999079
10 13.9714286 7.233932 20.708925 0.0000008
1@ 18 9850649 4 AZBGAE 17.541482 0. 0000822
1@ 13.5880952 7.186489 19.989702 0.0000005
@ 13.4966667 6.853406 20.139928 0.0000014
0 190.5103030 4.050762 16.969844 0.0001392
B 6 e.

11 e.

i1 @.

b a.

9999842
ETRZET4

Fig. 9.12 aResultof two-way ANOVA (Method1) test in R with Post-Hoc test. b Result of two-way
ANOVA (Method2) test in R with Post-Hoc test
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Fig. 9.13 Plot of the mean differences between the different groups of variables in the ANOVA
model using the ggline( ) function in R

As shown in Figs. 9.11, 9.12a, and b, we conducted the Two-way ANOVA anal-
ysis by considering the following variables (weightéweeks ~ Diet * gender). We
illustrated this using two different ways or methods in R. As we can see, both methods
(defined as Method1 and Method2) tend to produce the same results as shown in
Figs. 9.12a and b, respectively. The results are explained in detail in the subsequent
Step 5 in this section.

# Step 4—Plot and visualize the mean differences for the ANOVA model

As shown in Fig. 9.13 (Step 4, Lines 52 to 56), we used the ggline( ) function in R
to visualize the mean differences that exist between the different groups of variables
in the ANOVA model.

The code for the ANOVA model is shown below, and the result presented in the
graph in Fig. 9.13.

ggline (ANOVA Tests.data2, x = "Diet", y = "weightéweeks", color = "gender",
add = c("mean_se", "dotplot"),

palette = c("navy blue", "dark red"))
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# Step 5—Two-way ANOVA Results Interpretation

The final step for the Two-way ANOVA analysis is to interpret and understand the
results of the test.

By default, the hypothesis for conducting the test (Two-way ANOVA) is; IF the
p-value of the test is less than or equal to 0.05 (p < 0.05), THEN we can assume that
the mean of the groups (minimum of three levels or groups) of variables or population
(of which are two independent variables) in the data are statistically different (varies)
and that this is not by chance (H;), ELSE IF the p-value is greater than 0.05 (p >
0.05) THEN we can conclude that there is no difference in the mean of the analyzed
group of variables and any difference observed could only occur by chance (Hyp).

> TwoWay Model <- Ilm(weight6weeks ~ Diet * gender, data =
ANOVA Tests.data2)

> anova (TwoWay Model)
Analysis of Variance Table

Response: weightéweeks

Df Sum Sg Mean Sqg F value Pr (>F)
Diet 2 81.23 40.62 1.3170 0.2745
gender 1 2613.63 2613.63 84.7434 1.111e-13 ***
Diet:gender 2 17.20 8.60 0.2788 0.7575

Residuals 70 2158.92 30.84

As shown in the outcome of the Two-way ANOVA tests, with the same similar
results observed for the method 1 and method 2 (see: Fig. 9.12a and b); statistically,
we can see that the weight lost by the participants after 6 weeks “weightéweeks” was
not influenced by the Diet (p=0.2745). Also, the “weightéweeks” was not influ-
enced by the combination of the “Diet” and “gender” factors (Diet : gender) with
p-value greater than the significance levels of p < 0.05 (i.e., p-value=0.7575).
However, we can see also that even though the combination of the variables
(Diet :gender) does not have any significant effect on weight lost after 6 weeks,
there were differences in mean (variation) for the genders (1 = male, 0 = female)
variables when taking into account the weight lost after 6 weeks “weightéweeks”
with p-value = 1.111e-13 (p <0.05).

Therefore, it will be necessary and important to further conduct a post-
hoc test, as shown below, to determine where the significant differences lies
(see: Figs. 9.12a and b).
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SDiet:gender’

diff lwr upr p adj
2:0-1:0 -2.7000000 -8.850465 3.450465 0.7914606
3:0-1:0 -2.2252381 -8.272326 3.821850 0.8883977
1:1-1:0 11.2714286 4.533932 18.008925 0.0000845
2:1-1:0 8.2850649 1.728648 14.841482 0.0054367
3:1-1:0 10.8880952 4.486489 17.289702 0.0000622
3:0-2:0 0.4747619 -5.572326 6.521850 0.9999079
1:1-2:0 13.9714286 7.233932 20.708925 0.0000008
2:1-2:0 10.9850649 4.428648 17.541482 0.0000822
3:1-2:0 13.5880952 7.186489 19.989702 0.0000005
1:1-3:0 13.4966667 6.853406 20.139928 0.0000014
2:1-3:0 10.5103030 4.050762 16.969844 0.0001392
3:1-3:0 13.1133333 6.810982 19.415684 0.0000008
2:1-1:1 -2.9863636 -10.096374 4.123647 0.8203237
3:1-1:1 -0.3833333 -7.350844 6.584178 0.9999842
3:1-2:1 2.6030303 -4.189536 9.395597 0.8702674

As reported in the pairwise multiple comparisons test by using the TukeyHSD( )
method or function in R, we can see that most of the significant differences (p <
0.05) observed for the between-subjects effects were found mainly for the female
gender group (0).

Consequently, we can statistically conclude that the mean of weight lost
after the 6 weeks (“weightéweeks”) by the participants varies by gender with
p-value=1.111e-13 (p < 0.05) but not influenced by Diet (p=0.2745).

#**Useful Tips:

e The researchers or analysts can also analyze more than two independent vari-
ables. This is known as N-Way ANOVA, whereby N represents the number of
independent variables the researcher or data analysts are testing against the one
dependent (response) variable. For instance, in our example data (Fig. 9.4), the
users can simultaneously analyze the influence or effects that the Diet, Gender,
Age group, etc. have on the “weightéweeks” variable.

9.4 Summary

In this chapter, the authors practically demonstrate in detail how to perform the most
commonly used type of ANOVA tests (One-way and Two-way) in R.

In Sect. 9.2, it illustrates how to perform the One-way ANOVA test, while in
Sect. 9.3 it looked at how to conduct the Two-way ANOVA analysis or test.

The authors also covered how to graphically plot the mean differences or results
of the ANOVA tests in R in this chapter, and then subsequently discussed how to
interpret and understand the results of the tests in R.
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In summary, the main topics and contents covered in this chapter includes:

e ANOVA (analysis of variance) is a statistical fest of variance as the name implies
or hypothesis used to compare the differences in means of data samples that
are represented in more than two independent comparison groups or multilevel
for the independent variable(s) (usually categorical or ordinal) and a continuous
dependent variable.

When choosing whether to conduct a One-way or Two-way ANOVA test? The
researcher or data analyst should:

e Perform the “One-way ANOVA” if the groups come from one independent variable
(with a minimum of three groups) usually measured as categorical or ordinal
values, and one dependent variable (continuous).

e Perform the “Two-way ANOVA” if the targeted groups come from two independent
variables (with a minimum of three groups) usually measured as categorical or
ordinal values, and one dependent variable (continuous).

e In either case (One-way or Two-way), the targeted “independent” variable (x) is
often a categorical or ordinal type, while the “dependent” variable (y) must be
numeric.

Other types of the ANOVA statistics or “multivariate analysis” as they are called
are also used in the existing literature or statistical analysis, such as the multivariate
analysis of variance (MANOVA) (Dugard et al., 2022; Okoye et al., 2022), analysis
of co-variance (ANCOVA) (Kaltenecker & Okoye, 2023; Li & Chen, 2019), multi-
variate analysis of co-variance (MANCOVA) (Li & Chen, 2019; Okoye et al., 2023),
etc.
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Chapter 10 ®)
Chi-Squared (X?) Statistical Test in R Cecte

10.1 Introduction

Chi-Squared (x2) is a statistical test applied by researchers or data analysts to
measure how expectations compares to actual observed data or results of a model
(Biswal, 2023; Kishore & Jaswal, 2023). The test (Chi-squared) is mainly used to
explain or determine whether there exists a relationship between “categorical” vari-
ables which must be raw data that are mutually exclusive and randomly drawn from
independent populations and from a large enough sample size (Sayassatov & Cho,
2020; Turhan, 2020).

By default, the hypothesis for performing the Chi-squared (x2) test is; IF the
p-value of the test statistics is less than or equal to 0.05 (p < 0.05), THEN we can
assume that there exists a relationship between the targeted (categorical) variables
and that this is not by chance (H;), ELSE IF the p-value is greater than 0.05 (p > 0.05)
THEN we can say that there is no relationship (measure of independency) between
the analyzed (categorical) variables or data.

The formula for calculating the Chi-square (x2) statistics is as follows (Biswal,
2023; Kishore & Jaswal, 2023):

0, — E;)’
where:

¢ = Degrees of freedom

O = Observed value(s)

E = Expected values(s)

Theoretically, there are two main types of analysis or test that can be performed using
the Chi-squared (X?) statistics or method (Preacher, 2001; Turhan, 2020). These are:

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 211
K. Okoye and S. Hosseini, R Programming,
https://doi.org/10.1007/978-981-97-3385-9_10


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-97-3385-9_10&domain=pdf
https://doi.org/10.1007/978-981-97-3385-9_10

212 10 Chi-Squared (X?) Statistical Test in R

¢ Independence test: which is a test of “relationship” that allows the researcher or
data analysts to compare two (categorical) variables to determine whether they
are related or not. In this scenario, the researcher can apply the Chi-squared test
to tell how likely or if by random (chance) the resultant relationship, usually
determined through the p-value (p < 0.05), can explain any difference found
between the observed or actual (frequency) data and the expected data (McHugh,
2012; Taneichi et al., 2020).

e Goodness of fit test: is applied to determine whether a proportion of a data
sample matches the larger population. In this scenario, the test (Chi-squared)
allows the researcher to check how well the analyzed (drawn) sample matches
the assumed (expected) characteristics or features of the larger population that the
data is projected to represent (Cochran, 1952; Rolke & Gongora, 2020). Thus,
if the analyzed data does not match or fit the assumed (expected) characteristics
of the intended population, usually determined through the p-value (p < 0.05),
then the researcher may not consequentially want to utilize the drawn data sample
to make any ample or definite conclusion about the studied/larger population in
question.

As a general rule of thumb, the following assumptions must be met in order to
perform the Chi-squared (X?) statistics or analysis (Turhan, 2020):

e The “observed” and “expected” observations must be randomly collected or
drawn.

e All the groups of items in the data must be independent.

e None of the groups must contain very few items (e.g., not less than 10).

e The data sample size must be large (at least n > 50).

It is also important to mention, just like the many other versions of the non-
parametric statistical methods (see Chap. 4), that the Chi-squared (X?) test does not
require the studied or analyzed dataset or sample to meet the “equality of variance”
assumption among the groups of variables or yet “homoscedasticity” in the data
(McHugh, 2012).

In the next section of this chapter (Sect. 10.2), the authors will demonstrate how
to conduct the Chi-squared (X?) test in R. Figure 1 is an outline of the different steps
that we will apply in order to perform the test (Chi-squared) in RStudio.

10.2 Chi-Squared (X?) Test in R

As defined in the previous section (Sect. 10.1)—using the Chi-Squared (X?) test in
R is a method that can be used to determine whether two categorical variables have a
statistically significant correlation (association) between them. With the Chi-squared
statistics, the two targeted variables must be categorized (e.g., sex, marital status,
ethnicity, religious orientation, likelihood of events, etc.), and must be selected from
the same population.
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Install and Load the required R packages and libraries for data
manipulation and visualization; “vcd”, “grid”, "ggpubr", “dplyr”

Import and inspect the dataset ready for analysis

Conduct the Chi-squared (X2?) test in R using the supported
methods; chisq.test( ), assocstats( )

Plot and visualize the data and results using graphics for
comparison and interpretation or export for use

Check and interpret the results of the analysis

Fig. 10.1 Steps to conducting Chi-squared (X?) test in R

In this section, the authors will be practically demonstrating to the readers how
to conduct the two types of tests (i.e., Independence, and Goodness of fit) in R. This
will be done by using the Chi-squared (X?) function called chisq.test( ) in R. We
will do this by following the steps outlined in Fig. 10.1.

To begin, Open RStudio and Create a new or Open an existing project. Once
the user have the RStudio and an R Project opened, Create a new RScript and name
it “ChiSquare_Demo” or any name the user chooses (see Chap. 1 on how to do
these steps if the user need to refresh on the topic).

Once the user have created an R Script, now let’s download an example dataset
that we will use to demonstrate the Chi-squared (X?) test (the users are welcome to
use any dataset or format of their choice if they wish to do so).

As shown in Fig. 10.2, download the example data (Sample CSV Files) named
as “sample-csv-file-for-testing” from the following link (https://www.learningcont
ainer.com/sample-excel-data-for-analysis/#Sample_CSV_file_download) and save
the file on the local machine or computer.

Once the user have successfully downloaded and saved the example file (which is
named as “sample-csv-file-for-testing” upon download) on the system or computer,
we can proceed to conduct the Chi-squared (X?) analysis in R.

# Step 1—Install and Load the required R Packages and Libraries

Install and Load the following R packages and libraries (Fig. 10.3, Step1, Lines 3
to 13) that we will be using to call the different R functions, data manipulations, and
graphical visualizations for the Chi-squared (X?) test.


https://www.learningcontainer.com/sample-excel-data-for-analysis/#Sample_CSV_file_download
https://www.learningcontainer.com/sample-excel-data-for-analysis/#Sample_CSV_file_download
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Check out - https://www.learningcontainer.com/wp-content/uploads/2020/05/sample-csv-file-for-testing.csv
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Fig. 10.2 Example of CSV file download. Source https://www.learningcontainer.com/sample-
excel-data-for-analysis/#Sample_CSV_file_download. ***Note the users can also directly access
the example file through the following link (https://doi.org/https://doi.org/10.6084/m9.figshare.247
28073) where the authors have uploaded all the example files used in this book
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Fig. 10.3 Conducting Chi-squared (X?) statistics in R

The syntax and code to install and load the required R packages and libraries are
as follows:


https://www.learningcontainer.com/sample-excel-data-for-analysis/#Sample_CSV_file_download
https://www.learningcontainer.com/sample-excel-data-for-analysis/#Sample_CSV_file_download
https://doi.org/
https://doi.org/10.6084/m9.figshare.24728073
https://doi.org/10.6084/m9.figshare.24728073
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install.packages ("vcd")
install.packages ("grid")
install.packages ("ggpubr")
installed.packages ("dplyr")

library (vcd)
library i
library (ggpubr)

(
(
(
library(dplyr)

# Step 2—Import and Inspect the example dataset for Analysis.

As defined in Fig. 10.3 (Step 2, Lines 16 to 21), import the example dataset named
“sample-csv-file-for-testing” (Sample CSV Files) that we downloaded earlier, and
store this in an R object named “Chisqd.data” (the users can use any name of
choice if they wish to do so).

The syntax for importing and attaching the example data file into R is as shown
in the code below:

Chisqgd.data <- read.csv(file.choose())
attach (Chisgd.data)

View (Chisgd.data)

str (Chisgd.data)

Once the data is successfully imported and stored in RStudio as an R object we
called “Chisqd.data”, the users will be able to view the details of the file originally
named “sample-csv-file-for-testing” (Sample CSV Files) as shown in Fig. 10.4 with
700 observations and 16 variables in the data sample.

# Step 3—Conduct Chi-squared (X2) test (used for categorical variables only)

Now we can proceed to analyze the imported dataset that we stored as Chisqd.data
in the R environment (see: Fig. 10.4).
As defined in the introduction section (Sect. 10.1);

e Chi-squared (X2) statistics compares the relationship (correlation) between two
sets of variables with two or more levels or independent groups.
e The target variable(s) must be a “categorical” data type.

To demonstrate how to perform the two main types of the Chi-squared (X2) test
or analysis (i.e., Independence test, and Goodness of fit test), we will be using the R
function called chisq.test( ) to conduct the following test in R:

1. For the Independence test—we will test whether the two categorical variables
“Segment” and “Discount.Band” in the imported dataset (see: Fig. 10.4) are
related (correlated).

2. For the Goodness of Fit test—we will check how the observed groups in
the “Discount.Band” variable matches or is capable of fitting the expected
population.
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Fig. 10.4 Example dataset imported and stored as an R object in RStudio

The syntax and code for performing the above Chi-squared (X?) tests in R is as
shown in the codes below and represented in Fig. 10.5 (Step 3, Lines 24 to 52).

# Test 3(A): Independence test

# First create Contingency (freq.) table for target variables
(Observed)

ChiSqgd Ind table <- table(Chisqgd.data$Segment,
Chisgd.data$Discount.Band)

Chisgd Ind table

# Perform Independence test
Chisgd Ind test <- chisqg.test(ChiSqgd Ind table)
Chisgd Ind test

ChiSgd Ind testSexpected # Code to view the expected Table values
# Test 3(B): Goodness of Fit test

# Create Contingency (Freq.) table for target variable group
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Fig. 10.5 Chi-squared (X2) Test in R using the chisq.test( ) function

ChiSgd GoFit table <- table(Chisgd.data$Discount.Band)
ChiSqgd GoFit table

# Check the proportion/freq. of the target variable (Observed prop.)
prop.Chisgd GoFit table <-

(ChiSqgd GoFit table/sum(ChiSqd GoFit table))

prop.ChiSqgd GoFit table

plot (prop.Chisqgd GoFit table) # to visualize Expected prop. e.g
(0.35, 0.25, 0.35, 0.05)

# Perform Goodness of fit test

ChiSgd GoFit test <- chisg.test (Chisqd GoFit table, p = c(0.35, 0.25,
0.35, 0.05))

Chisqgd GoFit test

Note: by adding or running the $expected command along with the results of the
chisq.test( ) function/method (see: Line 36, Fig. 10.5) returns a Contingency table
that contains the expected counts which will or are considered to be “TRUE” under
the null hypothesis (Hy).

Once the user have successfully run the codes or command (Step 3, Fig. 10.5),
the user will be presented with the results of the method in the Console as shown in
Figs. 10.6a and b, respectively.

As shown in results of the Chi-squared tests in Figs. 10.6a and b; we conducted
the “Independence” (Test 3(A)) and “Goodness of Fit” (Test 3(B)) tests in R using
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the Chi-squared (X?) method or function: chisq.test( ). This was illustrated by using
the two categorical variables “Segment” and “Discount.Band” contained in the
example dataset “sample-csv-file-for-testing” (Sample CSV Files) that we stored
as R object named or defined as “Chisqd.data” in R. The results of the methods
were stored as R objects which we called “ChiSgd_Ind_test” and “ChiSqd_
GoFit_test”, respectively (Figs. 10.6a and b).

# Step 4—Plot and visualize the categorical variables and data relationships.

In Fig. 10.7a (Step 4, Lines 57 to 62), the authors used the ggplot( ) function in
R to visualize the relationship (correlation) between the two categorical variables
“Segment” and “Discount.Band” in the example dataset named “Chisqd.data”.

The syntax and code used to plot the correlation are shown below, and the
resultant chart represented in Fig. 10.7a.

# visualize association of the two categorical variables
ggplot (Chisgd.data) +

aes(x = Discount.Band, fill = Segment) +

geom_bar () +

scale fill hue () +

theme minimal ()

Additionally, in Fig. 10.7b (Step 4, Lines 65 to 71), we made use of the assoc-
stats( ) and mosaic( ) functions in R to plot the results of the Chi-squared Indepen-
dence test. Technically, the mosaic( ) method has the advantage of combining the
Contingency table and the result of the Chi-square (X?) test of independence.

The code used to plot the contingency table and the result of the Chi-squared test
of independence is shown below, and the resulting chart represented in Fig. 10.7b.

# Combine plot and statistical test
assocstats (ChiSgd Ind table)
mosaic (~ Segment + Discount.Band,
direction = c("h", "v"),
data = Chisqgd.data, shade = TRUE, legend = TRUE,
highlighting direction = "right",
main = "Chart Rep. Data plot and Chi-squared Result")

# Step 5—Results Interpretation for the Chi-squared test.

The final step for the Chi-squared (X?) test and analysis is to interpret and understand
the results of the test/method.

By default, the hypothesis for conducting the two main tests (Independence test,
and Goodness of Fittest) by considering the selected categorical variables “Segment”
and “Discount.Band” (see: Fig. 10.4) is as follows:
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Test of Independence:

e (H;) IF the p-value of the test is less than or equal to 0.05 (p < 0.05), THEN
we can assume that the two variables are associated, thus, there is a relationship
(correlation) between the two categorical variables. In other words, determining
the value of one variable helps to predict the value of the other.

e (H,) ELSE IF the p-value is greater than 0.05 (p > 0.05) THEN we can say that the
two variables are not related, thus, there is no relationship (correlation) between
the two categorical variables. Therefore, determining the value of one variable
does not help to predict the value of the other, and vice and versa.

> ChiSqd Ind test
Pearson's Chi-squared test
data: ChiSqgd Ind table
X-squared = 26.825, df = 12, p-value = 0.008189

Consequentially, as shown in the results of the test represented above (see:
Fig. 10.6a); the meaning of the Independence Chi-squared (X2) test output can
be explained as a list containing the following:

e Statistics: X° (X-squared) = 26.825 represents the value of the correla-
tion test.
e p-value: p-value = 0.008189 is the significance level of the test.

Statistically, we can see from the reported result (p-value=0.008189) that
the p-value is less than the slated significance level (p < 0.05) deemed scientifically
acceptable. Therefore, we reject the Hy and accept the H; by statistically concluding
that there is a significant relationship (correlation) between the “Segment” and
“Discount.Band” variables in the analyzed data.

Likewise, for the Goodness of Fit test we conducted to determine whether the
observed group of the “Discount.Band” variable matches or is capable of fitting the
expected population:

Goodness of Fit test:

e (H,) IF the p-value of the test is less than or equal to 0.05 (p < 0.05), THEN we
assume that the observed group of the “Discount.Band” (categorical) variable
does not match (i.e., varies or are not commonly distributed) and are not capable
of fitting the expected population. In other words, the different groups in the
“Discount.Band” variable are not the same and are not an expected representative
(fits) of the studied population, and may consequently not be used to make ample
conclusions about the studied population.

e (H,) ELSE IF the p-value is greater than 0.05 (p > 0.05) THEN we can say that
the observed group of the “Discount.Band” (categorical) variable match (i.e.,
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Fig. 10.6 a Results of the (Independence) Chi-squared (X2) test in R. b Results of the (Goodness
of Fit) Chi-squared (X?) test in R

fit or are commonly distributed) and are capable of representing the expected
population. Thus, the different groups in the “Discount.Band” variable are an
expected representative (fits) of the studied population and can be utilized to
make conclusions about the studied population, vice and versa.
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Fig. 10.7 a Plot representing correlation (relationship) between two categorical variables using
the ggplot( ) function in R. b Plot representing the Contingency table and the Chi-squared test of
Independence using the assocstats( ) and mosaic( ) functions in R

> Chisgd_GoFit_test
Chi-squared test

data:
X-squared

10.58,

for given probabilities

Chisgd GoFit table
cii = 3,

p-value = 0.01423
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Accordingly, as shown in the Goodness of Fit test result presented above (see:
Fig. 10.6b); we can see that the p-value (p-value = 0.01423) is less than
the stated significance level (p < 0.05). Therefore, we reject the Hy and accept H;
by concluding that the different groups of the “Discount.Band” variable are not
proportionate or commonly distributed (does not fit or vary), or are not an expected
representative of the studied population.

10.3 Conclusion

In this chapter, the authors demonstrated how to conduct the two main types of Chi-
squared (X?) tests in R. This includes the “Independence” and “Goodness of Fit”
tests covered in Sect. 10.2.

Also, the chapter covers how to graphically plot the results of the Chi-squared
tests and the Contingency table, and then discussed in detail how to interpret and
understand the results of the test (Chi-squared) in R.

In summary, the main contents covered in this chapter are as follows:

e The Chi-Squared (X?) statistics measures how expectations compares to actual
observed data or results of a model. It is mainly used to determine whether there
exists a relationship (correlation) between two categorical variables.

e The test of “Independence” checks the association between the two categorical
variables, while

e The “Goodness of fit” test checks if there is a significant difference between
the observed frequency values and the expected frequency values for a specific
variable.

e In either case (Independence test or Goodness of Fit test), the researcher or data
analyst must create a Contingency table, otherwise referred to as “frequency table”
before applying the Chi-squared (X?) method.
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Chapter 11 )
Mann—Whitney U Test e
and Kruskal-Wallis H Test Statistics in R

11.1 Introduction

The likely effect of the independent variable(s) over a dependent variable can be
analyzed or determined using the “Mann—Whitney U” and “Kruskal-Wallis H” tests.
The two tests are used to determine if there exist statistically differences (significant
levels usually measured through the p-values, where p < 0.05) between the inde-
pendent observations in a given dataset based on the dependent variable or observa-
tion. In theory, the tests (Mann—Whitney U and Kruskal-Wallis H) are referred to
as non-parametric procedures or methods used by the researchers or data analysts
to statistically determine whether a group of data comes from the same popula-
tion by considering the effect of the independent variable on the dependent variable
(Frey, 2018; le Cessie et al., 2020; MacFarland et al., 2016; McKight & Najab,
2010; McKnight & Najab, 2010; Nachar, 2008; Okoye et al., 2022; Ortega, 2023;
Ostertagova et al., 2014; Vargha & Delaney, 1998).

Furthermore, just like many of the other types of the “non-parametric” procedures,
the two tests (Mann—Whitney U and Kruskal-Wallis H) are usually applied when the
data sample in question are not normally distributed (i.e., violates the assumption of
t-distribution) or the data sample size is too small to conduct the parametric methods
or procedures (see Chaps. 3 and 4). Thus, while the measurement to establish whether
the independent groups of variables being analyzed comes from the same population
via the “mean” for the parametric procedures, the non-parametric equivalents or
tests (such as the Mann—Whitney U and Kruskal-Wallis H), on the other hand, are
measured by considering the “median” (see Chap. 4).

By definition, the Mann—Whitney U test, also known as the U test, is used to
determine the differences in median between two groups of an independent variable
with no specific distribution on a single ranked scale, and must be ordinal variable data
type (McKnight & Najab, 2010; Ramtin, 2023). The test (Mann—Whitney) is often
considered as the non-parametric version or equivalent of the Independent Samples
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t-test (a type of parametric test). Moreover, while the ¢-test (parametric) and Mann—
Whitney U (non-parametric) tests may show to serve the same statistical purposes,
due to the fact that they are both used to determine if there exists a statistically
significant differences between the two groups of an independent variable. On the
contrary, the Mann—Whitney U test is used with “ordinal” or “ranked” datasets that
may have violated the assumptions of normality or small sample size, whereas,
the z-test is used with “continuous” or “interval” datasets that happen to meet the
assumptions of normality or large sample size (MacFarland et al., 2016). Therefore,
the Mann—Whitney U test is most suitable when the data that is being analyzed
by the researcher or data analyst is in ranked form, deviates from the acceptable
t-distribution, or the probability that a randomly drawn member(s) of the first group
(e.g., group A) of the population will exceed the second group (group B) of the
population in a single independent variable or data (see: Chap. 6, Sect. 6.2.6).

Mathematically, the result of applying the Mann—Whitney U test is a U-Statistic
or formula represented as follows (Mann & Whitney, 1947; Nachar, 2008):

1
U1=n1n2+m_lgl
2
ny(n, + 1
U2=n1nz+%—R2

where:

R= sum of the ranks for group 1

R, = sum of the ranks for group 2

n; = number of observations or participants for group 1
n, = number of observations or participants for group 2

As seen in the formula above, it is noteworthy to mention that the Mann—Whitney
U statistics involves pooling the observations from the two groups of samples (e.g.,
group A and group B) into one combined sample, done by keeping track of which
sample each observation comes from, and then ranking them according to lowest to
highest, i.e., from 1 to R; + R, respectively.

On the other hand, the Kruskal-Wallis test, also referred to as H test, is described as
an extension of the two-grouped Mann—Whitney U test (McKight & Najab, 2010).
Thus, the method (Kruskal-Wallis H) (see Chap. 6, Sect. 6.2.8) is used when the
researcher is comparing the median of more than two groups (i.e., three or more cate-
gories) of independent samples (Ortega, 2023; Vargha & Delaney, 1998). Just like the
Mann—Whitney U test, the Kruskal-Wallis H method uses ranked (ordinal) datasets,
a powerful alternative (non-parametric version) to the One-way analysis of variance
(ANOVA), and proves to be a suitable statistical method when the data sample in
question deviates from the acceptable t-distribution or is not normally distributed
(Ostertagova et al., 2014).

Mathematically, the result of applying the Kruskal-Wallis test is an H-Statistic or
formula represented as follows (Kruskal & Wallis, 1952; McKight & Najab, 2010):
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n(n + 1)Z
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R2
L) =3+ 1)

number of groups being compared or analyzed

n = total sample size
n; = sample size in the jth group
R; = sum of the ranks in the jth jth group

As defined in the above formula, it is noteworthy to mention that with the Kruskal—
Wallis H statistics, all of the n values or measurements (e.g.,n = ny +ny + ... +ny)
are jointly ranked (i.e., are treated as one single sample), and one can use the sums
of the ranks of the k£ samples to compare the distributions.

Accordingly, in Table 11.1 the authors provide a summary of the differences and
similarities between the Mann—Whitney U test and Kruskal-Wallis H test, including
the different conditions that are necessary or required to performing the tests, which
are practically demonstrated in R in the next sections of this chapter (Sects. 11.2 and

11.3).

Table 11.1 Differences and similarities between the Mann—Whitney U test and Kruskal-Wallis H

tests and Assumptions

Mann—Whitney U

Kruskal-Wallis H

Independent variable must be of two levels or
groups, e.g., group A and group B

Independent variable must be more than two
levels or groups (i.e., three or more), e.g.,
group A, group B, group C, ...group n?

Used for Ranked or Ordinal datasets

Used for Ranked or Ordinal datasets

Dependent variable should be measured on an
ordinal or continuous scale

Dependent variable should be measured on an
ordinal or continuous scale

Data sample or observations are not normally
distributed, i.e., skewed

Data sample or observations are not normally
distributed, i.e., skewed

Data must be independent and randomly drawn
from the population, i.e., no relationship
should exist between the two groups or within
each group

Data must be independent and randomly drawn
from the population, i.e., no relationship
should exist between the groups (minimum of
three or more groups) or within each group

Measures or compares the “median”, unlike
the parametric counterparts that compare the
“mean”

Measures or compares the “median”, unlike
the parametric counterparts that compare the
“mean”

Non-parametric equivalent or version of the
Independent sample #-test

Non-parametric equivalent or version of the
One-way ANOVA test
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Install and Load the required R packages for data manipulation and
visualizations; “gmodels”, “cars”, “FSA”, “PMCMRplus”, “DescTools”,
"ggplot2", “dplyr”

Import and inspect the dataset ready for analysis

Conduct the Mann Whitney U and Kruskal Wallis tests in R using
the supported methods; wilcox.test( ), wallis.test( ), DunnTest( ),
shapiro.test( )

Visualize the data and results using graphics for comparison and
interpretation or export for use

Check and interpret the results of the analysis

Fig. 11.1 Steps to conducting Mann—Whitney U and Kruskal-Wallis H tests in R

In the next sections of this chapter (Sects. 11.2 and 11.3), the authors will be
demonstrating to the readers how to conduct the “Mann—Whitney U” and “Kruskal—
Wallis H” tests in R, respectively. We will illustrate the different steps to performing
the two tests in R by using the following steps as outlined in Fig. 11.1.

11.2 Mann-Whitney U Test in R

Mann—Whitney U test is used when the data the researcher or analysts wants to
analyze are made up of rwo groups and are statistically independent. Statistically,
the test is used to compare the differences in median between an ordinal independent
variable, and an ordinal or continuous dependent variable; whereby the independent
variable must have two (ranked) levels. As defined earlier in Sect. 11.1, the test
(Mann—Whitney U) is distribution free and has the powerful advantage of being
used to analyze small sample sizes.

By default, the hypothesis for testing whether there is a difference in the median of
the two specified groups of independent data (ordinal) against the dependent (usually
ordinal or continuous) variable is; IF the p-value of the test (Mann—Whitney U)
is less than or equal to 0.05 (p < 0.05), THEN we can assume that at least one
sample of the two groups being analyzed comes from a population with a different
distribution than the other, thus, the median of the groups of population (two groups)
in the data sample are statistically different (varies), or yet in other words, that the
first group are significantly larger than those of the second, or vice and versa, and
that this is not by chance (H;). ELSE IF the p-value is greater than 0.05 (p > 0.05)
THEN we can assume that there is no difference in the median of the two groups,
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thus, the two independent groups are homogeneous and have the same distribution
(stochastically equal), and any observed difference could only occur by chance (Hy).

Here, we will be demonstrating how to perform the Mann—Whitney U test by
using the wilcox.test( ) function in R. We will do this using the steps outlined in
Fig. 11.1.

To begin, Open RStudio and Create a new or Open an existing project. Once
the user have the RStudio and an R Project opened, Create a new R Script and name
it “MannWhitneyDemo” or any name the user chooses (see Chap. 1 if the readers
need to refresh on this step or topic).

We will download an example dataset that we will be using to demonstrate both
the Mann—Whitney U test in this section (Sect. 11.2) and the Kruskal-Wallis H test
in the next section (Sect. 11.3). ***Note: the users can use any dataset or format if
they wish to do so***.

As shown in Fig. 11.2, download the example data named “Sample CSV Files”
from the following link (source: https://www.learningcontainer.com/sample-excel-
data-for-analysis/#Sample_CSV_file_download) if the user have not done so in the
previous chapter (Chap. 10), and save the downloaded file on the computer. ***Also,
the example dataset can accessed and downloaded via the following link (https://doi.
org/https://doi.org/10.6084/m9.figshare.24728073) where the authors have uploaded
all the example files used in this book.

Once the user have successfully downloaded and/or accessed the example file on
the computer, we can proceed to conduct the Mann—Whitney U test in R.

# Step 1—Install and Load the required R Packages and Libraries

Install and Load the following R packages and libraries (Fig. 11.3, Stepl, Lines
3 to 15) that will be used to call the different R functions, data manipulations, and
graphical visualizations for the Mann—Whitney U test.

The syntax and code to install and load the R packages and Libraries are as follows:

e & learningcontainer.com/sample-excel-data-for-analysis/#Sample_CSV_file_download

i Apps @ Webof ScienceM.. [ Mail- Kingsley Ari..  [l] Scimago Journal B8 Scopus - Docume

# Home & Sample Images ~ = Sample Video ~ 44 Sample Audio ~ 7 Sample ~

You can download a sample CSV file and modify as per your need and use for testing purpose.
Download the

csv il
Sample CSV file download i

Sample CSV Files

Check out - https://www.learningcontainer.com/wp-content/uploads/2020/05/sample-csv-file-for-testing.csv

Fig. 11.2 Example of CSV data sample and file download. Source https://www.learningcontainer.
com/sample-excel-data-for-analysis/#Sample_CSV_file_download
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R O OneWayANOVADemo R O TwoWayANOVADemo R © | Chisquare_Demo R O MannWhitneyDemo R * MWwhitney_KWallis. data » =0

| ISourceonSave O S - “Run | S+ % Source =

1
. b ]
3 1
4 )
5 install.packages("gmodels” :
6 instoll.pockages(“cor 1
7 instoll.packages(“DescTools” [
8  install.packages({“ggplot2” :
)
]
)
]
)
)
)
1
1

9 install.pockoges(“dplyr

11  library(gmodels)
12 library(car

13 library(DescTools
14 library(goplot2
15 library(dplyr

% - - - -

e b -
118 =5 2 . Tmoort ond tnspect tf
: 19

| 2@ MAhitney KWallis.dato <- reod.csvifile.choase()
21 attach{MAhitney_KWallis.data)

)
)
]
1
1
22  View(MWhitney_KNallis.data ]
23 striMAhitney_KWallis.dato :
]
1
1
1
]

24

1 25 2 Convert numericol varioble to Foctor (categorical/Ording
: 26 MAhitney_KNallis.dotaiYear<-gs, foctor(MWhitney_KNallis. dataiYear
1 27  stri(MWhitney_Kmallis.data

g ——— - - -

r - - - - - —————

1
1
| 33 MWhitney KWallis.dasta ¥ 1
134 group_by(Year) :
: a5 susmarise('W Stat shapiro.test{Units.Sold)Sstatistic, 1 /?_'_'_'_'::_; StEp 3
1 36 p.value - shapire.test(Units.Sold)ip.value : ke
; i
1
H 1
1
1

| 39 MannmhitneyTest <-wilcox.test(Units.Sold - Year, doto-MAhitney_KWallis.data, conf.int-TRUE
1 4@ MannWhitneyTest
Nl e i e - - - ————

38:15  (Top Level) = R Script =

Console  Terminal Jobs —
~ [MyFirstR_Project/

20014 0.966 0.00000000141

>

Fig. 11.3 Conducting Mann—Whitney U test in R

install.packages ("gmodels")
install.packages ("car")
install.packages ("DescTools")
install.packages ("ggplot2")
install.packages ("dplyr")

library (gmodels)
library (car)

(
(
library (DescTools)
library (ggplot2)

(

library(dplyr)

# Step 2—Import and Inspect the example dataset for Analysis.

As shownin the Step 2 in Fig. 11.3 (Lines 18 to 27), import the example dataset named
“sample-csv-file-for-testing” (Sample CSV Files) that we have downloaded earlier
on the computer, and store this as an R object named “MWhitney_KWallis.data”
in RStudio (***the users can use any name of choice if they wish to do so).
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The code for importing and storing of the example file in R is as shown below:

MWhitney KWallis.data <- read.csv(file.choose())

attach (MWhitney KWallis.data)

View (MWhitney KWallis.data)

str (MWhitney KWallis.data)

Once the user has successfully imported and stored the dataset in RStudio envi-
ronment, you will be able to view the details of the example file “sample-csv-file-for-
testing” (Sample CSV Files) named “MWhitney_KWallis.data” in the file environ-
ment as shown in Fig. 11.4 with 700 observations and 16 variables contained in the
stored data sample (see data fragment in Fig. 11.4).

Note: the authors have also perfomed an important step by converting the variable
named “Year” with two levels or groups (i.e., 2013, 2014) (see: Figs. 11.3and 11.4) to
a Categorial (ordinal) variable as we will be using this to illustrate the Mann—Whitney
U test (see code below—Step 2, Fig. 11.3).

#Convert numerical variable to Factor (categorical/Ordinal)

MiWhitney KWallis.data$Year<-as.factor (MWlhitney KWallis.data$Year)

str(MWhitney KWallis.data)
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rou
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Fig. 11.4 Example of CSV data imported and stored as an R object in RStudio
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# Step 3—Conduct Mann—Whitney U test (used for Categorical/Ordinal
variable).

With the example dataset stored and the targeted variables in categorical/ordinal
scale, we can proceed to analyze the data which we have stored as MWhitney_
KWallis.data in R (see: Fig. 11.4).

As defined earlier in the Introduction section (Sect. 11.1):

e Mann-Whitney U test or statistics compares the median or distribution between
two groups of an independent variable against a target dependent variable.

e The targeted independent variable must be an “ordinal” data type.

e The targeted dependent variable must be an “ordinal or continuous” data type.

To demonstrate the Mann—Whitney U test using the wilcox.test( ) method in R:

e We will test whether the median or distribution of the “Year” variable (indepen-
dent variable with two levels: 2013 and 2014) differ based on the “Units.Sold”
(dependent variable) in the data.

The syntax and code to conducting the above test (Mann—Whitney) in R is as
shown in the code below and represented in Fig. 11.3 (Step 3, Lines 30 to 40).

# Step 3 - Conduct Mann Whitney tests (categorical/Ordinal)

#Test each group (e.g., Year in our case) for normality
MWhitney KWallis.data %>%

group_by (Year) $%>%

summarise ("W Stat’® = shapiro.test (Units.Sold) $statistic,

p.value = shapiro.test (Units.Sold)$p.value)

# Perform Test
MannWhitneyTest <-wilcox.test (Units.Sold ~ Year, data =
MWhitney KWallis.data, conf.int=TRUE)

MannWhitneyTest

As shown in the code above, we first conducted a data normality test (see Chap. 3)
(estimated acceptable p-value > 0.05) by considering each group of the “Year” vari-
able before conducting the Mann—Whitney U test. This was done in order to confirm
that the dataset does not meet the assumption of normality usually attributed to the
Mann—Whitney U test (a non-parametric test), where: neither the 2013 (W=0.951,
p=0.00000915) nor the 2014 (W=0.966, p=0.00000000141) groups of the Year vari-
able were normally distributed, otherwise the user would have preferably conducted
the Independent sample t-test (parametric equivalent of the Mann—Whitney U) in the
event that the data appear to be normally distributed.

Once the user have successfully run the codes provided above (Step 3, Lines 30
to 40, Fig. 11.3), the user will be presented with the results of the Mann—Whitney
method in the Console as shown in Fig. 11.5.
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Console  Terminal Jobs

=/MyFirstR_Project/

> #Test each group (e.g., Year in our case) for normality
> Mihitney_KWallis.data %%
+ group_by(Year) %%

+ summarise( W Stat’ = shapiro.test(Units.Sold)$statistic,
+ p.value = shapiro.test(Units,Sold)$p.value)
Year W Stat’ p.value

> ¥ Perform Test
> MannihitneyTest <-wilcox.test(Units.Sold ~ Year, data = MWhitney_KWallis.data, conf.int=TRUE)
> ManniWhitneyTest

Wilcoxon rank sum test with continuity correction

alternatwe hypotheSLS true location shift 15 not equal to @
95 percent confidence interval:
-253.00006 52.99996
sample estimates:
difference in location
-101.0001

Fig. 11.5 Results of Mann—Whitney U test displayed in the Console in R

To describe the test of assumptions, in Fig. 11.5, we conducted a normality
test by considering the two groups (2013, 2014) of the “Year” variable against
the “Units.Sold” variable using the shapiro.test( ) method or function in R. As
highlighted in the figure (Fig. 11.5), the result of the assumption test shows that
the dataset taking into account the two groups of the variable was not normally
distributed (where a significant level is considered values whereby p > 0.05).
Therefore, we can assume that the data meets the condition to perform the
Mann—Whitney U test with Group A (2013) showing a normality test statistic of
W=0.951, p-value=0.00000915, and Group B (2014) showing W=0.966,
p-value=0.00000000141, respectively.

Consequentially, we proceeded to perform the Mann—Whitney U test for the inde-
pendent variable “Year” (with two levels or group) against the dependent variable
“Units.Sold” as contained in the dataset “‘sample-csv-file-for-testing” (Sample CSV
Files) that we stored as an R object named “MWhitney_KWallis.data” in R. Accord-
ingly, the result of the Mann—Whitney U statistics was stored as an R object we
named or defined as MannwWhitneyTest (see: Fig. 11.5) which the authors will
subsequently discuss in detail in Step 5 in this section.

# Step 4—Plot and visualize the data distribution and results.

In Fig. 11.6 (Step 4, Lines 43 to 50), the authors made use of the ggplot( ) function
in R to display a boxplot of the distribution between the two groups (2013, 2014)
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¥ sumaorisel' Stot’ - shapire.testiUmits.Sold)istatistic, Segeent © Chr “Government” “Goverrment” “Midmarket” “Midearket

% povalue « shapiro.testileits. Sald)ie, velue Country : chr “fonods™ “Germany” “France” “Germany” ..

5 Product : chr * Correters © * Correters * ° Correters * * Corveters © ..

:‘ Discoust Band : che ™ Nome ™ ” Non * * None © * Non *

MarrihitneyTest «wiloo. test{Units.Sold - Year, dota « WA tney MRdllis.data, cor

Masribh teyTest Unies.Sold @ rum 1618 1321 2176 883 2470
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Units Soki

difference in locotion

Fig. 11.6 Plot representing the distribution of the two groups of Year variable broken down by
Units.Sold using the ggplot() function in R

of the “Year” variable against the “Units.Sold” as contained in the stored data
“MWhitney_KWallis.data”.

The syntax and code used to plot and visualize the distribution is as shown in the
code below, and the resultant plot is represented in Fig. 11.6.

# Step 4 - Visualize the Distribution of Data

ggplot (MWhitney KWallis.data, aes(x = Year, y = Units.Sold, fill = Year)) +
stat boxplot (geom ="errorbar", width = 0.5) +
geom boxplot (fill = "light blue") +

stat_summary (fun = mean, geom="point", shape=10, size=3.5, color="black"

ggtitle ("Distribution (Median) of Units Sold by Year (2013 vs 2014)") +

theme bw() + theme(legend.position="none")

# Step 5—Results Interpretation (Mann—Whitney U).

The final step for the Mann—Whitney U test and analysis is to interpret and understand
the results of the test/method.

By default, the hypothesis for conducting the test (Mann—Whitney) considering
the analyzed variables “Year” and “Units.Sold” (see: Fig. 11.4) is;

e (H,) IF the p-value of the test is less than or equal to 0.05 (p < 0.05), THEN
we can assume that there is a difference in the distribution of the two groups of
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the “Year” variable (2014, 2014) taking into account the “Units.Sold”. Thus, the
median of the two groups of population (2013, 2014) are statistically different
(varies).

e (Hy) ELSE IF the p-value is greater than 0.05 (p > 0.05) THEN we can say
that there is no difference in the median of the two groups. Thus, the two inde-
pendent groups (2013, 2014) are homogeneous and have the same distribution
(stochastically equal) taking into account the “Units.Sold”.

> MannWhitneyTest

Wilcoxon rank sum test with continuity correction
data: Units.Sold by Year
W = 42976, p-value = 0.2012
alternative hypothesis: true location shift is not equal to 0
95 percent confidence interval:
-253.00006 52.99996
sample estimates:
difference in location

-101.0001

As shown in the results presented above (see: Fig. 11.5), the meaning of the
Mann-Whitney U test statistics or output can be explained as a list containing the
following:

e Statistics: W (U-statistics) = 42976 which represents the value of the
distribution test.
e p-value: p-value = 0.2012 is the significance levels of the test.

Statistically, we can see from the result that the p-value (p-value = 0.2012)
is greater than the stated significance level (i.e., p < 0.05). Therefore, we reject the
H; and accept Hy by concluding that there is no significant difference (i.e., groups
distribution are stochastically equal) between the two groups (“2013” and “2014”)
of the “Year” variable taking into account the “Units.Sold”.

11.3 Kruskal-Wallis H Test in R

The Kruskal-Wallis H test is an extension of the Mann—Whitney U test. Statisti-
cally, the same assumptions or test criteria apply for both tests (Mann—Whitney and
Kruskal-Wallis) except that with the Kruskal-Wallis H test, the targeted independent
variable must have more than two groups or categories (i.e., minimum of three or
more levels). Therefore, the test is applied by the researchers to test and compare
the hypothesis that the k (nth) groups (minimum of three) in a data sample have
been obtained or drawn from the same population. It is noteworthy to mention that
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the Kruskal-Wallis test is regarded as an alternative (non-parametric version) to the
One-way ANOVA (le Cessie, 2020; Ortega, 2023). Thus, the test (Kruskal-Wallis)
is used or applied when assumptions such as the data normality have not been met
or the sample size is too small to conduct the parametric test (One-way ANOVA).

Just like the Mann—Whitney U test, by default, the hypothesis for testing whether
there is a difference in the median of the k (nth) groups (minimum of three or more) of
an independent data (ordinal) against the dependent (usually ordinal or continuous)
variable is; IF the p-value of the test result (Kruskal-Wallis H) is less than or equal
to 0.05 (p < 0.05), THEN we assume that at least one of the groups (of the k
(nth) categories or levels) (see Chap. 6, Sect. 6.2.8) being analyzed comes from
a population with a different distribution, and therefore, we can then further perform
a multiple comparison (Post-Hoc) test to determine where the significant difference
may lie across the data. In other words, we can assume that the median of the groups
of population, k (nth), in the data sample are statistically different (varies), and that
this is not by chance (H;). ELSE IF the p-value is greater than 0.05 (p > 0.05) THEN
we can say that there is no difference in the median of the k (nth) groups (three or
more). Thus, the k (nth) independent groups are homogeneous and have the same
distribution (i.e., are stochastically equal), and any difference observed could only
occur by chance, and therefore in this scenario, there will be no need to further
perform a multiple comparison (Post-Hoc) test (Hy).

Here, the authors will be demonstrating to the readers how to perform the Kruskal—
Wallis H test using the kruskal.test() function in R. We will do this using the steps
outlined earlier in Fig. 11.1.

To begin, Create a new RScript and name it “KruskalWallisDemo” or any name
of your choice.

Also, we will continue to use the same example dataset “sample-csv-file-for-
testing” (Sample CSV Files) that we have stored earlier as an R object named
“MWhitney_KWallis.data” to illustrate the Kruskal-Wallis H test. ***The users
can also access and download the example dataset via the following link: https://doi.
org/https://doi.org/10.6084/m9.figshare.24728073.

# Step 1—Install and Load the required R Packages and Libraries

Install and Load the following R packages and libraries (Fig. 11.7, Stepl, Lines
3 to 12) that will be used to call the different R functions, data manipulations, and
graphical visualizations for the Kruskal-Wallis H test.

The syntax to install and load the necessary R packages and Libraries are as
follows:


https://doi.org/
https://doi.org/
https://doi.org/10.6084/m9.figshare.24728073
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o Rx O R« @ ChiSquare DemoR < @ ManniWhizneyDemo.& MWkt KWallis.data « @ KnaskalWallisDemo R =1

Source on Save | O S - +hun |~ Sowrce =

3
4
5 instoll.packoges( FsA
6 instoll.packogesPHOMRnLus
7
&
9
']

ibrary(FSA

1
) library( PMOMRplus
110 library(DescTools
111 librory(ggplot?
112 tibrarycoplye
-l - - - -
1 - - e ———————— -~
15 ’
16

1

1

1

17 ViewMWhitney_KWollis.data 1
18  str(MAhitney_kmallis.data [
19 1<

1

1

1

1

J

L] rget v
1 Mahitney_KMallis dotaiCountry < as.factor(Mhitney Kol lis. dataiCountry

22  str(MAhitney Kmallis.dato
2 SR - - ——

24 - - - e ~
25 e & J t il data 1
26
27 #Test sach .

28  whitney_Kmallis.dato
29 group_by(Country
30 sumorise('W Stot’ - shapiro.test(Units.Seld)istotistic,

31 p.value - shopiro, test(Units, Sold)ip, value
3z

33 ra Test

34 KruskalWollisTest kruskal . test(Units. Sold Country, data M tney_KNallis.data /"" e
35 KruskolWellisTest N

36

3% PostHocTest dunnTest(Units, Sold Country, data MAhitney_KNollis.dota, sethod-"bonferroni

139 PosthocTest

- - - - -

Consele  Terminal ©  Jobs -
- IhyFerst®_Project;

$ Year : Foctor w/ 2 levels "2013°,"2004": 22222222 e i ...

> View(Mihitney_KNallis.date)

Fig. 11.7 Steps to conducting Kruskal-Wallis H test in R

install.packages ("FSA"™)

install.packages ("PMCMRplus")

library (FSA)
library (PMCMRplus)
library (DescTools)
library(ggplot2)

library(dplyr)

***Note: as you can see in the code above (see highlighted part) and in Fig. 11.7,
we only installed the additional R packages "FSA” and "PMCMRplus” that will
be required to perform the Kruskal-Wallis H test, as we have previously installed the
other required R packages in R in the previous section or example (see Sect. 11.2).
Therefore, we only needed to just load the libraries for the already installed pack-
ages (i.e., DescTools, ggplot2, dplyr) (see: Lines 10 to 12, Fig. 11.7).
***Note: the users may need to install or re-install the above packages, if necessary,
for instance, in the event they have not practiced the previous example in the previous



238 11 Mann—Whitney U Test and Kruskal-Wallis H Test Statistics in R

section (Sect. 11.2), or have directly visited this particular section. Please refer to
Chap. 2 (Sect. 2.6) on how to install R packages or a refresher on the topic.

# Step 2—Import or Inspect the example dataset for Analysis.

As shown in Fig. 11.7 (Step 2, Lines 15 to 22), since we have already imported and
stored the example dataset “sample-csv-file-for-testing” (Sample CSV Files) as an
R object we named “MWhitney_KWallis.data”, we only need to view or inspect
the data to make sure we have the variables want to analyze listed there (see: Code
below and Fig. 11.8).

View (MWhitney KWallis.data)

str (MWhitney KWallis.data)

# Factor target variable to assign levels
MWhitney KWallis.data$Country <-as.factor (MWhitney KWallis.data$Country)
str (MWhitney KWallis.data)

Environment  History Connections  Tutorial =
# | | # Import Dataset - | & List = -
7k Clobal Environment =
J ManniWhitneyTest List of 9
© MWhitney_KWNallis.dato 70@ obs. of 16 variables

Segment_: chr_"Government” “Goverrment” “Midmarket™ “Midmarket” ...

v Country : Factor w/ 5 levels "Canada™,"France”,..: 1323433123 ... !
Product : chr " Carretera ™ ° Carretera ° ° Carretera " * Carretera = ...

--Piscount Band_: chr 7 Mone T~ Mong T T_None ”_” NWong | .

DV ! Units.Sold : num 1618 1321 2178 888 2470 ... !

Manufacturing.Price: chr "$3.0@" "$3.00" "$3.00" “3$3.e@" ...

Sale.Price : chr "320.00" "320.00" "$15.80" "$15.00" ...

Gross.Sales : chr "$32,370.00" "$26,420.00" "$32,670.0Q" "$13,320.00" ...
Discounts : chr " §- " " §- " " §- " " §- " ..,

Sales : chr "3$32,3790.80" "3$26,420.90 "33Z,679.00" "313,320.00" ...

C0G5 : chr "316,185.00" "$13,210.00" "$21,780.00" "$8,880.00" ...

Profit : chr "$16,185.00" "$13,210.00" "$10,890.00" "$4,440.00" ...

Date : chr "91/01/14% "01/01/14" "QL/96/14" "0L/06/14" ...

Month.Number : int 1 1666123666 ...

Month.Name : chr " January ™ “ January " " June " " June "
Year : Factor w/ 2 levels "2013","2014": 2222222222 ...
D my_object3 23 obs. of 1 variable
my_objects 4 obs. of 2 variables
D mydata 23 obs. of 1 variable
D MyData.csv S obs. of 15 variables
MyData.dta 74 obs. of 12 variables
' MyData. sav List of 59

Fig. 11.8 Example of suitable variables for conducting the Kruskal-Wallis H test displayed in R
(IV = Independent Variable, DV = Dependent Variable)
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Note: if the user have directly visited this specific section or have exited and re-
opened RStudio, then, they may need to use the following code below to upload and
re-attach the data from their local machine or computer, as the case may be:

MWhitney KWallis.data <- read.csv(file.choose())
attach (MWhitney KWallis.data)
View (MWhitney KWallis.data)

str (MWhitney KWallis.data)

Once the user have successfully loaded, inspected, and completed the data conver-
sion (see Step 2, Lines 15 to 22, Fig. 11.7); you will see in the Environment Tab or
Console that the variable named “Country” has been factored with 5 levels or groups
(see: highlighted part in Fig. 11.8) as we will be using this variable (Country) to
illustrate the Kruskal-Wallis H test (i.e., that requires minimum of three levels of an
independent variable as a condition to conduct the test).

# Step 3—Conduct Kruskal-Wallis H test (Ordinal data).

With all the necessary conditions and data format met, we can proceed to analyze
the selected variables as highlighted in Fig. 11.8.
As defined earlier in the Introduction section (Sect. 11.1):

e Kruskal-Wallis H test or statistics compares the median or distribution between
three or more groups of an independent variable against a targeted dependent
variable.

e The targeted independent variable must be an “ordinal” data type.

e The targeted dependent variable must be an “ordinal or continuous” data type.

To demonstrate to the readers how to conduct the Kruskal-Wallis H test by using
the kruskal.test( ) and dunnTest( ) method or functions in R:

e We will test whether the median or distribution of the “Country” (independent
variable with 5 levels) differ based on the “Units.Sold” (dependent variable)—see
Fig. 11.8.

The syntax for conducting the above test (Kruskal-Wallis) in R is as shown in the
code below, and as represented in Fig. 11.7 (Step 3, Lines 25 to 39).
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# Step 3 - Conduct Kruskal Wallis test (Ordinal data)

#Test each group (e.g., Country in this case) for normality
MWhitney KWallis.data %>%

group_by (Country) %>%

summarise ("W Stat® = shapiro.test(Units.Sold)$statistic,

p.value = shapiro.test (Units.Sold) $p.value)

# Perform Test
KruskalWallisTest <- kruskal.test(Units.Sold ~ Country, data =
MWhitney KWallis.data)

KruskalWallisTest

# Dunn's Test (Kruskal Wallis Post-Hoc test) - using "bonferroni" method
PostHocTest <- dunnTest (Units.Sold ~ Country, data =

MWhitney KWallis.data, method="bonferroni")

PostHocTest

***Note: As defined in the code above; the authors first conducted a normality test
by considering each group (five groups) of the “Country” variable before conducting
the Kruskal-Wallis H test. This was done in order to confirm that the data does not
meet the assumption of normality which is commonly a prerequisite to performing
the Kruskal-Wallis H test (non-parametric test) (see: Chaps. 3 and 4).

Once the user have successfully run the codes (Step 3, Lines 25 to 39, Fig. 11.7),
they will be presented with the results of the assumption test and method in the
Console as represented in Fig. 11.9.

As presented in Fig. 11.9, we conducted a normality test considering the
five groups of the “Country” variable (Canada, France, Germany, Mexico,
United States of America) by taking into account the “Units.Sold” using the
shapiro.test( ) function in R. As highlighted in the figure (Fig. 11.9), the result
of the assumption test shows that the dataset considering the five groups of
the “Country” variable against the “Units.Sold” was not normally distributed
(whereby significant level is considered values where p > 0.05). Therefore,
we assume that the data or targeted variables met the condition to perform
the Kruskal-Wallis test with Group A (Canada): showing a normality test
statistic of W=0.980, p-value=0.0403; Group B (France): W=0.966,
p-value=0.00162; Group C (Germany): W=0.958, p-value=0.000300;
Group D (Mexico): W=0.945, p-value=0.0000240, and Group E (United
States of America): W=0.947, p-value=0.0000369, respectively.

Therefore, we proceeded to conduct the Kruskal-Wallis H test considering the
independent variable “Country” (with five groups) against the dependent variable
“Units.Sold” as contained in the example dataset (MWhitney_KWallis.data). Conse-
quentially, we also performed a post-hoc test using the DunnTest( ) function in R
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Console  Terminal Jobs
={MyFirstR_Project/
[::::::::Q > #Test each group (e.g., Country in this case) for normality
> MWhitney_KwWallis.data X%
+ group_by(Country) %%
+ summarise('W Stat’ = shapiro.test(Units.Sold)$statistic,
+ p.value = shapiro.test(Units.Sold)$p.value)
Country ‘W Stat p.value
Mcanada e 0.9 0.0403 1
: France ©.966 0.00162 :
1 Germany ©.958 0.000300 1
1 Mexico .945 0.0000240 H
1 ° United States of America ©.947 0.0000369 H
ST& Perform Yest . —TTTT=T

> KruskalWallisTest <- kruskal.test(Units.Sold - Country, data = MNhitney_KWallis.data)
> KruskalWallisTest

Kruskal-Wallis rank sum test

| data: Units.Sold by Country

1 Kruskal-Wallis chi-squared = 16.613, df = 4, p-value = @.892298

> # Dunn's Test (Kruskal Wallis Post-Hoc test) - using "bonferroni” method
> PostHocTest <- dunnTest(Units.Sold ~ Country, data = MWhitney_KWallis.data, method="bonferroni™)
> PostHocTest

Dunn (1964) Kruskal-Wallis multiple comparison

7417183 @.081557752 @.81557752

p-values adjusted with the Bonferroni method.

Ir Comparison z P.unadj P.adj ‘|
11 Conoda - France @.4524596 0.650937914 1.00000000 :
: Z Canada - Germany 3.1843581 ©.001450754 2.01450754 :
13 France - Germany 2.7318985 9.006297854 0.86297854 1
: 4 Canada - Mexico 2.9265064 9.003427925 0.03427925 :
: 5 France - Mexico 2.4740468 ©.013359221 @0.13359221 1
1 6 Germany - Mexico -@.2578517 ©.796521335 1.00000000 :
: 7 Canada - United States of America 1.1847881 ©.236101243 1.00000000 :
18 France - United States of America @.7323285 9.463968299 1.00000000 1
: 9 Germany - United States of America -1.9995780 ©.045546714 ©.45546714 :
1 1

s

‘w Mexico - States of America

Fig. 11.9 Results of Kruskal-Wallis H test and Post-Hoc test displayed in the Console in R

adjusted with the “bonferroni” method. This is due to the fact that the test (Kruskal—
Wallis) results came out significant (p < 0.05) as we will discuss in detail in Step 5
(Results Interpretation).

Accordingly, the results of the Kruskal-Wallis H test and statistics were stored
as an R object we called KruskalWallisTest, and the post-hoc test stored as
PostHocTest, respectively (see: Fig. 11.9).

# Step 4—Plot and visualize the data distribution (outliers) and results.

In Fig. 11.10 (Step 4, Lines 42 to 49); we utilized the ggplot( ) function in R to
display a boxplot of the distribution (outliers) for the five groups of the “Country”
variable (i.e., Canada, France, Germany, Mexico, United States of America) plotted
against the “Units.Sold”. As shown in the figure (Fig. 11.10), the difference in the
distribution also confirms the significant difference we found in the H test statistics
(Step 3) as explained in detail in the next Step 5.

The syntax and used to plot or visualize the distribution of the data or outliers is
as shown in the code below, and the resultant chart is represented in Fig. 11.10.
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Source -
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Fig. 11.10 Plot representing the distribution of the five groups of the independent variable broken
down by Country using the ggplot() function in R

# Step 4 - Visualize the Distribution of data or outliers

ggplot (MWhitney KWallis.data, aes(x = Country, y = Units.Sold, fill =
Country)) +
stat boxplot (geom ="errorbar", width = 0.5) +
geom_boxplot (fill = "grey") +
stat_summary (fun = mean, geom="point", shape=10, size=3.5, color="black")+
ggtitle ("Boxplot of distribution (median) of Units.Sold by Country") +

theme bw() + theme(legend.position="none")

# Step 5—Results Interpretation (Kruskal-Wallis H).

The final step for the Kruskal-Wallis test and analysis is to interpret and understand
the results of the test.

By default, the hypothesis for conducting the test (Kruskal-Wallis) considering
the two variables “Country” and “Units.Sold” (see: Figs. 11.8 and 11.9) is:

e (H,) IF the p-value of the test is less than or equal to 0.05 (p < 0.05), THEN we
can assume that there is a difference in the distribution of the groups (Canada,
France, Germany, Mexico, United States of America) of the “Country” variable
taking into account the dependent variable “Units.Sold”. Thus, the median of
the individual group of population (Canada, France, Germany, Mexico, United
States of America) are statistically different (varies). Hence, we would consider
to further perform a multiple comparison (Post-Hoc) test to determine where the
significant differences may lie across the data or groups or variables.
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(H,y) ELSE IF the p-value is greater than 0.05 (p > 0.05) THEN we can conclude
that there is no difference in the median of the five groups of the independent
variable taking into account the dependent variable “Units.Sold”. Thus, the five
groups of the independent variable (Canada, France, Germany, Mexico, United
States of America) are homogeneous and have the same distribution (i.e., are
stochastically equal). And, if this was the case, then we do not need to further
conduct a post-hoc test.

> KruskalWallisTest
Kruskal-Wallis rank sum test
data: Units.Sold by Country

Kruskal-Wallis chi-squared = 16.613, df = 4, p-value = 0.002298

As shown in the results of the test presented above (see: Fig. 11.9); the meaning

of the Kruskal-Wallis H test statistic or output can be explained as a list containing
the following:

Statistics: X> (H-statistics) = 16.613 which represents the value of
the distribution test.

Degrees of freedom: df = 4 is the degree of freedom for the k (n) groups of
the independent variable.

p-value: p-value = 0.002298 is the significance level of the test.

Statistically, we can see from the reported result that the p-value is less than the

stated significance level (significance, p < 0.05). Therefore, we reject Hy and accept
H, by concluding that there is a significant difference between the five groups of the
“Country” variable (Canada, France, Germany, Mexico, United States of America)
taking into account the “Units.Sold”.

Consequently, having found a significant difference for the analyzed variable

or group of countries (p-value=0.002298), we do not know which one or
where among the countries the differences may lie. Therefore, a post-hoc (multiple
comparison) test needs to be conducted, in this case, in order to establish this fact or
variations.
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> PostHocTest
Dunn (1964) Kruskal-Wallis multiple comparison

p-values adjusted with the Bonferroni method.

Comparison Z P.unadj P.adj
1 Canada - France 0.4524596 0.650937914 1.00000000
2 Canada - Germany 3.1843581 0.001450754 0.01450754
3 France - Germany 2.7318985 0.006297054 0.06297054
4 Canada - Mexico 2.9265064 0.003427925 0.03427925
5 France - Mexico 2.4740468 0.013359221 0.13359221
6 Germany - Mexico -0.2578517 0.796521335 1.00000000
7 Canada - United States of America 1.1847881 0.236101243 1.00000000
8 France - United States of America 0.7323285 0.463968099 1.00000000
9 Germany - United States of America -1.9995700 0.045546714 0.45546714
10 Mexico - United States of America -1.7417183 0.081557752 0.81557752

As gathered in the above results of the post-hoc (multiple comparison) test
using the DunnTest( ) method adjusted with the “Bonferroni” method in R
(see Fig. 11.9); we can now see where among the individual countries (Canada,
France, Germany, Mexico, United States of America) the statistical differences
we observed lies. For example, we can see that the difference in distribu-
tion was exceptionally observed for Canada-Germany (Z=3.1843581,
P.unadj=0.001450754, P.adj=0.01450754; Canada-Mexico
(2=2.9265064, P.unadj=0.003427925, P.adj=0.03427925).
France-Germany was also slightly significant with Z=2.7318985,
P.unadj=0.006297054, P.adj =0.06297054, respectively.

11.4 Summary

In this chapter, the authors explained in detail and practically demonstrated to the
readers how to conduct the two most commonly used types of non-parametric
(or distribution free) tests (Mann—Whitney U and Kruskal-Wallis H) used by the
researchers to compare the median of “non-normally” distributed data samples in
R. In Sect. 11.2, we illustrated how to conduct the Mann—Whitney U test. While in
Sect. 11.3 we looked at how to perform the Kruskal-Wallis H test using R.

Also, the chapter covered how to graphically plot the median or distribution
(outliers) of the two types of tests (Mann—Whitney U and Kruskal-Wallis H), and
then discussed in detail how to interpret and understand the results of the tests in R.

In summary, the main contents covered in this chapter includes:

e Mann—Whitney (U-Statistics) test is a statistical test of hypothesis used to compare
the distribution (in median) of data samples that are represented in “two indepen-
dent comparison groups” (usually in ordinal form) and an ordinal or continuous
dependent variable.

e Kiruskal-Wallis (H-Statistics) test is, on the other hand, applied to compare the
distribution (in median) of data samples that are represented in “three or more
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independent comparison groups” (ordinal form) and an ordinal or continuous
dependent variable.

e Mann—Whitney U test is the non-parametric version or alternative (equivalent) to
the Independent Sample #-test.

e Kruskal-Wallis H test is the non-parametric version or alternative (equivalent) to
the One-way ANOVA test.

When choosing whether to conduct a Mann—Whitney U test or Kruskal-Wallis H
test? The researcher or data analyst should:

e Perform the “Mann—Whitney U ” test if the two groups come from a single inde-
pendently sampled population, and the distribution of the data sample has been
statistically measured or determined to be non-normally distributed.

e Perform the “Kruskal-Wallis H” test if the targeted independent variable has more
than two groups (i.e., minimum of three or more categories), comes from or is
drawn from a single independently sampled population, and the distribution of
the data sample has been statistically measured or determined to be non-normally
distributed.

e Perform a post-hoc test (a multiple comparison test) if the result of the Kruskal—
Wallis H statistics has shown or appeared to be significant (i.e., p < 0.05). This is
done in order to determine where the significant differences among the groups “k
(n")” (minimum of three groups of the independent variable) may lie across the
data.
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Chapter 12 ®)
Correlation Tests in R: Pearson Cor, Cecte
Kendall’s Tau, and Spearman’s Rho

12.1 Introduction

Correlation (Cor) is a statistical procedure or method used by researchers or the
data analysts to evaluate the strength or degree of relationship between two variables
(continuous or categorical) (Privitera, 2023; Schober & Schwarte, 2018). Statisti-
cally, the correlation test can be defined as a “bivariate analysis” that measures the
strength of association or relationship between two variables or datasets and the direc-
tion of the relationship (see Chap. 6, Sect. 6.2.9). The result of the test (usually for
linearity or strength of association) between the datasets or data points (depending on
the type of correlation method being used or applied and usually determined through
the p-values: where p < 0.05) means that a high correlation statistics indicates that
the variables or data being measured have a strong relationship between each other.
On the other hand, a weak correlation (p > 0.05) signifies that the variables are barely
(insignificantly) related or associated.

Thus, with correlated datasets, it is assumed that a change in the magnitude of one
variable is statistically associated with a change in the magnitude of another variable
that it is being measured against, be it in the same direction (positive correlation)
or in the opposite direction (negative correlation) (Akoglu, 2018; Privitera, 2023;
Schober & Schwarte, 2018).

According to Akoglu (2018), the correlation (relationship, association) between
the two specified variables is denoted by the letter r and quantified through a number,
that varies between —1 and +1 (denoting the negative and positive correlations,
respectively). Whereby, a value of zero (0) implies that there is no correlation between
the variables, and a value of one (1) denotes an absolute (perfect) correlation. There-
fore, whereas r represents the direction of the correlation, a positive r signifies that
the measured variables are certainly (positively) related, while a negative r signi-
fies that the measured variables are inversely (negatively) related. Statistically, the
strength of the correlation increases both from 0 to 41, and from 0 to —1, respectively
(Akoglu, 2018).
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There are three main types of correlation analysis commonly applied by the
researchers, in theory. These are (i) Pearson product-moment correlation, (ii)
Kendall’s tau correlation, and (iii) Spearman’s rho correlation (Akoglu, 2018;
Brossart et al., 2018; Hauke & Kossowski, 2011; Puth et al., 2014; Schober &
Schwarte, 2018; Wang et al., 2019; Zar, 2014).

Pearson correlation (also known as Pearson product-moment correlation coeffi-
cient) is described as a parametric test that measures the strength of linear association
(linear trend) that exists between two continuous variables. Statistically, the method
(Pearson correlation, denoted by ) draws a “line of best fit”” through the two datasets
or variables by establishing how far away the two data points are to the drawn line
(model) of best fit.

Mathematically, to apply the Pearson’s statistics by measuring the two quantities
or variables X and Y on each of N individuals in order to produce a data set of X1,
Y1, ..., Xy, Yy (Puthetal., 2014), the formula to calculate the correlation coefficient
is given as:

NY xy—(Xx)(Xv)

Cor (r) =
JVEe - (E v e - @)

whereby

N the number of pairs of scores

Yxy the sum of the products of paired scores
Xx  the sum of x scores

¥y the sum of y scores

¥x? the sum of squared x scores

%y? the sum of squared y scores

Just like many of the other existing types of parametric procedures or statis-
tical methods (see Chap. 4), the Pearson’s product-moment correlation coefficient
requires the assumption that the relationship between the variables is linear and is
measured on an interval (continuous) scale. Thus, the researchers or data analysts
must check that the following below assumptions are met before applying or using
the Pearson correlation.

Pearson’s Correlation Assumptions

e Independence: the drawn dataset or sample must be independent to each other.

e Linearity: the two tested variables should be linearly related to each other, e.g.,
when plotted in a graph should result in a moderately straight line.

e Normality: the dataset must be normally distributed, i.e., should produce a bell-
shaped graph when the means of the samples are plotted.

e Homoscedasticity or equality of variances must be present.

Furthermore, on the other hand, Kendall’s tau correlation (also known as Kendall
rank correlation coefficient) is a non-parametric test (i.e., an alternative to Pearson’s
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correlation) mainly used by the researchers to measure the strength of dependence
between two categorical or ordinal variables. According to Couso et al. (2018), the
method (Kendall’s tau) can be applied as an efficient and robust way of identifying
monotone relationships between two data sequences, although when applied to digital
data (e.g., discrete or discontinuous format), the high number of ties could produce
inconsistent results due to quantization.

Theoretically, the Kendall’s tau (7) statistics symbolizes the degree of agreement
between two specified “ordinal” variables by indicating how similarly the two vari-
ables order a set of individuals or data points (Brossart et al., 2018). Thus, mathemat-
ically, the following formula is used to calculate the value of Kendall’s tau statistics
or rank correlation coefficient:

C—-D ne — Ny
Kendall’s tau (t) = or
C+D sn(m—1)

whereby

n. number of concordant, i.e., ordered in the same way.
ng Number of discordant, i.e., ordered differently.

With the Kendall’s tau statistic, commonly calculated through pairwise compar-
ison; a value of 7 (x,y) = +1 means that the data points for the two (ordinal) variables
(X and Y) are ordered in exactly the same way, i.e., occupies the same rank posi-
tion. While on the other hand, a value of t(xy) = —1 implies that the data points
for the two variables are ordered in exactly the opposite way, with one data point
occupying the first rank in one variable and the last rank in the other variable. Accord-
ingly, a value of 7(x y) = 0 indicates that there is no relationship in the way or order
that the two variables are ranked considering the data points, thus, are independent
(Brossart et al., 2018).

In the same vein or similar manner, just like the Kendall’s tau correlation,
Spearman’s rho correlation (also known as Spearman rank correlation coefficient) is
another type of non-parametric (i.e., alternative to Pearson correlation) test used by
the researchers to measure the degree of association between two (ordinal) variables.
The method can also be applied for interval or ratio datasets provided the datasets
are found to be distribution-free. Mathematically, the following formula is used to
calculate the value of the Spearman’s rho statistics or rank correlation coefficient:

63 (d7)
n(n®—1)

Spearman’s rho (p) =1 —

whereby

n number of data points of the two variables (x and y).
d; rank difference of element “n”, i.e., difference between the corresponding
statistics of order of x — y.
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The only difference between the Spearman’s rho versus Kendall’s tau method
is that while the Spearman’s rho (p) statistics or results are calculated through the
“ordinary least squares”, the Kendall’s tau () statistics is calculated through the
“pairwise comparison” of all the data points (Brossart et al., 2018). Thus, whilst
the Kendall’s tau () statistics are based on “concordant and discordant pairs”, the
Spearman’s rho (p) statistics are based on “deviations”.

It is also noteworthy to mention that Spearman’s rho (p) method is much more
sensitive to error and handling discrepancies in data samples than the Kendall’s tau
(7) method, which, on the other hand, are more accurate with smaller sample sizes
than the Spearman’s rho (p).

In any case, a lot of the time the interpretations of the two methods (Kendall’s
tau and Spearman’s rho) are very similar, thus, tend to invariably lead to the same
inferences or statistical results.

Also, unlike Pearson correlation, both methods (Kendall’s tau and Spearman’s
rho) do not require the available data or sample to meet the assumption that the
relationship between the considered variables is linear (i.e., when plotted does not
necessarily need to result in a moderately straight line), or normally distributed (i.e.,
distribution-free), nor does it require the measurement scale of the variables to be
represented on a continuous or interval scale.

Table 12.1 is a summary of the differences and similarities between the Pearson
cor, Kendall’s tau, and Spearman’s rtho Correlation tests including the conditions that
are required to perform the different tests, which the authors will be demonstrating
using R in the next sections (Sect. 12.2 and 12.3) of this chapter.

In the next sections of this chapter (Sects. 12.2 and 12.3), the authors will be
demonstrating to the readers how to conduct the Pearson cor, Kendall’s tau, and
Spearman’s rho correlation tests in R, harmoniously. We will illustrate the different
steps to performing the three types of tests in R using the following steps outlined in
Fig. 12.1.

12.2 Pearson Correlation Test in R

Pearson correlation measures the strength of linear association (correlation) that
exists between two “continuous” variables. Thus, it calculates the effect of change
(be it positive or negative) in one variable when the other variable changes.

By default, the hypothesis for testing whether there is a correlation (measure of
linearity or association) between the two given set of (continuous) variables is; IF
the p-value of the test is less than or equal to 0.05 (p < 0.05), THEN we assume
that there is a statistically significant strong relationship between the two analyzed
variables and that this is not by chance (H;). ELSE IF the p-value is greater than 0.05
(p > 0.05) THEN we can conclude that there is no significant relationship between
the two variables, and any observed association could only have occurred by chance

(Ho).
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Table 12.1 Differences and similarities between the Pearsoncor, Kendall’s tau, and Spearman’s
rho correlation tests and assumptions

Pearson

Kendall’s tau

Spearman’s rho

Data sample should be
independently drawn from the
population

Data sample should be
independently drawn from the
population

Data sample should be
independently drawn from the
population

Used for continuous
(intervalor ratio) datasets

Used for categorical (ranked
or ordinal) datasets. Although
can also be applied to
intervalor ratio datasets

Used for categorical (ranked or
ordinal) datasets. Although can
also be applied to intervalor
ratio datasets

Data sample or observations
must be normally distributed,
i.e., bell-shaped

Data samples are
distribution-free, thus, are not
normally distributed, i.e.,
skewed

Data samples are
distribution-free, thus, are not
normally distributed, i.e.,
skewed

Calculated by measuring the
“average weight” of the two
variables (i.e., covariance of
the two variables divided by
the product of their standard
deviations)

Calculated through the
“pairwise comparison” of the
data points based on
concordant and discordant
pairs

Calculated through “ordinary
least squares” based on
deviations

Described as parametric test
for linearity or relationship
between two variables

Non-parametric test for
strength of dependence
between two variables

Non-parametric test to measure
the degree of association
between two variables

visualization; “devtools”,

” u

ggpubr”

Install and Load the required R packages for data manipulation and

Import and inspect the dataset for analysis

Conduct Pearson cor, Kendall's tau, and Spearman's rho tests in R
using the supported method; cor.test( ), shapiro.test( )

Plot and graphically visualize the data and results for comparison
and interpretation or export for use

Check and interpret the results of the analysis

Fig. 12.1 Steps to conducting the Pearson cor, Kendall’s tau, and Spearman’s rho correlation tests

in R



252 12 Correlation Tests in R: Pearson Cor, Kendall’s Tau, and Spearman’s Rho

€ C i people.scfsuedu~Purkadydatajcsfos M * hERNQ
B dprn g Webof Sciencent (@) vl - wnguey i ] Scmage oumal [ Scoous - Docume.
Sample Files:

o pkdERscy CuY, nemka-namm«ekm
« pirmel vy, Monthly transathstic ainravel, in thosands of passeagers, for 1958-1960, These are 4 fiekds, "Moeth”, *1958°, * 195" and *1960" aad |2 reconds, "JAN" thmagh "DEC”, There is alio i imitial
header line.

+ g, biometric susiitics for  group of office workers. There are 18 seconds, rrconding Name, Sex, Age. Heighe, Weight These is an inisial header line.

+ ks, mw&mumm-’lnm

i Catalonsa from 2000 40 2011 by day of woek. There anc 7 peconds, with two valees cach. There is alio i mitial header line.
L s:m:m\ Rmimmqummwu Niro, There ase 87 records. Each pcond has Yiear, Rating, Tithe, These is also an initial beader fise.

Mﬁmuﬂuuk Mmiimds& ndm:ndpnu Muﬁamm&rm

nhs.']\u!ul]m. it
. Sepicssber BMI mm..
S weight (Ts), Apeil weight (Tbs), September BMI Apeil BML for 7 college freshmen Mndmlnﬂulhudulﬂ

« pmadesc file with 16 reconds tame, Lt Name, SS, Test], Test2, Test, Tesed, Fnal, Grade, There is lso an il header line.
.m,.memnmm;mmmpmmupmmqmmmmmmpmmumammm
+ hoskean. mummammummm Spring | ind sring 2 1.2 Sequl oo weight,

sping |
» i . ‘""‘Kﬁl! h Hedes |3 values: month, histoeical sverage, coents for 2008 theough 2013, Eight necords ane stoed. for months “May” trough

“Tie”, There s ks an it eader e
o v e mmm 3 valoe:ndex. beght - wighe (o) There s o3 il Bl

q . In 3 lege leat, the frequency 4 cach of the 26 kemers of e alphabet was determined. There e 26 records, each with theee values. There i o =2 initial headie e,
i v, Major League Baschall Players: Name, Team, Position, heaght (nches). weight (pounds), age (years). 1034 poconds, cach with six values. There is also an inital header line.
i, WWWNI‘WT&MMJ Wims. !nmmmsmm There is also an initxad header line.

of mal Chscar wisnirs, 9 reconds sde, age. name, mavic, Thers is abso a0 mital header line

fame lergt o coe play dders, §0 pecerds, each with 1 valoes: Giame Inde, Game Length, There i also an nitial header lise
‘Saakes and Ladders, 100 records, cach with 2 values: Game Index, Garoe Length. Theee o also an inatial beader lisc
.mmhmﬂayamdmmum MO0 reconds, each with 2 values: Game Index, Game Length, These i alo an inital Beader line
and Ladders, 10000 records. cach with 2 valaes: Game Inder, Game Length. There i also as initial header e

sl
* fally_cabesv, mmmlm 3 reconds, MM‘IM Distmceimiles), MJM!‘IMIMIJMIH

Download

You can go up one level o fhe DATA page.

Fig. 12.2 Example of CSV file download (Source https://people.sc.fsu.edu/~jburkardt/data/csv/
csv.html)

Here, the authors will demonstrate to the readers how to conduct the Pearson
correlation test in R using the cor.test( ) function in R. We will do this using the
steps outlined in Fig. 12.1.

To begin, Open RStudio and Create a new or Open an existing project. Once
the user has the RStudio and an R Project opened, Create a new R Script and name
it “PearsonCorrDemo” or any name the user may preferentially choose (see Chap. 1
and 2 if the user needs to refresh on how to do this step).

Now, we are going to download an example file or dataset that we will use to
demonstrate the Pearson correlation test (the users are welcome to use any dataset
or format if they wish to do so).

As shown in Fig. 12.2, download the example CSV dataset named ‘“trees.csv”
via the following source: https://people.sc.fsu.edu/~jburkardt/data/csv/csv.html and
save the file on the users’ local machine or computer. *** The users can also access
the list of example datasets used in this book at the following repository (https://doi.
org/10.6084/m9.figshare.24728073) to download the example CSV file.

Once the user has successfully downloaded and saved the example file
(trees.csv) on the computer, we can proceed to conduct the Pearson Correlation
test in R.


https://people.sc.fsu.edu/%7Ejburkardt/data/csv/csv.html
https://people.sc.fsu.edu/%7Ejburkardt/data/csv/csv.html
https://people.sc.fsu.edu/%7Ejburkardt/data/csv/csv.html
https://doi.org/10.6084/m9.figshare.24728073
https://doi.org/10.6084/m9.figshare.24728073
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Fig. 12.3 Steps to conducting Pearson correlation test in R

# Step 1—Install and Load the Required R Packages and Libraries

Install and Load the following R packages and libraries (see Fig. 12.3, Step 1,
Lines 3-9) that will be used to call the different R functions, data manipulations, and
graphical visualizations for the Pearson Correlation test.

The syntax and code to install and load the required R packages and libraries are
as follows:

install.packages ("devtools")
install.packages ("ggpubr")

library (devtools)
library (ggpubr)

# Step 2—Import and Inspect the Example Dataset for Pearson Correlation
Analysis

As illustrated in Step 2 in Fig. 12.3 (Lines 12-17), import the dataset named
“trees.csv” that we downloaded earlier and store this as an R object named
“PCorr.data” in R (the users are welcome to use any name they may choose if
they wish to do so).
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Fig. 12.4 Example of CSV dataset imported and stored as R object in R

Once the user has successfully imported the dataset, you will be able to view the
details of the trees.csv dataset as shown in Fig. 12.4 with 31 observations and 4
variables in the data sample.

The syntax and code to import and save the data in R is shown below:

PCorr.data <- read.csv(file.choose())
attach (PCorr.data)

View (PCorr.data)

str (PCorr.data)

# Step 3—Conduct Tests for Assumptions and Analyze Data

Now that we have successfully imported the example dataset and stored this in an R
object we called “PCorr.data”, we can proceed to analyze the data.

As defined in Fig. 12.3 (Step 3, Lines 20-36), first we will conduct the tests of
assumptions (data normality) (see: Lines 22-24) as discussed earlier in Sect. 12.1 by
using the shapiro.test( ) method, and then perform the Pearson Correlation test if
all the necessary conditions to conduct the test are met using the cor.test( ) function
in R, respectively (see: Fig. 12.3, Step 3, Lines 26-36).
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Also, as defined earlier in the Introduction section (Sect. 12.1);

e Pearson’s correlation statistics checks whether there exists a linear relationship
between two independently sampled variables or data.
e The targeted variables must be continuous data type.

To illustrate the above defined tests using the example dataset we stored as
“PCorr.data” in R (see: highlighted columns in Fig. 12.4):

1. We will test whether there exists a relationship (correlation) between the
Girth..in. and Height..ft. variables of the trees example data? (two-tailed test).

2. Also, we will check whether the correlation (if there exist any) is a positive or
negative (direction) correlation? (one-tailed test).

The syntax and code to performing the above tests in R is as shown in the codes
below (see: Fig. 12.3, Step 3, Lines 20-36):

# Test for Assmp: Shapiro-Wilk's test for normality
shapiro.test (PCorr.data$Girth..in.)
shapiro.test (PCorr.data$Height..ft.)

# Pearson Correlation test where data is Continuous (Two-tailed)

PearsonCorr.test <- cor.test (PCorr.data$Girth..in.,
PCorr.data$Height..ft., method = "pearson")

PearsonCorr.test

# Pearson's test for Positive Correlation (One-tailed)

PearsonCorr.test2 <- cor.test (PCorr.data$Girth..in.,
PCorr.data$Height..ft., method = "pearson", alternative = "greater")

PearsonCorr.test2

# Pearson's test for Negative Correlation (One-tailed)

PearsonCorr.test3 <- cor.test (PCorr.data$Girth..in.,
PCorr.data$Height..ft., method = "pearson", alternative = "less")

PearsonCorr.test3

Useful Tips
e The users should always use the alternative = “greater” and
alternative = “less” options to specify the “positive” and “negative”

(direction) correlation tests (one-tailed), respectively.



256 12 Correlation Tests in R: Pearson Cor, Kendall’s Tau, and Spearman’s Rho

Once the user has successfully run the codes as defined in the Step 3 in Fig. 12.3
(Lines 20-36); they will be presented with the results of the “tests for assumptions”
and the “Pearson Correlation” tests in the Console as shown in Fig. 12.5a and b,
respectively.

In Fig. 12.5a, we conducted the test for assumption (data normality) necessary for
the Pearson correlation test or parametric methods. This is done in order to determine
if the targeted variables (i.e., Girth..in. and Height..ft.) are fitting and valid for the
test (Pearson correlation, a parametric test) (see Chap. 4).

As highlighted in the figure (Fig. 12.5a); we can see that the normality test by
using the Shapiro—Wilk’s method shapiro.test( ), where we assume a value of p
> 0.05 is normal, shows that the distribution of the two variables (Girth..in. and
Height..ft.) are normal, with Girth..in. variable showing a significant value of
p-value=0.08893 (W=0.94117) and Height..ft. showing significant value
of p-value=0.4034 (W=0.96545), respectively.

Therefore, with the necessary conditions met, we proceeded to conduct the
“Pearson Correlation” as defined in the Step 3 (Fig. 12.3) and the results reported in
Fig. 12.5b.

As shown in Fig. 12.5b, the authors performed the Pearson’s correlation tests by
considering the two variables (Girth..in. and Height..ft.). We stored the results of the
tests in an R objects named “PearsonCorr. test” for the two-tailed analysis,
and “PearsonCorr.test2” and “PearsonCorr. test3” for the one-tailed
analysis, respectively.

# Step 4—Plot and Visualize Correlation Between the Targeted Variables

Another great way to check whether there is a relationship (correlation) between the
two specified variables is by plotting them as graph. By so doing, the users will be
able to visualize the “linear line” between the variables.

As described in Fig. 12.6 (Step 4, Lines 39-45) and the resultant scatterplot in
the same figure (Fig. 12.6); the authors applied the ggscatter( ) function in R to
visualize the relationship between the two variables “Girth..in.” and “Height..ft.”
as contained in the example dataset we stored as “PCorr.data” in R.

The syntax and code used to plot the graph is as shown below, and the chart or
scatterplot represented in Fig. 12.6.

# Step 4 - Visualize Correlation between the two variables
ggscatter (PCorr.data, x = "Girth..in.", y = "Height..ft.",
add = "reg.line", conf.int = TRUE,
cor.coef = TRUE, cor.method = "pearson",
xlab = "Girth (inches)", ylab = "Height (ft)",

main = "Correlation between Tree Girth and Height")
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(a) Console Terminal = Jobs
= [MyFirstR_Project/

> View(PCorr.data)
mmml> > # Test for Assmp: Shapiro-Wilk's test for normality
> shapiro.test(PCorr.data$Girth..in.)

Shapiro-Wilk normality test

data: PCorr.datasGirth..in.
W = 0.94117, p-value = 0.08893

mmd > shapiro.test(PCorr.data$Height..ft.)

Shapiro-Wilk normality test

data: PCorr.datasHeight..ft.
W = 0.96545, p-value = 0.4034

(b)

Console  Terminal Jobs.
~[MyFirstR_Project/
» # Pearson Correlotion test where doto is Continuous (Two-tailed)
m > PearsonCorr.test <- cor.test(PCorr.datasGirth..in., PCorr.datafHeight..ft., method = “pearson”)
> PearsonCorr. test

Pearson’s product-momsent correlation

Idaw PCorr.dota$Girth. . in. and PCorr.dotaSHeight..ft.
|L-32?22 df = 29, p ue = 0002758
'ﬂTﬁﬁﬁt’\W%ﬁ?ﬁ? ‘FUe COrrelation 15 not equal to G
95 percent confidence interval:

0.2021327 @.7378538

somple estimotes:

LS

> # Pearson's test for Positive Correlation (One-tailed)
> Pearsonorr.test? <- cor.test(PCorr.dotasGirth..in., PCorr.dotoSHeight..ft., method = “pearson”, olternative = “greater”)
» PearsonCorr. test2

Pearson’s product-moment correlation

Idatﬁ Plorr.datasGirth..in. and PCorr. masnuom e
,1-32?22 df = 29, p-value = 8013 H
olternctive fypothesis: true corr?laﬁm Ts greater than
95 percent confidence interval:
0.2585047 1.0000000

somple estimates:

cor
0.5192801

> # Pearson’s test for Negative Correlotion (One-tailed)
> PearsonCorr.testd <- cor.test(PCorr.dato$Girth..in., PCorr.datasHeight..ft., method = “pearson”, olternative = “less”)
> PearsonCorr,test3

Pearson’s product-moment correlation

I data: PCorr.datasGirth..in. and PCorr.datasHeight..ft.
|t =3.2722, df = 29, p-value = 0.9986

alternative hypothesis: true correlotion is less than @

95 percent confidence interval:

-1.0000000 0.7095126
somple estimotes:
cor
0.5192801

Fig. 12.5 a Results of test for data normality displayed in the Console in R. b Results of Pearson
correlation tests displayed in the Console in R
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Fig. 12.6 Plot representing correlation (relationship) between two variables in R using the
ggscatter( ) function

# Step 5—Results Interpretation (Pearson Correlation)

The final step in the Pearson’s correlation analysis is to interpret and understand the
result of the test.

By default, the hypothesis for conducting the test (Pearson Correlation) by consid-
ering the two continuous variables “Girth..in.” and “Height..ft.” (see: Fig. 12.5b)
is as follows;

Two-Tailed Pearson Correlation

e (H,) IF the p-value of the test is less than or equal to 0.05 (p < 0.05), THEN we
can assume that there is a correlation between the two variables (Girth..in. and
Height..ft.). Thus, the population correlation coefficient (p) # 0. Meaning that
the population correlation coefficient is not 0, therefore, we can assume that a
non-zero correlation exist between the “Girth..in.” and “Height..ft.” variables.

e (H,) ELSE IF the p-value is greater than 0.05 (p > 0.05) THEN we can say that
there is no correlation between the two variables. Therefore, p = 0. Meaning
that the population correlation coefficient is 0, therefore, there is no association
(correlation) between the two variables.
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One-Tailed Pearson Correlation

(H,) IF the p-value of the test is less than or equal to 0.05 (p < 0.05), THEN we
can statistically assume that either p >0, i.e., the population correlation coefficient
is greater than 0, thus, a positive correlation may exist.

OR

p <0, i.e., the population correlation coefficient is less than 0, thus, a negative
correlation may exist between the two variables (Girth..in. and Height..ft.).
(Hy) ELSE IF the p-value is greater than 0.05 (p > 0.05) THEN we can conclude
that there is no correlation between the two variables. Therefore, p = 0. Meaning
that the population correlation coefficient is O, thus, there is no association
(correlation) between the two variables.

> PearsonCorr.test <- cor.test (PCorr.data$Girth..in.,
PCorr.data$Height..ft., method = "pearson")

> PearsonCorr.test
Pearson's product-moment correlation

data: PCorr.data$Girth..in. and PCorr.data$Height..ft.
t = 3.2722, df = 29, p-value = 0.002758
alternative hypothesis: true correlation is not equal to O
95 percent confidence interval:
0.2021327 0.7378538
sample estimates:
cor
0.5192801)

As shown in the above result and gathered in the outcome of the Pearson correla-

tion (two-tailed) test for the example dataset (PCorr.data) represented in Fig. 12.5b;
the meaning of the results of the cor.test( ) method we applied by testing the relation-
ship between the Girth..in. and Height..ft. variables (stored in an R object we called
“PearsonCorr.test”) can be explained as a list containing the following:

Statistics: t = 3.2722 that denotes the value of the Pearson correlation
statistics.
Parameter: df = 29 which signifies the degrees of freedom for the test
statistics.

e p-value:p-value = 0.002758isthe p-value (significance levels) of the test.

Confidence interval: Conf.Int (95%, 0.2021327 0.7378538) repre-
sents the confidence interval for the correlation assumed to be appropriate to the
specified alternative hypothesis.

Sample estimates: cor = 0.5192801 is the value of the population correla-
tion coefficient (p).

Statistically, the p-value of the Pearson correlation test (PearsonCorr. test)

we conducted is p = 0.002758 (see Fig. 12.5b). As we can see, the value is
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significantly less than the scientifically acceptable significance levels (p < 0.05).
Therefore, we reject the Hy and accept H; by concluding that there is a signif-
icant relationship (correlation) between the two sets of variables (Girth..in. and
Height..ft.) in the dataset (two-tailed test).

Furthermore, as shown in the next results of the Pearson correlation test presented
below and in Fig. 12.5b, done for the “one-tailed” correlation tests, therein;

e We also checked whether the correlation, if any? (in this example case, yes—
see result of the correlation described above) is a “positive” or “negative”
(direction) correlation, respectively. The results of this particular test (one-
tailed) were stored in R objects we called “PearsonCorr.test2” and
“PearsonCorr.test3”, respectively.

> > PearsonCorr.test2 <- cor.test (PCorr.data$Girth..in.,
PCorr.data$Height..ft., method = "pearson", alternative = "greater")

> PearsonCorr.test2
Pearson's product-moment correlation

data: PCorr.data$Girth..in. and PCorr.data$Height..ft.
t = 3.2722, df = 29, p-value = 0.001379
alternative hypothesis: true correlation is greater than 0O
95 percent confidence interval:
0.2585047 1.0000000
sample estimates:
cor
0.5192801

> PearsonCorr.test3 <- cor.test (PCorr.data$Girth..in.,
PCorr.data$Height..ft., method = "pearson", alternative = "less")

> PearsonCorr.test3
Pearson's product-moment correlation
data: PCorr.data$Girth..in. and PCorr.data$Height..ft.
t = 3.2722, df = 29, p-value = 0.9986
alternative hypothesis: true correlation is less than 0O
95 percent confidence interval:
-1.0000000 0.7095126
sample estimates:
cor
0.5192801

As reported in the above results of the ‘“one-tailed” tests for positive
correlation (PearsonCorr.test2, p=0.001379), and negative correlation
(PearsonCorr.test3, p=0.9986); we can see based on the p-values of the
“direction test” as it is called (significant levels, p < 0.05); that the correlation
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we found between the two variables “Girth..in”” and “Height..ft.” (two-tailed,
PearsonCorr.test, p=0.002758)(seeFig. 12.5b) was a “positive” directed
correlation or association (PearsonCorr.test2, p=0.001379).

12.3 Kendall’s Tau and Spearman’s Rho Correlation Tests
in R

Kendall’s tau and Spearman’s rho correlation (non-parametric equivalents or alter-
natives to the Pearson correlation) measures the strength of dependence or degree of
association between two categorical or ordinal variables. In this statistical settings,
the methods are used when the dataset the researcher or data analyst wants to inves-
tigate or analyze violates the assumptions of the parametric counterpart (Pearson),
e.g., non-normally distributed data samples or existence of ordinal data type, etc.

Just like Pearson correlation test, the methods (Kendall’s tau and Spearman’s rho)
also can be used to calculate the level of change (be it positive or negative) in one
variable when another variable changes.

By default, the hypothesis for testing whether there is correlation (measure of
strength of dependence or degree of association) between the two specified set of
(categorical or ordinal) variables is; IF the p-value of the test is less than or equal to
0.05 (p < 0.05), THEN we can assume that there is a statistically significant strong
dependence or association between the two analyzed variables, and that this is not
by chance (H;). ELSE IF the p-value is greater than 0.05 (p > 0.05) THEN we can
say that there is no significant dependency or association between the two variables,
and any observed dependency or association could only occur by chance (Hy).

Here, the authors will demonstrate how to conduct the Kendall’s tau and
Spearman’s rho correlation tests in R using the cor.test( ) function. We will do
this following the same steps we have outlined in Fig. 12.1.

To start, Create a new R Script and name it “Tau.Rho.Demo” or any name the
user may preferably choose.

Now, let’s proceed to download an example dataset or file that we will use to
demonstrate the two tests (Kendall’s tau and Spearman’s rho) (*** the users are
welcome to use any dataset they may want to use provided the dataset are in the right
format and type, and they can follow the example codes provided by the authors
accordingly).

As shown in Fig. 12.7, download the example .dta dataset named “lifeexp.dta”
through the following source: https://www.stata-press.com/data/r8/u.html and save
the file on the computer or local machine (*** the example file can also be downloaded
via the following repository by the authors: https://doi.org/10.6084/m9.figshare.247
28073).

Once the user has successfully downloaded and saved the example file on
the computer, we can proceed to conduct the Kendall’s tau and Spearman’s rho
correlation tests using R.


https://www.stata-press.com/data/r8/u.html
https://doi.org/10.6084/m9.figshare.24728073
https://doi.org/10.6084/m9.figshare.24728073
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c @ stata-press.com/data/r8/u.htmi

Web of Science M... (R Mall - Kingsiey Arl.. [ Scimago Journal.. [ Scopus - Docume,

=E1E] Press |

Chapter 9 - Stata’'s sample datasets

= auto.dta

= autornd.dta

+ bplong.dia

.

bpwide.dta

= cancerdta

= census.dta

= citytemp.dta

= educSSgdp.dta

.

gnpo9e.dia

Download [T > 1 lifeexp.dia hitpe. § pross dta

v - —_————

nisw8s.dta

= pop2000.dta

Fig. 12.7 Example of (.dta) sample file download (Source https://www.stata-press.com/data/r8/u.
html)

# Step 1—Install and Load the Required R Packages and Libraries

Install and Load the following R packages and libraries (see Fig. 12.8, Step 1,
Lines 3-9) that will be used to call the different R functions, data manipulations, and
graphical visualizations for the Kendall’s tau and Spearman’s rho Correlation tests.

The syntax and code to install and load the R packages and libraries are as
follows: (***Note: if the reader have practiced and implemented the previous
example in Sect. 12.2, then you may not need to re-install the following R pack-
ages again. New readers that may have directly visited this section will need to
install and load the following packages and libraries as described below.)

install.packages ("devtools")
install.packages ("ggpubr")

library (devtools)
library (ggpubr)


https://www.stata-press.com/data/r8/u.html
https://www.stata-press.com/data/r8/u.html
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R 9| KruskalWallisDemo.R © | PearsonCorrDemo.R @' Tau.Rho Demo.R* Tau.Rho.data

Source on Save 4L - =+ Run p

3

4

5 1install.packages( “devtools”
6 install.packages(“ggpubr”
7

B

9

library(devtools
library(ggpubr

15 attach({Tau.Rho.data
16 View(Tou.Rho.data

i

1

1

| 14 Tou.Rho.data <- read.dta(file.choose())
1

1

1

str(Tau.Rho.data

i
. I
: 22 :
1| 23 Tau.Rho.data :
: 24 group_by(region 1
1 25 summarise( W Stat shapiro.test(lexpiistatistic, :
: 26 p.value - shapiro.test(lexp)Sp.value) 1
1 27 1
! 28 rt the Region (Ordinal) variable to numeric vecte |
| 29 Tau.Rho.datairegion as.numeric(Tau.Rho.datasregion) 1
I 39 str(Tau.Rho.data !
Ly Sy -
32
26:50  (Top Level) =
Console  Terminal Jobs

~[MyFirstR_Project/

PCOrr.da 30

Source -

263

R Script £

..% ¢ chr [1:3] "popgrowth” “notel” “Population Growth rate, average annual growth % 1988-1998"

..% ¢ chr [1:3] "popgrowth™ “"note@” "1
- attr(*, “version)= int &
- attr(*, "label.table™)=List of 1
..5 region: Named int [1:3] 1 2 3
- attr(*, “"names”)= chr [1:3] "Eur & C.Asia” "N.A." "S.A.

Fig. 12.8 Steps used for conducting Kendall’s tau and Spearman’s rho correlation tests in R

# Step 2—Import and Inspect the Example Dataset for Correlation Analysis

As defined in Step 2 in Fig. 12.8 (Lines 12-17); import the dataset named
“lifeexp.dta” that we downloaded earlier, and store this in an R object named
“Tau.Rho.data” in R (the users are welcome to use any name of choice if they

wish to do so).

Once the user has successfully imported the example dataset, they will be able to
view the details of the dataset (lifeexp.dta) as shown in Fig. 12.9 with 68 observations

and 6 variables in the data sample.

The syntax and code for importing and attaching the file in R are as shown below:

Tau.Rho.data <- read.dta(file.choose
attach (Tau.Rho.data)

View (Tau.Rho.data)

str (Tau.Rho.data)

0))
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Fig. 12.9 Example of a .dta dataset imported and stored as an R object in R

# Step 3—Conduct Tests for Assumptions and Analyze Data

Now that we have imported the example dataset and stored this in an R object we
named “Tau.Rho.data”, we can proceed to analyze the data.

As defined in Step 3A in Fig. 12.8 (Lines 20-30), we will first conduct the test of
assumptions (e.g., data normality, and factorization of ordinal data type, etc.), and
then perform the Kendall’s tau and Spearman’s rho tests (Step 3B, Fig. 12.10, Lines
32-57), if all the necessary conditions are met, by using the cor.test( ) function in R.

As defined earlier in the Introduction section (Sect. 12.1);

e The Kendall’s tau and Spearman’s rho correlation statistics checks whether
there exists a dependency or association between two independently sampled
variables.

e The targeted variables should be categorical or ordinal data type.
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Fig. 12.10 Conducting Kendall’s tau and Spearman’s rho correlation tests in R

To illustrate the two tests (Kendall’s tau and Spearman’s rho) using the example
dataset we stored as “Tau.Rho.data” in R (see: highlighted columns in Fig. 12.9):

1. We will test whether there exists a dependency or association (correlation)
between the “region” and “lexp” variables in the example (Tau.Rho.data) life
expectancy data (two-tailed test).

2. Then, we will also test whether the correlation (if there exist any) is a positive or
negative (direction) correlation (one-tailed test).

The syntax to performing the above tests in R is as shown in the codes provided
and described below (see: Fig. 12.10, Step 3B, Lines 32-57):
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# Test for Assmp: Shapiro-Wilk's test for normality
Tau.Rho.data %>%

group_by (region) %>%

summarise ("W Stat® = shapiro.test (lexp)$statistic,

p.value = shapiro.test (lexp) $p.value)

# Convert the Region (Ordinal) variable to numeric vector
Tau.Rho.data$region <- as.numeric(Tau.Rho.data$region)

str (Tau.Rho.data)

# Method 1
# Kendall's tau Correlation test where data is Ordinal (Two-tailed)

Tau.Corr.test <- cor.test (Tau.Rho.data$region, Tau.Rho.data$lexp, method
= "kendall")

Tau.Corr.test

# Kendall's tau test for Positive Correlation (One-tailed)

Tau.Corr. test2 <- cor.test (Tau.Rho.data$Sregion, Tau.Rho.data$lexp,
method = "kendall", alternative = "greater"

Tau.Corr.test2

# Kendall's tau test for Negative Correlation (One-tailed)

Tau.Corr.test3 <- cor.test (Tau.Rho.dataSregion, Tau.Rho.data$lexp,
method = "kendall", alternative = "less"

Tau.Corr.test3

# Method 2
# Spearman's rho Correlation test where data is Ordinal (Two-tailed)

Rho.Corr.test <- cor.test (Tau.Rho.data$region, Tau.Rho.data$lexp, method
= "spearman", exact=FALSE)

Rho.Corr.test

# Spearman's rho test for Positive Correlation (One-tailed)

Rho.Corr. test2 <- cor.test (Tau.Rho.dataSregion, Tau.Rho.data$lexp,
method = "spearman", alternative = "greater", exact=FALSE)

Rho.Corr.test2

# Spearman's rho test for Negative Correlation (One-tailed)

Rho.Corr.test3 <- cor.test (Tau.Rho.dataS$region, Tau.Rho.data$lexp,
method = "spearman", alternative = "less", exact=FALSE)

Rho.Corr.test3
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Useful Tips and Information

e The users should always use the alternative = “greater” and
alternative = “less” options to specify the “positive” and “negative”
(direction) correlation analysis (i.e., for one-tailed test), respectively.

e Another important task the authors conducted which the users may need to do
(depending on the readily available dataset) prior to performing the tests (Kendall
or Spearman) was to factorize the targeted ordinal data type (e.g., region) into
a numeric format (see: Fig. 12.8, Lines 28-30) before applying the cor.test( )
function or methods.

**%*Note: For Spearman’s rho test (Method 2), we included the R code
exact=FALSE in the cor.test( ) function (see: Fig. 12.10, Lines 48, 52, and 56).
This was done in order to handle the error “Cannot compute exact p-value with ties”
when running the method (Method 2—see Fig. 12.10). This is owing to the fact that
the Spearman’s rho method is much more sensitive to error and handling discrep-
ancies in data samples than the Kendall’s tau method, as we explained and pointed
out earlier in Sect. 12.1).

Once the user has successfully run the set of codes and analysis as defined in
Steps 3A and 3B (Figs. 12.8 and 12.10, Lines 20-57), they will be presented with
the results of the “tests for assumptions”, followed by the “Kendall’s tau” (method
1) test, and then “Spearman’s rho” (method 2) tests in the Console in R as shown in
Figs. 12.11a, b, and c, respectively.

Consequentially, in Fig. 12.11a, the authors performed the test for assumption
(data normality) for the Kendall’s tau and Spearman’s rho correlation analysis in
order to determine if the selected or targeted variables “region” and “lexp” are
suitable for conducting the two tests.

As highlighted in the figure (Fig. 12.11a), we can see that the normality
test using the Shapiro—Wilk’s method or function—shapiro.test( ) (where we
assume a value of p > 0.05 is normal) shows that the distribution of the two
variables was not normally distributed, with p-values of the “region” variable
(with three ranked groups) when analyzed against the “lexp” variable showing to
be mostly non-normal values (p<0.05) whereby the values of p-value=0.0203
(W=0.938) for “Eur & C.Asia”, p-value=0.0538 (W=0.878) for “N.A”, and
p-value=0.308 (W=0.914) for “S.A”, respectively. Therefore, we assume
that the dataset or analyzed variables are not normally distributed, and a distributed-
free method such as the Kendall’s tau and Spearman’s rho correlation analysis will
be suitable for analyzing the data sample.

Thus, we proceed to conduct the “Kendall’s tau” and “Spearman’s rho” corre-
lation analysis as defined in Step 3B (Fig. 12.10, Lines 32-57) and the results are
as presented in Figs. 12.11b and c, respectively.

As shown in Figs. 12.11b, c, the authors performed the Kendall’s tau and
Spearman’s rho tests by considering the two variables “region’ and “lexp” in the
example data (stored as Tau.Rho.data in R).

e The results of the Kendall’s tau tests were stored in an R object
we named “Tau.Corr.test” for the two-tailed analysis, and then
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“Tau.Corr.test2” and “Tau.Corr. test3” for the one-tailed analysis,
respectively.

e Accordingly, we stored the results of the Spearman’s rho tests in R
objects we called “Rho.Corr.test” for the two-tailed analysis, and then
“Rho.Corr.test2” and “Rho.Corr. test3” for the one-tailed analysis,
respectively.

Console  Terminal Jobs
=~/ MyFirstR_Project/

Ly

i"“““‘\ > # Test for Assmp: Shapiro-Wilk's test for normality
Y, Tou.Rho.data %%
+ group_by(region) %%
+ summarise( W Stat’ = shapiro.test(lexp)$statistic,
+ p.value = shapiro.test(lexp)sp.value)

region W Stat’ p.value "
fet , H
]
N.A. 9.878 ©0.0538 :
Lisa______0914 0.3 !
> # Convert the Region (Ordinal) variable to numeric vector
> Tou.Rho.data$region <- as.numeric{Tau.Rho.data$region)
> str{Tou.Rho.data)
~date fronel i BAobs. .Ef-i.‘til.r.ml.?&.-----.
|Sregmn :mm 1111111111
CoUnEry o chr  CALBania CArsenia 1us'ErIE"'1zerba1]an
popgrowth: num 1.2 1.1 0.4 1.4 0.3 .
lexp tint 727479716878 73 ?l n[H5...
gnppc : num B10 460 26338 430 2180 ...
safemater: int 76 NA NA NA NA NA NA NA 63 NA ...
- attr(*, "datalabel™)= chr "Life expectancy, 1998"
- attr(®, "time.stamp")= chr "26 Sep 2002 14:08"
- attr(®, "formats”)s chr [1:6] "X12.8g" "%28s" "¥9.8g" "¥9.0¢" ...
- attr(®, "types™)= int [1:6] 251 28 254 251 254 251
- attr(*, "val.labels")= chr [1:6] “region™ *" "~ "~ ..,
- attr(®, "var.labels")= chr [1:6] "Region™ “"Country” “Avg. annual ¥ growth™ “Life expectancy at birth™ ...
- attr(*, “expansion.fields™)s=List of 11
.3 1 chr [1:3] "_dta” "note2” "http://www.worldbank.org/depweb/english/modules/basdata/bdata/”
: chr [1:3]) "_dta" “noted” "2"
: chr [1:3] "_dta” “notel” “"Source: The World Bank Group, Learning Modules,”
: chr [1:3) "sofewmater” “notel” “Access to safe water, X of population, 1999-96"
: chr [1:3]) "safewmater” “noted™ "1"
¢ chr [1:3] “gnppc” "notel”™ “GNP per capital, 1998"
: chr [1:3] "gnppc” "note@" "1"
: chr [1:3] “lexp” “notel” “Life Expectoncy at Birth, 1998"
: chr [1:3] "lexp™ “noted” "1"
: chr [1:3] “popgrowth™ “notel” “Population Growth rate, average onnual growth % 1980-1998"
..%3 1 chr [1:3] "popgrowth® “note@” "1"
- attr(®, "version")= int 3
- attr(*, “lobel.toble”)sList of_l_______________________
..3 region: Named int [1:3] Uy
..= attr(*, “names™)= chr [1:3] "Eur & C.Asig”™ "N.A." "5.A.° _:

T S ——

K
i

1 ! bl
| Bur & CAsia  0.938 0.0203
i

]

u-u-mnul

N

r
]
]
L

Fig. 12.11 a Results of test for data normality and factorization displayed in the Console in R.
b Results of Kendall’s tau correlation tests displayed in the Console in R. ¢ Results of Spearman’s
rho correlation tests displayed in the Console in R
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Console  Terminal - Jobs
~[MyFirstR_Project/

> # Method 1
> # Kendall's tou Correlation test where dota is Ordinal (Two-tailed)

m > Tou.Corr.test <- cor.test(Tou.Rho.data$region, Tou.Rho.data$lexp, method =

> Tau.Corr.test

Kendall's rank correlation tou

data: Tou.Rho.data$region and Tou.Rho.data$lexp :
z = -1.6415, p-value = @.1007
alternative hypothesis: true tou 1s not equal to 0
sample estimates:

tau
-0.1632955

> # Kendall's tou test for Positive Correlation (One-toiled)

m > Tau.Corr.test? <- cor.test(Tou.Rho.data$region, Tou.Rho.data$lexp, method =

> Tou.Corr.testZ

Kendall's rank correlation tau

!"data: Tou.Rho.datodregion and Tou.Rho.dataSlexp '
2 :L64IS, povolue = 09497 ________
alternative Plypotll!sts true tou is greater than G
sample estimates:
tou
-0.1632955

> # Kendall's tou test for Negative Correlation (One-tailed)

m > Tou.Corr.testd <- cor.test(Tou.Rho.dato$region, Tou.Rho.dato$lexp, method =

> Tau.Corr.test3

Kendall's rank correlation tou

| data:  Tou.Rho.dataSregion and Tau.Rho.dataSlexp !
Lz L6415, p-volue = 005035 ____________1
alternative hypothesis: true tou is less than @
sample estimates:
tou
-0.1632955

Fig. 12.11 (continued)
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“kendall™)

“kendall”, alternative = “greater”)

“kendall”, alternative = “less™)
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Console  Terminal Jobs =5

- [MyFirsiR_Project/

> # Method 2
» # Spearman’s rho Correlotion test where data is Ordinal (Two-tailed)

j_'_:f:_"} > Rho.Corr.test <- cor.test(Tou.Rho.data$region, Tou.Rho.datadlexp, method = “spearmon”, exact=FALSE)
» Rho.Corr. test

Spearman’s rank correlation rho

: data: Tou.Rho.data$region and Tou.Rho.datadlexp |r
I 5 = 62860, p-value = 0.1024 )
alternative hypothesis: True rho 15 not egual to B
somple estimgtes:
rho

-0.1937594

> & Spearmon's rho test for Positive Correlotion (Ome-toiled)
> Rho.Corr.test? < cor.test(Tou.Rho.dota$region, Tou.Rho.dota$lexp, method = “spearman”, alternative = “greater”, exoctsFALSE)
> Rho.Corr, test2

Spearman’s rank correlation rho

I dota: Tou.Rho.dataSregion and Tou.Rho.dataSlexp |
15 = 62860, p-value = 0.9488 1
T aMtermafive Fypothesis T True rho 15 greater than @
somple estimates:
rho
9.19975%4

> # Spearmon’s rho test for Negative Correlation (One-toiled)
> Rho.Corr testd <- cor.test(Tou.Rho.dota$region, Tou Rho.dota$lexp, method = "spearman”, olternotive = “less”, exoct=FALSE)
> Rho.Corr. testd

Spearman’s rank correlation rho

: dota: Tou.Rho.dota$region and Tou.Rho.dataSlexp
15 = 62860, p-value = 0.85121 1
alternative hypothesis: true rho 15 less than @
sonple estimates:
rho
-9.1997594

Fig. 12.11 (continued)

# Step 4—Plot and Visualize Correlation Between the Variables

As previously illustrated earlier in Sect. 12.2, another way to check whether there is
association or relationship (correlation) between two variables is by plotting them
as graph. By so doing, the researcher or data analyst are able to visualize the linear
line (correlation) between the two analyzed variables.

As represented in Figs. 12.12a, b (see Step 4, Lines 60—74) and the resultant
scatterplots in the same figures (Fig. 12.12a, b); the authors utilized the ggscatter( )
function to visualize the association or linearity between the two variables “region”
and “lexp” as contained in the example data we stored as ‘“Tau.Rho.data” in R.

The syntax and code we used to plot the graphs for both the Kendall’s tau (method
1) and Spearman’s tho (method 2) correlation is as shown in the codes below, and
the resultant charts are represented in Figs. 12.12a and b, respectively.
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Fig. 12.12 a Plot for Kendall’s tau correlation (test for dependency) between two variables in R
using the ggscatter() function. b Plot for Spearman’s rho correlation (test for association) between
two variables in R using the ggscatter() function
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# Step 4 - Visualize Correlation between the two variables

# Method 1: Kendall's tau
ggscatter (Tau.Rho.data, x = "region", y = "lexp",
add = "reg.line", conf.int = TRUE,
cor.coef = TRUE, cor.method = "kendall",
xlab = "Region (demographic)", ylab = "Life expectancy (age)",

main = "Correlation between Region and Life expectancy ")

# Method 2: Spearman's rho
ggscatter (Tau.Rho.data, x = "region", y = "lexp",
add = "reg.line", conf.int = TRUE,
cor.coef = TRUE, cor.method = "spearman",
xlab = "Region (demographic)", ylab = "Life expectancy (age)",

main = "Correlation between Region and Life expectancy ")

# Step 5—Results Interpretation (Kendall’s Tau and Spearman’s Rho)

The final step for the Kendall’s tau (method 1) and Spearman’s rho (method 2)
correlation analysis is to interpret and understand the results of the tests.

By default, the hypothesis for conducting the tests (Kendall’s tau and Spearman’s
rho) by considering the analyzed variables “region” and “lexp” in this partic-
ular example (see: Fig. 12.11b, ¢) is;

Two-Tailed Kendall’s Tau and Spearman’s Rho Correlation Test

e (H,)IF the p-value of the tests is less than or equal to 0.05 (p <0.05), THEN we can
assume that there is a dependency or association between the two variables (region
and lexp). Thus, the population correlation coefficient (p) # 0. Meaning that the
population correlation coefficient is not 0, and consequently, we can assume that
a non-zero correlation exist between the “region” and “lexp” variables.

e (Hy) ELSE IF the p-value is greater than 0.05 (p > 0.05) THEN we can assume
that there is no correlation (association) between the two variables. Thus, p = 0.
Meaning that the population correlation coefficient is 0, and therefore, there is no
association (correlation) between the two variables.

One-Tailed Kendall’s Tau and Spearman’s Rho Correlation Test

e (H,) IF the p-value of the test is less than or equal to 0.05 (p < 0.05), THEN we
can statistically assume that the value of p > 0, i.e., the population correlation
coefficient is greater than 0, thus, a positive correlation exist between the two
analyzed variables.

OR
p <0, i.e., the population correlation coefficient is less than 0, thus, a negative
correlation exist between the two variables (region and lexp).
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e (H,) ELSE IF the p-value is greater than 0.05 (p > 0.05) THEN we can conclude
that there is no correlation between the two variables. Thus, p = 0. Meaning that
the population correlation coefficient is 0, and therefore, there is no association
(correlation) between the two variables.

> Tau.Corr.test <- cor.test(Tau.Rho.data$region, Tau.Rho.data$lexp,
method = "kendall")

> Tau.Corr.test
Kendall's rank correlation tau

data: Tau.Rho.data$region and Tau.Rho.data$lexp
z = -1.6415, p-value = 0.1007
alternative hypothesis: true tau is not equal to 0
sample estimates:

tau
-0.1632955)

> Rho.Corr.test <- cor.test(Tau.Rho.data$Sregion, Tau.Rho.data$lexp,
method = "spearman", exact=FALSE)

> Rho.Corr.test
Spearman's rank correlation rho

data: Tau.Rho.data$region and Tau.Rho.data$lexp
S = 62860, p-value = 0.1024
alternative hypothesis: true rho is not equal to 0
sample estimates:

rho
-0.1997594)

As shown in the results above which is the outcome of the Kendall’s tau (method
1) and Spearman’s rho (method 2) correlation analysis (Two-tailed) for the example
dataset (Tau.Rho.data) that we have reported in Fig. 12.11b, c; the meaning of
the results of the cor.test( ) method or function that we implemented to test the
association or dependency between the region and lexp variables (stored as R
objects “Tau.Corr.test” and “Tau.Corr. test”) can be explained as a list
containing the following:

Method 1: Kendall’s Tau

e Statistics: z = —1.6415 denotes the value of the Kendall’s tau correlation
analysis.

e p-value: p-value = 0.1007 is the p-value (significance level) of the test.

e Sample estimates: tau = —0.1632955 is the value of the population

correlation coefficient.
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Method 2: Spearman’s Rho

e Statistics: s = 62860 signifies the value of the Spearman’s rho correlation
analysis.

e p-value: p-value = 0.1024 is the p-value (significance level) of the test.
Sample estimates: rho = —0.1997594 is the value of the population
correlation coefficient.

Statistically, we can see that the p-value of both tests, i.e., the Kendall’s tau
(Tau.Corr.test, z=-1.6415, p=0.1007, method 1) and Spearman’s rho
(Rho.Corr.test, s=62860, p = 0.1024, method2) correlation analysis
(Two-tailed) are conventionally the same (p=0.1) and greater than the stated or scien-
tifically acceptable significance levels (p < 0.05). Therefore, we reject the H; and
accept Hy by supposedly concluding that there is no dependency or association
(correlation) between the two sets of analyzed variables (region and lexp) in the
example data (two-tailed test).

Also, as shown in the next results reported below, and in Figs. 12.11b, c for the
“one-tailed” correlation tests:

e We checked whether the correlation, if any? (in this case, no) may be a positive
or negative (direction) correlation by considering the outcomes or output of the
Kendall’s tau and Spearman’s rho tests, respectively.

Method 1: Kendall’s Tau Test for Positive or Negative Correlation (One-Tailed)

> Tau.Corr.test2 <- cor.test(Tau.Rho.data$Sregion, Tau.Rho.data$lexp,
method = "kendall", alternative = "greater")

> Tau.Corr.test2
Kendall's rank correlation tau

data: Tau.Rho.data$region and Tau.Rho.data$lexp
z = -1.6415, p-value = 0.9497
alternative hypothesis: true tau is greater than 0
sample estimates:
tau
-0.1632955

> > Tau.Corr.test3 <- cor.test(Tau.Rho.data$region,
Tau.Rho.data$lexp, method = "kendall", alternative = "less")

> Tau.Corr.test3
Kendall's rank correlation tau

data: Tau.Rho.data$region and Tau.Rho.data$lexp
z = -1.6415, p-value = 0.05035
alternative hypothesis: true tau is less than 0
sample estimates:

tau
-0.1632955)
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Method 2: Spearman’s Rho Test for Positive or Negative Correlation (One-
Tailed)

> Rho.Corr.test2 <- cor.test(Tau.Rho.data$Sregion, Tau.Rho.data$lexp,
method = "spearman", alternative = "greater", exact=FALSE)

> Rho.Corr.test2
Spearman's rank correlation rho
data: Tau.Rho.data$region and Tau.Rho.data$lexp
S = 62860, p-value = 0.9488
alternative hypothesis: true rho is greater than 0
sample estimates:
rho
-0.1997594

> Rho.Corr.test3 <- cor.test(Tau.Rho.data$region, Tau.Rho.data$lexp,
method = "spearman", alternative = "less", exact=FALSE)

> Rho.Corr.test3

Spearman's rank correlation rho
data: Tau.Rho.dataS$region and Tau.Rho.dataS$lexp
S = 62860, p-value = 0.05121
alternative hypothesis: true rho is less than 0
sample estimates:

rho
-0.1997594)

As gathered in the above results for the “one-tailed” test for positive and nega-
tive correlation (direction test) for the Kendall’s tau (method 1) and Spearman’s rho
(method 2) tests; we can see that the results of the direction test (one-tailed) based on
the p-values or estimated significance levels, i.e., p < 0.05, show that there is a nega-
tively directed correlation between the targeted variables (Tau.Corr.test3, p
= 0.05035)and (Rho.Corr.test3, p = 0.05121),respectively. Indeed,
this is also reflected in the outcomes of the two-tailed test results (see Fig. 12.11b,
¢), therein we found that the sample estimates or population correlation coefficient
(p) is less than 0, (i.e. Kendall tau, p = —0.1632955) and (Spearman rho, p =
—0.1997594), and thus, it can be said in addition to the fact that there was no
correction or association between the two analyzed variables (region and lexp), that
anegatively directed correlation exists between the two variables (region and lexp).
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12.4 Summary

In this chapter, the authors covered and demonstrated to the readers how to conduct
the three main types of Correlational Analysis in R. This includes the practical
illustration of how to perform the Pearson cor, Kendall’s tau, and Spearman’s rho
correlation tests using R.

We illustrated how to conduct the Pearson correlation test, also known as the
Pearson product-moment correlation coefficient in Sect. 12.2. While in Sect. 12.3,
the chapter covered how to perform the Kendall’s tau and Spearman’s rho correlation
tests.

Also, the chapter covered in each of the above sections (Sects. 12.2 and 12.3) how
to graphically plot or visualize the correlation between two specified variables and/
or the results of the correlational analysis. The content of the chapter also discussed
in detail how to interpret and understand the results of the three main tests (Pearson,
Kendall’s tau, and Spearman’s rho) in R.

In summary, the main contents covered in this chapter include:

® Pearson correlation (also known as Pearson Product—-moment correlation coeffi-
cient) is a parametric procedure or statistical test of hypothesis used to compare
the relationship that exists (linearity) between two sets of continuous (usually
normally distributed) variables.

® Kendall’s tau (also known as Kendall rank correlation coefficient) is described
as a non-parametric procedure (distribution-free) or statistical test of hypothesis
applied by the researchers to measure the strength of dependence or association
between two categorical or ordinal variable types.

e Spearman’s rho (also known as Spearman rank correlation coefficient) is equally
described as non-parametric procedure (distribution-free) or statistical test of
hypothesis applied by the researchers to measure the degree of association between
two categorical or ordinal variable types.

e Both the Kendall’s tau and Spearman’s rho correlation tests are considered as the
non-parametric versions or alternative to the Pearson’s correlation test.

When choosing whether to conduct a Pearson, Kendall tau, or Spearman’s rho
correlation tests? The researcher or data analyst should:

e Perform the “Pearson correlation” if the targeted variables come from an indepen-
dently sampled population, are normally distributed, in continuous data format,
and shows or presents to be linearly related when plotted.

e Perform the “Kendall’s tau or Spearman’s rho” tests if the targeted variables
come from an independently sampled population, are distribution-free (i.e., non-
normally distributed), and in categorical or ordinal data format. Although it is
noteworthy to mention that the two tests (i.e., Kendall’s and Spearman’s) can also
be applied for discrete or interval datasets, as long as the dataset being analyzed
has violated the test of assumptions such as data normality or homoscedasticity.

e In any case (be it Pearson, Kendall’s tau, or Spearman’s rho); the researchers
or data analyst can perform a “one-tailed” correlational analysis to determine
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the direction test (positive or negative) of the linear relationship or association/
dependency (if there exist any) between the analyzed variables.
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Chapter 13
Wilcoxon Statistics in R: Signed-Rank oo
Test and Rank-Sum Test

13.1 Introduction

The Wilcoxon test, which is of two types (i) Wilcoxon Signed-rank and (ii) Wilcoxon
Rank-sum (Wilcoxon, 1945), is a non-parametric test and alternative version of the
t-test (Rey & Neuhduser, 2011). The test is mostly applied by the researchers to
compare two samples by testing whether the median values of the data or variables
differ significantly from each other. The resultant models assume that the data comes
from two matched, or dependent populations, following the same distribution through
time or place (Hayes, 2023). The test (Wilcoxon) can be applied to test the hypothesis
that the median of a symmetrical distribution equals a given constant. And, as the
name implies and as with the many other types of non-parametric tests that we have
also previously covered in this book (see Chaps. 4, 6 and 12); this distribution-free
test is based on ranks (Rey & Neuhiuser, 2011). It is expected that the indepen-
dent variable in a Wilcoxon test is dichotomous, while the dependent variable is a
continuous variable whose measurement is at least ordinal.

The main types and features or summary of the Wilcoxon test include (Hayes,
2023):

e The Wilcoxon test compares two paired or independent groups of variable and
comes in two versions depending on the data groupings or scenario: (i) the rank-
sum test and (ii) signed-rank test.

e The aim of the tests is to determine if two or more sets of pairs are different from
one another in a statistically significant manner.

e Both tests (whether rank-sum or signed-rank) assume that the pairs in the data
sample come from the same dependent populations.

e Unlike t-test that calculates the mean difference of two variables, the Wilcoxon
test is used to calculate the median difference between two variables.

The “signed-ranked” version of the Wilcoxon test is calculated based on differ-
ences in the samples’ median scores but in addition to it taking into account the signs
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of the differences, thus, takes into consideration the magnitudes of the observed
differences. As the non-parametric equivalent of the paired t-test, the signed-rank
can be used as an alternative to the t-test when the population data does not follow
a normal distribution.

On the other hand, the Wilcoxon ‘“rank-sum” test is often used as the non-
parametric version or alternative to the independent or two-sample t-test.

Thus, the Wilcoxon rank-sum test is used to compare two independent samples,
while Wilcoxon signed-rank test is used to compare two related samples.

The value of z in a Wilcoxon test is calculated with the following formula:

T —pur
or

Zr =

where:
e T = the sum of values from calculating the ranges of differences in the sample.

In the next sections of this chapter (Sects. 13.2 and 13.3); the authors will be
demonstrating to the readers how to conduct the two main types of the Wilcoxon
test (Signed-rank and Rank-Sum) in R. We will explain and illustrate the different
steps and functions that are used to perform the test (Wilcoxon) in R by following
the outlined steps in Fig. 13.1.

Install and Load the required R packages for data manipulation, and plot

7 on non

visualization; “scales”, "ggplot2", “dplyr”, "reshape2", "plyr", "class"

Import and inspect dataset for analysis

Conduct test for assumptions and the Wilcoxon tets in R using the
supported methods; wilcox.test( ), shapiro.test( ), and var.test( )

Plot and visualize the data and results for comparison and
interpretation including export for use

Check and interpret the results of the analysis

Fig. 13.1 Steps to conducting Wilcoxon tests in R



13.2  Signed-Rank Wilcoxon Test in R 281

13.2 Signed-Rank Wilcoxon Test in R

Signed-Rank Wilcoxon test is used by the researchers to determine the median differ-
ence between two sets of data. It is used when the researchers or data analysts are
interested in knowing the difference in median between two measures in a sample
(e.g., pre and post tests, or before and after test).

By default, the hypothesis for testing whether there is a difference in median of
the two (paired) data samples in Signed-Rank Wilcoxon tests is; IF the p-value is less
than or equal to 0.05 (p < 0.05), THEN we assume that the median of the two sets
of data or group of variables are statistically different and that this is not by chance
(H,), ELSE IF the p-value is greater than 0.05 (p > 0.05) THEN we can presume that
there is no difference in the median of the two groups and any potential difference
could only occur by chance (Hp).

The authors will demonstrate to the readers how to perform the Signed-
Rank Wilcoxon tests used for two paired samples in R using the wilcox.test( ),
shapiro.test( ) and var.test( ) functions.

As defined in the previous section (Sect. 13.1), we will do this using the steps
outlined in Fig. 13.1.

To begin, Open RStudio and Create a new or open an existing project. Once
the user has the RStudio and an R Project opened, Create a new R Script and
name it “Signed-Rank-Wilcoxon” or any name the user may preferably choose (see
Chaps. 1 and 2 if the user requires to refresh on how to do these steps).

Now, let’s download an example data that we will use to demonstrate the two
types of the Wilcoxon tests (Signed-Rank and Rank-Sum) in R. ***Note: the users
are welcome to use any existing data or format they may wish to use for this illus-
tration or analysis***. The example datasets the authors have used here are only for
illustration purposes (users can see Chap. 2 for a step-by-step guide on how to work
with different data types and format in R).

As shown in Fig. 13.2, download the example file named “exam_grades.csv”
from the following source (https://www.openintro.org/data/) and save it on the
local machine or computer. ***Note: the readers can also visit the following
repository (https://doi.org/https://doi.org/10.6084/m9.figshare.24728073) where the
authors have uploaded all the example files used in this book to directly access and
download the file.

Once the user has downloaded the example file (exam_grades.csv) and saved this
on the local machine or computer, we can proceed to conduct the first Wilcoxon test
(Signed-Rank Wilcoxon) in R.

# Step 1—Load the Required R Packages and Libraries

Install and Load the following R packages and libraries (see Fig. 13.3, Step1, Lines
3-20) that will be used to call and run the different R functions, data manipulations,
and graphical visualizations for the Signed-Rank Wilcoxon analysis.

The code and syntax to install and load the required R packages are as follows
(Fig. 13.3, Step 1, Lines 3-20):


https://www.openintro.org/data/
https://doi.org/
https://doi.org/10.6084/m9.figshare.24728073
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evals Probiab ovehsilliont dad b

> | exam_grades
§  Sxam.graces

exams

Rt

exclusive_relationship

fact_opinion

e C5Y Tab-delmaed Bioe

family_college

famuss

Fig. 13.2 Example of csv data download for Wilcoxon test. Source https://www.openintro.org/
data/

Demo.R -« © T ) T R ©Signed-Rank R Wilcoxon.Dat 5 — [0

% Saye, Az “+Run S “ Source -

# Signed-Rank Wilcoxon Test in R

# Step 1 - Install and Lood required R Package and Libraries

install.packages(“scales™)
install.packages("reshape?”)
install.packages{"plyr")
install.packages{ "dplyr")

18  install.packages{“class"}

11  instoll.pockoges(“PoiredData™)

1
2
3
4
5 install.packages("ggplot2™)
&
7
8
L]

13  library(ggplot2)

14  library(scales)

15  library(reshope)
16  library(plyr)

17  library(dplyr)

18 library(closs)

19 library(PairedData)

28 library(readxl) ¥
o
22 # Step 2 - Import ond inspect exomple dotaset for Analysis

24  Wilcoxon.Data<-read.csvifile.choose())
25 attach{Wilecoxen.Data)

26 names(Wilcoxon.Data)

27 str(Wilcoxon.Datal

28 View(Wilcoxon.Data)

3@ # Remove NA values in the Exomple dota
31  Wilcoxon.Data <- na.omit(Wilcoxon.Data)
32 View(Wilcoxon.Data)

@
m
©
~

34 % Step 3 - Conduct tests for Assumptions ond Analyze dota

36 # Assmpl: Shapiro-Wilk's test for doto normolity of the two variables
37 shapiro.test(Wilcoxon.Datalexaml)
3% shopire.test(Wilcoxon.Datalexam?)

E )

49 # Assep?: F-test for homogeneity in vorionces. function vor, test()

41  homogeneity.ftest 3 < vor.test(exoml, exam?, doto - Wilcoxon.Data)

42 homogeneity. ftest_3 <z Step 3A (Test for Assumptions)
43

44 # Assmp3: Foctor variables from numeric to ranked or ordinal variable

45  Wilcoxon, < as LelWilcoxon. by 2

46 Wilcoxon.Dotalexaml «- as.factor{Wilcoxon.DotaSexcml)

48 Wilcoxon.Dotalexam? <- as.mumeric(Wilcoxon.Datalexan?)
49 Wilcoxon.DataSexam2 <- as.factor(Wilcoxon.DataSexam2)

- ’
=1

55:21 | (Top Level + R Script 2

Console  Terminal Background Jobs =

G R4.2.2 - ~/WC Manuscript/
> Lwrury resun
>

Fig. 13.3 Steps to conducting Wilcoxon test in R
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install.packages("ggplot2")
install.packages("scales")
install.packages("reshape2")
install.packages("plyr")
install.packages("dplyr")
install.packages("class")

install.packages("PairedData")

library(ggplot2)
library(scales)
library(reshape2)
library(plyr)
library(dplyr)
library(class)
library(PairedData)
library(readxl)

# Step 2—Import and Inspect the Example Dataset for Wilcoxon Analysis

As illustrated in Fig. 13.3 (Step 2, Lines 22-32), import the dataset named
“exam_grades.csv”’ that we have downloaded earlier, and store this in an R
object named “Wilcoxon.Data” (remember the users can use any name of they
may preferably choose if they wish to do so).

Once the user has successfully imported the dataset, they will be able to view
the details of the example dataset (exam_grades.csv) stored as R object we named
“Wilcoxon.Data” in R as shown and highlighted in Fig. 13.4 with 233 observations
and 6 variables (column) in the data sample.

Wilcoxon.Data <- read.csv(file.choose())
attach(Wilcoxon.Data)
names(Wilcoxon.Data)
str(Wilcoxon.Data)
View(Wilcoxon.Data)

***Note: a good scientific practice when working with datasets both in R or for
research purposes is to clean up the dataset for use, e.g., by removing the NA or
empty cells or values to ensure an accurate and reliable calculation or computation.
For example, as shown in Step 2 in Fig. 13.3 (see Lines 30 to 32), the authors have
used the following syntax and code to “remove the NA values” in the stored dataset
(Wilcoxon.Data).
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> View(Wilcoxon, Data)
>

Fig. 13.4 Example dataset.csv imported and stored as an R object in R

# Remove NA values in the Example data
Wilcoxon.Data <- na.omit (Wilcoxon.Data)

View(Wilcoxon.Data)

***Now, when you use the view function View (Wilcoxon.Data) to visualize
the example dataset again, you will notice that the program has removed the row that
contain the “NA” value under the “exam1” variable. Consequentially, the user will
also notice in the Environment Tab that there are now a total of “232 observations”
and 6 variables (column) in the cleaned data sample (Wilcoxon.Data).

# Step 3—Conduct Tests for Assumptions and Analyze Data

As shown in Fig. 13.5 (Step 3A, Lines 34-49), we first conducted the various neces-
sary tests of assumptions (e.g., data normality and homogeneity of variance) for the
selected items or variables (i.e., “exam1” and “exam2”—see Fig. 13.4) in R before
proceeding to perform the main analysis (Signed-Rank Wilcoxon test—Step 3B).
The assumption test done in Step 3A (Fig. 13.4) is to ensure that the data does not
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meet (violates) the data normality or homogeneity of variance condition, which are
prerequisite to carrying out the non-parametric tests such as the Wilcoxon test.

The test of assumptions (Step 3A, Fig. 13.5) and Signed-Rank Wilcoxon test
defined in Step B (see Fig. 13.5, Lines 51-63) is done by using the shapiro.test( ),
var.test( ), and wilcox.test( ) functions in R.

As defined in the Introduction section (Sect. 13.1);

¢ Signed-Rank Wilcoxon test statistics compares the median for two sets of data
from a single population but analyzed at different time intervals (e.g., pre and post
test, before and after, etc.).

e The targeted variables must be measured in ranked or ordinal scale. Thus, it is
assumed that the independent variable in a Wilcoxon test is dichotomous, and
the dependent variable is a continuous variable whose measurement is at least
ordinal.

To illustrate the Signed-Rank Wilcoxon test using the example dataset we stored
as “Wilcoxon.Data” (see: highlighted columns in Fig. 13.4) we will:

1. Test whether the median of the grades for the “exam1” variable is equal to the
median of the “exam2” variable in the dataset? (two-tailed test).
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Fig. 13.5 Conducting signed-rank Wilcoxon test in R
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2. Test whether the median of the “exam1” grades is less than the median of the
“exam?2”? (one-tailed test).

3. Test whether the median of the “examl” grades is greater than the median of
the “exam2”? (one-tailed test).

Accordingly, the syntax to performing the above-listed tests in R (see Fig. 13.5,
Steps 3A and 3B, Lines 34-63) are as shown in the codes below:
# Assmpl1: Shapiro-Wilk's test for data normality of the two variables
shapiro.test(Wilcoxon.Data$exam1)

shapiro.test(Wilcoxon.Data$exam?2)

# Assmp2: F-test for homogeneity in variances. function var.test()
homogeneity.ftest 3 <- var.test(examl, exam2, data = Wilcoxon.Data)

homogeneity.ftest 3

# Assmp3: Factor variables from numeric to ranked or ordinal variable
Wilcoxon.Data$exam1 <- as.numeric(Wilcoxon.Data$exam1)

Wilcoxon.Data$exam! <- as.factor(Wilcoxon.Data$exam1)

Wilcoxon.Data$exam?2 <- as.numeric(Wilcoxon.Data$exam?2)

Wilcoxon.Data$exam2 <- as.factor(Wilcoxon.Data$exam?2)

#Perform Signed-Rank Wilcoxon tests

# Signed-Rank Wilcoxon Test where variables are factor or categorical (Two-tailed)

WilcoxonSignedModell <- wilcox.test(‘examl’, ‘exam2', mu=0, alt="two.sided",
paired=TRUE, conf.int=TRUE, conf.level=0.95, exact=F, correct=F)
WilcoxonSignedModell

# Test whether Ave. median of exam]1 is less than the Ave. median of exam2 (One-tailed)
WilcoxonSignedModel2 <- wilcox.test(‘examl’, ‘exam2’, mu=0, alt="less", paired=TRUE,
conf.int=TRUE, conf.level=0.95, exact=F, correct=F)

WilcoxonSignedModel2

# Test whether Ave. median of examl1 is greater than the Ave. median of exam2 (One-tailed)
WilcoxonSignedModel3 <- wilcox.test(‘'examl’, ‘exam2’, mu=0, alt="greater",
paired=TRUE, conf.int=TRUE, conf.level=0.95, exact=F, correct=F)

WilcoxonSignedModel3
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Useful Tip:

e As described in the codes and figure above (Fig. 13.5), the users are
always required to specify the paired = TRUE option when conducting the
Signed-Rank Wilcoxon test, which represents as the alternative (non-parametric
equivalent) to the Paired Sample #-test.

e Usethealt = “less”andalt = “greater” options tospecifya “one-
tailed” r-test.

Once the user has successfully run the codes defined in Steps 3A and 3B (Lines 34—
63) in Fig. 13.5, they will be presented with the results of the “tests for assumptions”
(Step 3A) and the “Signed-Rank Wilcoxon test” (Step 3B) in the Console as shown
in Figs. 13.6a and b, respectively.

In Fig. 13.6a which represents as the result or outcome of Step 3A (see: Fig. 13.5),
we conducted the different necessary assumptions tests for the Wilcoxon test in order
to determine if the available dataset and variables are valid to perform the test.

As highlighted in the figure (Fig. 13.6a), the normality test (Assmpl) by using
the Shapiro—Wilk’s method shapiro.test( ) whereby we hypothetically assume that a

Console  Terminal Background Jobs
R R4.2.2 - ~/WC Manuscript/

> # Assmpl: Shapiro-Wilk's test for data normality of the two variables
> shapiro.test(Wilcoxon.Data$examl)

Shapiro-Wilk normality test

data: Wilcoxon.Data$exam?2
W = ©0.97513, p-value = @.0004188

> # Assmp2: F-test for homogeneity in variances. function var.test()
> homogeneity.ftest_3 <- var.test(examl, examZ, data = Wilcoxon.Data)
> homogeneity.ftest_3

F test to compare two variances

data: examl and exam2

F = 0.64534, num df = 231, denom df = 232, p-value = ©.0009178
~altérnative hypothesis: true ratio of variances 1s not equal to 1
95 percent confidence interval:

0.4984702 @.8355443
sample estimates:
ratio of variances
0.6453399

Fig. 13.6 a Results of data normality and homogeneity of variance test displayed in the console in
R. b Results of signed-rank Wilcoxon test displayed in Console in R
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b Console  Terminal Backprownd Jobs o
B RA22 - </WC Mansscrigt)

4 > # Siged-Ronk Wilconon Test where vorichle is dichotosous and ot least ordingl (Two-teiled)

" > WileomonSignedodell <- wilcon test{ ensml’, “exand’, mmd, olte"tws.sided”, poiredeTRUE, conf.inteTRUE, conf.leveld.95, envcteF, correctsF)
> WilcomonSignediodel 1

Wilconsn signed renk test

1 dota: ennmd ond exam i
1Y = 20685, p-vilue = 6.842e-14 ]

alternative hypothesis: true locstion shift 1s rot eqwl to @

95 percent confidence interval :

6.499942 10.299996
saple estinotes:
(psewdo)medion
1285

» B Test whether Ave. medion of exonl is less than the hve. medion of exand (Dne-tailed)
» WilcomonSignedModell <- wiloos.test( anoml”, “exomd’, mssd, olt="less”, poired<TRUE, conf.int<TRUE, conf.leveled.55, exocteF, correctsF)
> WilcomonSignediodel2

Wilconon signed rork test

| doto: exom] ond exomd :
T T T
95 percent confidence interval:
~Inf 10. 00006
sample estinotes:
(predo)medion
34285

meachy 3 # Test whether dve. medion of exoml is grester than the Ave. medion of examd (Ome-toiled)

¥ 5 WileomnSignedodeld <- wilcon test{ ensml’, “exemd’, msd, alte"greater”, prired<TRUE, conf.int=TRUE, conf_levelod.35, exactsF, correctsF)
> WlcononSignediodel 3

Wilconsn signed ronk test

T dota: eaoml ond exomd 1
LV = 20685, p-volue « 3.421e-14 !
alternative mypothesis: true locstien shift is grester thon @
95 percent confidence intervel:
6. 750027 Inf
saple estinotes:
(pseado)medion
485

Fig. 13.6 (continued)

score of p-value > 0.05 is normal, shows that the distribution of the two sets of data or
variables (i.e., “examl” where W=0.96602, p-value=2.419e-05, and
“exam2” where W=097513, p-value=0.0004188) are not normality
distributed.

Also, the homogeneity of variance test (Assmp2) for the two variables (examl
and exam?) using the var.test( ) method, whereby we assume that a value of p > 0.05
indicates equality in variance, shows that there is difference in the variance for the
two variables (examl, exam2) with p-value=0.0009178 and F=0.64534.

Thus, we presume that the data normality and assumption of equality in variance
are not met, and proceed to conduct the Signed-rank Wilcoxon test.

Consequently, Fig. 13.6b is the result of the Signed-Rank Wilcoxon test and
statistics as described in Step 3B in Fig. 13.5 (Lines 51-63).

Asreported in Fig. 13.6b, we conducted the Signed-Rank Wilcoxon test by testing
the median differences for the two target variables (examl, exam2). The results of
the test were stored in an R object we defined as “WilcoxonSignedModell”
for the two-tailed analysis, and “WilcoxonSignedModel2” and
“WilcoxonSignedModel3” for the one-tailed analysis, respectively. The
meaning of the results is discussed in detail in Step 5 in this section.
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Fig. 13.7 Plot for median difference for two paired group of variables in R

# Step 4—Plot and Visualize the Mean Differences for the Two Paired Variables

Another good way to determine the median differences between two variables is to
graphically plot or represent it. As defined in Step 4 in Fig. 13.5 (Lines 66—69) and the
resultant chart represented in Fig. 13.7; the authors graphically represented or visu-
alized the median between the two paired groups of variables (examl, exam?)
in the example dataset “Wilcoxon.Data” by plotting them using the paired( ) and
boxplot( ) functions in R.

The code used to plot the median of the two variables (examl, exam?2) is as
shown below, and the resultant graph is as presented in Fig. 13.7.

# Visualize median differences for paired groups of data
pairedSample <- paired(exam1, exam2)

boxplot(pairedSample, type = "profile") + theme bw()

# Step 5—Results’ Interpretation for Signed-Rank Wilcoxon Test

The final step for the “Signed-Rank Wilcoxon” test statistics is to interpret and
understand the results of the analysis.

By default, the hypothesis for conducting the test (Signed-Rank Wilcoxon) is;
IF the p-value is less than or equal to 0.05 (p < 0.05), THEN we assume that the
median of the two set of variables or analyzed data are statistically different and not
by chance (H;), ELSE IF the p-value is greater than 0.05 (p > 0.05) THEN we can
say that there is no difference in the median of the two sets of data (Hy).
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> WilcoxonSignedModel 1
Wilcoxon signed rank test

data: examl and exam2
V =20686, p-value = 6.842¢-14
alternative hypothesis: true location shift is not equal to 0
95 percent confidence interval:

6.499942 10.299996
sample estimates:
(pseudo)median

8.4285

As reported in the above statistics and outcome of the Wilcoxon test (Signed-
Rank)—TFigs. 13.6b; the meaning of the results of the test by using the wilcox.test( )
function in R can be explained as a list containing the following:

e Statistics: v = 20686 which denotes the value of the ¢-test analysis.

e p-value: p-value = 6.842e-14 is the significance level of the test.
Confidence interval: Conf.Int (95%, 6.499942 10.299996) repre-
sents the confidence interval for the median assumed to be appropriate to the
specified alternative hypothesis.

e Sample estimates: (pseudo)media = 8.4285 is the estimated median
of the two groups of variables, e.g., compared by considering the two variables
(examl, exam?2).

Accordingly, the outcome of the wilcox.test( ) function used for the Two-tailed
Singed-Rank test or model (WilcoxonSignedModell) shows that there exist
a difference in the median between the two sets of analyzed variable (examl,
exam2). The p-value for the “Two-tailed” test was statistically found to be
p=6.842e-14 (V=20686), which is significantly less than the scientifically
accepted levels (p < 0.05). Therefore, we conclude that there is a significant differ-
ence between the median of the two sets of exam grades (examl, exam?2) across
the analyzed period or data.

Furthermore, as gathered in the results for the one-tailed Signed-Rank
tests described below (see Fig. 13.6b);

e In our analysis, we also checked whether the median of the “exam1” variable is
less than the median of the “exam2” (WilcoxonSignedModel?2).

e Then checked whether the median of the “exam1” is greater than the median of
the “exam2” (WilcoxonSignedModel?3).
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> WilcoxonSignedModel?2
Wilcoxon signed rank test

data: examl and exam2
V = 20686, p-value = 1
alternative hypothesis: true location shift is less than 0
95 percent confidence interval:

-Inf 10.00006
sample estimates:
(pseudo)median

8.4285

> WilcoxonSignedModel3
Wilcoxon signed rank test

data: examl and exam2
V = 20686, p-value = 3.42le-14
alternative hypothesis: true location shift is greater than O
95 percent confidence interval:
6.750027 Inf
sample estimates:
(pseudo)median
8.4285

In the results of the one-tailed tests presented above, we can see that when we
analyzed whether the median of the “exam1” variable is less than the median of the
“exam?2” that there was no significant difference (WilcoxonSignedModel?2,
V=20686, p=1). But when we analyzed whether the median of the “exam1”
is greater than the median of the “exam2” there was a significant difference
(WilcoxonSignedModel3, V=20686, p=3.421le-14) (ie., p < 0.05).
Therefore, it can be said from the results of the one-tailed Wilcoxon tests that the
median of the “exam1” is greater and not less than the median of the “exam?2”
grades which was statistically differenced (sample estimates) by margin of 8.4285
(pseudo median of the differences) presented in both tests (one-tailed).

Therefore, in summary, we can statistically say that there was a significant differ-
ence or variation in the median of the grades or targeted variables (exam1 and exam?2)
across the periods of the exams based on the example dataset that we stored as
“Wilxoxon.Data” in R. For example, this result suggests a change in the grades of
the students or participants across those periods. Moreover, the average median of the
“exam1” represents to be greater (and not less) than the median of the “exam2” in
the analyzed data.
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13.3 Rank-Sum Wilcoxon Test in R

Rank-Sum Wilcoxon test (also referred to as the non-parametric equivalent or alter-
native to the “Unpaired” or “Two-sample” or “Independent-sample” t-test) is used
when the dataset the researcher or data analysts wants to analyze are of two types
or sample, and are statistically independent. In essence, the “Rank-Sum Wilcoxon
test” is used to compare the median of two independent groups of variables or data
samples. As the non-parametric equivalent of the Independent sample t-test, it (Sum-
Rank) allows the researchers to compare the median of two distinctive sets of data
randomly drawn from two different populations, when the dataset in question violates
the necessary conditions to perform the Independent sample t-test or is said to contain
outliers.

By default, the hypothesis for testing whether there is a difference in median of
the two (independent) data samples is; /F the p-value is less than or equal to 0.05
(p < 0.05), THEN we assume that the median of the two sets of data or groups of
population in the sample are statistically different and that this is not by chance (H;),
ELSE IF the p-value is greater than 0.05 (p > 0.05) THEN we can presume that there
is no difference in the median of the two groups of data and any difference observed
could only occur by chance (Hy).

In this section, the authors will demonstrate to the readers how to conduct the
Rank-Sum (unpaired sample) Wilcoxon test in R using the shapiro.test( ), var.test( )
and wilcox.test( ) functions in R.

As defined earlier in the previous section (Sect. 13.1), we will do this by using
the computational steps outlined in Fig. 13.1.

To begin, Create a new or open an existing R project. Once the user has the
RStudio and an R Project opened, Create a new R Script and name it “Sum-Rank-
Wilcoxon” or any name the user may preferably choose (see Chaps. 1 and 2 for
step-by-step guide on how to do these steps if required).

Next, we will continue to use the example dataset (exam_grades.csv) (see
Figs. 13.2 and 13.4) that we downloaded earlier and stored as R object we named or
defined as “Wilcoxon.Data” in R to illustrate the Rank-Sum Wilcoxon test. ***Note:
the readers can refer to the following repository (https://doi.org/https://doi.org/10.
6084/m9.figshare.24728073) where the authors have uploaded all the example files
used in this book or if they have not practiced the previous example the authors
presented in Sect. 13.2.

# Step 1—Install and Load the Required R Packages

Since we have previously installed the necessary R packages in our previous example
in Sect. 13.2, we do not necessarily need to install the different R packages again,
rather we just need to “load” the libraries for the necessary packages (see Lines 12
to 18, Step 1, Fig. 13.8). However, if the user has directly visited this section or has
exited or not practiced the previous example in Sect. 13.2, then they would need
to “Install and load” the necessary R packages as defined in Lines 5-18 in Step 1
(Fig. 13.8).


https://doi.org/
https://doi.org/10.6084/m9.figshare.24728073
https://doi.org/10.6084/m9.figshare.24728073
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instoll.packages(“scales”)

1
2
3
4
5  install.packages(“ggplot2"}
(3
7 instoll.pockages(“reshape2™)
8

instoll.pockoges"plyr”)

13 librory(scales)
14 librory(reshape2)
15 library(plyr)

16 library(dplyr)

17 library(class) 1

18 librory(readxl) 1
e -
.

22 Wilcoxon,Data<-read,csvifile.choose())
23 attoch(Wilcoxon.Data)

24 nomes(Wilcoxon.Data)

25  str(Wilcoxon.Dota)

26 View(Wilcoxon.Data)

28  # Remove NA volues in Exomple datoset
29 Wilcoxon.Data <- na.omit(Wilcoxon.Data)
3 View(Wilcoxon.Data)

[7327 # step 3 - Conduct tests for Assumptions ond Analyze data
i3
34 # Assmpl: Shapiro-Wilk test for dato normality - Sex (Man, Woman) vs examl
35 with(Wilcoxon.Data, shopiro.test{exoml[sex "Man"]33
36 with(Wilcoxon.Data, shapiro.test{examl[sex “Woman®]33)
Erd

38 # Assmp?: F-test for homogeneity in vorionces. function var.test()

42  homogeneity. ftestd
41

42 # Assmp3: Factor varicbles from rumeric to ronked or ordinal vericble

43 Wilcoxon.Datalexaml <- os.numeric{Wilcoxon.Datalexaml)

44  Wilcoxon.Dotalexoml <- as.factor(Wilcoxen.Dotalexaml)

45

46 Wilcoxon.Dotolsex <- os.foctor(Wilcoxon.DotoSsex)

48

491 (Top Level) =

Console

Fig. 13.8 Steps to conducting Rank-Sum Wilcoxon test in R

9  install.packages(“dplyr™) i i}
10 install.packages(“class") < Step1
1

12  librery(ggplot2) H

39  homogeneity.ftestd <- vor.test{exoml - sex, dota - Wilcoxon.Dota) ,:-
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+ Source =

Step 3A (Test for Assumptions)

B Script =

Depending on the users case scenario, Install or Load the following R packages
and libraries (Fig. 13.8, Step 1), that we will be using to call the different R functions,
data manipulations, and graphical visualizations for the Rank-Sum Wilcoxon test.

The code and syntax to install and load the required R packages are as follows:

install.packages("ggplot2")
install.packages("scales")
install.packages("reshape2")
install.packages("plyr")
install.packages("dplyr")
install.packages("class")

library(ggplot2)
library(scales)
library(reshape?2)
library(plyr)
library(dplyr)
library(class)
library(readxl)
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# Step 2—Import and Inspect Example Dataset for Analysis

As illustrated in Step 2 in Fig. 13.8 (Lines 20-30); import and/or load the dataset
named “exam_grades.csv”’ which we have previously downloaded and stored as an
R object we named “Wilcoxon.Data” in R (see Figs. 13.2 and 13.4).

Depending on whether the user has continued in our previous example, or has
exited or visited this particular section; the code to import and/or attach the example
dataset is provided below:

Wilcoxon.Data <- read.csv(file.choose())
attach(Wilcoxon.Data)
names(Wilcoxon.Data)
str(Wilcoxon.Data)
View(Wilcoxon.Data)

# Remove NA values in Example dataset
Wilcoxon.Data <- na.omit(Wilcoxon.Data)

View(Wilcoxon.Data)

Once the user has successfully imported or loaded the dataset, you will be able to
view the details of the dataset (exam_grades.csv) stored as R object “Wilcoxon.Data”
in the R environment as shown in Figs. 13.2 and 13.4, respectively, with 233
observations and 6 variables (column) in the data sample.

# Step 3—Conduct Tests for Assumptions and Analyze Data

Now that we have imported the dataset and/or loaded it ready for analysis
(Wilcoxon.Data), we can proceed to analyze the data.

As defined in Step 3A in Fig. 13.8 (Lines 32-46), we first conducted the various
necessary tests of assumptions (e.g., data normality and homogeneity of variance)
for the chosen items or variables (i.e., “sex” and “examl”—see Fig. 13.4) in R
before proceeding to perform the analysis (Rank-Sum Wilcoxon test — Step 3B). The
assumption tests we performed in Step 3A (Fig. 13.8) are to ensure that the data does
not meet or violate the data normality or homogeneity of variance condition which
are preconditions to carrying out the non-parametric tests, such as the Wilcoxon test.

The test of assumptions (Step 3A, Fig. 13.8) and Rank-Sum Wilcoxon test
described in Step B (see Fig. 13.9, Step 3B, Lines 48—60) is performed by using
the shapiro.test( ), var.test( ), and wilcox.test( ) functions in R.

As defined earlier in the Introduction section (Sect. 13.1);

e Rank-Sum Wilxocon test compares the median for two independently sampled
groups from two different population whereby the two variables under consider-
ation are independent of each other.

e The targeted grouping “independent” variable (x) is often a dichotomous or binary
type, while the y variable is continuous with at least ordinal scale measurement.
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Fig. 13.9 Conducting Rank-Sum (Unpaired) Wilcoxon Test in R

To illustrate this test (Rank-Sum) using the example dataset “Wilxocon.Data” in

R (see: highlighted columns in Fig. 13.4) we will:

1.

Test whether the median of the group A (Man) of the “sex” variable is equal to
the mean of the group B (Woman) of the “sex” variable considering the “exam1”
period in the data? (two-tailed test)

Also, we will check whether the median of the group A (Man) is less than the
median of group B (Woman) in the “sex” variable? (one-tailed test)

Then we will check whether the median of group A (Man) is greater than the
median of group B (Woman) in the “sex” variable? (one-tailed test)

The syntax and code to perform the above tests in R (see Fig. 13.9, Steps 3A and

3B, Lines 32-60) is as shown in the codes provided below:
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Test of Assumption (Step 3A):

# Assmp1: Shapiro-Wilk test for data normality - Sex (Man, Woman) vs exam1
with(Wilcoxon.Data, shapiro.test(exam1[sex == "Man"]))

with(Wilcoxon.Data, shapiro.test(exam1[sex == "Woman"]))

# Assmp2: F-test for homogeneity in variances. function var.test()
homogeneity.ftest4 <- var.test(exam] ~ sex, data = Wilcoxon.Data)

homogeneity.ftest4

# Assmp3: Factor variables from numeric to ranked or ordinal variable
Wilcoxon.Data$exam] <- as.numeric(Wilcoxon.Data$examl)

Wilcoxon.Data$exam1 <- as.factor(Wilcoxon.Data$exam1)

Wilcoxon.Data$sex <- as.factor(Wilcoxon.Data$sex)

Perform Rank-Sum Wilcoxon Test (Step 3B):

# Rank-Sum Wilcoxon Test where variable is dichotomous and at least ordinal (Two-tailed)

WilcoxonRankSumModell <- wilcox.test(‘'examl’ ~ ‘sex’, mu=0, alt="two.sided",
paired=FALSE, conf.int=TRUE, conf.level=0.95, exact=F, correct=F)
WilcoxonRankSumModel 1

# Test whether Ave. median of sex variable is less than the Ave. median of exam1 (One-tailed)
WilcoxonRankSumModel2 <- wilcox.test(‘examl® ~ ‘sex’, mu=0, alt="less",
paired=FALSE, conf.int=TRUE, conf.level=0.95, exact=F, correct=F)
WilcoxonRankSumModel2

# Test whether Ave. median of sex variable is greater than the Ave. median of examl (One-
tailed)

WilcoxonRankSumModel3 <- wilcox.test(‘examl® ~ ‘sex’, mu=0, alt="greater",
paired=FALSE, conf.int=TRUE, conf.level=0.95, exact=F, correct=F)

WilcoxonRankSumModel3
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Useful Tips

® As shown and illustrated in the code and figure above (Fig. 13.9), the users must
always use the paired = FALSE option to specify the Rank-Sum (unpaired)
Wilcoxon test.

e Whereas the paired = TRUE option is used to specify the Signed-Rank
(paired) Wilcoxon test (which the authors have covered in the previous Sect. 13.2).

e Users need to use the exact = F and correct = F options to specify
unequal variances for both the Signed-Rank and Rank-Sum Wilcoxon test or
analysis.

e Thenusethe alt = “less” and alt = “greater” option to specify a
“one-tailed” Wilcoxon analysis.

Accordingly, once the user has successfully run the codes as defined in Steps 3A
and 3B (see Fig. 13.9, Lines 32-60), they will be presented with the results of the
“tests for assumptions” (Step 3A) and the “Rank-Sum Wilcoxon test” in the Console
as shown in Figs. 13.10a and b, respectively.

In Fig. 13.10a, which represents the outcome of the Step 3A (see Figs. 13.8 and
13.9); we conducted the different tests for assumptions for the Rank-Sum Wilcoxon
test in order to determine if the analyzed dataset is fitting and valid for the test
(Independent Samples t-test). In other words, whether the dataset in question does
not meet the criteria to perform the parametric test or version (i.e., Independent
Sample t-test).

As highlighted in the figure (Fig. 13.10a), we can see that the normality test
(Assmpl) by using the shapiro.test() method (where we assume a value of p > 0.05 is
normal) shows that the distribution of the two groups of the independent variable (i.e.,
Man and Woman of the “sex”) are not normality distributed when analyzed against
the “exam1” variable, which is the second targeted variable in our analysis, whereby
(examl[sex == “Man”], p-value=0.0004686, W=0.96992) and (examl [sex ==
“Woman”], p-value=0.01099, W=0.93194), respectively.

Also, in the second assumption test (Assmp2, Fig. 13.10a); we tested the homo-
geneity of variance for the two targeted variables (exam1 ~ sex) using the var.test( )
method, whereby we assume that a value of p > 0.05 indicates that “equality in
variance” is met. Consequentially, as highlighted in Fig. 13.10a, we note that there
are slightly differences (i.e., close to equality of variance being met) in the vari-
ance for the two sets of analyzed variables with p=0.06007.and F = 0.65852,
respectively.

Thus, with no data normality met and the slight differences in homogeneity of
variance, we can proceed to conduct the “Rank-Sum Wilcoxon test” as defined in
Step 3B (Fig. 13.9) and the results represented in Fig. 13.10b.

As gathered the results presented in Fig. 13.10b, we conducted the Rank-
Sum (Two-sample) Wilcoxon test by considering the two variables (examl
~ sex). The results of the tests are stored in R object we named or
defined as “WilcoxonRankSumModell” for the two-tailed analysis, and
“WilcoxonRankSumModel2” and “WilcoxonRankSumModel3” for the
one-tailed analysis, respectively. The meaning of the results is interpreted in detail
in Step 5 described in this section.
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(a) Console  Terminal Background Jobs

r R4.2.2 . ~/WC Manuscript/
> # Assmpl: Shapiro-Wilk test for data normality - Sex (Man, Woman) vs examl
> with(Wilcoxon.Data, shapiro.test(examl[sex == "Man"]))

Shapiro-Wilk normality test

data: examl[sex == "Man"]
W = 0.96992, p-value = 0.0004686

> with{Wilcoxon.Data, shapiro.test(examl[sex == "Woman"]))

Shapiro-Wilk normality test

data: examl[sex == "Woman"]
W = ©.93194, p-value = ©.91099

> # Assmp2: F-test for homogeneity in variances. function var.test()
s> > homogeneity.ftest4 <- var.test(examl ~ sex, data = Wilcoxon.Data)
> homogeneity.ftestd

F test to compare two variances

data: examl by sex
F = ©.65852, num df = 186, denom df = 44, p-value = 0.06007
alternative hypothesis: true ratio of variances is not equal
95 percent confidence interval:
@.397938 1.017604
sample estimates:
ratio of variances
©.6585209

(b) Console  Terminal - Background Jobs
@ RA422 - ~/WE Masscript!

» # Ronk-Sum Wilcoxon Test where varicble is dichotomous ond ot least ordinal (Two-tailed)
> WilcononRonkSumModell <- wilcox. test( exoml’ ~ “sex’, mued, alt="two.sided”, paired=FALSE, conf.int<TRUE, conf.level=8.95, exoct=F, correct=F)
> WilcoxonRonkSumModell

Wilcomon ronk sum test

rduw: examl by sex
2, p-value =
tive Rypothe

i

l
“true 15cotion Shife 15 hot equal to @
95 percent confidence interval:

-2, 500016 5.000012
somple estimgtes:
difference in location
1285688

> # Test whether Ave. medion of sex voricble is less than the Ave. medion of exoml (One-toiled)
.'...._..:,\ > WilcoxonRonkSusbodel2 <- wilcox.test( exoml’ ~ “sex’, mu=@, alt="less", poired=FALSE, conf.int=TRUE, conf.level=8.35, exact=F, correct=F)
= WilcoxoeRlonk Suskodel 2

Wilcomon ronk sum test

fm: exoml by sex i
LB = a2 pvelon = 06
olterngtive hypothesis: true locotion shift is ltu thon @
95 percent confidence interval:
~Inf 4.499905
sample estimotes:
difference in location
1.285688

» # Test whether Ave. medion of sex voricble is grester thon the Ave. medion of exoml (One-toiled)
N > WilcoxonRonkSusbodel3 <- wilcox.test( exonl’ ~ “sex’, mud, alt="greater”, poiredsFALSE, conf.inteTRUE, conf.levelsd.S5, exocteF, correctsF)
> WilcoxonfonkSumbode]3

Wilcoxon ronk sus test

dota:  examl by sex :
W = 4472, p-value = 02564

alternative hypothesis: true locotion shift \1 greater thon @
95 percent confidence interval:

~1.999974 Inf

somple estimates:

difference in location

1.285688

Fig. 13.10 a Results of data normality and homogeneity of variance tests displayed in the console
in R. b Result of rank-sum (two-sample or unpaired) Wilcoxon test in R
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# Step 4—Plot and Visualize the Median Differences for Two (Independent)
Variables

As illustrated previously in Sect. 13.2, another great way to check whether there is a
difference in median of the two independent group of variables (e.g., sex and exam1)
is by plotting them as graph. By so doing, the users will be able to visualize the
difference in the median (if any) between the two data sample.

To do this, in Step 4 in Fig. 13.9 (Lines 62-69) and the resultant chart repre-
sented in Fig. 13.11; the authors used the ggplot( ) function in R to visualize the
median between the two groups of variables “sex” (Man, Woman) by taking into
account or plotting it against the second variable “examl” in the example data
“Wilcoxon.Data”.

The code and syntax used in plotting the median for the two variables is shown
in the code below, and the resultant chart is as represented in Fig. 13.11.

# Visualize Median Difference for Two Independent (Unpaired) Variables

geplot(Wilcoxon.Data, aes(x = sex, y = examl, fill = sex), ylim = ¢(45, 100)) +
stat_boxplot(geom ="errorbar", width = 0.5) +
geom_boxplot(fill = "light blue") +
stat_summary(fun = mean, geom="point", shape=10, size=3.5, color="dark blue") +
ggtitle("Distribution (Median) of exam1 by sex (Man, Woman)") +

_n

theme bw() + theme(legend.position="none")

1o 0 VaWhenOmmed o O fSgmed-lask Wikl o © Ruek-fem- e i wikzase = Gnvesamest  Mwisry Cosmsctisss  Tetorial -
Sewchsata 0 4 abm v Sowrce - - - dmpon Dutiien + * YAl «
Be ) Cotul

train, Moo
trala, b, Mod
train, RS Mockinelearning. L 36880 obs. of 1 varisble
. Ty Mode s er 1
i =iy Teoliey_test tised

¥ilceam. Data 232 ot of § veriasles

N7H7 obe. of 1 varichle
354D ebs. of 3 varishles

san, med, alt-"ts. sided”, pIkP-FY

Distribution (Median) of exam by sex (Man, Woman)

EESSEYRR
-
-

., -

Fig. 13.11 Plotting the median differences for two sets of independent variables in R using the
ggplot() function
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# Step 5—Results’ Interpretation (Sum-Rank Wilcoxon Test)

The final step for the Sum-Rank Wilcoxon test or statistics is to interpret and
understand the results of the test.

By default, the hypothesis for conducting the test (Sum-Rank Wilcoxon) is; IF
the p-value is less than or equal to 0.05 (p < 0.05), THEN we assume that the median
of the two sets of data or groups of variables is statistically different and that this is
not by chance (H;), ELSE IF the p-value is greater than 0.05 (p > 0.05) THEN we
can conclude that there is no difference in the median of the two sets of variable and
that any difference observed may only occur by chance (Hy).

> WilcoxonRankSumModell <- wilcox.test ('examl® ~ ‘sex’, mu=0,
alt="two.sided", paired=FALSE, conf.int=TRUE, conf.level=0.95, exact=F,
correct=F)

> WilcoxonRankSumModell
Wilcoxon rank sum test
data: examl by sex
W = 4472, p-value = 0.5129
alternative hypothesis: true location shift is not equal to 0
95 percent confidence interval:
-2.500016 5.000012
sample estimates:
difference in location
1.285688%

As shown in the results of the test presented above or the outcome of the Rank-
Sum Wilcoxon test (WilcoxonRankSumModell) (see (Fig. 13.10b); the meaning
of the results of the Rank-Sum test for the two-tailed (exam1 ~ sex) by using the
wilcox.test( ) function in R can be explained as a list containing the following:

Statistics: w = 4472, which denotes the value of the Rank-Sum test statistics.
p-value: p-value = 0.5129 is the p-value or significance level of the test.
Confidence interval: Conf.Int (95%, -2.500016 5.000012) repre-
sents the confidence interval for the median assumed to be appropriate to the
specified alternative hypothesis.

e Sample estimates: 1 .285688 is the median difference in location between the
two groups of data or population that is compared considering the two variables
(examl ~ sex).

As seen in the results described above, statistically it can be said that the p-
value of the Rank-Sum Wilcoxon test (WilcoxonRankSumModell),i.e., the two-
tailed analysis, is p=0.5129. As we can see, the p-value of the test is greater
than the scientifically acceptable significance levels (p < 0.05). Therefore, we can
statistically conclude that there is no statistically significant difference between the
medians of the two groups of data (Man vs Woman) of the “sex” variable taking
into account the “exam1” grades of the students or participants in the analyzed data.
In other words, the median of the group A (Man) of the “sex” variable is equal to
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the median of group B (Woman) of the “sex” when analyzed against the “exam1”
grades (two-tailed test).

Furthermore, as shown in the next results for the “one-tailed” Rank_Sum tests
presented below and as reported in Fig. 13.10b.

— We also checked whether the median of the group A (i.e., Man) is
less than the median of the group B (Woman) of the “sex” variable
(WilcoxonRankSumModel?2), and

— Whether the median of the group A (Man) is greater than the median of group

B (Woman) of the “sex” variable (WilcoxonRankSumModel3), respectively.

> WilcoxonRankSumModel2 <- wilcox.test( examl® ~ ‘sex , mu=0,
alt="1less", paired=FALSE, conf.int=TRUE, conf.level=0.95, exact=F,
correct=F)

> WilcoxonRankSumModel2
Wilcoxon rank sum test

data: examl by sex
W = 4472, p-value = 0.7436
alternative hypothesis: true location shift is less than 0
95 percent confidence interval:
-Inf 4.499905
sample estimates:
difference in location
1.285688

> WilcoxonRankSumModel3 <- wilcox.test ( 'examl® ~ ‘sex ', mu=0,
alt="greater", paired=FALSE, conf.int=TRUE, conf.level=0.95, exact=F,
correct=F)

> WilcoxonRankSumModel3
Wilcoxon rank sum test
data: examl by sex
W = 4472, p-value = 0.2564
alternative hypothesis: true location shift is greater than 0
95 percent confidence interval:
-1.999974 Inf
sample estimates:
difference in location
1.285688

As gathered in the above results of the one-tailed tests
(WilcoxonRankSumModel?2, where W=4472, p=0.7436; and
WilcoxonRankSumModel3, where W=4472, p=0.2564), we can see
that there are no significant differences in the medians of the two groups of data
(i.e., the value of p-value is above the threshold of p < 0.05, and the difference
in location (sample estimates) = 1.285688), as also evidenced
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in the result of the “two-tailed test (see Fig. 13.10b). Therefore, we can statistically
conclude that there are no differences in the median of the scores for the group of
Men vs Women in the “exam1” variable.

13.4 Summary

In this final chapter of the book and PART II, the authors illustrated to the readers how
to conduct the two main types of Wilcoxon test (Signed-Rank and Rank_Sum) in R.
In Sect. 13.2, we explained and practically illustrated how to perform the Signed-
rank (paired) Wilcoxon test. While Sect. 13.3 covers how to conduct the Rank-Sum
(unpaired or two-sample) Wilcoxon test.

The chapter also covered how to graphically plot the median of the different
analyzed variables in the data and/or results of the Wilcoxon tests. In addition, it
discussed in detail how to interpret and understand the results of the two main types
of the Wilcoxon tests (Signed-Rank and Rank_Sum) in R.

To summarize the contents of this chapter:

e Wilcoxon test is one of the inferential (non-parametric) statistics that are used
for hypothesis testing, and for determining if there are any significant differences
(where applicable) between the medians of two independent groups of data or
paired variables in a given data sample.

When choosing whether to conduct the ”Signed-Rank* or "Rank-Sum*‘ Wilcoxon
test? The researcher or data analyst should:

e Perform “Signed-Rank (paired) Wilcoxon test” if the targeted group or variable
comes from a single population but is analyzed at different time intervals (e.g., pre
and post tests, before and after an intervention or treatment for the same group of
people, place, or thing, etc). It is also important to mention that this test (Signed-
Rank) is done when the dataset in question violates the necessary conditions
or assumptions for conducting the Paired-Sample t-test. Thus, is (Signed-Rank)
considered as the non-parametric alternative to the parametric Paired-sample t-
test.

e Perform the “Rank-Sum (independent or two sample) Wilcoxon test” if the groups
of data to be analyzed come from fwo different populations (i.e., are statisti-
cally independent). For example, two different categories of people, thing or
place (gender: male and female, state: on and off, region: north and south, etc.).
In addition, it is also important to mention that the test (Rank-Sum) is done
when the dataset in question violates the necessary conditions or assumptions for
conducting the Independent Sample t-test. Thus, is (Rank-Sum) considered as the
non-parametric alternative to the parametric Independent-sample t-test.
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Finally, the users will need to perform the “two-tailed” test or statistics, if they
only want to determine whether the median of the two data samples is different from
one another. Whereas, on the other hand, they will require to perform a “one-tailed
test” if their goal includes also to determine whether the median of a specific sample
or variable is less than or greater than the median of another variable, as the case
may be.
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Epilogue and Conclusion

Achievements of This Book

First and foremost, the goal of this book is to provide a textbook and manual for R
statistics applied for academic research, data analytics, and computer programming.

It provides information about the different types of statistical data analysis and
methods, and the best scenarios for use of each case in R.

It gives a hands-on step-by-step practical guide on how to identify and perform
the different parametric and non-parametric procedures mostly used in social science
research. This includes a description of the different conditions or assumptions that
are necessary to perform the different statistical tests, and how to understand the
results of the various methods.

This book also covers the different types of data formats and sources, and how to
test for the reliability and validity of the available datasets e.g for research.

Different research experiments, case scenarios, and examples are explained in this
book.

It is the first book to provide a comprehensive description and step-by-step prac-
tical hands-on guide on how to carry out the different types of statistical analysis
in R particularly for research purposes with examples. Ranging from how to import
and store datasets in R as objects, how to code and call the different R methods
and functions for manipulating the datasets or objects, factorization, and vectoriza-
tion, to better reasoning, interpretation, and storage of the results for future use, and
graphical visualizations and representations.

Bringing in perspectives both from the authors’ background in the fields of
Computer Science and Education, to the several workshops delivered on Research
Methods, Statistical Data Analysis and Data Collection topics, to the hands-on prac-
tical implementation of the statistical methods in the form of scientific research
studies and experiments; the insightful analysis and practical guidelines provided
by the authors in this book serves as a Reference Source Material for both the
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Educational community (Teachers, PhD Students, Researchers, Libraries) and Indus-
trial experts (Statisticians, Professionals, programmers, Software Developers, Data
Analysts) who are interested in using R for Statistical Data Analysis or Research
purposes.

Thus, the congruence of Statistics and Computer Programming for Research.
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