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Preface 

A natural time scale of the movement of electrons in matter, or the electronic wave 
packet motion, is of the order of tens to hundreds attoseconds (as). 1 as corresponds 
to 10−18 s. One atomic unit in time is ~24 as. This is the intrinsic smallest time under 
which an electron takes a circle on the first Bohr orbital divided by 2π. Thanks to the 
recent developments of laser technologies, catching electron motions in matter is no 
longer a dream but a tangible reality. The 2023 Nobel Prize in Physics was awarded 
jointly to Pierre Agostini, Ferenc Krausz, and Anne L’Huillier “for methods that 
generate attosecond pulses light for the study of electron dynamics in matter”. 

A natural time scale of the movement of atoms in matter is of the order of tens to 
hundreds of femtoseconds. 1 fs is 10−15 s. The fastest atomic motion is the vibration 
of the hydrogen molecule, and its vibrational period is ~8 fs. The 1999 Nobel Prize 
in Chemistry was awarded to Ahmed H. Zewail for “for showing that it is possible 
with rapid laser technique to see how atoms in a molecule move during a chemical 
reaction”. This area, called femtochemistry, has been developed significantly in the 
last decades, thanks to the developments of X-ray free electron lasers (XFEL) and 
ultrafast electron diffractions (UED) that allow us to make a 3D molecular movie of 
atomic motions during chemical reactions and structural changes of matter. 

On the other hand, time scales of the macroscopic structural changes, energy trans-
fers, proton transfers, etc. in functional materials and macromolecules are signifi-
cantly slower than the above-described time scales. These range from picoseconds 
(ps; 1 ps = 10−12 s) to milliseconds (ms; 1 ms = 10−3 s) because these slow processes 
are caused by a series of chain reactions. These slow dynamics are directly related 
to the functionalities of matter and living species. Here, again newly developed 
XFEL-based 3D molecular movie camera is opening a new route to investigate, e.g., 
protein’s functionalities. 

The present book describes time-resolved studies on atoms, molecules, condensed 
matters, and proteins in a wide range of time scales from attoseconds to milliseconds 
for the study of electronic and structural dynamics and the resulting functions of 
matters. We start with attosecond electron dynamics in atoms, molecules, liquids, 
and solids, then move to femtosecond structural dynamics in isolated molecules, 
molecules in solution, solids, and protein molecules, and finally picosecond to
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millisecond structural dynamics, energy flow, proton tunneling and functions of 
proteins. 

In Chap. 1, D. Busto, S. Zhong, J. M. Dahlström, A. L’Huillier, and M. Gissel-
brecht describe how to study electron dynamics in atoms, focusing on the timescale 
for the photoelectric effect in atoms. In brief, they use high-order harmonic gener-
ation (HHG) in gases irradiated by an intense 800 nm near-infrared (NIR) laser 
pulse to create a train of extreme ultraviolet (XUV) attosecond pulses. The XUV 
photons ionize atoms in the presence of a weak fraction of the NIR pulses used for 
HHG, with a variable delay, and electrons are detected with an electron spectrom-
eter. Two-photon transitions lead to the creation of sidebands in the photoelectron 
spectrum, which oscillate with the delay between the XUV and the NIR fields. From 
these RABBIT (reconstruction of attosecond beating by interference of two-photon 
transitions) measurements, attosecond time delays in atomic photoionization can be 
extracted. Theoretical backgrounds of photoionization time delays and the RABBIT 
technique are described in detail in this chapter. 

The HHG spectrum by itself also includes the information about the electron 
dynamics in matter induced by an intense IR pulse, which is the origin of HHG in 
matter. In Chap. 2, M. Krüger and N. Dudovich describe how to make use of the HHG 
spectra to study such attosecond electron dynamics in atoms, molecules, and solids 
in intense fields. They use all-optical interferometry that allows them to access phase 
information and thus to reconstruct the electron wave packet dynamics. They discuss 
two approaches, internal and external interferometry. In internal interferometry, they 
manipulate the quantum paths within the HHG mechanisms and resolve the phase 
of the electron wave packet in strong IR laser-field processes. In the external inter-
ferometry, measuring amplitude and phase information of the harmonic light field 
through its interference with another light field, they determine the relative spectral 
phase of the two beams. We can see that both approaches reveal valuable information 
regarding the strong-field light-matter interaction as well as the atomic, molecular, 
or condensed system itself. 

Water is essential to life. Attosecond dynamics in water may play an important role 
in chemical and biological processes that dominantly take place in water. In Chap. 3, 
H. J. Wörner, A. Schild, D. Jelovina, I. Jordan, C. Perry, T. Luu, and Z. Yin address 
attosecond dynamics in liquid water employing two experimental methods. The first 
one is attosecond photoelectron spectroscopy. This is closely related to the RABBIT 
method described in Chap. 1 but employs a liquid microjet as a target, which extends 
the applicability of RABBIT to most liquids and solutions. In addition, they employ 
“a principal-component analysis” of RABBIT data, which generalizes the extrac-
tion of photoionization delays to complex systems that often possess overlapping 
photoelectron spectra. They show that photoemission from liquid water is delayed 
by 50–70 as compared to photoemission from isolated water molecules at photon 
energies of 20–30 eV. The origin of the delays is fully discussed and experimentally 
supported by a RABBIT experiment on size-selected water clusters. The second 
method is HHG spectroscopy described in Chap. 2 but this first demonstration of
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HHG in liquid opens a new route to study attosecond dynamics also in liquid, solutes, 
and solvents. 

As can be seen in Chaps. 1–3, HHG represents a promising attosecond coherent 
light source in the XUV regime, playing a key role in attosecond science. As noted, 
HHG is a result of the interaction between an intense laser pulse and matter. Espe-
cially, attosecond electron dynamics driven by an ultrashort intense laser pulse in 
solids is of particular interest from the viewpoint of both fundamental physics and 
applications. In Chap. 4, K. L. Ishikawa, Y. Shinohara, T. Sato, and T. Otobe theo-
retically discuss momentum-space strong-field electron dynamics in graphene, crys-
talline dielectrics, and semiconductors, focusing on HHG and tunneling effect in 
solids. 

On a fundamental level, the underlying mechanism behind almost any optical 
phenomenon is the light-driven motion of charges on atomic dimensions in space 
and time, as noted above. Visualizing such dynamics, however, requires ängstrom 
resolution in space and attosecond resolution in time. In Chap. 5, P. Baum and 
Y. Morimoto describe how to reach this goal using attosecond electron pulses in 
diffraction and microscopy, together with the first proof-of-concept experiments. 

Chapters 1–5 discuss attosecond electron dynamics, or coherent electronic wave 
packet motion in the system, where the atomic motions in the systems are assumed to 
be frozen in these time scales. On the other hand, Chaps. 6–11 discuss femtosecond 
structural dynamics due to atomic motions that occur in tens to hundreds of femtosec-
onds in various systems. All the structural dynamics discussed here are photoin-
duced dynamics. In such photoexcited systems, coherent atomic motions, or nuclear 
wave packet dynamics such as vibrations in molecules and phonons in solids are 
induced. Along these atomic motions, various types of reactions, such as isomeriza-
tion and intersystem crossing in molecules, light-induced phase transitions in solids, 
etc. take place. During these non-adiabatic reactions, electronic and nuclear degrees 
of freedom cannot be described independently. The main subject here would then 
be how to probe the coherent motion of atoms in matter that may vary through non-
adiabatic reactions. It is worth noting that, even if the coherent electronic wave packet 
studied in Chaps. 1–5 is created upon photoexcitation, it may dephase quickly during 
the atomic motions. Thus, in most cases, the implicit assumption in Chaps. 6–11 is 
that the photoexcitation creates mainly coherent nuclear wave packet in a particular 
electronic state in the systems. 

In Chap. 6, M. Yamazaki, T. Endo, A. Hishikawa, and M. Takahashi describe 
two experimental approaches that aim to visualize the change of molecular orbital 
pattern of isolated molecules during a light-induced intramolecular reaction. One is 
to employ electron momentum spectroscopy, which is known as a versatile tool to 
visualize the molecular orbital in a momentum space, to photoexcited molecules (S2 
acetone and S1 toluene), in a time-resolved manner. Another attempt is to measure 
ultrafast laser tunneling ionization of photoexcited molecules. The tunneling ioniza-
tion comes from the outermost molecular orbital and its rate is enhanced when 
the electron cloud is along the laser polarization direction. Here, they employ ion 
momentum imaging of fragment ions produced by dissociative ionization to image 
the outermost molecular orbital of photoexcited NO molecules. We can see both
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approaches offer opportunities for investigating chemical reactions via time-resolved 
molecular orbital imaging. 

As noted above, the advent of ultrafast pulsed XFELs with very high bright-
ness has enabled the determination of transient molecular structures of molecules in 
excited states and undergoing chemical dynamics using X-ray scattering. Chapter 7 
by P. M. Weber, B. Stankus, and A. Kirrander provides an introduction to X-ray scat-
tering theory and considers several important aspects relating to the experimental 
implementation as well as the interpretation of the experiments. We can see here 
that ultrafast gas-phase X-ray scattering provides new observables to elucidate the 
dynamics of chemical reactions by providing complete, time-dependent molecular 
structures. Notably, the experiments also yield valuable information beyond molec-
ular structure, such as the redistribution of electron density in excited states or the 
identification of the transition dipole moment in a molecule via the anisotropy of the 
scattering pattern. 

In Chap. 8, J. Yang, M. Centurion, X. Wang, Th. Wolf, and M, Gühr show that 
also UED from isolated molecules allows insight into ultrafast quantum wave packet 
dynamics of molecules with sub-ängstrom spatial resolution. For the simple example 
of an excited state vibrational wave packet in iodine, they reconstruct the mean atomic 
distance as a function of delay after the optical excitation. For the case of CF3I, they 
reconstruct the dissociative motion after UV excitation on the A-band states. They 
also show how the signature of non-adiabatic wave packet dynamics is visible in the 
diffraction data. 

As seen in Chaps. 7 and 8, revealing details of coherent atomic motions during 
photochemical reactions on the femtosecond timescale is crucial for understanding 
the reaction mechanism in the photoexcited molecules. In Chap. 9, T. Katayama, T. J. 
Penfold, and Ch. Bressler describe how coherent atomic motions, or vibrational wave 
packets, are observed employing another experimental technique, i.e., time-resolved 
X-ray absorption near edge structure (TR XANES) spectroscopy with XFELs. TR 
XANES is sensitive not only to the local electronic structure changes but also to the 
structural dynamics in the vicinity of the selected absorbing atom. Since no long-
range order information is required, it is highly suited to study disordered systems 
without any crystalline order, such as solvated transition metal complexes in the 
solution phase. Here, they present experimental studies on femtosecond vibrational 
modes for two prototypical transition metal complexes in solution. 

In Chap. 10, M. Trigo, M. P. M. Dean, and D. A. Reis discuss structural and elec-
tronic dynamics in solids. The experimental techniques they introduce include XFEL-
based time-resolved X-ray diffraction (TR XRD) and time-resolved resonant inelastic 
X-ray scattering (TR RIXS). As showcase examples, they first describe coherent 
phonon spectroscopy with TR XRD and its application to study couplings among 
coupled charge, spin, orbital, and lattice degrees of freedom in the photoexcited states, 
where the optical excitation is used to alter this delicate balance and produce proper-
ties not accessible in equilibrium. Then they show case studies in which the intense 
pump induces non-adiabatic dynamics exemplified by lattice symmetry changes. TR 
RIXS is also very powerful to study variations of charge, orbital, and spin degrees 
of freedom. Here, they describe the first TR RIXS measurement on a magnon.
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Chapter 11 is the last chapter on femtosecond molecular dynamics and the first 
chapter on proteins. Here, A. Yabushita firstly describes details on ultrafast transient 
absorption spectroscopy setup developed for probing primary photochemical reac-
tions of proteins. Ultrafast transient absorption signals of proteins also show modu-
lation reflecting the real-time motion of the molecular vibration in time domain. 
Thus, time-gated Fourier analysis of the signal elucidates the temporal variation of 
the molecular vibration frequency, which elucidates molecular structural change 
during the primary photoreaction. Two showcase experiments are presented for 
ultrafast photoisomerization in bacteriorhodopsin (BR) and its mutants and ultrafast 
photo-dissociation in nitric oxide synthase. 

As seen in Chaps. 7–11, the primary photoreactions start with coherent atomic 
motions in any form of matter, including proteins, but such vibrational coherences 
dephase in longer time scales, say, above 1 ps, as seen in these chapters. Chap-
ters 12–15, on the other hand, focus on such long timescale reactions in the range 
of picoseconds to milliseconds in proteins, where coherent vibrational wave packet 
no longer plays a role because of dephasing. This long timescale is also very impor-
tant because protein’s functions appear in this time range because of chain reactions 
initiated by the primary reactions, such as the ones described in Chap. 11. 

In Chap. 12, Y. Mizutani, S. Yamashita, and M. Mizuno describe time-resolved 
Raman mapping of protein energy flow that occurs in the time scale in tens of picosec-
onds. Their main interest is to provide a microscopic picture of energy dissipation on 
the atomic spatial scale. Heme proteins are ideal molecular systems to study energy 
flow because a photoexcited heme group is converted to an electronically ground state 
via ultrafast internal conversion and thus excess vibrational energy can be deposited 
locally at the heme site in proteins immediately after the photoexcitation. In conse-
quence, heme acts as a very efficient energy convertor. To observe subsequent energy 
relaxation processes, they adopted anti-Stokes ultraviolet resonance Raman (UVRR) 
spectroscopy. Because of the resonance effect, UVRR spectroscopy probes Raman 
bands of aromatic amino acid residues with high selectivity, allowing site-selective 
detection of energy at the level of a single amino acid residue in a large protein 
molecule. 

In Chap. 13, D. Zigmantas and T. Mančal introduce another powerful experimental 
method to study energy transfer and couplings within molecular assemblies, i.e., 
two-dimensional electronic spectroscopy (2DES). They review firstly the theoretical 
foundation for understanding of 2DES signals in molecular systems and then discuss 
encompassing crucial aspects of experimental implementations of 2DES. Illustrative 
applications of 2DES to investigate light-harvesting functions in an isolated pigment-
protein complex and an intact photosynthetic unit in green sulfur bacteria reveal the 
extensive insights into the photophysical functions of photosynthetic machinery. The 
time range of revealed energy transfer processes is in the range from 50 fs to 250 ps. 

In Chap. 14, A. Benabbas and P. M. Champion discuss the use of vibrational 
coherence and ultrafast wide dynamic-range population kinetics to probe biological 
molecules. They use impulsive stimulated Raman scattering to develop the method of 
vibrational coherence spectroscopy, which reveals both the structural and functional 
aspects of the difficult to detect low-frequency modes in proteins. Studies of electron
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tunneling in cytochrome c as well as the kinetics of the methionine–heme binding 
reaction are emphasized. They also examine vibrational coherence and its potential 
participation in the excited state proton transfer of green fluorescent proteins and 
conclude that coherent motion does not affect the excited state proton transfer rate 
that occurs on the ps timescale. For the ground-state proton back-transfer reaction, 
they find that (incoherent) vibrationally assisted proton tunneling is the dominant 
transport channel and that the tunneling rate is ~400 ps at room temperature. 

The last Chap. 15 by A. M. Orville, E. Nango, S. Iwata, S. Mous, J. Stand-
fuss, P. Nogly, M. Suga, J.-R. Shen, and M. Kubo is dedicated to time-resolved 
serial femtosecond X-ray crystallography (SFX) of protein molecules. XFELs offer 
new opportunities in structural biology, especially for samples at near-physiological 
conditions and for time-resolved studies that link together the analysis of structure 
and function within the same samples, with the crystal size requirements such that 
even submicron crystals can yield high-quality diffraction data. SFX is a new tech-
nique developed to exploit the fs pulses from XFELs and to use thousands of micron-
size crystals or smaller. This chapter starts with an introduction to SFX by Orville. 
Then, Nango, Iwata, Mous, Standfuss, and Nogly describe the structure, function, 
and dynamics of the light-driven proton pump, bacteriorhodopsin. The time range 
covered here is from tens of femtoseconds (primary isomerization) to milliseconds 
(functions). Next, Suga and Shen summarize results from photosystem II, one of the 
hottest topics in time-resolved SFX. Kubo concludes the chapter with an example 
of a caged nitric oxide compound driving the P450nor enzyme reaction, which is an 
unusual member of the P450 superfamily of heme-dependent proteins. 

I thank all the above-listed chapter authors for their invaluable contributions to 
this book. 

Sendai, Japan Kiyoshi Ueda
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Chapter 1 
Attosecond Dynamics of Non-resonant 
Atomic Photoionization 

David Busto, Shiyang Zhong, Jan Marcus Dahlström, Anne L’Huillier, 
and Mathiew Gisselbrecht 

Abstract The interaction of light with matter played a key role in the establishment 
of quantum mechanics, and each development of new light sources led to important 
advances in science, technology and society. An exciting area of physics has been 
opened with the new millennium, attosecond physics, where the motion of electrons 
can be studied at the fastest time scale ever reached with light. We review the field of 
non-resonant photoionization of rare gases using attosecond pulses, with an emphasis 
on the theoretical background of the reconstruction of attosecond beating by inter-
ference of two-photon transition (RABBIT) measurement technique. This approach 
allows the description of photoionization in the time domain while keeping a high 
spectral resolution. Examples show the status and the progress in the field during the 
last decade. 

1.1 Introduction 

The interaction of electromagnetic radiation with matter has considerably contributed 
to our understanding of the quantum nature of the microcosmos. Photoionization is 
one of the most fundamental processes in nature, that occurs when a high-energy 
photon is absorbed. Since its explanation by Einstein [ 1], which supported the con-
cept of light quanta, a comprehensive quantum mechanical description of atomic 
photoionization has been achieved, thanks to the advent of synchrotron radiation 
light sources in the 1960s and the progress in photoelectron detection techniques [ 2]. 
An important aspect of photoionization studies is to characterize the partial ampli-
tudes and the relative phases between the ionization channels. One of the goals is to 
perform ‘complete’ experiments in order to capture the dynamics between different 
photoionization channels [ 3– 5]. Experimentally, specific requirements have to be 
met [ 2]. The energy resolution should be high enough to disentangle the ionization 
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channels leading to different ionic states. Angular resolution is needed to quantify 
the interference between paths leading to the same final ionic state, which results in 
anisotropic angular distributions [ 6, 7]. Finally, in most atomic systems, the magnetic 
sub-levels of the initial state are degenerate in energy. Without the detection of the 
outgoing electron spin [ 8– 10] and the alignment and/or orientation of the residual 
ion [ 11], the relative contribution of these channels cannot be deduced from the mea-
surement. The combination of laser and synchrotron radiation has led to new ways to 
perform ‘complete’ experiments [ 12]. In particular, resonant two-photon ionization 
schemes allow the manipulation of the alignment of the atoms with the light polar-
ization, thus recovering the relative phase of different ionization channels. Hence, 
in-depth studies of photoemission with ever-increasing energy and angle resolution, 
have been performed to benchmark theoretical treatments in a variety of excited 
atoms [ 13]. 

The generation of high-order harmonics of a laser in a gas is one of the most 
recognized non-linear processes that lead to the emission of coherent radiation in 
the eXtreme UltraViolet (XUV) range. Discovered in the late 80’s [ 14, 15], the 
unique properties of this radiation opened new ionization schemes, such as two-
colour non-resonant photoionization from the ground state of rare gases [ 16– 18], 
combining harmonics and infrared (IR) laser radiation. In parallel to the exploration 
of applications of this new radiation, world-wide efforts were devoted to understand, 
optimize and control the high-order harmonic generation (HHG) process [ 19, 20]. 
The exploitation of the attosecond (1 as = .10−18s) temporal structure of this XUV 
radiation began at the beginning of the millennium, following a series of seminal 
experiments [ 21, 22]. Since the energy spectrum of attosecond light sources lies 
essentially above the ionization threshold of atoms, photoionization is central to 
many applications. 

An electron emitted after the absorption of an attosecond pulse is no longer well-
defined in momentum space but is characterized by a momentum distribution, i.e. 
an Electron Wave-Packet (EWP). Its dispersion directly provides information on 
both the temporal properties of the light pulse and the potential seen by the escaping 
electron from the target. In particular, when applied to photoionization, the concept of 
scattering delays, introduced by Eisenbud, Wigner and Smith [ 23– 25] in the 1950s– 
1960s, implies that when the electron propagates in the ionic potential, it acquires a 
delay relative to a reference wave-packet propagating in vacuum. 

This information is extracted with the help of experimental techniques, such as 
streaking [ 26] and RABBIT 1 [ 22]. Using these techniques, photoionization time 
delays were measured for the first time at the beginning of the 2010’s [ 27, 28]. 
The theoretical foundations for extracting dynamical information on photoioniza-
tion from streaking or RABBIT experiments have been thoroughly discussed and 
reviewed, e.g. in [ 29– 31]. Numerous experimental studies have been performed 
in different atomic systems and spectral regions, e.g. close to threshold [ 32– 35], 
autoionizing resonances [ 36– 42] or Cooper minima [ 28, 43– 45], over broad ranges

1 Various spellings of the acronym can be found in the literature. The present convention is based 
on the practices of the optical community. 
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[ 27, 46– 48], including satellite transitions [ 49], double ionization [ 50] and/or Auger 
decay [ 51, 52]. Finally, in the recent years, a strong effort has been devoted to char-
acterize the dynamics between different photoionization channels [ 53– 56], with the 
aim of performing ‘complete’ experiments. 

The development of the next generation of attosecond light sources [ 57] with 
higher flux [ 58, 59], repetition rate [ 60– 62], exotic polarization state [ 63– 66] and 
photon energies extending in the soft X-ray regime [ 67, 68] motivates the present 
review of attosecond atomic photoionization. We present in Sect. 1.2 the quantum 
mechanical description of photoionization by absorption of one and two photons. 
In Sect. 1.3, we discuss how the interferometric RABBIT technique, based on two-
photon ionization, can be applied to determine the photoionization phase and ampli-
tude in angle-integrated and angular-resolved experiments. Finally, in Sect. 1.4 we 
provide experimental details and examples showing how photoionization can be 
characterized in the temporal domain while keeping high spectral resolution. 

1.2 Theoretical Background 

The photoionization process provides a unique ground for fundamental studies 
of many-body effects and in particular electron-electron interactions. Its quantum 
mechanical description requires the knowledge of the atomic ground state wave func-
tion, which can be computed rather straightforwardly in centro-symmetric systems, 
and the final state wave function, which is the most demanding for theoretical for-
mulation and numerical treatment. Indeed, the continuum wave function is generally 
expanded, using scattering theory, in partial waves, where a complete set of quantum 
numbers characterize both the electron and the residual ionic core. In the most gen-
eral case, this fragmentation of the initial system into an ion core and photoelectron is 
subject, among other things, to angular momentum couplings and electron–electron 
interactions. Here, we will discuss, for the sake of simplicity, the case of one-photon 
and two-photon single ionization within the central field approximation for a single 
active electron. 

1.2.1 Photoionization with Attosecond Pulses 

Atoms exposed to XUV attosecond pulses get ionized. The photoionization transition 
amplitude can be calculated within first-order perturbation theory, due to the weak 
intensity of the electromagnetic field of the attosecond pulses, and can be written as 

.A fg = − i

 

ʃ
dt

⟨
ϕ f

|| T (t) ||ϕg
⟩
eiΩ fg t , (1.1)
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where .  is the reduced Planck constant, .
||ϕ f

⟩
and .

||ϕg
⟩
represent the final continuum 

state and the ground state with respective energies.ε f and.εg and. Ω fg = (ε f − εg)/ 

is the Bohr angular frequency. The atom–photon interaction operator, .T (t), is an  
expansion of electric and magnetic multipoles [ 69], which can be reduced to the 
non-relativistic dipole term in the spectral region spanning from 1 nm to 100 nm. 2

Since attosecond pulses are in most cases linearly polarized [ 71], we consider in 
the following the electrical field of the attosecond pulses, .ẼXUV(t), to be along the . ẑ
axis. Within the dipole approximation, the interaction of the light field with an atom 
can be expressed in the length gauge form as 

.T (t) = eẼXUV(t)z. (1.2) 

1.2.1.1 Electron Wave-Packet in the Continuum 

Using scattering states . ϕk, where . k is the electron wave vector as final continuum 
states and Eq. (1.2), Eq. (1.1) become 

.Akg = − ie

 

ʃ
dtẼXUV(t)e

iΩkg t ⟨ϕk| z
||ϕg

⟩
, (1.3) 

which, using .EXUV, equal to the Fourier transform of the attosecond pulse electric 
field, .ẼXUV, takes the simple form, 

.Akg = − ie

 
EXUV(Ωkg) ⟨ϕk| z

||ϕg
⟩
. (1.4) 

Attosecond pulses have a large bandwidth of typically a few tens of eV. .Akg is a 
distribution in momentum space, which represents the electron wave-packet created 
by absorption of the XUV attosecond pulses. 

The scattering states .ϕk (normalized in momentum) can be expanded in partial 
waves as [ 72] 

.ϕk(r) = 1√
k

∞∑
L=0

M=L∑
M=−L

i Le−iηL (k)Y ∗
LM(k̂)RkL(r)YLM(r̂). (1.5) 

where .L and .M are the electron orbital angular momentum and magnetic quan-
tum number, respectively, .r̂ = r/r and.k̂ = k/k. The .RkL radial wave functions are 
normalized as.⟨RkL |Rk 'L⟩ = δ(εk − εk '), and.YLM are spherical harmonics. The scat-
tering phase .ηL(k) can be decomposed into two contributions .ηL = σL + δL , where 
.σL is the universal Coulomb phase shift due to the singularity at the origin and.δL is 
an atom-specific phase shift originating from modifications of the short-range poten-
tial due to electron correlations. The asymptotic radial wave function of the fully

2 See [ 70] for a report on the contribution of higher order terms in the soft X-ray region. 
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fragmented atom (ion with a free electron) is a modified plane wave [ 29, 73], 

. lim
r→∞ RkL(r) =

/
2

πk

1

r
sin

[
kr + Z ln(2kr)

k
+ ηL(k) − πL/2

]
, (1.6) 

where .Z is the charge of the ion. This expression shows that an electron propa-
gating away from the ion core accumulates a phase shift. This phase shift, .φkL(r), 
includes the effect of the long-range Coulomb potential through a.r -dependent phase, 
.Z ln(2kr)/k, the contribution of the short-range potential, .ηL(k) and a centrifugal 
term, .−πL/2, that depends on the scattering channel. Consequently, for an EWP 
that contains a distribution of wave vectors . k, different accumulated phases will 
contribute to the EWP dispersion. This EWP dispersion will thus differ from a free 
EWP and will entail information on the photoionization energy dependence and 
short-range electron correlations. 

1.2.1.2 Photoionization Time Delays 

The concept of time delay was first introduced more than 60 years ago by Eisenbud, 
Wigner and Smith [ 23– 25] in the framework of scattering theory for a short-range 
potential, .V (r). As the EWP propagates in the potential, the local momentum of the 
electron, given by 

. k(r) = √
2me[E − V (r)], (1.7) 

where .E is the electron kinetic energy, varies. This local variation of momentum, 
and hence of the EWP phase, leads to a global phase shift .φ = 2η compared to an 
EWP propagating in free space. Consequently, the outgoing wave-packet acquires 
an effective group delay .τS defined similarly to that of an optical wave-packet, 

.τS =  
∂φ

∂E
= 2 

∂η

∂E
. (1.8) 

Photoionization is a half-scattering process since the EWP only propagates through 
half of the potential (.r > 0). As a result, using Eq. (1.6), the delay of the wave-
packet relative to a free electron for the scattering channel characterized by the 
angular momentum. L is given by 3

.

τEWP = 
∂

∂E

(
Z ln(2kr)

k
+ ηL(k) − πL/2

)

= 
∂

∂E

(
Z ln(2kr)

k

)
+  

∂ηL

∂E

=τCoul(k, r) + τW (k, L),

(1.9)

3 Note that the difference of factor 2 compared to Eq. (1.8). 
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where.τW (k, L) is called the Wigner time delay and is a finite quantity which can be 
interpreted in the same way as the time delay introduced by Wigner for a short range 
potential [Eq. (1.8)]. The term .τCoul(k, r) is a universal position-dependent delay 
which accounts for the outgoing electron progressively slowing down because of the 
attractive Coulomb potential [ 30]. Because the range of the Coulomb interaction is 
infinite, it is not meaningful to compare the delay of the outgoing EWP to a free 
EWP, since it is not possible to define a radius after which the phase shift has con-
verged to a stationary value. Instead, one can compare the delay between two EWPs 
originating from two different photoionization processes such that the contributions 
of .τCoul(k, r) cancel out, and thereby study the difference between the Wigner time 
delays .τW (k, L), which, as pointed out previously, influences the dispersion of the 
EWP. 4

1.2.2 Laser-Assisted Photoionization 

EWP group delays can be measured experimentally with techniques [ 22, 26] resem-
bling those used in ultra-fast optics, such as cross-correlation and spectral interfer-
ometry. These techniques require, in addition to the XUV pulses, a probe laser field at 
a variable delay. We will consider here the weak-field regime, with only one- or two-
photon transitions. This allows for a treatment of ionization within the framework of 
perturbation theory, up to second order. 

1.2.2.1 Two-Photon Ionization 

Without losing any generality, we use a monochromatic description of the XUV 
field [ 29]; for effects related to the finite pulse duration, see [ 75]. In a two-photon 
transition, an XUV photon with angular frequency. Ω is absorbed, taking an electron 
from the ground state .

||ϕg
⟩
to an intermediate continuum state .|ϕν⟩, followed by 

further absorption or emission of a laser photon with angular frequency. ω taking the 
electron to a final continuum state .|ϕk⟩. 5 If both XUV and laser fields are linearly 
polarized along the. z axis, the two-photon transition matrix element can be expressed 
as 

.M (±)
kg (Ω) = − ie2

 
lim
ϵ→0+

∑
ϕν

ʃ ⟨ϕk|z|ϕν⟩
⟨
ϕν |z|ϕg

⟩
 Ω − εν + εg + iϵ

. (1.10) 

The .(±) superscript in the matrix element indicates whether the laser photon is 
absorbed .(+) or emitted . (. −) in the second step. The sum integral in Eq. (1.10) runs

4 See [ 74] for a discussion of the concept of time in quantum mechanics. 
5 It is in principle possible that the laser interacts first, taking the electron to a virtual intermediate 
state. However, this process is in general very improbable and we do not consider it in the following. 
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s p d 

1s² 

He m=0 

s p d f 

3p⁶ 

Ar m=0 

p d f 

3p⁶ 

Ar m=1 

Fig. 1.1 Example of channel-resolved two-photon transitions in He and Ar when a laser photon is 
absorbed. Figure taken from [ 77] 

over both continuum and discrete states, meaning that an infinite number of quantum 
paths can lead to the same final state.|ϕk⟩. The intermediate state.|ϕν⟩ that conserves 
energy,.εν = εg +  Ω, contributes most significantly to the transition, while the non-
resonant states are required for a correct description of the phase of the two-photon 
transition [ 29]. The use of different polarizations between the XUV and the laser 
fields is discussed in [ 76]. 

Expanding in partial waves the final state [see Eq. (1.5)], one can express . M (±)
kg

as a sum of angular-momentum paths that build up the total two-photon transition 
matrix element: 

.M (±)
kg =

∑
L ,λ

M (±)
LλmYLm(θ, φ). (1.11) 

where . k̂ is represented in spherical coordinates by the angles of emission (. θ , . φ) 
and where the index .m describes the magnetic number of the initial state, . ϕg

6
. 
,7, 

while .L = λ ± 1 ≥ 0, .λ =  0 ± 1 ≥ 0 and . 0 are the orbital quantum numbers of 
the final, intermediate and initial states, respectively. Figure 1.1 shows examples of 
these angular-momentum paths in helium and argon, using the spectroscopic notation 
s, p, d and f to denote the orbital angular momentum. 

Two-photon transitions involve Continuum–Continuum (CC) transitions between 
the intermediate and final states due to the laser field. Below, we examine the 
behaviour of the CC transitions in the absence of intermediate or final-state interac-
tions.

6 It is conserved in the two-photon process since both XUV and probe fields are linearly polarized 
in the same direction. 
7 If there are several initial states, e.g. with different. m, the contributions of the EWPs created from 
the different initial states will add incoherently. 
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Fig. 1.2 Propensity rules in laser-assisted photoionization in He .1s (. ×), Ne .2p (. ∇), Ar .3p (. ◯) 
and Kr.3d (. +). The colour of the curves indicates the angular momentum of the intermediate state 
in a and final state in b, c [shades of grey. s, shades of blue. p, shades of green. d, shades of red. f and 
orange. g]. a Probability ratio between increasing (.L = λ + 1) and decreasing angular momentum 
(.L = λ − 1) in the case of absorption of a photon from the intermediate state. b Probability ratio 
between absorbing and emitting a photon in the case of increasing angular momentum. c Probability 
ratio between emitting and absorbing a photon in the case of decreasing angular momentum. The 
insets present an energy and angular momentum diagram illustrating the propensity rule in each 
case. Figure taken from ref [ 34]. Licensed under CC-BY-4.0 

1.2.2.2 Continuum–Continuum Transition Amplitudes—Fano’s 
Propensity Rule 

In 1985, Ugo Fano showed that for one-photon transitions, from the ground state 
to the continuum, the channel in which the angular momentum increases dominates 
over the channel in which angular momentum decreases [ 78]. For example, in neon, 
the transition .|2p⟩ → |ϵd⟩ dominates over the transition .|2p⟩ → |ϵs⟩. The validity 
of this propensity rule was investigated theoretically for CC transitions [ 34]. Figure 
1.2(a–c) shows a comparison of the moduli of the different matrix elements in He, 
Ne, Ar outer shells and Kr 3d inner shell. In contrast to analytical expressions based 
on the Wentzel–Kramers–Brillouin (WKB) theory [ 29], and recently reformulated 
using hypergeometric functions [ 79], we here extract the CC transitions from two-
photon transition matrix elements calculated using the Relativistic Random Phase 
Approximation (RRPA) for the first XUV photon absorption and an effective spher-
ical potential for the second photon transition [ 80]. 

Figure 1.2a compares the probability of increasing or decreasing angular momen-
tum when a photon is absorbed between two continuum states. In most cases, we 
find that the ratio.|M (+)

(λ+1)λm |/|M (+)

(λ−1)λm | is larger than one in agreement with Fano’s 
propensity rule, which states that increasing orbital angular momentum is a more 
probable process. 8 Figure 1.2b, c compares the probability of absorbing or emitting 
a photon when angular momentum increases (b) or decreases (c). An increase of the 
orbital angular momentum (.L = λ + 1) is more likely when a photon is absorbed 
while a decrease of the orbital angular momentum (.L = λ − 1) is favoured when a 
photon is emitted. This result supports the idea that absorption and emission have 
time-reversal symmetry. Finally, it is worth noting that the ratios are independent of

8 At high kinetic energy and low angular momentum, however, Fano’s propensity rule is violated, 
as explained below. 
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the atomic species, i.e. the curves in Fig. 1.2 are universal and only depend on the 
intermediate angular momentum and electron kinetic energy. 

The physical origin of this propensity rule can be discussed in terms of the local 
momentum of the electron in the continuum [see Eq. (1.7)]. The potential experienced 
by the electron has two contributions, .V0(r), an atom-specific potential and . V (r)
the centrifugal potential equal to 

.V (r) =  
2 ( + 1)

2mer2
. (1.12) 

The strength of the transition between the intermediate and final states is highest when 
the difference in local momentum is the smallest. As a result, when the laser photon 
is absorbed, resulting in a higher kinetic energy. E , increasing angular momentum is 
favoured as it increases the centrifugal potential. In the case where the laser photon 
is emitted, the total energy decreases thus favouring the transition to a lower angular 
momentum state. 

Finally, when .E ≫  ω, the matrix elements for laser-assisted absorption and 
emission processes become equal. In this limit, known as the soft-photon limit, 
the ratio of the two-photon matrix elements approaches asymptotic values that are 
given by ratios of the corresponding angular integrals of the dipole transitions in the 
continuum [ 81]. Due to the fact that angular integrals favour low angular momentum, 
a violation of Fano’s propensity rule is observed at high energy for the . p → d/s
probability ratio, as seen in Fig. 1.2(a), blue curve, which tends to 0.8. 

1.2.2.3 Continuum–Continuum Transition Phases 

The phase of the two-photon transition matrix element is given by 

. arg
(
M (±)

Lλm

)
= π − πλ

2
+ ηλ(κ

(±)) + φλ→L
CC (k, κ(±)), (1.13) 

where .κ±, . k, with .κ(+)<k<κ(−), are the wave numbers of the electron in the inter-
mediate and final states respectively, .ηλ(κ(±)) = η

(±)
λ is the scattering phase in the 

intermediate state and .φλ→L
CC (k, κ(±)) = φ

(±)
CC (λ → L) is the phase induced by the 

laser-driven continuum transition from.κ(±) to . k in the long-range Coulomb tail, for 
absorption.(+) and emission of a laser photon. (. −). In the asymptotic approximation, 
valid at kinetic energy above 25–30 eV, the CC phase only depends on the final 
and intermediate wave numbers .φ(±)

CC (λ → L) ∼ φ
(±)
CC [ 29]. This approximation has 

proved a useful tool for understanding the delays measured in various attosecond 
experiments [ 28, 43, 82]. 

Fano’s propensity rule for CC transitions shows that, far from resonances, the 
amplitude of the transitions induced by interaction with the IR depends only on 
the angular momentum and kinetic energy of the electron. It is independent of the 
atom. Figure 1.3 shows that the same is true for the phase of the CC transitions. In
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Fig. 1.3 Angular momentum dependence of the CC phases in He . 1s, Ne  .2p, Ar  .3p and Kr 3d. 
a CC phases for absorption of an IR photon and increase of angular momentum. b CC phases for 
absorption of an IR photon and decrease of angular momentum. c CC phases for emission of an IR 
photon and increase of angular momentum. d CC phases for emission of an IR photon and decrease 
of angular momentum 

fact, contrary to the amplitude of the CC transitions, the phase of these transitions 
does not depend on the absolute value of the electron angular momentum, but only on 
whether the angular momentum increases or decreases in the transition. For example, 
Fig. 1.3(a) shows that.φ(+)(λ → L) is almost identical for He (p.→d), Ne (s.→p), Ar 
(d.→f) and Kr (f.→g) over a large range of kinetic energies, as low as 5 eV. The same is 
true in the case of emission of an IR photon or in the case of channels with decreasing 
angular momentum, see Figs. 1.3(b–d). At low kinetic energy, both in the case of
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Fig. 1.4 Deviation from the universality of the CC phase in neon and krypton. For each atom, the 
phase difference between two CC transitions increasing angular momentum is shown. The shaded 
grey area corresponds to the region for which the phase difference is smaller than.20 mrad 

absorption and emission, small differences between channels with increasing and 
decreasing angular momentum can be observed. We note, however, that contrary 
to the amplitude, the CC phase is more sensitive to strong spectral features such 
as Cooper minima. Fig. 1.3(c) shows that in argon, a deviation from the universal 
behaviour can be observed in the vicinity of the 3p Cooper minimum around 30 eV, 
while the propensity rule for transition amplitudes is not affected [ 83]. Additionally, 
at low kinetic energy, small difference between the different channels can also be 
observed. 

Figure 1.4 presents the phase difference between different CC transitions increas-
ing angular momentum in neon and krypton atoms. The figure shows that at high 
kinetic energy (above .≈ 25 eV), no difference is observed between the different 
channels. At lower kinetic energy a small difference is observable between differ-
ent channels. In particular, the calculated phase difference is positive in the case of 
emission of an IR photon while it remains close to zero in the case of absorption of a 
photon. Nonetheless, the phase difference remains very small (. <20 mrad) for kinetic 
energies down to .10 eV and it is almost the same for neon and krypton atoms. This 
may indicate that in the spectral region between .10 and .25 eV, the (universal) cen-
trifugal potential starts affecting the CC phases. Below.10 eV, the difference between 
the channels diverges and clear differences can be observed between the different 
atoms, indicating the onset of atom-specific short-range effects in CC transitions.
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These results are important because they show that the universality of the CC 
phase is not tied to the validity of the asymptotic approximation. This has also been 
pointed out when comparing noble gas atoms and negative ions [ 84]. Physically this 
universality can be understood in analogy to classical electrodynamics, where the 
interaction of a charged particle with an electrical field leads to bremsstrahlung or 
inverse bremsstrahlung effects. In this context, continuum–continuum transitions can 
be seen as stimulated one-photon bremsstrahlung. In terms of group delays the CC 
phase induces an additional advance (delay) 9 of the EWP for the absorption (emis-
sion) process in addition to the dynamical one-photon Wigner delay. The universality 
of the CC transition phases and amplitudes (through Fano’s propensity rule) offers the 
possibility to recover information on single-photon ionization using angle-resolved 
interferometric two-photon measurement schemes [ 53]. 

1.2.2.4 Angle-Integrated and Angle-Resolved Measurement 

Finally, we introduce a set of useful notations to discuss the angle-integrated and 
angle-resolved two-photon ionization measurements. For each angular-momentum 
path, we define 

.a(±)
Lλm(τ ) = EXUV(Ω)EIR(ω)e

±iωτM (±)
Lλm, (1.14) 

where .EIR is the amplitude of the laser field and . τ the delay between the XUV and 
laser fields. We further introduce the quantities 

.A(±)
Lλm(θ, φ, τ ) = a(±)

Lλm(τ )YLm(θ, φ), (1.15) 

.A(±)
Lλm(θ, τ ) = (−1)ma(±)

Lλm(τ )

/
(2L + 1)(L − m)!

2(L + m)! Pm
L (cos θ), (1.16) 

where.Pm
L are the associated Legendre polynomials related to the spherical harmonics 

by 

.YLm(θ, φ) = (−1)m

/
(2L + 1)(L − m)!

4π(L + m)! Pm
L (cos θ)eimφ. (1.17) 

The total angle-resolved signal is given by the modulus square of the sum over 
the transition amplitudes to all accessible final states. When the ionic state is not 
measured, the ionization probabilities corresponding to different final .m states add 
incoherently,

9 This delay is defined as the derivative of the CC phase with energy and should not be confused 
with the. τ delay, which depends on the difference between the emission and absorption CC phases, 
see Sect. 1.3. 
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.S(±)(θ, φ, τ ) =
∑
m

|||||
∑
L ,λ

A(±)
Lλm(θ, φ, τ )

|||||
2

. (1.18) 

If the photoelectron signal is integrated over all azimuthal angles, the former expres-
sion reduces to 

.S(±)(θ, τ ) =
ʃ 2π

0
S(±)(θ, φ, τ )dφ =

∑
m

|||||
∑
L ,λ

A(±)
Lλm(θ, τ )

|||||
2

. (1.19) 

Finally, due to the orthogonality of the spherical harmonics, and of the Legendre 
Polynomials, the total angle-integrated signal, .S(±), corresponds to the incoherent 
sum of the transition amplitudes to all final states 

.S(±)(τ ) =
ʃ π

0
S(±)(θ, τ ) sin θdθ =

∑
L ,m

|||||
∑
λ

a(±)
Lλm(τ )

|||||
2

, (1.20) 

where only intermediate angular momentum paths that lead to the same final state 
are added coherently. Even for a single final state, when . λ can take two values, the 
total phase of the two-photon transition amplitude does not correspond to that of the 
individual channels. 

1.3 Measuring Photoionization Time Delays with RABBIT 

High-order harmonic generation in gases produces a coherent comb of odd harmonics 
which is used to photoionize an atom. The resulting photoelectron spectrum (PES) 
exhibits a series of peaks due to the comb structure for the XUV. When the XUV and 
IR laser fields are overlapped, additional peaks, called sidebands, appear in the PES 
due to absorption or emission of an IR photon between continuum states. Because 
two consecutive harmonics are spaced by the equivalent of two IR photons, a given 
sideband can be reached via two quantum paths as shown in Fig. 1.5(a): absorption 
of one harmonic plus absorption of one IR photon or absorption of the following 
harmonic plus emission of one IR photon. As a result, the signal of sideband . q, 
which corresponds to a net absorption of energy equal to .q ω, is given by 

.

Sq =
|||A(+)

q−1 + A(−)
q+1

|||2

=
|||A(+)

q−1

|||2 +
|||A(−)

q+1

|||2 + 2
|||A(+)

q−1

|||
|||A(−)

q+1

||| cos (2ωτ − ∆ϕ) ,

(1.21) 

where .A(±)
q∓1 is the two-photon transition amplitude corresponding to absorption of 

harmonic .q ∓ 1 and absorption .(+) or emission . (. −) of an IR photon. This quantity
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Fig. 1.5 Characterization of an attosecond pulse train. a Schematic representation of the RABBIT 
technique. b Low energy part of a RABBIT scan in Ne from harmonics generated in Ne. c Delay 
integrated photoelectron spectrum and phase measured at the sidebands. d Reconstructed attosecond 
pulse train. Figures taken from [ 77] 

is angle- and channel-dependent as we will discuss in the next sections. Here, we 
use a compact notation to illustrate the principle of the RABBIT technique. . A(±)

q∓1
can be expressed as 

.A(±)
q∓1 = Eq∓1(Ωq∓1)EIR(ω)e

±iωτM (±)
kg (Ωq∓1), (1.22) 

where .Ωq∓1 = (q ∓ 1)ω and .Eq∓1 is the complex amplitude of the .q ∓ 1 harmonic 
field. The interference of the two paths to the sideband gives rise to oscillations of 
the sideband intensity as a function of the delay. τ between the XUV and IR fields as 
shown in Fig. 1.5(b). The phase of these oscillations, .∆ϕ, can be decomposed into 
two contributions, .∆ϕ = ∆ϕXUV + ∆ϕA which are defined as [ 22]: 

.

∆ϕXUV = arg
[Eq+1(Ωq+1)

] − arg
[Eq−1(Ωq−1)

]
∆ϕA = arg

[
M (−)

kg (Ωq+1)
]

− arg
[
M (+)

kg (Ωq−1)
]
.

(1.23) 

.∆ϕXUV originates from the fact that the attosecond pulses produced by HHG are 
intrinsically chirped such that consecutive harmonics have different spectral phases. 
Usually, this phase difference varies linearly as a function of the sideband order. 
This effect is called ‘attochirp’..∆ϕA is the phase difference between the two-photon 
transition matrix elements, called the atomic phase. By fitting the sideband oscillation 
with Eq. (1.21), the phase offset for the different sidebands can be extracted as shown 
in Fig. 1.5(c). The measured phase can be related to a time delay using a finite 
difference approximation of the energy derivative
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.
∂ϕ

∂E
≈ ∆ϕ

2ω
= τXUV + τA, (1.24) 

where .τXUV is the XUV group delay and .τA is the atomic delay. In the case of 
ionization to a flat, featureless, continuum, the variation of the total phase .τXUV is 
usually much larger than the atomic phase. This can be seen in Fig. 1.5(c) where the 
close-to-linear phase variation is due to the attochirp [ 85]. 

Historically, this interferometric technique, RABBIT, first theoretically suggested 
in [ 86], was applied to characterize experimentally the XUV radiation emitted via 
HHG [ 22, 87]. During the past decade, the main application of the RABBIT technique 
has shifted from the characterization of the attosecond pulse trains to the study 
of attosecond photoionization dynamics [ 88]. To access atomic time delays, two 
RABBIT scans are performed with one scan serving essentially as a reference for 
the other, for instance using a photoionization process originating from different sub-
shells of the same atom or from two different atoms. Hence, the contribution of the 
attosecond pulses can be cancelled out by evaluating the phase difference between 
two scans. Accuracy and precision of the technique have been recently discussed in 
[ 89]. 

1.3.1 RABBIT Measurements for a Single 
Angular-Momentum Path 

To gain insight into photoionization with a RABBIT measurement, we present first 
how the atomic phase difference, .∆ϕA, can be extracted in the case where a single 
two-photon ionization channel (. 0 → λ → L) dominates. Using Eqs. (1.13) and 
(1.23), 

.∆ϕA = ∆ηλ + ∆φCC, (1.25) 

where .∆ηλ = η
(−)
λ − η

(+)
λ and .∆φCC = φ

(−)
CC (λ → L) − φ

(+)
CC (λ → L). The oscilla-

tory part of the RABBIT equation [Eq. (1.21)] can be expressed as 
.cos[2ω(τ − τXUV − τA)], where 

.τA = τW + τCC, (1.26) 

is called the atomic delay. .τW = ∆ηλ/(2ω) is the Wigner delay and 
.τCC = ∆φCC/(2ω) is the continuum–continuum delay. 10

In Fig. 1.6(a), we test the universality of the CC delay by comparing.τCC calculated 
using diagrammatic many-body perturbation theory for different channels in different 
atoms [ 80]. All the CC delays lie in a region of .±10 as around the .τCC calculated in 
helium for the.s → p → s channel, as indicated by the blue shaded area. Even at low

10 Note that the CC delay is not the derivative of the CC phase with energy, but rather it is proportional 
to the difference between emission. (. −) and absorption.(+) CC phases (see e.g. [ 88]). 



16 D. Busto et al.

5  10 15 20 25  
Kinetic energy (eV)

-200

-150

-100

-50 

0 
CC

(a
s) 

He p s 
He p d 
Ne s p 
Ne d p 
Ne d f 
Ar s p 
Ar d p 
Ar d fKr p s 
Kr p d 
Kr f d 
Kr f g 

(a) (b) 
150 

100 

50 

0 

W
 (a

s) 

Kinetic energy (eV) 
0 10 20 30 

Fig. 1.6 a Angular momentum dependence of.τCC for the photoionization from He 1s, Ne 2p, Ar 
3p and Kr 3d. The shaded area corresponds to a region of .±10 as around .τCC(p → s) calculated 
for helium. The calculated CC delays for the different channels lie within the shaded area for an IR 
wavelength of 800 nm. b Wigner time delays in hydrogen for .λ = 0 (black), .λ = 1 (blue), . λ = 2
(red) 

kinetic energy the spread of the .τCC for the different atoms and angular momentum 
channels is small. For helium, the CC delay is nearly identical for the . s → p → s
and .s → p → d channels. This implies that, to a good approximation, .τCC can be 
considered universal for the analysis of the photoionization time delays. Nevertheless, 
the difference between the different calculated.τCC may become relevant for precise 
and accurate measurements with error bars below 10 as at low kinetic energies. In 
this case, other effects such as the harmonic chirp, plasma blueshift in the generation, 
volume averaging and experimental fluctuations can also contribute to delay shifts 
with uncertainties of the same order of magnitude [ 89]. 

In the case of the hydrogen atom, the Wigner time delay is given by the energy 
derivative of the Coulomb phase.σL(k), which has a well-known analytical expression 
[ 73]. This Wigner delay contribution is present in all atoms and can be used as a 
reference to investigate the short-range correction to the Coulomb potential in heavier 
atoms. As shown in Fig. 1.6(b), close to threshold, the Coulomb time delay increases 
very quickly and can be subtracted to make visible the additional contribution to the 
Wigner time delay originating from electron correlations [ 52]. 

In general, a comprehensive interpretation of the photoionization time delays 
requires including two-photon processes where the order of absorption (emission) of 
the photons is exchanged. However, the reversed time-order process leads to correc-
tions that are typically less than an attosecond for calculations performed in length 
gauge [ 84]. The separation made in Eq. (1.26) can break down in highly correlated 
processes, e.g. at the Cooper minimum for the .3s orbital in argon, which has been 
studied using the 2-Photon 2-Colour Random Phase Approximation with Exchange 
(2P2C-RPAE) method [ 83]. Physically, this can be understood as the result of addi-
tional interactions of the atomic system with the laser probe field, e.g. when the 
laser field stimulates hole transitions in the ion rather than electron transitions in the 
continuum. Similarly, resonances in the continuum strongly affect two-photon transi-
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tions [ 37, 90]. Therefore, fully correlated two-photon matrix elements are sometimes 
required for a complete analysis of RABBIT experiments [ 83]. In recent years, .R-
matrix approaches have been applied to tackle complex targets beyond the capabilities 
of many-body perturbation theory [ 91, 92]. 

1.3.2 RABBIT Measurements with Multiple 
Angular-Momentum Paths 

When multiple channels contribute to the photoionization process, the interpretation 
of the measured phase, and its comparison to the theory, is more delicate. In the fol-
lowing, we will discuss first angle-integrated measurements and then angle-resolved 
measurements. Finally, we explain why measurements performed along the polar-
ization axis are especially useful for the determination of Wigner delays from atoms 
using RABBIT. 

1.3.2.1 Angle-Integrated RABBIT Measurements 

For angle-integrated measurements, contributions from different final scattering 
states have to be summed incoherently (see Sect. 1.2.2.4). As a result, the total 
delay-dependent RABBIT signal corresponds to the incoherent sum of RABBIT 
signal .SLm for each final (. L) and initial (. m) states, 

.S(τ ) =
∑
L ,m

SLm(τ ), (1.27) 

with 

.SLm(τ ) =
|||||
∑
λ

(
a(+)
Lλm(τ ) + a(−)

Lλm(τ )
)|||||

2

. (1.28) 

where .a(±)
Lλm is the two-photon transition amplitude corresponding to an angular-

momentum path characterized by (.Lλm) introduced in Eq. (1.14). In helium, there 
are two final scattering states (. s and. d) but only one intermediate one (. p). Therefore, 
the RABBIT scans associated with the two final states will have the same atomic 
phase,.∆ϕA = ∆η1 + ∆φ, enabling the accurate extraction of the one-photon Wigner 
time delay. 

For heavier rare gas, however, as initially discussed in [ 43, 82], the final state 
with angular momentum.L = 1 can be reached via two different intermediate states 
with angular momentum .λ = L ± 1 which interfere (see Fig.1.1). In the case of a 
strong variation of the cross sections as a function of the energy, e.g. in the vicinity 
of a resonance or a Cooper minimum, the interference may have large effects on the 
retrieved phase.
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We provide here the general method to analyse the RABBIT signal in this case. 
The total signal can be written as 

.

S(τ ) =2
|||a(+)

32±1 + a(−)
32±1

|||2 + 2
|||a(+)

12±1 + a(−)
12±1

|||2 +
|||a(+)

320 + a(−)
320

|||2

+
|||a(+)

120 + a(−)
120 + a(+)

100 + a(−)
100

|||2 .
(1.29) 

The first three terms oscillate in phase because they can be only reached via . d
intermediate states and their incoherent addition will not lead to any blurring of 
the measured phase. However, for .m = 0, the final . p state can be reached via the 
intermediate . s and . d states with respective scattering phases .η(±)

0 and .η(±)
2 . These 

two paths interfere, resulting, for each two-photon ionization process, in an effective 
phase .η

(±)
int , given by the equation 

11

.η
(±)
int = arctan

 
|a(±)

120 | sin[η(±)
2 ] − |a(±)

100 | sin[η(±)
0 ]

|a(±)
120 | cos[η(±)

2 ] − |a(±)
100 | cos[η±

0 ]

 
. (1.30) 

where the minus sign comes from the phase .πλ/2 in Eq. (1.10). Consequently, the 
term associated to the final .p state, .m = 0, in Eq.  (1.29) does not oscillate with 
the same phase as the other terms. The sum of the oscillations results in a sideband 
oscillating at the same frequency,.2ω, but with a slightly different phase and a reduced 
contrast. The total interferometric signal measured is 

. 
I =I0 + I2 cos[2ω(τ − τXUV − τ2 − τ)] + Iint cos[2ω(τ − τXUV − τint − τ)]

=I0 + Itot cos[2ω(τ − τXUV − τtot − τ)].
(1.31) 

where .I0 is a constant, .I2 and .τ2 are the oscillation amplitude and time delay of 
sidebands associated with all the channels via the intermediate . d state, .Iint and . τint
are those for the final . p state, .m = 0. .Itot and .τtot are the intensity and delay for the 
total signal. 

.

Itot = [{I2 + Iint cos[2ω(τ2 − τint)]}2 + {Iint sin[2ω(τ2 − τint)]}2
]1/2

τtot = τ2 + 1

2ω
arctan

[
Iint sin[2ω(τ2 − τint)]

I2 + Iint cos[2ω(τ2 − τint)]
] (1.32) 

For this reason, it is not possible to exactly retrieve Wigner time delays from 
angle-integrated RABBIT measurements from heavy noble gas atoms with initial 
.p-orbital. 12

11 Here, we neglect any.λ-dependence of.φ±. 
12 It is, however, possible to extract the Wigner delay of electrons emitted along the polarization 
axis to a good approximation, as discussed in Sect. 1.3.2.4. In this case, the Wigner delay is defined 
as the energy derivative of the argument of the complex dipole given in Eq. (1.3) with the final 
scattering state from Eq. (1.5) that determines the superposition of.s- and.d-waves.
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Fig. 1.7 Theoretical time 
delays.τ2 (red solid), . τtot
(blue dashed),.τint (green 
dotted) and.τ0 (yellow 
dashed) (see text) in argon 
extracted from a two-photon 
ionization calculation using 
the Random Phase 
Approximation with 
Exchange (RPAE). Figure 
taken from [ 82]. Licensed 
under CC-BY-3.0 

Nonetheless, from Fano’s propensity rule, we know that some transitions are more 
probable than others. For example, in Ar, the one-photon.p → d channel dominates 
over the.p → s channel at low energy below the Cooper minimum [ 93]. In addition, 
the.p → d channel is possible for all magnetic quantum numbers (.m = 0,±1), while 
the.p → s channel is only possible for.m = 0. In this case, it is therefore reasonable 
to neglect the channel with lowest intermediate angular momentum, thus, allowing 
for extraction of the Wigner time delay for the intermediate state with the highest 
angular momentum. We present in Fig. 1.7 calculations of .τtot, . τ0, .τ2 and .τint for a 
few sidebands in argon using 800-nm radiation. 13 While the .p → s channel affects 
.τint, its influence on.τtot is significantly reduced due to the dominating role of. p → d
(.m = ±1) channels. Thus the delay extracted in a RABBIT measurement can still 
be interpreted to a good approximation as the Wigner delay of the . d state, with an 
‘error’ of the order of 10 as. 

1.3.2.2 Angle-Resolved RABBIT Measurements 

Angle-resolved RABBIT measurements are performed by detecting photoelectron 
signals as a function of energy, emission angle and delay. More precisely, for each 
delay and sideband energy, a Photoelectron Angular Distribution (PAD) is recorded. 
The angle and delay-dependent sideband signal is given by (see Sect. 1.2.2.4) 

.S(θ, τ ) =
∑
m

|||||
∑
L ,λ

A(+)
Lλm(θ, τ ) + A(−)

Lλm(θ, τ )

|||||
2

. (1.33)

13 In these calculations, the . τ, which, to a good approximation, is identical for all the channels, is 
not included. 
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This equation shows that the measured angular distribution results from the inter-
ference between different ionization channels. The asymmetry between absorption 
and emission, predicted by Fano’s propensity rule (see Sect. 1.2.2.3), is central to 
interpret this interference, and is at the origin of modifications of the PAD as func-
tion of delay [ 32, 39, 94] as well as of anisotropic time delays [ 34, 77, 81]. In 
general, all sub-magnetic levels contribute incoherently to the angular distribution. 
These different contributions may have phase differences, as discussed previously in 
angle-integrated RABBIT. 

The measured PADs can be decomposed on the basis of Legendre polynomials, 
as originally introduced by Cooper and Zare [ 6], according to 

.S(θ, τ ) = σint

4π

(
1 +

∞∑
n=1

βn(τ )Pn(cos θ)

)
, (1.34) 

where .Pn are the Legendre polynomials, .βn are the coefficients of the Legendre 
expansion, known as asymmetry parameters, and .σint is the total ionization cross 
section. For unpolarized atoms, this sum can be truncated to .nmax = 2N , where 
.N is the number of photons exchanged (absorbed or emitted) with the light fields 
[ 95]. Additionally, provided that the sideband does not spectrally overlap with the 
main bands (due to one-photon absorption), only partial waves of the same parity 
contribute to the sideband, resulting in an up–down symmetry relative to the plane 
perpendicular to the laser polarization axis, and leading to a cancellation of the odd 
asymmetry parameters. Therefore, in RABBIT measurements with linearly polarized 
XUV and IR fields, the PAD of the sidebands can be parametrized with only two 
asymmetry parameters: .β2 and . β4. 14

In the following, we discuss the case of helium where.λ = 1 and.m = 0 to gain an 
insight into the interference between partial waves and its relation to angle-resolved 
photoemission time delays. Using Eqs. (1.14) and (1.16), assuming the same ampli-
tude for the harmonics contributing to the same sideband, and making use of the fact 
that .P0 = 1, the angle-resolved RABBIT signal is proportional to 

.

S(θ, τ ) ∝
|||

D0(τ )    [
M (+)

010 e
iωτ + M (−)

010 e
−iωτ

]

+
[
M (+)

210 e
iωτ + M (−)

210 e
−iωτ

]
    

D2(τ )

√
5P2(cos θ)

|||2,
(1.35) 

where the Legendre polynomial.P2(x) = 1
2 (3x

2 − 1). The term in the first row,. D0(τ )

corresponds to the ‘RABBIT amplitude’ associated to the. s final state while the term 
in the second row, .D2(τ ) is that associated to the . d final state. This equation shows

14 A general discussion on the parameterization of photoelectron angular distributions can be found 
in the review [ 96]. 
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that, in general, it is not possible to write .S(θ, τ ) as the product of a temporal factor 
and an angular factor. This implies that the PAD, characterized experimentally by 
the asymmetry parameters .β2 and . β4, is delay-dependent. 

The evolution of the RABBIT signals for the . s and . d states, .|D0|2 and . |D2|2
respectively, as a function of delay is shown in Fig. 1.8(a), where the sinusoidal 
oscillation over one sideband period is presented in a logarithmic scale. The maxima 
of the oscillations are similar, while the minimum is much smaller for the . s state 
than for the. d state. The contrast of the oscillations is therefore higher for the. s state. 
This reflects that absorption and emission paths to a given final angular momentum 
do not have the same strength due to Fano’s propensity rule, and more specifically 
show that the asymmetry between absorption and emission increases with the final 
angular momentum (Fig. 1.2). Consequently, the contribution of the . s and . d waves 
to the total PAD varies as a function of time. In Fig. 1.8(b), we show the oscillations 
of the . β parameters, together with the 3-dimensional representation of the angular 
distributions at specific delays. In Fig. 1.8(c), we present the angle and delay resolved 
sideband intensity in a logarithmic scale. Both figures show the large modification 
of the angular distribution around the minimum of the sideband oscillation, where 
the ratio of the contributions of the . s and . d states changes dramatically. This effect 
decreases with the kinetic energy of the photoelectron. 

Fig. 1.8 a RABBIT signals 
.|DL (τ )|2 for the. s (blue) and 
. d (orange) final states. b 
Asymmetry parameters. β2
(black) and.β4 (magenta) as 
a function of delay. The 
insets on top show that 3D 
PAD at different delays. c 
Delay and angle-resolved 
sideband intensity with a 
logarithmic colour map. The 
calculations are performed 
for electrons with a kinetic 
energy.E = 6.42 eV. Figures 
taken from [ 77]
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A relevant way to examine the PAD is to disentangle the angle-resolved transition 
amplitudes of the absorption and emission pathways, thus highlighting the anisotropy 
of the time delays. We rewrite Eq. (1.35) as  

.

S(θ, τ ) ∝
|||

D(+)(θ)    [
M (+)

010 + M (+)
210

√
5P2(cos θ)

]
eiωτ

+
[
M (−)

010 + M (−)
210

√
5P2(cos θ)

]
    

D(−)(θ)

e−iωτ
|||2,

(1.36) 

where the term in the first row,.D(+)(θ), corresponds to the angle-resolved transition 
amplitude of the absorption path and the term in the second row,.D(−)(θ) corresponds 
to the emission path. Figures 1.9a, b show the square modulus and argument of 
.D(+) and .D(−), respectively. 15 The argument is displayed as a ‘time delay’ . τ (±) =
arg[D(±)]/(2ω) (.π rad is equivalent to .667 as at .800 nm). The square modulus of 
.D(+) varies rapidly at .θ = 75◦ and.105◦ and the time delay jumps by almost .600 as. 
On the contrary,.|D(−)|2 varies smoothly as a function of the angle and the time delay 
is almost independent of the angle. As a result, the angle-dependent atomic delay 
.τA(θ) = τ (−)(θ) − τ (+)(θ), shown in Fig. 1.9(c), exhibits a large delay variation as 
a function of the angle. 

Fig. 1.9 a Square modulus 
(solid line) and time delay 
(dashed line) of.D(+)(θ). b 
Square modulus (solid line) 
and time delay (dashed line) 
of.D(−)(θ). c Angle-resolved 
atomic time delay. The 
calculations are performed 
for electrons with a kinetic 
energy.E = 6.42 eV. Figures 
taken from [ 77]

15 These results take into account the exact .L-dependence of .φ(±), which leads to a smoothing of 
the rapid variations of.D(+) predicted by the asymptotic approximation [ 34]. 
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To understand the physical origin of the delay jump, we use the asymptotic approx-
imation given in Eq. (1.13), neglecting the small .L-dependence of.φ(±), and express 
.D(±)(θ) as 

.D(±)(θ) ≈ exp[i(π/2 + η
(±)
1 + φ(±))]

[
|M (±)

010 | + |M (±)
210 |

√
5P2(cos θ)

]
, (1.37) 

where the second factor on the right-hand side is real and can be negative or positive. 16

The term corresponding to .L = 2 is negative for .54.7◦ ≤ θ ≤ 125.3◦. For these 
angles, the partial waves corresponding to .L = 0 and .L = 2 interfere destructively. 
At other angles, and in particular, along the polarization axis, both contributions are 
positive and add constructively. Depending on the relative weight .|M (±)

L10| of the two 
scattering waves, the second factor on the right-hand side in Eq. (1.37) may or may 
not change of sign. In the absorption path, according to Fano’s propensity rule, the. d
wave dominates. As a result, for electrons with kinetic energy .E = 6.42 eV, around 
.75◦ and .105◦, .|M (±)

010 | + |M (±)
210 |

√
5P2(cos θ) crosses zero. In the emission path, it 

is the . s wave that dominates. Here the second term of Eq. (1.37) never changes 
sign, leading to a smooth variation of.|D(−)|2. The difference between the absorption 
and emission due to Fano’s propensity rule is, therefore, at the origin of the angle 
dependence of the time delays. 

The discussion on angle-resolved photoionization time delays and delay-
dependent PADs has so far been done in helium atoms, where all the ionization chan-
nels contribute coherently. A similar analysis can be performed with other atoms, 
explaining the general angle dependence of the photoionization time delays [ 97]. In 
this case, the angle-resolved RABBIT signal can be expanded as 

.S(θ, τ ) =
∑
m

[||D(+)
m

||2 + ||D(−)
m

||2] + e−i2ωτ
∑
m

D(+)∗
m D(−)

m + c.c., (1.38) 

where .D(±)
m is a generalization of .D(±) previously introduced 

.D(±)
m (θ) =

∑
L ,λ

M (±)
LλmYLm(θ, 0). (1.39) 

The term.W (θ) = ∑
m D(+)∗

m D(−)
m can be parameterized as 

.W (θ) = W0

4π

(
1 +

∞∑
n=1

β̃n Pn(cos θ)

)
, (1.40) 

where.W0 is a complex angle-independent amplitude and.β̃n are complex asymmetry 
parameters [ 97]. As for Eq. (1.34), for unpolarized atoms, the expansion in terms 
of Legendre polynomials can be truncated at .nmax = 4 and only even asymmetry

16 In Eq. (8) of Ref. [ 34] the minus sign between the two corresponding terms is a typo. 
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parameters are non-zero in the absence of an up–down asymmetry. While the tradi-
tional asymmetry parameters are delay-dependent in the RABBIT measurements, as 
shown in Fig. 1.8(b), the two complex asymmetry parameters.β̃2 and.β̃4 encapsulate 
the amplitude and phase information of the complex interference term in RABBIT 
measurements and its delay dependence. This parameterization thus offers an oppor-
tunity to quantitatively analyse angle-resolved RABBIT measurement, similarly to 
what has been done for single-photon ionization using real asymmetry parameters 
[ 96]. The angle-resolved oscillation amplitude is then given by.|W (θ)| and the angle-
resolved RABBIT phase corresponds to .arg[W (θ)]. 

1.3.2.3 From Angle-Resolved to Channel-Resolved Measurements 

Angle-resolved RABBIT measurements are very sensitive to the relative amplitude 
and phase of the intermediate and final scattering states. However, disentangling the 
contributions of the bound–continuum transitions from CC transitions induced by the 
probe field is extremely challenging, and a proper representation of the two-photon 
ionization process is crucial. For instance, an angle-resolved representation can lead 
to a controversial interpretation of the CC delay. More precisely, the angle-resolved 
CC delay, defined as the difference.τA(θ) − τW (θ), is strongly dependent on the angle 
[ 97], and is not a universal quantity. In contrast, a channel-resolved representation is 
appropriate since it allows for a clear separation of the one-photon delay from that 
induced by the IR. It requires, however, further parametrization of the angle-resolved 
measurements. 

Joseph et al. [ 98] suggest to parametrize the delay-dependent sideband PAD using 

.S(θ, τ ) =
2∑

n=0

h2n(τ )P2n(cos θ). (1.41) 

This parameterization is very similar to that in Eq. (1.34), with an important 
advantage: the . h functions oscillate sinusoidally as a function of delay while, as 
shown in Fig. 1.8, the  . β parameter have a more complex delay dependence. It is 
then possible to express the delay dependence of the . h coefficients as . h2n(τ ) =
a2n + b2n cos(2ωτ − φ2n). It is then clear that for each sideband, one can extract 9 
observables:.a{0,2,4},.b{0,2,4} and.φ{0,2,4}. Using Eqs. (1.14), (1.16), (1.33), and (1.41), 
it is possible to express these 9 observables in terms of the two-photon transition 
matrix elements .M (±)

Lλm . Interestingly, even if for individual magnetic sublevels, the 
expansion of Eq. (1.33) in Legendre polynomials can contain powers of .cos θ as 
high as .2 + 4, the final angular distribution of unpolarized targets can always be 
described by Eq. (1.41), regardless of the value of the initial orbital quantum number 
.  [ 95]. Each of the matrix elements can then be decomposed as 

.M (±)
Lλm = Cm

LλC
m
λ σ

(±)
Lλ e

i[π− πλ
2 +η

(±)
λ +φ(±)(λ→L)], (1.42)
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where.Cm
Lλ = ⟨Lm|Y10|λm⟩ are angular coefficients and.σ

(±)
Lλ is the two-photon radial 

amplitude. In general, the number of unknowns in the problem,.σ (±)
Lλ , .η

±
λ , . φ

(±)(λ →
L), is larger than the number of observables [ 98]. 

In order to extract the relevant channel-resolved amplitudes and phases, different 
approaches have been developed. One possibility is to take advantage of the uni-
versality of the CC transitions to simplify the problem. For example, using Fano’s 
propensity rule for CC transitions, one can relate the two-photon radial amplitudes 
.σ

(±)
λ+1λ .σ

(±)
λ−1λ of channels sharing the same intermediate state. Additionally one can 

also use the fact that to a large extent the CC phases only depend on the difference 
in angular momentum (.±1) between intermediate and final states or simply take the 
exact value of the CC phases obtained from numerical calculations (Fig. 1.3). Finally, 
it is also possible to use analytical models such as the one developed by Boll et al. 
[ 99] to get an approximate value of the angular momentum-dependent phases and 
relative amplitude for CC transitions. 

An alternative approach is to perform RABBIT measurements with different 
polarizations for the XUV and IR pulses [ 76]. The principle is analogous to mea-
suring dichroism in two-photon ionization. 17 By changing the polarization of the 
light pulses, different selection rules for the orbital angular momentum and mag-
netic quantum number apply, and multiple angular distributions and angle-resolved 
phases can be measured. Combining measurements with linear [ 54, 56] or circular 
[ 55, 66] polarization can provide additional information to extract the amplitude and 
phase of the different ionization channels. 

1.3.2.4 RABBIT Measurements Along the Polarization Axis 

Theoretically, the problem of unresolved ion states in the experiment can be cir-
cumvented by detecting photoelectrons along the polarization axis, .k|| = kẑ. In this  
direction only, the .m = 0 electrons will be detected due to properties of spherical 
harmonics. Furthermore, the CC-delay in this direction is universal for noble gas 
atoms [ 84] and it coincides with the CC-delays of isolated angular momentum paths, 
shown in Fig. 1.6(a). In this subsection, we provide an explanation for this useful 
result within the asymptotic approximation [ 29]. 

In the case of an initial state . ns, where helium is a prototypical example, with a 
single intermediate.p-wave, the final state consists of two partial waves: .s-wave and 
.d-wave. Using Eqs. (1.11) and (1.13), the two-photon transition matrix element in 
the direction .k|| along the polarization axis . z can be expressed as

17 Dichroism in photoelectron spectra is defined as the difference in intensity for two different 
alignments/orientations of the target atom or polarization directions of the ionizing photons [ 5]. 
This difference makes it possible to cancel out many terms from Eq. (1.38), leading to a substantial 
reduction in the number of unknowns. 
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. M (±)
k|| ns ∝ [

Final s−wave    
C0
01Y00(0, 0)+

Final d−wave    
C0
21Y20(0, 0)]

× ⟨ κ(±) p | z | ns ⟩ × i exp[i(φ(±) + η
(±)
1 )]    

Common asymptotic phase shifts

(1.43) 

Equation (1.43) is strictly valid within the asymptotic limit, when both the ampli-
tude and phase of the radial integrals are independent of the final angular momen-
tum. 18 Along the polarization direction, the two amplitudes are in phase and add 
up constructively. Both amplitudes are of comparable strength with the final . d wave 
being approximately twice as strong as the.s-wave due to properties of the spherical 
harmonics. Since both final states share the common asymptotic phase shifts, . η(±)

1
and .φ(±), the separation of the atomic delay, as .τA = τW + τ in Eq. (1.26), should 
be valid for any atom from an initial .s-orbital with electrons detected along the 
polarization axis. 

In the case of an initial .p-orbital, where neon and argon are prototypical exam-
ples with two intermediate channels: .s-wave and .d-wave for .m = 0, we again  use  
Eqs. (1.11) and (1.13), to write the intermediate partial wave contributions separately 
as 

. M (±)
k|| np ∝ exp[iφ(±)] × {

Intermediate s−wave, Final p−wave    
−C0

10Y10(0, 0)⟨ κ(±)s | z | np ⟩ exp[iη(±)
0 ]

+ [C0
12Y10(0, 0) + C0

32Y30(0, 0)]⟨ κ(±)d | z | np ⟩ exp[iη(±)
2 ]    

Intermediate d−wave, Final p−and f −waves

}, (1.44) 

where .⟨ κ(+)λ | z | np ⟩ ≈ ⟨ κ(−)λ | z | np ⟩ are one-photon dipole elements for pho-
toionization to.λ = 0 and. 2. Because the contributions of the two intermediate waves 
are added coherently, 19 the amplitude ratio must be equal to that of the one-photon 
ionization case, for the Wigner delay to appear correctly in Eq. (1.26). Indeed, this 
is the case due to the following ratio of intermediate waves: 

.

Intermediate d−wave    
[C0

12Y10(0, 0) + C0
32Y30(0, 0)]C0

21

C0
10C

0
01Y10(0, 0)    

Intermediate s−wave

= 2, (1.45)

18 The amplitude from the radial part of the CC transition is omitted in Eq. (1.43) since it is the same 
for both final waves. Exact numerical results show that small corrections in phase and amplitude 
tend to cancel out to very good approximation. 
19 Each intermediate wave has its own scattering phase,.η±

λ . Note also that there is a relative minus 
sign between the two terms due to the intermediate angular momenta being different by two units. 
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which is equal to the ratio of final waves in the one-photon process 

.

Final d−wave    
C0
21Y20(0, 0)

C0
01Y00(0, 0)    
Final s−wave

= 2 (1.46) 

Clearly, this result is general because the atom-specific dipole matrix elements for 
photoionization, .⟨ κλ | z | np ⟩ will affect the intermediate step of the two-photon 
process in the same way as the final state in the one-photon process. In other words, the 
‘intermediate’ phase.ηint or delay.τint [see Eq. (1.30) in Sect. 1.3.2.1] is the same for 
one- and two-photon ionization along the polarization axis, with the approximations 
described above. This means that the separation in Eq. (1.26), with a Wigner delay not 
related to a particular channel but to the final state reached by one-photon ionization, 
is valid from any atom with an initial .p-orbital. 

A similar calculation for an initial .d-orbital gives the ratios 1.5 for the . f −wave 
and .p-wave in the final one-photon and intermediate two-photon case, respectively. 
By extrapolation, the separation.τA = τW + τ should be an excellent approximation 
for photoionization from any atom and orbital as long of photoelectrons are detected 
along the polarization axis, provided that the laser field does not interact with the 
atomic system in any other way beyond CC transitions. 

1.4 Experimental Methods and Results 

Since the early works on photoionization time delays [ 27, 28], several studies, using 
the RABBIT technique, have been performed both with angle-integrated [ 33, 43– 
48, 50] or angle-resolved [ 32, 34, 35, 53, 54, 66, 100] detection. Efforts to improve 
the temporal precision down to a few attosecond [ 33], while keeping good spec-
tral resolution to disentangle different ionization processes [ 45, 48], have allowed 
stringent tests of the theory for non-resonant photoionization. In the following, we 
briefly review the experimental methods and illustrate the difference between angle-
integrated and angle-resolved detection on three measurements recently performed 
in Lund [ 34, 48, 53]. 

1.4.1 Methods 

There is today an increased diversity of high-order harmonics/attosecond sources 
driven by a variety of lasers ranging from high energy lasers at low repetition rate 
to high average power lasers, based upon optical parametric amplification or simply 
high-power oscillators. HHG sources can be vastly different, with parameters such
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as peak power or repetition rate varying by several orders of magnitude [101]. The 
generation of high-order harmonics and attosecond pulse trains requires a strong 
interaction between laser light and atoms, and therefore laser intensities higher than 
.1014 W/cm. 

2. These intensities can be achieved using Ti:Sapphire laser technology 
together with chirped pulse amplification [102], providing laser pulses in the near IR 
spectral region with typically a few tens fs pulse duration, a few mJ pulse energy at a 
few kHz repetition rate. These pulses can be further broadened and post-compressed 
to the few-cycle regime to generate isolated attosecond pulses [103]. The high rep-
etition rate is an essential parameter for coincidence measurements [104–106]. The 
development of lasers based on optical parametric chirped pulse amplification allows 
nowadays the generation of attosecond light source with near MHz repetition rate 
[ 61, 62, 107]. Recently, the combination of post-compression techniques using hol-
low core fibres or multi-pass cells [108, 109], and industrial-grade ytterbium-based 
lasers has also proven to be a very interesting source for attosecond pulse generation 
due to the long term stability and high repetition rate of these laser systems [110]. 
Finally, lasers in the mid-IR spectral range can be used to generate attosecond pulses 
in the X-ray spectral range, opening a new range of applications [111–114]. 

Fig. 1.10 A schematic of the Mach–Zehnder interferometer used for RABBIT measurements in 
Lund. In one arm, the XUV pulses is generated and then recombined with IR pulse from the other 
arm. The delay is monitored and controlled with attosecond precision making small portions of the 
IR in both arms interfere on a camera (see beam path in orange). Figure taken from [115]
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Besides an attosecond pulse train, RABBIT measurements require an XUV–IR 
interferometer and an optical element focusing the light into an interaction chamber 
containing a gas medium at low pressure and a photoelectron spectrometer. The usual 
approach is to split the femtosecond laser pulses in a Mach–Zehnder interferometer, 
in which one arm is used to generate the attosecond pulse train (APT) by focusing 
the laser pulses in a gas target, and the other arm is used to delay the probe pulse 
with attosecond precision [ 22, 57, 85, 116–120]. Both XUV and IR pulses are then 
recombined using a drilled mirror that transmits the attosecond pulses and reflects 
the IR probe pulse. Alternative designs based on a collinear XUV–IR interferometer 
have also been demonstrated [121–123]. Thin metallic filters can be used to filter 
out the IR that co-propagates with the APT, shape the XUV spectrum and partly 
compensate for the group delay of the attosecond pulses [124, 125]. The accuracy 
of RABBIT measurements is essentially limited by the temporal stability of the 
interferometer, the total number of sampling points of the sideband oscillations and 
the pulse intensity fluctuations [ 89]. Therefore, an active delay and beam-pointing 
stabilization is often implemented to ensure attosecond delay stability over several 
hours. The XUV pulse train and IR pulse are then focused in a gas jet using one or 
a combination of grazing incidence focusing mirrors (e.g. [118, 125]). Some setups 
also use a normal incidence geometry with a multi-layer focusing mirror which 
offers to possibility to further shape the XUV spectrum [ 47]. Figure 1.10 presents 
schematically the optical interferometer used at Lund University. 

The photoelectrons resulting from the interaction of the XUV and IR pulses with 
the atomic gas can be measured using different spectrometers. Magnetic bottle elec-
tron spectrometers (MBES) [126–128] offer high spectral resolution over a large 
energy range and a collection efficiency close to .100% at the expense of angular 
integration. Photoelectrons generated in the interaction region are directed towards 
the flight tube using a strong inhomogeneous magnetic field acting as a magnetic 
mirror. The electrons in the flight tube are then guided towards the detectors using 
a weaker linear magnetic field as shown in Fig. 1.11(a). Alternatively, velocity map 
imaging spectrometers (VMIS) [129] or cold-target recoil ion momentum spectrom-
eters (COLTRIMS) [130] offer angular resolution at the expense of reduced spectral 
resolution. Figure 1.11b shows the VMIS principle, where the electron momentum 
distribution after photoionization is projected on a 2D screen using a set of electrodes, 
with an energy resolution of the order of 1–2%. This momentum projection can then 
be inverted to reconstruct the 3D momentum distribution as long as the momentum 
distribution has a cylindrical symmetry. Several methods exist to perform such inver-
sion [131–133] based on the Abel transform. Contrary to VMIS, COLTRIMS do not 
require cylindrical symmetry of the momentum distribution allowing the measure-
ment of the sideband phase as a function of both polar and azimuthal angles.
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Fig. 1.11 Schematic illustration of a an MBES and b a VMIS.  In  (a), a strong magnet is used to 
collect electrons emitted in all directions and to push them into the flight tube. A weak magnetic 
field is used to guide the electrons to the MCP detector, ensuring.∼ 100% collection efficiency. In 
(b), a set of electrodes is used to project the initial momentum distribution on an MCP detector with 
a phosphor screen behind it. The raw image from the phosphor screen is also shown. Figures taken 
from [115] 

1.4.2 Three Examples of Experimental Results 

To illustrate the theory discussed in the present article, we present three ‘typical’ 
experimental results with angle-integrated [48] and angle-resolved [34, 53] detection. 
In the first experiment, neon atoms are ionized in the .2s and .2p shells in the 70– 
100 eV energy range. The second experiment investigates the angular dependence 
of photoionization time delays in argon. In the third experiment, based on angle-
resolved measurements in neon, the amplitude and phase of the individual angular 
momentum channels are extracted.



1 Attosecond Dynamics of Non-resonant Atomic Photoionization 31

1.4.2.1 Angle-Integrated Photoionization Time Delays 

The first photoionization time delay measurements in atoms were performed with 
the attosecond streaking technique [134] by Schultze and co-workers in 2010 [ 27]. A 
time delay difference of.21 ± 5 as was measured between electrons emitted from the 
.2p (.Ip = 21.6 eV) and.2s (.Ip = 48.5 eV) shells of the neon atom. This measurement, 
which could not be explained theoretically in the original article, triggered a lot of 
attention. In the following years, despite numerous attempts to explain the experi-
mental result, theoretical calculations consistently predicted a time delay difference 
smaller than that measured by Schultze et al. [135–139]. 

In 2017, Isinger et al. investigated the photoionization time delays between the. 2s
and.2p shells of neon using the angle-integrated RABBIT technique [48]. The photon 
energy of the attosecond pulse trains was high enough to ionize electrons from both 
.2s and.2p shells, thereby obtaining two RABBIT traces at different kinetic energies 
as illustrated in Fig. 1.12(a). The atomic time delay difference, .τ2s − τ2p, between 
photoelectrons emitted from the two subshells was obtained by measuring the phase 
differences between sidebands of the same order in the two RABBIT traces. Using 
different sets of metallic filters, photoionization time delays could be measured in 
an energy range of 70–100 eV. Contrary to the broad photoelectron peaks obtained 
using the attosecond streaking technique, the discrete nature of the high-order har-
monic spectrum leads to a photoelectron spectrum composed of narrow peaks. A 
spectrally resolved analysis called Rainbow RABBIT [ 38] revealed the presence of 
additional photoelectrons, partially overlapping with.3s electrons peaks, as shown in 
Fig. 1.12(c). These additional contributions were attributed to ionization with shake-
up in which the escaping photoelectron transferred part of its energy to excite another 
electron to the .2p4(.1D).3p(.2P) state (.Ip = 55.8 eV) [139, 140]. Disentangling the 
contributions from the direct and shake-up ionization processes, excellent agreement 
with theoretical calculations was obtained as shown in Fig. 1.12(b). Let us empha-
size that in this experiment both high temporal resolution of a few tens of attosecond 
and high spectral resolution, limited by the harmonic bandwith (200 meV), were 
achieved. 

In Fig. 1.12(d), the Wigner delay, calculated along the polarization direction (see 
Sect. 1.3.2.4), is compared with the angle-averaged one-photon ionization time delay 
(.τtot in Sect. 1.3.2.1). For .2p ionization, the two curves differ by at most 2 as, due 
to the dominance of .2p → d transition. For .2s ionization, the difference is not 
visible, which confirms our discussion in Sects. 1.3.2.1 and 1.3.2.4 for a single 
intermediate channel. The absolute Wigner delay for .2s ionization can be extracted 
from the experimental data by subtracting the CC contribution .τCC(. 2s) from the  
measured delay difference .τ2s − τ2p, using the calculated .τ2p. The .2s Wigner delay 
is approximately -3 and does not vary much in this energy region. The results shown 
in Fig. 1.12(b) reflect essentially the CC-time delay variation between the.2s and. 2p
channels, which varies with the final kinetic energy.
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Fig. 1.12 a Schematic representation of the double RABBIT measurement for photoelectrons from 
the .2s and .2p shells of neon. b Atomic time delay difference between .2s and .2p measured with 
different XUV spectra using Al+Zr (orange) or Zr (blue) filters. The green point is the measurement 
by Schultze et al. [ 27]. The solid black curve is the theoretical prediction. c Energy scheme and. 2ω
amplitude showing the partial overlap of shake-up harmonics with .3s sidebands. The black curve 
shows the phase measured with Rainbow RABBIT. d Calculated Wigner delay along the direction 
of the light polarization.τW (black solid lines) and angle-averaged one-photon ionization time delay 
.τtot (dashed lines) for .2p (upper panel) and .2s (lower pannel) ionization. The experimental data 
is transformed to.τtot(2s) by subtraction of analytical. τ(. 2s) and simulated.τtot(.2p). Figure adapted 
from [ 48]. Reprinted with permission from AAAS 

1.4.2.2 Angle-Resolved Photoionization Time Delays 

Angle-resolved RABBIT was first introduced in 2003 to characterize APTs [ 94]. 
However, it is only in 2016 that Heuser and coworkers used this technique to inves-
tigate angle-resolved photoionization time delays in He [ 32]. This method relies on 
measuring the sideband phase as a function of the emission angle of the photoelec-
trons. Since then, the number of theoretical [141–143] and experimental [ 35, 144, 
145] angle-resolved studies on photoionization time delays has steadily increased.
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Fig. 1.13 Experimental and theoretical results in Ar: a Inverted VMI image showing harmonics 
(HH) and sidebands (SBs). b Experimental and c theoretical variation of .β2 as a function of delay 
for SBs 14 (blue), 20 (magenta) and 22 (yellow) in Ar. Solid lines in (a) are fits to the data. c 
Experimental (circles) and theoretical (solid curves) angle dependence of the atomic delay for SBs 
14, 20 and 22. The error bars correspond to the standard deviation returned from the fitting algorithm. 
Figure adapted from [ 34]. Licensed under CC-BY-4.0 

Figure 1.13a shows a photoelectron momentum map obtained when Ar is pho-
toionized by an attosecond pulse train in the presence of a weak IR field. The figure 
shows harmonics and sidebands for a given delay between the two pulses. When 
the delay is varied, the angular distribution of the sidebands changes resulting in a 
modification of the asymmetry parameters. Figure 1.13b presents the .β2 parameters 
measured as a function of the delay in [ 34]. The periodic modification of the angular 
distribution as a function of delay was used in [ 94] to extract the group delay of 
attosecond pulse trains generated in different gases. In 2018, Cirelli et al. showed 
that the modification of the angular distribution with delay decreases as a function 
of the kinetic energy of the photoelectrons, characterized by a decrease of the modu-
lation amplitude of the .β2 oscillations [ 39]. The extension of Fano’s propensity rule 
to laser-assisted photoionization in [ 34], as discussed in Sect. 1.3.2.2 shows that the 
modifications of the angular distribution with delay originates from an asymmetry 
between absorption and emission. The decrease of the . β oscillation amplitude with 
kinetic energy [Fig. 1.13(b, c)] can be explained by the fact that this asymmetry 
is less and less pronounced, converging towards the prediction of the soft-photon 
approximation [146]. 

Figure 1.13d presents angle-resolved atomic time delays measured in argon in 
[ 34]. The angular dependence of the photoionization time delays was first demon-
strated by Heuser et al. in He [ 32]. The authors showed that, despite the ground state 
of He being spherically symmetric, the photoionization time delay strongly varies as 
a function of the emission angle. In addition, the angular dependence of the delays 
decreases with increasing kinetic energy. Since then, anisotropic photoionization 
time delays have been measured in other noble gases, both for resonant [ 39, 147, 
148], and non-resonant photoionization [ 34, 53– 55, 66, 98, 100]. The angle depen-
dence of the photoionization time delays is another consequence of Fano’s propensity 
rule [ 34] (see Sect. 1.3.2.2). The transition probabilities to the final continua have 
different strengths depending on whether the IR photon is absorbed or emitted so
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that the resulting angle-dependent phase is different for the absorption and emis-
sion paths. In particular, in helium, the transition amplitude for the absorption path 
changes of sign for certain angles, while it is not the case for the emission path, as 
shown in Sect. 1.3.2.2. The asymmetry between absorption and emission decreases 
with increasing kinetic energy, yielding more isotropic photoionization time delays 
as shown in Fig. 1.13(d). 

1.4.2.3 Channel-Resolved Photoionization Time Delays 

The understanding of photoionization is directly coupled to the theoretical inter-
pretation of the experimentally observed quantities. Hence, attosecond experiments 
combining coherent excitation of many continuum states and angular resolution have 
progressively explored the possibility of measuring channel-resolved photoioniza-
tion time delays [ 53– 56]. The goal is to determine the energy variation of the ampli-
tudes and phases of all ionization channels, as discussed in Sect. 1.3.2.3. 

Interestingly, unlike traditional angle-resolved photoionization experiments using 
synchrotron radiation, which measure the phase difference between ionization chan-
nels, experiments using attosecond light sources give access to the phase variation 
of the individual channels over broad energy ranges, providing direct insight into 
the dynamics of the ionization process for each channel. However, in general, the 
number of unknowns in angle-resolved RABBIT measurements is larger than the 
number of observable quantities. To retrieve the information about the individual 
channels two approaches have been followed. 

The first approach consists in taking advantage of the universal properties of 
continuum–continuum transitions far from resonances. In this context, Peschel 
et al. [ 53] measured RABBIT spectrograms using a VMIS in neon. For a given delay, 
the photoelectron angular distribution of each sideband was fitted using Eq. (1.41). 
The resulting fitted coefficients,.hi (τ ), i ∈ {0, 2, 4}, oscillate sinusoidally as a func-
tion of the delay. Figure 1.14(a–c) presents this delay dependence of the.hi parameters 
(black dots) and the result of a global fit (red solid line) for sideband 18. Each of these 
oscillations is characterized by an amplitude, a phase and a mean value, giving rise to 
a total of nine observables. These quantities, expressed in terms of two-photon matrix 
elements for all channels, allow, after a global fit, the determination of one-photon 
phases. Figure 1.14d presents the result for the one-photon scattering phases .η0 and 
. η2. This result shows that the scattering phase of the d partial wave varies by almost. π
rad over the range 2–20 eV, while the s partial wave increases by one radian over the 
range 2–5 eV and then remains almost constant from 5–20 eV. For each channel, the 
phase could be decomposed as the sum of a universal Coulomb phase, a centrifugal 
phase shift and a phase due to the short-range potential. The latter one was found to 
be close zero for the d channel, while, for the s channel, electron correlations led to a 
phase offset of 1.2. π [ 53]. The one-photon amplitudes presented in Fig. 1.14(d) show 
that the d channel dominates over the s one, as predicted by Fano’s propensity rule 
for bound–continuum transitions [ 78]. These amplitudes were measured separately, 
in the absence of the dressing IR field.
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Fig. 1.14 Experimental and theoretical results in Ne : (a–c) Delay dependence of the coefficients 
.h0(τ ) (a),.h2(τ ) (b),.h4(τ ) (c), for sideband 18. The dots correspond to the value of the coefficients 
obtained at each delay by fitting the angular distribution with Eq. (1.41). The error bars indicated 
the standard error returned by the fitting function. The red curves are the result of the simultaneous 
fit of the.hi (τ )) oscillations using the explicit expression of these functions in terms of the unknown 
quantities of the problem. (d–e) Experimental (circles) and theoretical (solid lines) one-photon 
scattering phases.η0 (green) and.η2 (blue) and radial amplitudes.σ0 and. σ2. The error bars correspond 
to the standard deviation obtained by repeating 500 times the fitting of the .hi (τ ) functions with 
randomized initial guess within a normal distribution. Figure adapted from [ 53]. Licensed under 
CC-BY-4.0 

An alternative approach has been implemented which does not require any 
assumption on CC-transitions [ 54– 56]. In two-photon ionization, different ioniza-
tion pathways can generally lead to the same partial wave, i.e. to the observable. As 
the which-way information is unknown from the measurement, the observable only 
encodes the interference between these pathways. By controlling the polarizations 
between the XUV and IR pulses, the interference can be manipulated, and angle-
resolved RABBIT spectra allow partial wave analysis to recover the amplitude and 
phase of selected channels, giving access to the one-photon scattering phases and 
continuum–continuum phases of some of the channels.
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1.5 Summary 

Over the past decade, attosecond atomic photoionization in rare gas has been the 
subject of many studies to understand electron dynamics at the fastest relevant 
timescales. To circumvent experimentally the inherent loss of spectral resolution 
due to the ultra-short pulse duration, attosecond pulse trains can be used. The ulti-
mate spectral resolution becomes limited to the sharpness of the harmonics, while the 
temporal resolution is given by the precision with which the spectral phases between 
harmonics are locked. 

In this review, we showed that it is possible to rationalize the dynamics of the 
EWP emitted after the absorption of XUV light pulses within the framework of 
the second-order perturbation theory for the RABBIT technique. The influence of 
the weak dressing field can be understood for a single angular momentum path 
as a universal CC-delay induced on the photoelectron in the long-range Coulomb 
potential. Deviation of this universal behaviour is expected close to the ionization 
threshold for high-precision measurements (.. ≤10 as), or in the presence of resonances 
in the continuum. While unique angular-momentum paths are rare in practice, they do 
allow for a simple definition of the Wigner time delay. As soon as multiple angular 
momentum paths contribute, the interpretation of the experiment depends on the 
physical quantity measured. 

With an angle-integrated spectrometer, interference due to the contribution of dif-
ferent one-photon intermediate states to the same two-photon final state may occur. 
This effect is small when there is a dominant angular momentum path and no strong 
variation of the cross section, allowing thus the retrieval of a quantity similar to 
a Wigner time delay. With an angle-resolved spectrometer, interference between 
the partial waves leads to the measurement of an angle-dependent delay. Channel-
resolved photoionization measurements allow the separation of the one-photon delay 
from the CC delay. Whenever the universality of the CC-transition holds, it is in prin-
ciple possible to perform a ’complete’ experiment. Finally, along the polarization 
direction, only photoelectrons with .m = 0 are selected, solving partially the prob-
lem of alignment/orientation of the residual ion. The measured time delay in this 
configuration becomes particularly interesting as it allows for accurate extraction of 
the Wigner delays over large energy ranges. 

While a lot of progress has been achieved in the measurement of atomic photoion-
ization time delays, many exciting lines of research are currently being investigated 
and/or remain to be explored. Photoionization time delays have been mostly mea-
sured from valence shells and extending these measurements to inner-shell photoion-
ization remains an outstanding challenge. Additionally, very little is known regarding 
two-electron wavepackets. Studies on autoionizing resonances have shown that the 
concept of time delay is not valid as the dressing field affects the dynamics in a 
non-trivial way [ 31, 75]. Finally, efforts are currently underway to study negative 
ions as model systems for attosecond metrology since the effects of CC-transition 
are non-existent.
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The study of photoionization of rare gases at the attosecond time scale presented 
in this article can serve as a benchmark for the study of more complex systems, 
for example, molecules[149]. Photoelectron spectroscopy measurements reveal the 
importance of the coupling between the electronic and nuclear degrees of freedom 
in autoionizing [150–152] and shape resonances [153–156] and, using coincidence 
technique, in dissociation [157–159]. In general, the molecular potential is not centro-
symmetric and distortion of this potential due to the environment can be investigated 
[160–162]. In molecules, however, the effect of the CC-transition cannot fully be 
inferred from the atomic case due to the non-spherical potential and a high density 
of states in the valence region, which calls for further work. 

As a concluding remark, attosecond photoionization studies inherently rely on 
the coherence of the light fields and the photoionization process. In recent years, 
a few studies have been initiated to quantify coherence in photoionization [163, 
164]. Two protocols to implement photoelectron quantum state tomography, thus 
allowing the determination of the photoelectron density matrix, have recently been 
proposed [163, 165]. New approaches have been developed to perform multi-colour 
fields interferometric measurement using high harmonic generation [165, 166] and 
Free-Electron-Laser [167–169]. It can be expected that these measurements will be 
of increasing interest in the future, as they pave the way for the investigation of 
coherence and entanglement in matter. 
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Chapter 2 
Attosecond Interferometry 

Michael Krüger and Nirit Dudovich 

Abstract In this chapter, we introduce all-optical attosecond interferometry using 
high-harmonic generation (HHG). Interferometry provides an access to phase infor-
mation, enabling the reconstruction of ultrafast electron dynamics with attosecond 
precision. We discuss two main pathways—internal and external attosecond inter-
ferometry. In internal interferometry, the manipulation of quantum paths within the 
HHG mechanism enables phase-resolved studies of strong-field processes, such as 
field-induced tunneling. In external interferometry, the phase of the light emitted 
during the HHG process can be determined using optical interference in the extreme-
ultraviolet regime. Both pathways have significantly progressed the state of the art of 
ultrafast spectroscopy, as evidenced by numerous examples described in this chapter. 
All-optical attosecond interferometry is applicable to a wide range of systems, such 
as atomic and molecular gases and condensed-matter systems. Combining the two 
pathways has the potential to access to hitherto elusive ultrafast multi-electron and 
chiral phenomena. 

2.1 Introduction 

Interferometry is one of the most basic phenomena in optics and relies on the coher-
ence of light. It provides a powerful and straightforward approach to tackle the 
phase retrieval problem. While experimental detection of light enables us to resolve 
intensity information, the underlying phase information remains hidden. In ultrafast 
optics, interferometry became an essential step in resolving ultrafast dynamics. In 
this field, interferometry is at the heart of a wide variety of methods to characterize 
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Fig. 2.1 Schematic 
description of attosecond 
interferometry. a Internal 
attosecond interferometry. A 
strong infrared (IR) pulse 
drives HHG in an atomic 
system. The spectral 
intensity of the emitted XUV 
light is the result of 
quantum-path interference. 
In this example, we consider 
the interference between two 
electron trajectories. b 
External attosecond 
interferometry. XUV light 
from HHG is interfered with 
a reference XUV beam, 
resulting in an optical 
interference at the detector 
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laser pulses in amplitude and phase [ 1]. In the attosecond time domain, the phase 
retrieval problem does not only apply to the optical properties of attosecond light 
pulses, but also to the electronic quantum dynamics on attosecond time scales. The 
temporal evolution of an electronic matter wave function is governed by its phase. 
Hence, in order to characterize ultrafast dynamics, the retrieval of the associated 
phase evolution is required. In the present chapter, we describe the basic principles 
of attosecond interferometry and its application to various phase retrieval problems 
in attosecond science. However, the scope of interferometric methods in attosecond 
science is wide. One of the most successful methods, the reconstruction of attosecond 
beating by interference of two-photon transitions (RABBITT, [ 2, 3]), is introduced 
in the first chapter of this book. In this chapter, we will focus on all-optical inter-
ferometry based on high-harmonic generation (HHG [ 4– 6]). Temporal and spatial 
coherence is an inherent property of HHG [ 7, 8], allowing an interferometric retrieval 
of phase the information it encodes. As we will elaborate below, attosecond interfer-
ometry based on HHG has emerged as a successful method to study ultrafast quantum 
dynamics in atomic, molecular, and solid-state systems. 

In our discussion, we briefly introduce the mechanism underlying attosecond 
interferometry, HHG, and the three-step model (Sect. 2.2). Then, we describe two 
distinct pathways of attosecond interferometry based on HHG: internal and external 
attosecond interferometry (see Fig. 2.1). Internal interferometry relies on quantum-
path interference occurring within the three-step HHG mechanism itself (see Sect. 
2.3), whereas external interferometry refers to optical interferometry of coherent 
extreme-ultraviolet (XUV) light beams produced by the HHG process (see Sect. 
2.4).
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2.2 High-Harmonic Generation and the Emergence of 
Electron Trajectories 

First observed in 1987 [ 4, 5], HHG has become the cornerstone of attosecond sci-
ence. With exceptional resourcefulness, research groups around the world were able 
to utilize the intrinsic attosecond light–matter interaction to produce attosecond light 
pulses in the XUV optical regime [ 2, 9– 12]. While a plethora of attosecond experi-
ments involve the downstream interaction of the attosecond pulses with matter, it has 
been recognized that the HHG mechanism by itself provides a spectroscopic finger-
print of the internal quantum dynamics [ 13, 14]. This insight has opened up HHG 
spectroscopy [ 15– 18] as one of the primary approaches of attosecond time-resolved 
measurements. 

HHG in gas-phase media is commonly described in the three-step picture [ 6, 19– 
21]. Here, under the influence of a strong laser field a bound electron is liberated by 
tunneling ionization, propagates in the laser field, and is driven back to the parent ion. 
Recollision and recombination of the electron with the ion leads to the emission of 
photons in the XUV regime. Importantly, the three steps—ionization, propagation, 
and recollision—are driven by the instantaneous electric field of the driving laser 
on a sub-optical cycle time scale. For instance, for a driving wavelength of 800 nm 
and an optical duration of 2.7 fs, we find that the time window for recollision events 
is a fraction of 1 fs [ 22]. The internal dynamics of HHG is defined mostly by the 
optical field, while the medium’s basic properties do not play an important role. 
In the classical picture, the impact of the medium is limited to the ionization and 
recollision steps. The kinetic energy of the light-driven recolliding electron, .Erec, 
is converted into a high-harmonic photon according to . Ω = Erec + Ip, where .  is 
the reduced Planck constant, .Ω is the harmonic frequency, and .Ip is the ionization 
potential of the target. 

In a more accurate quantum-mechanical model of the HHG mechanism, developed 
by Lewenstein et al. [ 6], the emitted radiation is described by the frequency-domain 
dipole, 

. d(Ω) ∝
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dp exp
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+ c.c. (2.1) 

Here we assume that the fundamental laser field .E(t) is linearly polarized along 
the .x-axis and the dipole emission follows the fundamental’s polarization direc-
tion, as does the continuum electron momentum . p. .A(t) = − ʃ t

−∞ dt 'E(t) is the 
time-dependent vector potential. .e = −|e| and .m are the electron’s charge and rest 
mass, respectively..dtr,x (p) is the dipole matrix element corresponding to transitions
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between the ground state and a continuum state with momentum. p. The first line of 
the integrand describes the phase of the ground state wave function of the system 
at the time instant . t0, which can be interpreted as ionization time: Here a part of 
the wave function is leaving the vicinity of the core and acquires the momentum 
.p − eA(t0) during the transition driven by the laser field. The second term describes 
the (semi-classical) evolution of the propagating part of the wave function. The third 
term considers the transition back to the ground state and the emission of a photon 
with frequency. Ω at the time instant. t1, interpreted as the recombination or recollision 
time. 

A natural consequence of the Lewenstein model is the emergence of semi-classical 
electron trajectories when applying the stationary phase approximation (SPA), also 
called the saddle point approximation (see, e.g., [ 6, 23, 24] for more details). The SPA 
is applicable for .γ ∼ 1 or smaller, where .γ = √

Ip/2Up is the Keldysh parameter 
and .Up is the ponderomotive energy in the laser field [ 25]. In brief, the three-fold 
integral can be converted into a sum over all stationary solutions .(t0,s, t1,s, ps) to 
three stationary equations .∇(t0,t1,p){S(t0,s, t1,s, ps) −  Ωt1} = 0. Here . S denotes the 
quasi-classical action of the electronic wave function, given by 

.S(t0, t1, p) =
ʃ t1

t0

dt

 [p − eA(t)]2
2m

+ Ip

 
. (2.2) 

Therefore, we retrieve three stationary equations: 

.
1

2m
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2 = −Ip, (2.3) 

.

ʃ t1
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[
p − eA(t ')
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.
1

2m
[p − eA(t1)]

2 =  Ω − Ip. (2.5) 

Again, we can see the correspondence to the three-step model: The energy conser-
vation at the moment of ionization, the closed trajectory of the recolliding electron 
returning to the origin, and the energy conservation at the moment of recollision, con-
verting the electron’s kinetic energy into the photon’s energy. As a consequence of the 
stationary phase approximation, all stationary parameters are complex solutions—a 
clear hallmark of the quantum nature of the interaction. Setting .Ip = 0 in the first 
equation, the stationary solution converges to the classical one. Calculating the final 
HHG dipole using the SPA involves a coherent sum over all stationary solutions . j , 
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∑
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Here we neglect the pre-exponential factors related to the SPA over .t0 and . t1
and the ionization transition dipole moment. We only retained the pre-exponential 
“quantum diffusion” term, which leads to a suppression of trajectories with long 
travel times. The HHG dipole, calculated with the SPA, enables a physical insight 
into the highly complicated strong-field light–matter interaction process. The natural 
emergence of semi-classical electron trajectories, or equivalently “quantum orbits” 
or quantum paths, allows for the development of internal attosecond interferometry, 
as introduced in the next section. 

2.3 Internal Attosecond Interferometry 

It has been recognized in the early 2000s that HHG represents an interferometer 
where the amplitude and phase of the emitted XUV light encode the internal elec-
tronic dynamics of the HHG process in a fully coherent way [ 13]. Multiple quantum 
paths interfere due to their coherent nature in the HHG spectrum. Quantum-path inter-
ference in HHG can be divided into two categories: Intercycle interference denotes 
interference of quantum paths separated in time by half an optical cycle or more, 
while intracycle interference refers to interference occurring within half an optical 
cycle. Our discussion will focus on all-optical attosecond interferometry using HHG 
in atomic, molecular, and solid-state systems. 

2.3.1 Intercycle Interference 

2.3.1.1 Atomic Systems 

When the HHG mechanism is driven by a multiple cycle field, an attosecond pulse 
train (APT) is produced, leading to the appearance of discrete harmonic orders. In the 
limit of a long fundamental pulse, which includes a large number of optical cycles, we 
can neglect the role of pulse’s envelope and approximate it to be a continuous wave 
light field with a single frequency. ω. In this case, we consider the interference between 
two attosecond pulses generated at two consecutive half-cycles, defining a temporal 
interferometer. As long as the process is driven by a single color field, there is a 
destructive interference at even-harmonic frequencies and a constructive interference 
at odd harmonic frequencies. Therefore, the HHG spectrum is composed of odd-only 
harmonics. The manipulation of the relative phase between the two arms, represented 
by consecutive half-cycles, can be achieved by adding a weak second-harmonic (SH) 
field, polarized parallel to the strong fundamental field. The SH field perturbs the 
strong-field interaction, adding a small complex phase shift . σ , accumulated by the 
electron as it interacts with the two-color field. The imaginary component . Im(σ )

represents the perturbation of the instantaneous tunneling probability, while the real 
component,.Re(σ ), represents the perturbation of the phase. The complex phase shift
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is inverted between the two half-cycles, leading to the appearance of both even and 
odd harmonics. For a harmonic order . N , the modulation of the harmonic signal by 
the two-color field can be expressed as [ 26] 

.IN (ε, ϕ) = I (0)
N

 
|cos (εσ (N , ϕ))|2 , N odd

|sin (εσ (N , ϕ))|2 , N even
(2.7) 

Here .ε ≪ 1 is the ratio of the SH field and the fundamental field, and . ϕ is the 
relative two-color phase—the control parameter in this scheme. The two-color inter-
ferometer was first observed and treated in the classical regime [ 27]. In this study, the 
authors assume that the Keldysh parameter is zero, hence the perturbation is purely 
real as well. Neglecting the role of the tunneling mechanism.Re(σ ) reflects the map-
ping between the lengths of the trajectories and the HHG spectrum. Figure 2.2a, 
b schematically describes the temporal interferometer. Two electron trajectories 
induced along the positive and negative half-cycles of the laser field define the two 
arms of the interferometer. The SH field unbalances the interferometer, breaking the 
symmetry and producing even harmonics of the fundamental field. The modulation 
of the even-harmonic signal as a function of the two-color delay (see Fig. 2.2c) is 
dictated by two fundamental properties—the ionization and recollision times. The 
modification of this phase with the harmonic number probes the recollision dynam-
ics, reflecting the increase of the trajectory length and its mapping to the emitted 
harmonic. 

Once the tunneling mechanism is taken into account, the stationary solutions, and 
therefore the perturbation phase. σ itself, become complex. Here.Im(σ ) describes the 
two-color perturbation of the tunneling probability. Measuring the intensity of even 
and odd harmonics as a function of two-color delay and applying Eq. 2.7 enable 
the separation between the real and imaginary components (see Fig. 2.2d). Such 
separation allows the reconstruction of the evolution of the instantaneous tunneling 
probability within the optical cycle [ 28] (see Fig.  2.2e). 

Intercycle interference does not take place if only a single isolated attosecond 
pulse is produced, for instance, using an extremely short laser pulse or applying 
polarization gating [ 29]. The phase shift introduced by a perturbation field can be 
made visible, however, if the incident perturbation field is not collinear with respect 
to the fundamental laser beam that drives HHG, resulting in a small angular shift 
of the harmonics as a function of the two-color delay. The underlying mechanism 
is the deformation of the electron trajectories by the perturbation field. A recent 
experiment using this scheme shows that the recombination dipole moment phase 
can be extracted from such a measurement, elucidating the Cooper minimum in argon 
and the corresponding time delays [ 30].
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Fig. 2.2 Two-color attosecond interferometry. a Schematic description of symmetry breaking 
induced by a two-color field. The arms of the interferometer are generated by adjacent half-cycles 
of the light field. Two symmetric trajectories are generated by a single color field (solid line). 
Adding a second-harmonic field (dashed line) breaks the symmetry and results in the appearance 
of even harmonics. b Two-color field consisting of the fundamental field (solid line) and second-
harmonic field (dashed-dotted line). For a relative phase of.π/2, the fields add in phase to enhance 
the negative half-cycle, and out of phase to suppress the positive half-cycle (dashed line). Varying 
the phase changes the balance in the interferometer. c HHG spectrum of argon as a function of 
the two-color delay. Even harmonics appear between the odd harmonics. The two-color delay 
that optimizes the harmonic yield changes with the harmonic number. d .Im(σ ) as a function of 
harmonic number and two-color delay phase, extracted from a two-color experiment in helium. Red 
(blue) represents an increase (decrease) of the harmonic yield. The black line represents the SPA 
prediction while the dashed line represents the quasi-static barrier approximation. e Reconstructed 
sub-cycle time dependence of the instantaneous ionization probability (blue dots), quasi-static 
barrier approximation (gray dashed curve), and the SPA (blue curve). Figure parts a–c adapted 
with permission from [ 27], d, e from [ 28]
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2.3.1.2 Molecular Systems 

Internal attosecond interferometry in atomic systems reveals the underlying sub-cycle 
recollision dynamics. Advancing from atoms to molecular systems raises fundamen-
tal questions—what is the role of the structure of the molecular orbitals within the 
interferometer? Can we decouple structural from temporal information? 

In most molecular systems the tunneling process involves several orbitals, thus 
launching a “hole” wavepacket [ 17, 31, 32]. The dynamics of the multi-electron 
system is dictated by the electron rearrangement that evolves on an attosecond time 
scale. The different ionization channels can be considered as an internal interferom-
eter, where tunneling serves as a beam splitter while recollision serves as a beam 
combiner. Over the past decade an extensive theoretical and experimental effort has 
been invested in studying these phenomena (see [ 17] and references therein), there-
fore their detailed review is beyond the scope of this chapter. 

In the following, we focus on the case of a single ionization channel where the 
hole dynamics can be neglected. A natural step to take integrates the time-domain 
interferometer, induced by the two-color field in parallel configuration, with molec-
ular alignment. Such an integration probes the coupling between the spatial and the 
dynamical degrees of freedom [ 33, 34]. Applying well-established schemes to small 
molecular systems such as .N2 molecules, we can control the alignment angle of the 
molecule with respect to the fundamental field’s polarization. Resolving the phases 
of the oscillations of the harmonic signal for each alignment angle shows a universal 
behavior—the two-color response of the harmonics is independent of the alignment 
angle. While rotating the alignment angle leads to significant structural effects in 
HHG, the dynamical properties as probed by the two-color measurement remain 
invariant. These observations show the universality of recollision picture which, in 
the absence of hole dynamics, can be decoupled from the molecular system. 

The structure of molecular systems can be probed by manipulating the spatial 
properties of the interfering quantum paths. Such manipulation has been applied 
on either the molecular system itself or the electron trajectories that define the 
interferometer arms. The first approach has been demonstrated with oriented polar 
molecules. When the HHG mechanism is driven by a single color field, electron tra-
jectories induced during two consecutive half-cycle probe the polar molecule from 
two opposite orientations, forming a spatial interferometer [ 35, 36]. Since the sym-
metry between the two half-cycles is broken by the molecular system, even har-
monics appear, reflecting the differences in the complex dipole moment associated 
with the recollision events. Advanced studies applied this approach to study orienta-
tion mechanisms [ 37], laser-induced electronic structure [ 38], and attosecond-scale 
charge transfer [ 39]. 

The above scheme is based on the following fundamental requirement—the sym-
metry of the interaction is broken by the molecular system itself. In addition to the 
molecular alignment degree of freedom, a more generalized scheme can be applied 
to molecular HHG by manipulating the spatial properties of the electron trajectories. 
Adding an SH field, now orthogonally polarized to the fundamental field, enables 
us to shape the 2D properties of the electron trajectories [ 41, 42], manipulating the
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Fig. 2.3 Decoupling structural and temporal information in a molecular interferometer. a 
Strong-field interaction between a two-color, orthogonally polarized field and a molecular system 
can be viewed as a two-arm interferometer induced on a single molecule level. The interferometer 
is defined by two electron trajectories induced during the two half-cycles of the laser field. The 
interferometer arms are defined by the two steps of the interactions, tunneling and recombination, 
controlled by the ionization angle. α and the recollision angle. β, respectively. b, c The interference 
pattern is mapped into the polarization state of the HHG spectrum. Experimentally measured polar-
ization components of harmonic 16, polarized parallel b and perpendicular c to the fundamental 
field, as a function of the interferometer knobs: the alignment angle . θ and the two-color delay . ϕ. 
Figure adapted with permission from [ 40] 

angle of ionization and the angle of recollision. Breaking the symmetry between the 
positive and negative half-cycles of the laser field defines a spatial interferometer 
(see Fig. 2.3), where its two arms are associated with two recollision events induced 
by the positive and negative half-cycles [ 40]. These trajectories are inverted along 
the fundamental field polarization, probing the molecular system at two opposite 
angles of return .±β. The interference is encoded in the polarization state of the 
HHG spectrum, probing the complex ionization and recollision dipole moments. 

2.3.1.3 Solids 

High-harmonic generation inside a bulk dielectric solid was first demonstrated by 
Ghimire et al. in 2011 [ 43], opening up a new field of research in attosecond sci-
ence (see reviews [ 44, 45]). As a coherent process, solid-state HHG maps the internal 
strong-field-driven electron dynamics into high harmonics. A long-standing question 
that still puzzles the scientific community is the nature of the underlying HHG mech-
anism. Two basic processes can be distinguished, intraband acceleration of electrons 
and interband electron–hole recollisions [ 46]. Both have analogies in atomic HHG: 
The first process is similar to Brunel harmonics [ 47], while the second process is 
reminiscent of the recollision-based three-step HHG mechanism. 

Vampa et al. employed the two-color interferometry scheme applied to the gas 
phase in order to demonstrate the recollision picture in solid-state HHG (ZnO crystal, 
3.8. μm laser pulses). The authors measured the modulation of even and odd harmonics
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Fig. 2.4 Two-color interferometry in solid-state HHG. a Measured high-harmonic spectra in 
ZnO versus the two-color delay. The phase of the even-harmonic modulation depends on the har-
monic order, as evidenced by the red solid line relative to the dashed black reference line. The red 
solid line links the minima in the modulation of the even-harmonic intensity. Each harmonic order 
is normalized separately. The delay of the second harmonic is defined in cycles of the second har-
monic. b The phase of the modulation of the even harmonics is extracted from the experiment (black 
circles) and compared to the simulated intraband (purple line) and interband (blue line) phase. The 
simulated phase for their combined emission (intraband plus interband, yellow dashed line) agrees 
with the interband emission. Figure adapted with permission from [ 48] 

in the two-color field and determined the optimal two-color phase that maximizes 
the yield of each even-harmonic (see Fig. 2.4). The slope of the optimal phases 
(Fig. 2.4b) agrees well with an interband model calculation, providing a direct probe 
of the internal dynamics. 

Two-color interferometry has been used to observe dynamical band structure 
effects in MgO where the strong field leads to an effective closure of higher lying 
bandgaps between conduction bands, which manifests itself in the behavior of the 
two-color oscillation phase as a function of laser intensity and crystal orientation [49]. 

2.3.2 Intracycle Interference 

When we zoom into the optical cycle we realize that quantum-path interference 
can be induced within half an optical cycle—so-called intracycle interference. In 
the following, we will discuss various experimental schemes, based on intracycle 
interference. 

2.3.2.1 Interference of Long and Short Trajectories 

In HHG, two distinct trajectory classes exist, known as the short and long trajectories. 
While for short trajectories the return energy increases with the trajectory length, 
leading to a positive chirp, for long trajectories the energy reduces with the return 
time, leading to a negative chirp. The phase associated to each quantum path . j of
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Fig. 2.5 Intracycle interference of short and long trajectories. a Spectral phase. φ as a function of 
the laser intensity, calculated from the SPA for Ar, harmonic 19. The long trajectory phase (dashed) 
and short trajectory phase (solid) exhibit a different intensity scaling, causing a rapid change of 
their phase difference. b Measured laser intensity dependence of the harmonic spectrum of argon. 
Using off-axis spatial filtering, the rapidly varying intracycle interference pattern can be detected 
on the spectrograph [ 51]. Figure part a adapted with permission from [ 50], part b from [ 51] 

harmonic order .N is described as 

.φ
( j)
N = arg

[
d( j)(Nω)

]
. (2.8) 

This phase is dictated mostly by the electron’s excursion time [ 23, 50]. The two 
families of trajectories interfere in the HHG spectrum, with a relative phase. φ(l)

N − φ
(s)
N

(see Fig. 2.5a). 
Their spatio-temporal interference is mapped into the spatio-spectral interference 

in the far field, measured on a spatially resolving spectrograph [ 51]. Controlling the 
fundamental field’s intensity manipulates the trajectory length and therefore their rel-
ative phase. Such control, combined with careful spatio-spectral detection, enabled 
the first observation of such quantum-path interference on the attosecond time scale 
(see Fig. 2.5b). The first observation was followed by more advanced studies, demon-
strating that these quantum-path interferences are indeed an intrinsic phenomenon 
of HHG and can be observed for various generation media [ 52]. At later stages, this 
scheme was applied to probe molecular dynamics (see, e.g., [ 53]). A non-collinear 
beam configuration for HHG enables the isolation of the quantum-path interference 
of short and long trajectories from other effects [ 54]. In a recent work, the quantum-
path interference was studied in aligned N. 2 and CO. 2 molecules, revealing signatures 
of a shape resonance and multichannel interference, respectively [ 55]. 

2.3.2.2 Spectral Caustics 

A unique class of intracycle interferometers is observed at points where the SPA fails 
to describe the recollision dynamics. When the semi-classical action becomes sta-
tionary to higher orders, the model exhibits singularities, leading to the appearance
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Fig. 2.6 Spectral caustics due to intracycle interference. a, d Final kinetic energy of the recol-
liding electron as function of ionization time.tion for specific two-color field ratios. ϵ and phases. ϕ. 
b, e Measured HHG spectra as a function of . ϕ for specific values of . ϵ. c, f Theoretical “swallow-
tail” diffraction patterns. a–c .ϵ ∼ 0.3 leads to the swallowtail standard diffraction pattern because 
there is one singular point, a local maximum. d–f .ϵ ∼ 0.75 supports two different characteristic 
scenarios (see d), controlled by. ϕ. Remarkable qualitative agreement is observed: the curvature of 
enhancement changes its direction, facing the lower end of the spectrum in b and the higher end in 
e. The color code is consistent for comparison. Figure adapted with permission from [ 56] 

of spectral caustics. These caustics describe the interference of electron trajectories 
that coalesce together, generating a bright narrow spectral feature. Catastrophe theory 
enables a universal description of these singularities, providing an analytical solution 
near each singular point, while maintaining the simple classical description of the 
mechanism. The most common singularity is observed at the HHG cut-off frequency, 
describing the coalescence between the short and long trajectory branches. Higher 
order singularities can be engineered using two-color [ 56] or three-color [ 57] con-
figurations. The additional fields, which are not perturbative, lead to the emergence 
of more electron trajectories and singularities within each half-cycle (see Fig. 2.6). 

Recently, spectral caustics have been observed in solid-state HHG in MgO [ 58]. 
HHG in MgO at infrared wavelengths is governed by the interband emission pro-
cess. Here electron–hole recombination leads to HHG, in close analogy to gas-phase 
experiments. The emission of XUV photons is dictated by the energy difference 
between conduction and valence bands, hence information about the band structure 
in the Brillouin zone is mapped into the HHG spectrum. The strong laser field cre-
ates an electron–hole wavepacket and drives it along the polarization direction. At 
extrema, for example, around the lattice momentum.k = 0, or at other places where 
the electron–hole velocity approaches zero, many trajectories coalesce together, lead-
ing to the emergence of singularities and spectral caustics.
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Fig. 2.7 XUV-initiated HHG. a Illustration of XUV-initiated HHG. Absorption of XUV photons 
of an attosecond pulse (violet) gives rise to a number of ionization channels (colorful arrows). An IR 
field (red) leads to recollision trajectories (blue and gray curves), resulting in the emission of high 
harmonics (purple and gray arrows). Depending on the relative phase of the ionization channels, 
destructive (gray curves) or constructive interference (blue curves) of the trajectories is observed. b 
Oscillations of the HHG signal with the XUV-IR delay due to quantum-path interference. c Fourier 
spectrum of the signal oscillations. The observation of Fourier peaks at 4. ω and 6. ω is consistent 
with four ionization channels. Figure adapted with permission from [ 64] 

2.3.2.3 Intracycle Interference in XUV-Initiated HHG 

XUV-initiated HHG presents an advanced scheme in HHG spectroscopy, where the 
tunneling ionization step is replaced with photoionization by an XUV field [ 59– 62]. 
This scheme offers potential applications in ultrafast spectroscopy of hole-decay 
phenomena in molecules [ 63]. When XUV-initiated HHG is driven with discrete har-
monics, each incoming harmonic gives rise to an ionization channel (see Fig. 2.7a) 
for an illustration). The IR field, whose intensity is not strong enough to produce 
tunneling ionization, acts as the driving field for recolliding electron trajectories. 
The resulting harmonics are subject to interference of multiple quantum paths, cor-
responding to each ionization channel. Their relative phases are controlled by the 
delay between the XUV and IR fields. Varying this delay leads to oscillations in the 
interference signal (see Fig. 2.7b). A Fourier transformation of the signal reveals 
frequency components at .2ω, .4ω and .6ω, which is consistent with the number of 
ionization channels in the experiment (see Fig. 2.7c). The authors use the phase infor-
mation encoded in the oscillations in order to reconstruct the temporal evolution of 
the birth of the photoelectron wavepacket in the presence of a strong IR field. 

2.4 External Attosecond Interferometry 

In this section, we introduce the conceptionally simple and versatile experimen-
tal approach of external attosecond interferometry. The idea is straightforward— 
measuring amplitude and phase information of the harmonic light field through 
its interference with another light field. The interference signal of two monochro-
matic waves of frequency .Ω can then be described by .I (∆t) = E2

1 + E2
2 + 2E1E2
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cos[Ω∆t − (φ2 − φ1)], where .E1,2 and .φ1,2 are the waves’ amplitudes and phases, 
respectively, and .∆t is the interferometric delay. Using the interferometric trace 
.I (∆t), we can determine the relative spectral phase of the two beams. 

The main advantage of external attosecond interferometry is that it does not rely 
on the modeling of the HHG process, but is an ex situ approach that is fully optical in 
nature. However, its realization is challenging due to the lack of efficient transmission 
optics in the XUV spectral region. Mainly the absence of efficient transmissive beam 
splitters impedes the implementation of Mach–Zehnder-type optical interferometers. 
Two main pathways have been pursued: The first pathway relies on splitting an XUV 
beam using reflective optics, for example, split mirrors. The second pathway exploits 
the coherent nature of HHG. Instead of splitting the XUV beam, two or more HHG 
sources are driven coherently by the same laser beam. The resulting XUV light is 
temporally and spatially overlapped on the detector, creating an interference pattern 
that encodes the desired phase information. This approach has been implemented in 
various embodiments that we will discuss further below. 

2.4.1 Interferometric Auto-correlation of Attosecond Pulses 

With the lack of efficient transmissive beam splitters, reflective beam splitters present 
an important alternative. This approach has been pursued first in the so-called “atto-
correlator” [ 65– 67], where attosecond pulse trains (APTs) from an HHG source were 
reflected off a harmonic separator split mirror consisting of a pair of flat Si mirror 
segments (see Fig. 2.8a). One of the segments can be moved with high precision. 
Imaging the beam with a spectrograph yields a vertical interference fringe pattern 
due to the diffraction at edges of the harmonic separator. Since two copies of the same 
field are interfered with each other, an interferometric auto-correlation is measured. 

The diffraction pattern observed for each individual harmonic oscillates according 
to the temporal delay with its own fundamental frequency. When switching the spec-
trograph’s imaging mode to the zeroth-order diffraction peak, the harmonics are now 
superimposed onto each other. Scanning the delay leads to the first-order interfero-
metric auto-correlation trace (Fig. 2.8b), enabling Fourier-transform spectroscopy. 
The Fourier transform of the collective oscillation signal corresponds to the spectral 
intensity of the APT. The symmetry properties of HHG are captured by the.π -phase 
flip observed for each subsequent “pulse”. However, the atto-correlator does not 
reveal any information about the CEP of the pulses or any dispersion effects includ-
ing the actual attosecond pulse duration. While a determination of the CEP remains 
elusive, the latter can be measured with second-order (nonlinear) auto-correlation, 
for example, using electronic two-photon processes in atomic and molecular gas 
media in the XUV [ 68– 72].



2 Attosecond Interferometry 59

-4 -2 0 2 4 
Delay (fs)

-20 -10 0 10 20Delay (fs) 
272 as 

121086 
Frequency (PHz) 

121086 

H15 H25 H15 H33 

Frequency (PHz) 

(a) 

(b) 

(c) 

Fig. 2.8 Atto-correlator. a Sketch of the experimental setup of the atto-correlator. An APT is 
split into two components by a harmonic separator mirror pair. After several filtering stages, spatial 
interference fringes are detected in an XUV grating spectrograph. Moving one of the mirrors changes 
the optical delay in the interferometer. b Resulting interferometric auto-correlation trace. Measuring 
the zeroth-order beam in the spectrograph in a delay scan experiment yields the auto-correlation 
trace of the APT. c The Fourier transform of the auto-correlation trace (blue) yields the spectrum 
of the APT, in good agreement with the dispersively measured APT spectrum (dashed curves and 
inset). Figure adapted with permission from [ 65] 

2.4.2 Two-Source Attosecond Interferometry 

HHG is a coherent process where the amplitude and phase of the driving laser pulse 
are imprinted on the generated XUV light. As a consequence, when HHG is driven 
at two spatially separated sources, their interference can be observed on a detector. 
Their relative phase depends on the properties of the two driving pulses, such as 
polarization, intensity, or wavelength, and the generation media, such as the gas 
species and its initial quantum state. Two-source interferometry hence enables direct 
access to phase information of the HHG process and the interacting medium.
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(a) (b) 

(c) 

Fig. 2.9 First realization of two-source XUV interferometry. a Sketch of the experimental setup. 
The driving laser beam is split into two equally intense components using a birefringent crystal and 
polarizer combination. Two laser foci separated by about 0.15 mm lead to HHG at two sources. 
The resulting XUV beam is spectrally dispersed and imaged on a spectrograph. b The resulting far-
field fringe pattern. c The fringe pattern after vertical integration. Figure adapted with permission 
from [ 7] 

2.4.2.1 High-Harmonic Generation Interferometry with Two Foci 

In two-source interferometry, the beam splitter is usually applied to the driving pulse 
that leads to HHG, and can therefore be conveniently performed in the optical or 
infrared domain using transmissive optics. The implementation of the interferometer 
is straightforward and has been widely pursued ever since its first demonstration by 
Zerne et al. in 1997 [ 7]. Figure 2.9a shows the experimental setup. A Nd:YAG laser 
beam is split into two slightly displaced beam components using a combination 
of a BaB. 2O. 4 crystal and a polarizer, inducing two separate HHG sources. In the 
focal plane, two twin foci with a distance of about 150. μm are created. Imaging 
the resulting beam in the far field using a spectrograph yields vertical interference 
fringes, as a result of the interference of the two fully phase-locked sources. The 
experiment provides the first demonstration of the transfer of the coherent properties 
of the fundamental field into the HHG process. The authors also introduced a strong 
imbalance in the intensity of the two foci, leading to a decrease of the visibility of the 
interference pattern. This effect is due to the fact that the interferometer is sensitive 
to the intensity scaling of the spectral amplitude of the HHG process. Also a phase 
shift is expected since the phase scales with intensity (cf. Eq. 2.8), but experimental 
limitations did not permit its detection. 

Further experimental studies followed, establishing two-source interferometry as 
a viable spectroscopic approach. Bellini et al. determined the coherence time of XUV 
light generated in HHG and found a striking difference between the short and long 
trajectory components [ 8]. Two-source interferometry in the two-foci configuration 
has also been used to study the physical properties of objects in the beam path, for 
instance, a plasma plume, by measuring the induced XUV phase shifts [73– 75]. More 
advanced schemes demonstrated two-source Fourier-transform spectroscopy [ 76– 
79]. In studies of molecular dynamics, two-source interferometry has resolved the
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Fig. 2.10 Two-source interferometry of solid-state HHG. a Sketch of the transmission geometry 
HHG experiment. XUV light is generated by two parallel light beams inside a MgO crystal, leading 
to interference fringes in the far field. b Sketch of the reflection geometry HHG experiment. Here 
the XUV light is created in reflection. c Intensity-induced fringe shift of H15 in MgO[110] in 
transmission geometry..∆I is the difference between the driving intensities and.I0 ∼ 22 TW cm−2. 
d The same for the reflection geometry. Adapted with permission from [ 87] 

dependence of the XUV phase on the molecular alignment angle ([ 31], see also [ 80]). 
This measurement revealed hole dynamics in the carbon dioxide molecule. The state 
of the art in two-foci interferometry in terms of stability is using a spatial light 
modulator to shape a single beam into generating two foci with a digitally controlled 
time delay, resulting in a precision in the zeptosecond time domain [ 81– 83]. 

Two-foci HHG has enabled precision studies of HHG dynamics in atoms [ 84], 
molecules [ 85, 86], and recently also in solids [ 87]. In the latter work, the authors 
show that the intensity scaling of solid-state HHG depends on the geometry of the 
experiment (see Fig. 2.10). In a two-foci configuration, the first source driven by an 
IR beam serves as a reference, whereas the intensity in the second source is varied. 
The change in intensity leads to a phase shift and a corresponding fringe shift in 
the far field. While the transmission geometry shows an anomalous phase slope due 
to propagation effects (Fig. 2.10c), the intensity scaling in the reflection geometry 
follows the theoretical prediction (Fig. 2.10d). 

2.4.2.2 Transient-Grating Spectroscopy 

Transient-grating spectroscopy can be viewed as an extended version of two-source 
interferometry in a two-foci configuration. In this scheme, two crossed beams inter-
fere at the focal plane, initiating rotational, electronic, or dissociation dynamics in 
a molecular gas. These beams create horizontal planes of excited molecules that 
alternate with planes of unexcited molecules, forming the transient grating. A third 
delayed beam, which serves as the probe, leads to HHG. In this scheme, harmon-
ics are produced from a modulated medium, where the phase and amplitude of the 
excitation are encoded in the phases and amplitudes of the harmonics and projected
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into a diffraction pattern in the far field. An important advantage of the transient-
grating scheme is the ability to resolve weak excitations with zero background in 
the far-field diffraction pattern, as the diffracted signal arises from the modulated 
excitation only. Importantly, as in the two-source scenario, the diffraction pattern 
provides an access to the spectral phase information. This scheme was first applied 
to perform HHG spectroscopy of rotational dynamics [ 88]. Advanced studies applied 
this approach to resolve molecular dissociation [ 89] and conical intersection dynam-
ics [ 90]. Transient-grating spectroscopy has also been combined with an additional 
two-source interferometer serving as a probe, enabling vectorial spectroscopy [ 91]. 
Recently, a transient-grating-type interferometer formed by two circularly polarized 
IR beams with opposite handedness combined with XUV polarimetry has enabled 
the extraction of intensity-dependent dipole phases of noble gas atoms [ 92]. 

2.4.2.3 Collinear XUV Interferometry 

In collinear interferometry, the interfering beams share a common path before reach-
ing the detector. The simplest collinear XUV interferometer that avoids the two-foci 
configuration is HHG performed in a gas mixture. Every atomic or molecular sys-
tem in the mixture coherently contributes to the harmonic signal, resulting in the 
interference between the different emitters on the detector. Kanai et al. performed 
the first gas mixture experiment with helium and neon and measured HHG spectra 
for the individual gases and their mixture [ 93]. The authors demonstrated areas of 
constructive and destructive interference in the HHG spectrum of the mixture. By 
measuring the interference phase, the excursion time of the three-step electron trajec-
tories,.t1 − t0, could be determined. The gas mixture scheme has also been applied to 
molecular systems, resolving the phase associated with the molecular recombination 
dipole momentum [ 94, 95]. 

The spectral interference in gas mixtures can be used for characterizing attosecond 
pulses [ 96]. Measuring HHG from two individual gases and their mixture enables 
reconstruction of the spectral amplitude and phase of the attosecond pulses from 
these gases with the help of double-blind holography. The results from this simple 
experimental scheme are in reasonable agreement with a well-established, but more 
complex approach, frequency-resolved optical gating for complete reconstruction of 
attosecond bursts (FROG-CRAB [ 97]). 

The drawback of interferometry with gas mixtures is the fact that the interferom-
eter arms and their delay cannot be controlled independently. A straightforward way 
to enable such a control is the use of two time-delayed copies of an IR pulse in order 
to drive HHG in a single gas medium. For example, this scheme has been applied 
to HHG in order to corroborate the attosecond temporal confinement of the gener-
ated XUV light [ 98]. Recently, such a two-pulse interferometer has been applied 
to study and control quantum-mechanical entanglement of a molecular ion and a 
photoelectron [ 99, 100]. 

An alternative approach applies a single laser pulse and two consecutive jets with 
a variable distance. In this scheme, two spatially separated gas sources are lined up
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Fig. 2.11 Collinear two-source interferometry. a Experimental setup. An IR pulse is focused 
into the first gas source, generating the reference XUV pulse train (black). An aluminum foil 
transmits the XUV pulse train while the inner part of the IR pulse is blocked. Both beams are 
refocused into the second gas source by a two-segment mirror in order to generate the target XUV 
pulse train (purple) by the remaining IR beam. The delay .∆t between both XUV pulse trains is 
controlled by moving the inner segment of the mirror. A spectrograph resolves their interference. 
b Schematic depiction of the HHG process for two different target atoms. A laser field ionizes an 
atom and accelerates the photoelectron back to its parent ion (blue arrow). After recollision and 
recombination, XUV light is emitted (purple arrows). The phase of the emitted light is given by 
the sum of the electron wavepacket phase.φSF and the phase of the recombination dipole.φrec. The  
differential interferometric measurement yields the difference in .φrec between the two species. c 
Experimental photo-recombination dipole phase difference of neon and argon atoms as function of 
photon energy and harmonic order. The black- and red-filled squares show the experimental result 
from two measurement series with different reference gas. The solid and dashed lines represent 
numerically calculated dipole phase differences without and with averaging over the scattering 
angle, respectively. Figure adapted with permission from [107] 

along the propagation axis of the IR driver beam. Originally devised for achieving 
quasi-phase matching and strong enhancement of HHG [101–103], two gas jets are 
placed in consecutive order within a focused Gaussian beam. Controlling the relative 
phase is achieved by changing the relative distance of the jets. The Gouy phase, a 
geometrical phase shift in a Gaussian beam, affects the local phase of the IR pulse 
as .φGouy(z) = − tan−1(z/zR), where . z is the longitudinal coordinate and .zR is the 
Rayleigh length. If two jets are located at coordinates .z1 and . z2, this causes a phase 
difference .∆φGouy between the IR drivers. This phase difference is imprinted on the 
high harmonics where controlling the distance of the jets controls the arms of the 
interferometer. The resulting phase shift of each harmonic is given by .N × ∆φGouy, 
where .N is the harmonic number. This scheme has been demonstrated in several 
works [104–106]. Its disadvantage lies in the fact that scanning the distance between 
the two jets slightly affects the local IR intensity, leading to modifications of the 
HHG spectra on top of the optical interference of the HHG sources. 

In an alternative approach, these limitations have been overcome, demonstrating 
external attosecond interferometry with two HHG sources separated by about 1.5 
m [107]. The two sources are driven by the same IR driver pulse in a collinear scheme 
(see Fig. 2.11a). The time delay between the IR pulse and the XUV light from the first
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source is controlled with the help of a two-segment mirror. The IR pulse drives HHG 
in the second source, resulting in XUV interference on the detector. Importantly, 
this collinear scheme enables full manipulation of the properties of the two HHG 
processes, for instance, different gas species, different driver pulse intensities, or 
different light polarizations [108]. In Ref. [107], the authors directly compared the 
recombination dipole phase of different atomic species using the fact that the phase 
of the HHG light is essentially given by the sum of the electron wavepacket phase 
.φSF and the phase of the recombination dipole.φrec (cf. Eq. 2.6, see also [109]). Since 
.φSF is given by the HHG process and can be determined from the SPA, .φrec can 
be accessed directly (see Fig. 2.11b). In contrast, photo-electron-based techniques 
like RABBITT or streaking gain access only to the group delay, which is the first 
derivative of the spectral phase. Figure 2.11c shows the result of an interferometric 
study of neon and argon HHG. The experiment directly resolves the phase jump 
around the Cooper minimum in argon, demonstrating the spectroscopic potential of 
external attosecond interferometry. 

2.4.2.4 Integrating Internal and External Attosecond Interferometry 

The ability to directly measure spectral phases in the XUV regime using external 
attosecond interferometry can be integrated with internal interferometry where a sec-
ondary field perturbs the HHG process by imprinting a small phase shift on electron 
trajectories. In a first realization, Kneller et al. demonstrate this integration by com-
bining collinear XUV interferometry with internal two-color interferometry induced 
by a perturbative SH field (see Fig. 2.12a). The odd-numbered harmonics of the 
reference XUV source interfere with those of the target XUV source, where the lat-
ter is perturbed by the two-color delay. With this, the interferogram has now three 
dimensions—the photon energy (harmonic order from the HHG process), the XUV-
XUV delay (external interferometer), and the IR-SH delay (internal interferometer), 
allowing for the retrieval of rich phase information. The observed interferogram 
enabled the authors to isolate the evolution of the tunneling barrier during the optical 
cycle. Due to this, tunneling electron wavepackets are gaining energy in the classi-
cally forbidden region (nonadiabatic tunneling) and are exiting the barrier closer to 
the origin (shift .∆xexit), acquiring an additional phase shift .∆Φtunnel with respect to 
the static case (see Fig. 2.12b and c). The external XUV-XUV interferometer resolves 
this phase and follows its sub-cycle evolution. 

2.5 Summary and Future Perspectives 

In summary, this chapter reviews a broad range of approaches, where the com-
plex phase information encoded in sub-cycle light–matter interactions is resolved 
via attosecond interferometry. These approaches can be classified into two main 
branches—internal and external interferometry. While internal interferometry is
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Fig. 2.12 Integration of external and internal attosecond interferometry. a Schematic descrip-
tion of the experiment. b Illustration of the effects of nonadiabatic tunneling of an electron 
wavepacket (violet) compared to a wavepacket tunneling through a static barrier (orange). c Phase 
shift .∆Φtunnel as a function of ionization time (blue: reconstructed from the experiment, orange: 
quantum-path model). Inset: The full quantum-path model tunnel exit points (orange) deviates 
strongly from the static case (black). Figure adapted with permission from [110] 

based on the engineering of quantum-path interference, external interferometry is 
based on the accurate control of XUV optical path interference. Both branches reveal 
valuable information regarding the strong-field light–matter interaction as well as 
the atomic, molecular, or condensed system itself. In future studies, we expect more 
experiments where the two branches are integrated with each other. Internal interfer-
ometry will probe the instantaneous sub-cycle evolution of strong-field light–matter 
interaction while external XUV interferometry will resolve the complete optical 
information encoded in the attosecond pulses. This scheme holds the potential of 
resolving the sub-cycle evolution of phase accumulated during fundamental phe-
nomena such as field-induced tunneling, hole dynamics, resonance excitation, or 
multi-electron correlations. The experiments described in this chapter focus on the 
study of simple atomic, molecular, or solid-state systems. 

Looking forward, attosecond interferometry opens up new perspectives in the 
observation of fundamental phenomena at the forefront of attosecond science, such 
as multi-electron dynamics in solid-state systems and dynamical chiral processes. In 
solids, the phase information will provide a direct access into the sub-cycle evolution 
of the band structure, multiple-band currents, or even sub-cycle phase transitions. 
In chiral systems, attosecond interferometers will resolve the sub-cycle evolution of 
chiral phenomena and shed new light on laser-induced chirality. 

Interferometers have been instrumental in quantum photonics where non-classical 
light states are generated and characterized. Since quantum optics is commonly 
associated with small photon numbers, it is not obvious that HHG with its intense 
driving fields also enables interesting quantum optical effects. A recent experiment 
shows that through a post-selection method the HHG driver field is converted to a 
non-classical Schrödinger cat state [111, 112]. Several more theory works [113– 
116] have appeared that explore the non-classical nature of HHG, including the fact
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that harmonic light can be squeezed. Integrating internal and external attosecond 
interferometry will help to extract the properties of the generated non-classical XUV 
light and elucidate the complex internal dynamics. 
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Chapter 3 
Attosecond Dynamics in Liquids 

Hans Jakob Wörner, Axel Schild, Denis Jelovina, Inga Jordan, Conaill Perry, 
Tran Trung Luu, and Zhong Yin 

Abstract Attosecond science is well developed for atoms and promising results 
have been obtained for molecules and solids. Here, we review the first steps in devel-
oping attosecond time-resolved measurements in liquids. These advances provide 
access to time-domain studies of electronic dynamics in the natural environment of 
chemical reactions and biological processes. We concentrate on two techniques that 
are representative of the two main branches of attosecond science: pump-probe mea-
surements using attosecond pulses and high-harmonic spectroscopy (HHS). In the 
first part, we discuss attosecond photoelectron spectroscopy with cylindrical micro-
jets and its application to measure time delays between liquid and gaseous water. 
We present the experimental techniques, the new data-analysis methods, and the 
experimental results. We describe in detail the conceptual and theoretical framework 
required to describe attosecond chronoscopy in liquids at a quantum-mechanical 
level. This includes photoionization delays, scattering delays, as well as a coherent 
description of electron transport and (laser-assisted) photoemission and scattering. 
As a consequence, we show that attosecond chronoscopy of liquids is, in general, 
sensitive to both types of delays, as well as the electron mean-free paths. Through 
detailed modeling, involving state-of-the-art quantum scattering and Monte-Carlo 
trajectory methods, we show that the photoionization delays dominate in attosec-
ond chronoscopy of liquid water at photon energies of 20–30 eV. This conclusion 
is supported by a near-quantitative agreement between experiment and theory. In 
the second part, we introduce HHS of liquids based on flat microjets. These results 
represent the first observation of high-harmonic generation (HHG) in liquids extend-
ing well beyond the visible into the extreme-ultraviolet regime. We show that the 
cut-off energy scales almost linearly with the peak electric field of the driver and 
that the yield of all harmonics scales non-perturbatively. We also discuss the ellip-
ticity dependence of the liquid-phase harmonics, which is systematically broadened 
compared to the gas phase. We introduce a strongly driven few-band model as a 
zero-order approximation of HHG in liquids and demonstrate the sensitivity of HHG 
to the electronic structure of liquids. Finally, we discuss more advanced approaches 
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for modeling liquid-phase HHG. In the conclusion, we present an outlook on future 
studies of attosecond dynamics in liquids. 

3.1 Introduction 

Attosecond science has the potential to address fundamental open questions in chem-
ical and physical sciences. By directly accessing the electronic dynamics of matter on 
a time scale that naturally freezes any structural dynamics, attosecond spectroscopy 
targets the most fundamental electronic processes that define the properties of mat-
ter. The methods of attosecond science have been well established and most broadly 
demonstrated on atoms [ 1– 4]. Very promising results have also been obtained on 
molecules [ 5– 10] and solids [ 11– 16]. The field of attosecond molecular dynamics 
has recently been reviewed in Ref. [ 17]. 

Attosecond dynamics in liquids have so far not been accessible to time-resolved 
experiments. However, they are expected to play a particularly important role in 
chemical and biological processes that dominantly take place in the liquid phase. 
The primary processes underlying charge and energy transfer in the liquid phase 
take place on few-femtosecond to attosecond time scales [ 18] and have eluded direct 
experimental access to date. These processes include, e.g., the ionization of liquid 
water, electron scattering during its transport through the liquid phase, as well as 
intermolecular Coulombic decay (ICD) [ 19] and electron-transfer-mediated decay 
(ETMD) [ 20], to name only a few examples. 

Among these, the ionization of liquid water plays a particularly important role 
since it initiates the dominant pathway of radiation damage in living matter (see Ref. 
[ 21] for a recent review). The ionization of liquid water is inherently an attosec-
ond process and therefore offers a target of primary relevance for attosecond sci-
ence. However, the primary ionization event itself is not the only attosecond process 
involved in the ionization of liquid water. The subsequent electron scattering during 
its transport through the liquid phase also takes place on a sub-femtosecond time 
scale. It controls the energy deposition during electron scattering and thereby the 
chemistry initiated by ionizing radiation in liquid water. Important new insights into 
the early femtosecond time scale of water ionization have very recently been obtained 
using both one-photon ionization [ 22] and strong-field ionization [ 23]. 

In this book chapter, we discuss two recently demonstrated experimental 
approaches to attosecond science in the liquid phase: attosecond photoelectron spec-
troscopy [ 24] and high-harmonic spectroscopy [ 25]. We present the experimental 
methodology and discuss the first experimental results, along with the developed 
conceptual framework and the related theoretical methods. 

In the first part, we describe the principles and methods of attosecond photoelec-
tron spectroscopy of liquids [ 24]. This technique has been applied to measure the 
time delay between photoemission from liquid and gaseous water. Photoionization 
delays from isolated molecules in the gas phase have only recently been measured 
[ 9]. These measurements have been interpreted through the development of a gen-
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eral theoretical and computational methodology [ 26]. Here, we use photoemission 
from gaseous water molecules as a reference against which photoemission from liq-
uid water is clocked. We find that photoemission from liquid water is delayed by 
. ∼50–70 attoseconds compared to photoemission from isolated water molecules at 
photon energies of . ∼20-30 eV. We show through detailed modeling that includes 
quantum-scattering calculations on water clusters of variable size, as well as Monte-
Carlo trajectory simulations benchmarked against the time-dependent Schrödinger 
equation, that the measured delays are dominated by the local solvation structure in 
liquid water. Electron scattering during transport, in contrast, makes a negligible con-
tribution to the measured delays. This conclusion has very recently been confirmed 
in a very different type of experiments that measured photoionization delays between 
size-resolved water clusters and water monomers and found that the photoionization 
delays steadily increase from the monomer to the tetramer or pentamer, but do not 
significantly increase towards larger clusters. This scaling of the time delays has been 
related to the spatial extension of the electron hole created in the photoionization pro-
cess [ 27]. The relative time delays measured between pentamers and hexamers with 
respect to monomers have been found to agree with those measured for liquid water 
with respect to water monomers [ 28]. 

In the second part, we describe the experimental methods and first results on 
non-perturbative high-harmonic generation in liquids [ 25]. This recent discovery 
represented a paradigm change in attosecond science because a series of previous 
experimental works on water droplets [ 29– 31] concluded that high-harmonic gen-
eration was impossible at the natural density of liquid water. Previous observations 
of harmonic generation from liquids were indeed limited to low-order harmonics in 
the visible range [ 32] and to the coherent-wake-emission regime [ 33], where high-
harmonic generation takes place in a plasma created by the ultra-intense laser pulse 
(peak intensity .> 1018 W/cm. 

2) rather than in the original, unperturbed target. The 
main observations from our work [ 25] are a linear scaling of the highest-emitted 
energy with the electric field, a pronounced sensitivity of the observed spectra on the 
electronic structure of the liquids, and a broadened ellipticity dependence of the high-
harmonic yield compared to gas-phase HHG. High-harmonic spectroscopy of liquids 
offers a complementary and remarkably different approach to the same fundamental 
problems discussed above. It provides access to the attosecond dynamics of the ion-
ization step. It is sensitive to the dynamics of electron transport through the liquid 
phase, and thereby to electron scattering dynamics [ 34, 35]. Finally, it might also be 
sensitive to the spatial shape of the created electron hole through the recombination 
step. Liquid-phase high-harmonic spectroscopy therefore offers several promising 
prospects for exploring the electronic structure and dynamics of liquids, solutes, and 
solvents. 

In the outlook that concludes this book chapter, we discuss possible future avenues 
of attosecond science in liquids. These include time-resolved studies of ICD and 
ETMD, which are the prototype elementary processes of charge and energy transfer 
in living matter, but have unknown time scales.
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3.2 Attosecond Photoelectron Spectroscopy of Liquid 
Water 

The most direct way to probe electron dynamics in liquid water is to perform a 
time-resolved measurement on the attosecond time scale. For this purpose, we have 
chosen attosecond photoelectron spectroscopy. It consists in creating electrons in 
the conduction band of liquid water through ionization with an attosecond pulse and 
probing their dynamics through interaction with a temporally delayed near-infrared 
(NIR) pulse before detecting them through photoelectron spectroscopy. 

For the first experiment, described herein, we have used attosecond interferom-
etry, which combines an extreme ultraviolet (XUV) attosecond pulse train (APT) 
with a femtosecond NIR laser pulse (see Fig. 3.1). This method has previously been 
applied to measure photoionization delays in atoms [ 3] and molecules [ 9]. The par-
ticular advantage of attosecond interferometry over, e.g., attosecond streaking is the 
high spectral resolution that is achieved [ 36], in addition to the high temporal resolu-
tion that is common to both methods. Whereas the spectral resolution in attosecond 
streaking is limited by the temporal duration of the attosecond pulse through the 
time-bandwidth product, the spectral resolution in attosecond interferometry is not. 
Instead, the resolution is limited by the spectral width of the individual harmonic 
orders, which are limited by the length of the APT and its chirp over the (femtosec-
ond) time scale of the APT envelope. The high spectral resolution is a crucial aspect 
of the present experiments because it enables the spectral distinction of photoelec-
trons originating from the gas and liquid phases. These give rise, respectively, to the 
narrow and broad spectral features illustrated in Fig. 3.1. 

Experiments based on attosecond interferometry or attosecond streaking directly 
measure time delays in photoionization, but all such measurements are inherently rel-
ative at present. It is therefore essential to identify a suitable reference against which 
these delays can be measured. In the present experiment, we turn the presence of the 
evaporating gas-phase molecules, usually perceived as a nuisance in liquid-microjet 
photoelectron spectroscopy, into an advantage. By measuring photoionization time 
delays of liquid water relative to those of isolated water molecules, we eliminate 
the “trivial” single-molecule contributions to the photoionization delays. The word 
“trivial” is consciously put in quotation marks because the measurement and inter-
pretation of molecular photoionization delays is itself a highly active and intriguing 
area of research [ 9, 26, 27, 37– 42]. However, the goal of the present work goes much 
beyond this, by aiming at identifying the specific contributions of the liquid phase 
to the attosecond photoemission delays. These include two types of effects, i.e., the 
modification of the electronic structure and therefore the scattering potential of an 
isolated water molecule caused by solvation, as well as electron scattering dynamics 
during its transport through the liquid phase. 

In the following sections, we discuss the experimental techniques, which include 
the realization of liquid-phase attosecond interferometry and the methods devel-
oped to retrieve photoionization delays from overlapping photoelectron spectra. We 
also discuss in detail the novel theoretical methods, which comprise the integra-
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Fig. 3.1 Attosecond time-resolved photoelectron spectroscopy of liquid water. A spectrally 
filtered attosecond pulse train, composed of a few high-harmonic orders (H.(q−1),H.(q+1), etc.) super-
imposed with a near-infrared femtosecond laser pulse interacts with a microjet of liquid water. Pho-
toelectrons are simultaneously emitted from the liquid and the surrounding gas phase. The resulting 
photoelectron spectra are measured as a function of the time delay between the overlapping pulses. 
Adapted from Ref. [ 24] 

tion of laser-assisted scattering in the formalism of attosecond interferometry, the 
development of a general three-dimensional Monte-Carlo code for simulating such 
experiments and the identification of condensation effects on the photoionization 
delays from water clusters. This extensive development of experimental and the-
oretical methods has culminated in the quantitative interpretation of the measured 
photoemission time delays of liquid water [ 24]. 

3.2.1 Experimental Methods and Results 

The experimental setup consists of an attosecond beamline delivering XUV APTs 
and a femtosecond NIR pulse, a liquid microjet delivering a micrometer-thin stream 
of liquid into a high-vacuum chamber, and a photoelectron spectrometer. In this 
work, we have used the attosecond beamline described in [ 43], which uses nested 
white-light and monochromatic interferometers to actively stabilize the time delay 
between NIR and XUV pulses to extreme accuracy. High-harmonic generation from 
a NIR laser pulse centered at 800 nm in an argon gas cell is used to generate the 
APT. The created APT is spectrally filtered by thin metallic foils to reduce its spectral 
bandwidth and thereby the spectral overlap in the photoelectron spectra. Specifically, 
we have used Sn filters to isolate the harmonic orders 11, 13, and 15, or Ti filters 
to isolate the harmonic orders 17, 19, and 21. A particular advantage of these metal 
filters is their sharp spectral truncation at the high-energy side of the spectrum, which
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Fig. 3.2 Attosecond photoelectron spectra of liquid and gaseous water. Data acquired with a 
Sn-filtered APT (left) or a Ti-filtered APT (right). a,b Photoelectron spectra in the absence (blue) and 
presence (orange) of the IR field with their principal-component fit (full lines) and decomposition 
(filled curves). c,d Difference spectra (circles), principle-component fits (line) and decomposition 
(filled curves) into side bands (orange) and depletion (blue). e,f Difference spectra as a function of 
the APT-IR time delay.  g,h Fourier-transform power spectrum of c. i,j Amplitude and phase of the 
2. ω component of the Fourier transform. Adapted from Ref. [ 24] 

makes the remaining spectral overlap manageable (see Fig. 3.2). The liquid microjet 
is formed by expanding high-purity liquid water (with the addition of NaCl to a 
concentration of 50 mM) through a . ∼20 . μm inner-diameter capillary with a high-
performance liquid-chromatography pump. The photoelectron spectrometer is a 1-m 
long magnetic-bottle time-of-flight spectrometer previously described in Ref. [ 44]. 

The experimental results are shown in Fig. 3.2, where the left (right) columns show 
the data acquired with the Sn (Ti) filter. Correspondingly, the data on the left-hand side 
is mainly composed of photoelectrons spectra generated by H13 and H15, whereas 
the data on the right-hand side mainly originates from H19 and H21. These data have 
been analyzed through a principal-component analysis (PCA) based on photoelec-
tron spectra of gaseous and liquid water that were measured with a monochromatized 
high-harmonic light source [ 45] and the same photoelectron spectrometer [ 44]. This 
PCA provides a unique decomposition of the measured spectra into its constituents. 
The panel (a) in Fig. 3.2 shows photoelectron spectra acquired with the XUV-APT 
only (blue) or with XUV-APT and NIR pulses (orange). The panel (b) shows the dif-
ference spectra, obtained by subtracting the XUV-only spectra from the XUV+NIR 
spectra. In the panels (a) and (b), the circles represent the experimental data and the
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full lines of the PCA fit. The contributing principal components are shown as filled 
areas, whereby the XUV-only contributions are shown in blue and the sideband con-
tributions are shown in orange. The perfect agreement between the PCA fit and the 
experimental data shows that the measured spectra have been successfully decom-
posed into the contributing photoelectron spectra from liquid and gaseous water of 
the relevant high-harmonic orders. 

The panel (c) shows the difference spectra (from panel b) as a function of the 
time delay between the overlapping XUV-APT and NIR pulses. Positive signals (in 
orange) are dominated by sideband contributions and negative signals (in blue) are 
dominated by the depletion of the XUV-APT photoelectron spectra. The Fourier 
transform of the data in panel (c) along the time-delay axis is shown in panel (d) 
and the phase and amplitude of the Fourier transform, integrated over the domi-
nant 2. ω frequency component is shown in panel (e). These complex-valued Fourier 
transforms have been analyzed within the PCA with minimal assumptions, i.e., the 
entire photoelectron bands corresponding to the highest-occupied molecular orbital 
(HOMO) of the gas or liquid contributions are assigned a characteristic phase (. φgas

or .φliq). This minimal assumption is sufficient to reproduce the complete electron-
kinetic-energy-dependent complex-valued Fourier transforms, as illustrated in panel 
(e). As a consequence, it is possible to determine the photoemission time delays 
between the HOMO bands of the liquid and gas phases: 

.∆τ = τliq − τgas = φliq − φgas

2ω
. (3.1) 

We find .τliq − τgas = 69 ± 20 as at a photon energy of 21.7 eV (SB14) and . τliq −
τgas = 48 ± 16 as at a photon energy of 31.0 eV (SB20). 

In addition to robust delays, the PCA also enables the determination of reliable 
modulation depths of the sideband intensities. This additional observable of attosec-
ond interferometry has received very little attention to date. In an idealized situation 
where the amplitude of the two-photon-ionization pathways leading to the same 
sideband state have the same amplitude, the modulation contrast will be 100%. The 
experimentally observed modulation contrast will in general be smaller than 100% for 
various possible reasons. In the gas phase, these include (i) different amplitudes of the 
two-photon-ionization pathways, (ii) contributions of several two-photon-ionization 
pathways that do not interfere, e.g., because they correspond to different initial eigen-
states of they leave the system in different final states, (iii) contributions of ionization 
channels (e.g., emission angle or target orientation) corresponding to different time 
delays, (iv) fluctuations in XUV-IR path-length difference, etc. In condensed-phase 
attosecond interferometry, additional effects include (v) contributions from differ-
ent local environments around the photoionized entity and (vi) decoherence of the 
photoelectron wave packet during transport through the condensed phase. 

Given the many possible contributions to a finite modulation contrast, it is thus 
important to find a meaningful reference. In the present case, the best reference 
is our previously published measurement of molecular photoionization delays in 
water vapor [ 9], which was carried out with the same apparatus, under the same
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experimental conditions as the liquid-phase experiments. This experiment revealed 
a modulation contrast of HOMO SB14 indistinguishable from 100 % within the 
experimental signal-to-noise ratio (see Fig. 4.3 in [ 46]). 

Using the PCA discussed above, we have determined a relative modulation depth 
of the liquid—compared to the gas-phase signal .Mr = Mliq/Mgas of .0.17 ± 0.03 at 
a photon energy of 21.7 eV and .0.45 ± 0.06 at a photon energy of 31.0 eV. The 
determination of relative modulation depths has the advantage that it eliminates the 
contributions (i)–(iv), at least as far as single-molecule contributions and the exper-
imental imperfections are concerned. Since a deviation from a perfect modulation 
contrast was not observable in water vapor [ 46], the finite modulation depths reported 
above can mainly be attributed to the effects (v) and (vi). As further discussed in Sect. 
3.2.3, contribution (v) is significant and contribution (vi) might also be important. 

3.2.2 Concepts and Theoretical Methods 

In this section, a detailed theoretical treatment of attosecond photoelectron spec-
troscopy (APES) in liquids is given. Although a significant amount of work on 
APES of solids has previously been published (see, e.g., [ 47– 50]), a comprehensive 
treatment that includes both photoionization delays and scattering delays has been 
missing until our recent work [ 51]. Motivated by experimental results [ 11– 13, 52– 
55], most previous theoretical treatments were designed to describe experiments on 
metallic samples. The description of APES in liquids fundamentally differs from the 
situation encountered in metals. This is due to the different penetration depths of the 
XUV and NIR fields. Whereas the XUV fields penetrate more deeply into metals 
than the NIR, the situation is reversed in liquids, which are practically transparent 
to the NIR radiation. Since the temporal information originates from the interaction 
of the XUV-induced photoelectron wave packet with the NIR radiation, APES on 
metals is mainly sensitive to the transport time of the photoelectron wave packet 
from the point of ionization to the metal-vacuum interface. In APES of liquids, the 
situation is reversed and the NIR field is present throughout the medium. Therefore 
APES in liquid is sensitive to other aspects of attosecond photoionization dynamics. 
The following sections present a detailed conceptual and theoretical analysis of this 
situation. 

3.2.2.1 Time Delays in Photoionization and Scattering 

Time delays in quantum scattering were first analyzed by Wigner and Smith [ 56, 57]. 
They studied conventional scattering events, corresponding to the collision of two 
particles. Photoionization can be understood as a half collision and can be described 
with a very similar quantum-mechanical formalism. Consequently, it is not surprising 
that photoionization delays are closely related to scattering delays, both conceptually 
and in terms of their magnitudes [ 50, 58].
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Fig. 3.3 Time delays in photoionization and scattering in the classical limit. The time delays 
are defined as the differences in the arrival times of the classical particles that have propagated 
through different potentials with that of a “reference” particle propagating through potential-free 
space with the same final (asymptotic) velocity 

Both scattering and photoionization delays typically lie in the attosecond domain. 
They have therefore become accessible in the time domain only recently [ 3, 59]. 
Attosecond science has so far focused on the measurement of time delays in pho-
toionization because they are directly accessible to APES. As a consequence, time 
delays in (conventional) scattering, i.e., full collisions have so far not been discussed. 
Here, we show that they can play a significant role in condensed-phase APES. More 
importantly, we show that laser-assisted electron scattering is a general phenomenon 
that needs to be included in a comprehensive treatment of condensed-phase APES. 

We initiate our discussion with a classical analysis that provides a transparent 
basic understanding of the problem. Figure 3.3 illustrates the definition of these 
classical delays. It is easy to understand that an attractive (repulsive) potential results 
in a negative (positive) delay because the particle is locally accelerated (decelerated) 
compared to the potential-free propagation before returning to the same asymptotic 
velocity. As a consequence the time required to cover the same horizontal distance is 
smaller (larger) compared to potential-free propagation, which results in a negative 
(positive) delay, as illustrated. In these classical considerations, it is also easy to 
understand that such classical scattering delays are additive. As long as the potentials 
do not overlap, the delay contributed by a particular potential is only a property of 
the local potential and does not depend on the previous trajectory of the particle. 

The same considerations hold true for a classical treatment of photoionization 
delays. This situation is illustrated at the bottom of Fig. 3.3. The classical definition 
of a photoionization delay corresponds to a situation where the particle starts from 
the bottom of an attractive potential with a finite velocity. This velocity must be 
chosen such that the final (asymptotic) velocity of the particle is the same as for the 
reference particle. This classical photoionization delay will be negative for the same 
reason as the classical scattering delay for an attractive potential is negative. The
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classical photoionization delay is equal to half of the classical scattering delay for 
the same potential. 

Continuing on this analogy, it is easy to show that the total classical delay for 
one photoionization and one scattering event is simply the sum of the two classical 
delays, as long as the potentials do not overlap. This situation is illustrated at the 
bottom of Fig. 3.3. 

3.2.2.2 Non-local Attosecond Interferometry in One Dimension 

The translation of the results from the previous section to observables of attosecond 
spectroscopy requires at least two modifications. First, electrons are not classical 
objects and should therefore be described quantum-mechanically. When this is not 
possible, the classical approximation has to be justified, as we further discuss below. 
Second, the situation analyzed in classical terms in the previous section would corre-
spond to a time-of-flight measurement with attosecond resolution, which is imprac-
tical. Instead, attosecond spectroscopy measures such time delays through two-color 
photoionization. Whereas the relation of photoionization delays measured with such 
techniques with the (quantum-mechanical) Wigner delays has been established [ 50, 
58], the treatment of full-scattering events itself and full-scattering in combination 
with photoionization has only been addressed in our recent publication [ 51]. 

In this section, we present a quantum-mechanical analysis of attosecond time 
delays caused by photoionization and scattering as measured by attosecond interfer-
ometry. We note that these results are not specific to attosecond interferometry, but 
also apply to attosecond streaking, which will be the subject of future publications. 
Starting from the numerical solution of the time-dependent Schrödinger equation, 
we show that the obtained delays remarkably deviate from the classical expecta-
tion. Building on analytical descriptions of laser-assisted photoemission (LAPE) and 
laser-assisted electron scattering (LAES), we develop a complete analytical descrip-
tion of the quantum-mechanical problem at hand. This has led to the discovery of 
a novel phenomenon that we call “non-local” attosecond interferometry. In contrast 
to the traditional understanding of attosecond interferometry, where the interaction 
of the photoelectron wave packet with the XUV and NIR radiation takes place in 
a common spatial volume, the non-local pathways involve interactions at spatially 
separated regions. Specifically, the XUV absorption is localized to the position of the 
initially bound electronic wave function, whereas the NIR interaction takes place at 
the position where scattering occurs. These “non-local” XUV/NIR interactions lead 
to the interesting result that the total delays measured in the presence of photoion-
ization and scattering are, in general, sensitive to both photoionization and scattering 
delays, and to the distances traveled between XUV and NIR interactions, i.e., to the 
mean-free paths of electron scattering. 

We solve the one-electron time-dependent Schrödinger equation (TDSE) in one 
dimension using a model potential consisting of an attractive and a repulsive potential 
well (see Fig. 3.4). Details of this calculation are given in Ref. [ 51]. The system is 
initiated in the lowest bound electronic state of the attractive potential. The TDSE
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Fig. 3.4 Time delays in photoionization and scattering as measured by attosecond interfer-
ometry. This figure shows (schematically) the employed XUV and NIR fields (top left), the used 
model potential (top right), the calculated photoelectron spectrum as a function of the time delay 
. δ (bottom left) and the calculated delay. τ as a function of the separation.x0 between the attractive 
and repulsive potentials (bottom right) 

is solved in the presence of an XUV field consisting of two harmonic orders (H. q−1

and H.q+1) and a NIR field. The photoelectron spectrum is calculated by projecting 
the total wave function at the end of the propagation onto the continuum eigenstates 
of the model system. This gives rise to a photoelectron spectrum as shown on the 
bottom left of Fig. 3.4. The calculated photoelectron spectra reveal an oscillation of 
the intensity of SB. q as a function of the delay . δ between the XUV and NIR pulses. 
In the calculation, we actually varied the carrier-envelope phase of the NIR pulse 
instead of varying the time delay . δ. This is equivalent for the present purpose but 
avoids unwanted effects caused by the envelope functions of the two fields. The 
temporal shift of the SB. q maximum with respect to.δ = 0 defines the measured time 
delay . τ . 

Solving the TDSE under the described conditions for different separations . x0
between the attractive and repulsive potentials provides the result shown in the 
bottom-right part of Fig. 3.4. The total delay displays an oscillatory dependence 
on . x0. This is in remarkable contrast to the naive classical expectation discussed in 
the previous section. For our model system, the photoionization delay amounts to
-44 as, as indicated by the red dashed line, and the scattering delay to +21 as. Within 
our classical considerations this would lead to a total delay of -23 as, independent
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Fig. 3.5 Schematic depiction of the four “local” (L1, L2, L3, L4) and the two “non-local” paths 
(NL1, NL2) contributing mainly to the attosecond interference signal if one scattering event is 
possible after ionization 

of .x0 as indicated by the dashed green line. The result of the TDSE (green circles) 
departs markedly from this classical prediction. The calculated delay . τ is found to 
oscillate around the value of the photoionization delay with a maximal amplitude 
given by the scattering delay. More precisely, the total delay . τ can be expressed as 
a sum of the photoionization delay .τPI and a non-local delay .τnl, 

.τ = τPI + τnl, (3.2) 

where .τnl oscillates with the distance . x0. 
This result significantly contrasts with the previous understanding of attosecond 

interferometry on isolated particles, where only local XUV and NIR interactions are 
important. In such a framework, the observed oscillations cannot be explained. They 
could, however, be quantitatively explained in Ref. [ 51] by developing an analytical 
formalism that includes both local and non-local pathways. 

Figure 3.5 shows the relevant paths that an electron can take so that it ends up in the 
sideband. q. The paths L1 and L2 are “local” paths that are the basis of APES in gas-
phase molecules, the paths L3 and L4 are paths where interaction with the assisting 
IR field is still at the ionization site but the outgoing electron wave packet undergoes 
scattering, and NL1 and NL2 are “non-local” paths where photon exchange happens 
at the scattering center. In words, those paths are as follows:
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• L1: Absorption of an XUV photon of frequency .(q − 1)ω and absorption of one 
IR photon at the ionization site, 

• L2: absorption of an XUV photon of frequency .(q + 1)ω and emission of one IR 
photon at the ionization site, 

• L3: absorption of an XUV photon of frequency .(q − 1)ω and absorption of one 
IR photon at the ionization site, and scattering at the perturber without photon 
exchange, 

• L4: absorption of an XUV photon of frequency .(q + 1)ω and emission of one 
IR photon at the ionization site, and scattering at the perturber without photon 
exchange, 

• NL1: absorption of an XUV photon of frequency .(q − 1)ω at the ionization site 
and absorption of one IR photon at the perturber, and 

• NL2: Absorption of an XUV photon of frequency .(q + 1)ω at the ionization site 
and emission of one IR photon at the perturber. 

While L1 and L2 are the two paths that explain APES for gas-phase molecules, all six 
paths are needed to reproduce the delay of Fig. 3.4. Each of these paths contributes 
to the second-order amplitude (i.e., the amplitude for two-photon transitions). f , i.e., 

. f = fL1 + fL2 + fL3 + fL4 + fNL1 + fNL2, (3.3) 

and the sideband intensity is then .I ∝ | f |2. The amplitudes are 

. fL1 = Fq−1
q eikq x0 (3.4) 

. fL2 = Fq+1
q eikq x0 (3.5) 

. fL3 = Fq−1
q eikq x0 f qq (3.6) 

. fL4 = Fq+1
q eikq x0 f qq (3.7) 

. fNL1 = Fq−1
q−1 e

ikq−1x0 f q−1
q (3.8) 

. fNL2 = Fq+1
q+1 e

ikq+1x0 f q+1
q . (3.9) 

Here, .Fm
n indicates the amplitude of transition from state .m to state . n at the pho-

toionization site and . f mn indicates the amplitude of transition from state .m to state 
. n at the perturber. An additional phase factor is due to propagation to the scattering 
site with momentum .kq (for L1, L2, L3, and L4), with momentum .kq−1 (NL1), or 
with momentum.kq+1 (NL2). 

Numerical values for the amplitudes .Fm
n and . f mn can be obtained within what is 

known as strong-field approximation, soft-photon approximation, or Kroll-Watson 
theory, and which is referred to as laser-assisted photoelectric effect (LAPE) and 
laser-assisted electron scattering (LAES), respectively [ 60– 62]. For LAPE, it is 
assumed that the initial state is a bound state, the final state is that of a laser-dressed 
free electron in the IR field, the ionizing XUV pulse can be treated as perturbation, 
and the IR field is approximately a continuous wave. Similar approximations are 
made for LAES, with the initial and final states being laser-dressed states of the free
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electron in the IR field and the scattering potential is the perturbation. These theories 
provide the amplitudes 

.Fq+n
q = ein( π

2 +ω∆t) Jn

(
kq F IR

0

ω2

)
f PIq+n (3.10) 

. f q+n
q = ein( π

2 +ω∆t) Jn

(
(kq − kq−n)F IR

0

ω2

)
f ESq+n,q (3.11) 

where .F IR
0 is the maximum field strength of the IR pulse, . f PIq+n is the field-free 

photoionization amplitude, and . f ESq+n,q is the field-free elastic scattering amplitude. 
.Jn are the Bessel function of the first kind. 

The side band intensity in this multi-path model is calculated as 

.I ∝ | f |2 = A cos (2ω(∆t + τPI + τnl)) , (3.12) 

where the photoionization delay is given by the phase differences of the LAPE 
amplitudes, 

.τPI = arg(Fq+1
q ) − arg(Fq−1

q )

2ω
. (3.13) 

With some algebra, the non-local delay can be approximated as 

.τnl ≈ 1

ω

Anl

Al
sin

(
1

2

(
k+xs + φ+)) × sin

(
1

2

(
k−xs + φ−))

, (3.14) 

where .xs represents the distance between the potentials responsible for LAPE and 
LAES processes, .Al and .Anl correspond to the amplitudes of these two processes, 
respectively, i.e., 

.Al ≈ | fL1 + fL3| ≈ | fL2 + fL4| (3.15) 

.Anl ≈ | fNL1| ≈ | fNL2|, (3.16) 

and the phase shifts of the two sine functions are 1

.φ+ = arg( f q+1
q ) − arg( f q−1

q ) (3.17) 

.φ− = arg( f q+1
q ) − 2 arg(1 + f qq ) + arg( f q−1

q ). (3.18)

1 The. 1 in.1 + f qq comes from combination of the paths L1 and L3 or L2 and L4. 
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Fig. 3.6 Effect of 
path-length distribution. 
The top panel illustrates the 
case of a fixed distance. x0
between photoionization and 
scattering, whereas the 
bottom panel represents the 
case where the path lengths 
follow an exponential 
distribution. In the bottom 
panel, the delay is given as a 
function of the average path 
length (MFP) 

The period of oscillation with .xs is characterized by the two wave numbers 

.k+ = kq+1 − kq−1 (3.19) 

.k− = kq+1 − 2kq + kq−1. (3.20) 

Clearly, the non-local delay (3.14) exhibits a beat pattern, i.e., a superposition of two 
waves with slightly different oscillation frequencies. In this case, the two frequencies 
giving rise to the beat pattern are .kq+1 − kq and .kq − kq−1, whose sum is .k+ (the 
fast oscillation with. xs) and whose difference is.k− (the slow oscillation with. xs). We 
also note that due to the phase shifts the non-local delay starts close to its maximum 
and the oscillation is cosine-like. 

The first step in translating these results from a one-dimensional model system 
to the condensed phase consists of including the effect of path-length distributions. 
The distance traveled by an electron between photoionization and the first collision 
or between two collisions is, in general, a distributed quantity, the average of which 
is defined as the mean-free path. For simplicity, we first consider only one scattering 
event and we assume an exponential distribution of path lengths, which is the standard 
assumption in condensed-phase electron-transport simulations (see, e.g., Ref. [ 21]). 

Figure 3.6 shows the effect of the path-length distribution on the calculated delay. 
The top panel shows the results obtained when the distance between photoionization 
and scattering has a fixed value . x0, whereas the bottom panel shows the case where 
the distance .xs is a distributed quantity following an exponential distribution, as a 
function of the average path-length MFP. We find that the oscillatory behavior from 
the fixed-distance case is turned into a monotonic decay from .τphotoion + τscatt to
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Fig. 3.7 Effect of multiple collisions. Calculated scattering-induced delay for the case of a finite 
number of collisions separated by fixed distances .x0 (full lines) or path lengths that follow an 
exponential distribution of average.x0 (dashed lines) 

.τphotoion. This result has an intuitive explanation. When the MFP is long, specifically 
MFP.≥ L , where .L .= 2/k+, the contribution of scattering cancels because of the 
oscillatory nature of the delay dependence on the path length. When MFP.≪ L the 
delays behave additively, i.e., the classical situation is recovered. 

In a second step, we now include the treatment of multiple collisions. Figure 3.7 
shows the results obtained for .n = 1 − 4 collisions. In the case of fixed distances 
(full lines), the total delay can be expressed as 

.τnl ≈ τsca

n∑
j=1

cos(nkxs), (3.21) 

where.τscatt is the scattering delay. Thus, at.xs = 0, the non-local delay is ca.. τphotoion +
nτscatt . In the case of distributed path lengths (dashed lines), a monotonic decay from 
the same values at .xs = 0 to an asymptotic value of 0 is observed. 

These results are in line with the same intuitive explanation given above. For long 
MFPs the contribution of scattering vanishes, such that the calculated delay is equal 
to the photoionization delay. For very short MFPs (.≪ L), the delays again behave 
additively, i.e., the classical limit is reached. 

3.2.2.3 Scattering Delays and Differential Scattering Cross Sections of 
Water 

The previous section has established the conceptual foundations of attosecond inter-
ferometry in condensed matter on the basis of simple model potentials. The purpose
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Fig. 3.8 Calculations of DCS and scattering delay for water monomer. These calculations were 
done for an electron kinetic energy of 10 eV using the commercial R-matrix code Quantemol, in 
which the calculation of the DCS is implemented 

of this section is to present the results of state-of-the-art quantum scattering calcula-
tions on water clusters as a computationally tractable model of liquid water. 

Beginning with an isolated water molecule, we calculate the complex scattering 
factor for the fully elastic scattering process of a free electron with a water molecule 
in its rovibronic ground state. In our calculations, we use orientational averaging 
of the scattering target. As a consequence, the scattering problem has cylindrical 
symmetry, such that the scattering factor . f (θ, E) depends only on the polar angle . θ

(see Fig. 3.8) and the electron kinetic energy . E . This scattering factor defines both 
the differential scattering cross section (DCS) . dσ

dΩ
and the scattering delay .τscatt as 

defined in Fig. 3.8. 
The DCS has a global maximum at.θ = 0, corresponding to forward scattering and 

a local maximum at .θ = π , corresponding to back scattering. The scattering delay 
in the forward direction is positive, corresponding to the naive classical expectation 
for a repulsive interaction. The scattering delay displays a rapid variation around 
.θ ≈ 2 rad, i.e., at the same angle at which the DCS displays a local minimum. A 
detailed analysis of these calculations shows that the minimum in the DCS originates 
from a destructive interference of partial waves, which also leads to a rapid variation 
of the scattering delay. 

Whereas these calculations are representative of electron scattering in the gas 
phase, and their quantitative accuracy has been verified [ 63], they may not be rep-
resentative of electron scattering in liquid water. Condensation is indeed known to 
modify the electronic structure of molecules, particularly in the case of water because
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Fig. 3.9 Effect of condensation on the DCS of electron scattering. Calculated DCS for electron 
scattering with water clusters of the indicated size using Quantemol. The equilibrium structures of 
the most stable isomers of the water clusters of each size have been taken from [ 64]. All DCS have 
been normalized at.θ = 0 for comparison 

of strong hydrogen bonding. We have therefore studied the evolution of the DCS with 
the size of the water cluster. The results are shown in Fig. 3.9. 

The striking observation from these calculations is the rapid convergence of the 
DCS with increasing cluster size. The DCS evolves from a double-maximum struc-
ture with a relatively broad forward-scattering peak towards a quasi-Gaussian DCS 
without backscattering. The width of the quasi-Gaussian peak converges very rapidly 
with cluster size. 

The rapid convergence of the DCS with the size of water clusters suggests that 
the highly accurate quantum-scattering calculations presented in this section can be 
used to model the description of electron scattering in liquid water. In addition to 
providing the crucial scattering factors required to model attosecond interferometry, 
they additionally enable us to determine both elastic and inelastic mean-free path 
for electron scattering in liquid water [ 65], as discussed in the following section. 
Similar results have recently been reported using ePolyScat, whereby a very similar 
convergence of the DCS has been found [ 66]. 

3.2.2.4 Elastic and Inelastic Mean-Free Paths for Electron Scattering 
in Liquid Water 

Given the DCS for electron scattering at a certain kinetic energy, we are now in the 
position to determine the elastic and inelastic mean-free paths (EMFP and IMFP) 
[ 65]. For this purpose, we turn to two liquid-jet measurements of the photoioniza-
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Fig. 3.10 Left: Schematic depiction of the effective attenuation length (EAL) for ionization in a 
liquid. The signal of photoelectrons with kinetic energy corresponding to direct ionization decreases 
exponentially with the depth of the ionization site due to inelastic scattering. The EAL is the width 
parameter of the exponential function. Right: Concept of the measurement of the photoelectron 
angular distribution (PAD) of a liquid: Molecules are ionized with a beam and the photoelectron 
signal is measured with a detector above the surface that has a relatively small detection angle 
(indicated as “D”). Variation of the beam polarization axis yields the PAD of the liquid 

tion of water: A measurement of the effective attenuation length (EAL) [ 67] and a 
measurement of the gas-phase and liquid-phase photoelectron angular distributions 
(PAD) [ 68] for oxygen 1s photoionization of water molecules. The underlying ideas 
of the experiments and of our simulations are depicted in Figure 3.10. For ionization 
at a depth .|z| below the surface the measured photoelectron signal at the kinetic 
energy corresponding to direct photoionization behaves as 

.S(z) ∝ e−|z|/rEAL , (3.22) 

where .rEAL is the EAL. The loss of signal with increasing .|z| is due to inelastic 
scattering, and the EAL is also a lower bound for the IMFP. We can simulate the 
experiment with our Monte-Carlo trajectory code by using the field-free quantities 
and by simply measuring the number of electrons exiting the liquid depending on 
the assumed ionization depth. 

The PAD can, for achiral molecules, be described with an energy-dependent asym-
metry parameter . β as 

.PAD(θ) ∝ 1 + βP2(cos θ), (3.23) 

where . θ is the polar angle and .P2 is the Legendre polynomial of second order. .β-
parameters were measured in [ 68] for gas-phase and for liquid water by rotating the 
polarization direction of the ionizing beam relative to the detector. In particular, the 
detector is not moved relative to the surface of the liquid jet, as indicated in Figure 
3.10. We can simulate also this experiment with our Monte-Carlo trajectory code 
by rotating the PAD for ionization, which we take to be that of gas-phase water, as
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oxygen 1s-electrons are considered and we do not expect the corresponding orbitals 
to be influenced by solvation, except for a small shift of the binding energy. The 
detected signal is obtained by counting the electrons which exit the surface under a 
small polar angle. 

The program code for these simulations, CLstunfti, is publicly available [ 69]. 
We indeed find the analytical behaviors given by (3.22) and (3.23) numerically. 
We also find the following dependencies of the EAL and the .β-parameter .βliq of 
liquid water on the EMFP and on the average number of elastic scatterings. ⟨Nela⟩ =
IMFP/EMFP: 

• For fixed EMFP, the EAL increases linearly with.
√⟨Nela⟩. This is because the EAL 

is essentially the root-mean-square translation distance of a random walk [ 70]. 
• For fixed.⟨Nela⟩, the EAL increases linearly with the EMFP. This happens because, 
for fixed.⟨Nela⟩, both the EMFP and the IMFP are scaled by the same amount and 
hence essentially all trajectories are also just scaled accordingly. 

• For fixed .⟨Nela⟩, .βliq does not depend on the EMFP. This independence is also 
a result of the discussed scaling, as only trajectories are scaled but angles are 
invariant to changing both EMFP and IMFP by the same amount. 

• For fixed EMFP,.βliq decreases to zero with increasing.⟨Nela⟩, i.e., the PAD becomes 
closer and closer to the isotropic PAD with each additional collision. 

From these dependencies follows that a set of parameters.(rEAL, βliq) corresponds to 
a unique set of mean-free paths (EMFP, IMFP). We use this fact to find the EMFP 
and IMFP needed for our simulations. For sideband.14 we obtain an EMFP of. 0.6 nm
and.⟨Nela⟩ ≈ 7, and for sideband.20 we obtain a slightly longer EMFP of.0.8 nm and 
.⟨Nela⟩ ≈ 6. The values for the EMFP and IMFP from .10 eV to .300 eV determined 
with this approach can be found in [ 65]. A further refined scattering model, which 
incorporates the extrapolation of the EMFP and IMFP values reported in Ref. [ 65], 
can be found in Ref. [ 66]. 

3.2.2.5 Theoretical Results for Liquid Water 

In this section, we combine the results described in the preceding subsections to a 
comprehensive model of APES in liquids. Starting from the discussion of the one-
dimensional model system introduced in Sect. 3.2.2.2, we generalize these results to 
three dimensions and include the output from ab-initio quantum scattering calcula-
tions on realistic models of liquid water. For this purpose, we need the elastic and 
inelastic mean-free paths for electron transport in liquid water. These were deter-
mined based on two independent experiments on liquid-water microjets that we 
have inverted within our new formalism described in the previous section. The result 
is a fully self-consistent description of liquid-phase attosecond spectroscopy that 
incorporates the newly discovered non-local processes, as well as a state-of-the-art 
description of time delays in photoionization and scattering. 

As a first step towards interpreting the experimentally measured time delays, we 
return to the one-dimensional model system discussed in Sect. 3.2.2.2. The attractive
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Fig. 3.11 Contributions of photoionization and scattering to the measured delays. Schematic 
representation of the potentials used in the TDSE calculations (top) modeling the photoionization 
and scattering as attractive and repulsive potentials, respectively. The resulting delays (.τtot) for  
the case of a single collision (middle) oscillate between .τPISB + τ scaSB and .τPISB − τ scaSB as a function 
of the distance . r (lines). In the case of an exponential path-length distribution with average . r , a  
monotonic decay is obtained (symbols). In the case of . n elastic collisions, sampled according to 
an exponential path-length distribution with average . r , the delay decays from .τPISB + nτ scaSB to . τPISB
(bottom). Adapted from Ref. [ 24] 

potential is now chosen to mimic the ionized water molecule, whereas the repulsive 
potential represents electron scattering with a neutral water molecule, as illustrated 
in Fig. 3.11a. We additionally choose the photon energies to be those used in the 
experiment, i.e., harmonic orders 13/15 and 19/21 of an 800-nm driving field. Panel 
(b) shows the calculated delays as a function of the distance. r between the potentials 
representing photoionization and scattering. The lines show the results of calculations 
done with fixed distances, whereas the symbols correspond to calculations assuming 
an exponential distribution of path lengths. These results confirm the conclusions of 
Sect. 3.2.2.2. Specifically, in the case of distributed distances, the total delay decays 
monotonically from.τ PI

q + τ sca
q to .τ PI

q with increasing mean-free path.
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With the availability of the EMFP and IMFP for liquid water at the relevant 
electron-kinetic energies from Sect. 3.2.2.4, we can now address the role of scattering 
delays in attosecond spectroscopy of liquid water within the one-dimensional model. 
The ratio IMFP/EMFP defines the number of elastic collisions that take place (on 
average) before one inelastic collision occurs. This ratio amounts to . ∼7 in the case 
of SB14 and . ∼6 in the case of SB20. Panel (c) therefore shows the delays obtained 
from one-dimensional simulations assuming these numbers of collisions, separated 
by distributed path lengths, as a function of the average path length (or EMFP) . r . 
Although the variation of the calculated delay with. r is no longer strictly monotonic, 
as a consequence of the more rapid variations of the delay with. r in the case of multiple 
collisions (see Ref. [ 51] for details), the rapid convergence of both delays to .τ PI

q is 
still obvious. Most importantly, when using the EMFP values determined in Sect. 
3.2.2.4, we find that both delays have practically converged to .τ PI

q . In other words, 
the one-dimensional calculations already suggest that the contributions of electron 
scattering during transport in liquid water are negligible under our experimental 
conditions. Although these results were obtained with simple model potentials, they 
already show that any possible contribution of scattering delays will be strongly 
reduced as a consequence of the nature of the non-local processes. 

Before attempting an interpretation of the experimental results, we need to gen-
eralize this formalism to three dimensions and include a realistic description of 
photoionization and scattering in liquid water. Since the fully quantum-mechanical 
time-dependent description of electron transport in liquid water is computationally 
intractable, we opted for a hybrid quantum-classical approach. The analysis of the 
TDSE calculations in Sect. 3.2.2.2 has shown that a quantum-mechanical descrip-
tion of photoionization and scattering within the Kroll-Watson formalism, combined 
with a classical-trajectory representation of electron transport, produces results of 
quantitative accuracy for electrons with kinetic energies .Ek  10 eV. Independent 
earlier work has shown that electron-transport simulations in liquid water based on a 
classical-trajectory Monte-Carlo description also reach quantitative agreement with 
a fully quantum simulation of electron transport, provided that the kinetic energy is 
larger than. ∼10 eV [ 71]. We therefore based our description of liquid-phase attosec-
ond spectroscopy on the same approach as Sect. 3.2.2.2, i.e., a quantum-mechanical 
description of photoionization, scattering and their laser-assisted counterparts and a 
classical-trajectory Monte Carlo description of the electron transport steps. 

This is done as follows: 

• We assume a flat interface between the liquid and the vacuum at .z = 0 (called 
the “surface”), where .z < 0 is inside the liquid. Many trajectories are initialized 
at a randomly selected starting depth .z0 < 0. Those trajectories, taken together, 
represent the photoelectron wave packet originating from one ionization event, 
thus each trajectory has a phase. 

• Half of these trajectories are initialized in state .n = q − 1 and the other half in 
state .n = q + 1, where a “state” corresponds to the kinetic energy .n ω − Eb. 

• The generalization of formula (3.10) to three dimensions reads
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.Fq+n
q = ein( π

2 +ω∆t) Jn

(
kq · FIR

0

ω2

)
f PIq+n, (3.24) 

which describes the amplitude of changing from state .q + n to state . q. We know 
the photoelectron angular distribution .| f PIq+n(θ)|2 as a function of the polar angle 
. θ from photoionization calculations described in Sect. 3.9 and we do not need the 
phase.arg f PIq+n(θ), because we are only interested in the non-local contribution. τnl

to the total measured delay .τ = τPI + τnl, cf.  (3.2) 2

Equation (3.24) can be used to model the interaction of the electron with the assist-
ing IR field during photoionization. This is done by randomly selecting trajectories 
to change to states .q − 2, . q, or .q + 2, according to the .|Fq−1

q−2 | (emission), . |Fq−1
q−1 |

(no photon exchange), and.|Fq−1
q | (absorption) if the trajectory is initially in state 

.q − 1, and according to the amplitudes .|Fq+1
q+2 | (absorption), .|Fq+1

q+1 | (no photon 
exchange), and .|Fq+1

q | (emission) if the trajectory is initially in state .q + 1. 3 If a 
state change happens, the corresponding trajectories obtain a phase as given by 
(3.24) (without the unknown phase due to . f PIq+n). We note that as the laser field 

polarization is always assumed to be in .z-direction, .Fq+n
q depends only on the 

offset .∆t between ionizing XUV and assisting IR pulse, the ionization direction, 
and the initial/final states. 

• In the end, only trajectories reaching the surface in state. q contribute to the sideband 
of interest and hence are the only trajectories included in the determination of .τnl. 
The probability of ending up in state. q is negligible if the trajectories end up once 
in .q ± 2, hence those trajectories are discarded. 

• We use mean-free paths .rMFP based on the general definition 

.P(r) = 1

rMFP
e−r/rMFP (3.25) 

to model random scattering in the medium. Each trajectory is attributed a randomly 
chosen maximal path to travel according to an IMFP .rIMFP. This IMFP reflects 
(electronically) inelastic scattering such that the scattered electrons loose enough 
energy not to be detected at the kinetic energy of the considered sideband. If a 
trajectory reaches this maximum path length before reaching the surface, it is 
discarded. 4

2 We use two sets of angles: The “lab” frame with polar angle. θ and azimuthal angle. φ, where. θ is 
the angle relative to the.z-axis define via the surface normal, and the relative frame with polar angle 
. ϑ and azimuthal angle (never explicitly used here), where . ϑ is the angle relative to the direction 
of motion of the electron/trajectory. For the simulations described here the polarization of the laser 
pulses is assumed to be in .z-direction, hence there is no difference between lab frame and relative 
frame for ionization. This is different for scattering. 
3 The probability to stay in the respective states is obtained from.|Fq−1

q−1 | and.|Fq+1
q+1 |. For the relevant 

parameters, absorption or emission of two IR photons is irrelevant. 
4 There is another way to implement the IMFP which is computationally more efficient if many 
IMFP values should be tested: No maximum path length is set but the contributions of the trajectories
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• The trajectories are moved in the direction chosen randomly according to 
.| f PIq+n(θ)|2 and for a distance . r chosen randomly according to (3.25) with EMFP 
.rEMFP. At this distance, elastic scattering is assumed to happen. A phase .knr is 
added to the phase of the trajectory, where .kn is the momentum that the electron 
has in its current state. 

• The generalization of formula (3.11) for laser-assisted scattering to three dimen-
sions is 

. f q+n
q = ein( π

2 +ω∆t) Jn

(
(kq − kq−n) · FIR

0

ω2

)
f ESq+n,q (3.26) 

where. f ESq+n,q(ϑ) is the field-free scattering amplitude depending on the polar angle 
. ϑ relative to the current direction of motion, .kq−n is the momentum vector of the 
incoming electron, and .kq is the momentum vector of the outgoing electron. For 
each elastic scattering, a probability to change states as well as new directions for 
the motion of the electrons is chosen according to the amplitudes . f q+n

q . If a state  
change happens, the corresponding phase is added to the phase of the trajectory. 

• From.| f q+n
q |2 new directions for the outgoing electron trajectories are determined 

and the process of elastic scattering is repeated. 5

• Trajectories are stopped if they end in states .q ± 2, if their path is longer than the 
previously sampled corresponding maximum path, or if they reach the surface at 
.z = 0. 

• Trajectories reaching the surface in state. q which originate from the same starting 
point are added coherently. The contribution to the total second-order amplitude 
originating from a given point is calculated by coherent summation over all tra-
jectories, which reach the detector with total acquired phases . γ j : 

. f wk (∆t) =
ndetk∑
j

f tj,k =
ndetk∑
j

eγ j (∆t,zinik ). (3.27) 

• Simulations are run for a large number of initial positions .zinij . As it is assumed  
that electrons originating from different initial positions .zinij in the liquid do not 
interfere, these contributions are summed incoherently, 6 so that the total signal for 
a given value of the offset .∆t is 

reaching the surface in state . q to the total signal are weighted as .e−rtot/rMFP , where .rtot is the total 
path that the respective trajectory traveled until reaching the surface.
5 We note that. f q+n

q depends on three angles, for example, on the polar angle of the incoming electron 
trajectory.θin and the polar and azimuthal angles.θou, φou of the outgoing electron trajectory in the 
lab frame, as well as on the offset.∆t and the initial and final state of the electron. If the laser field 
polarization axis was not aligned with the.z-axis of the lab frame (defined by the surface normal), 
. f q+n
q would also depend on the azimuthal angle.φin of the incoming electron trajectory. 

6 There is, however, no significant change to the result if the summation is done coherently. 
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Fig. 3.12 Three-dimensional model of attosecond interferometry in the condensed phase 
Sketch of possible trajectories and how they are detected, i.e., how the intensity in the sideband. q
is calculated as a function of the offset .∆t between XUV and IR pulse (the experimental control 
parameter). On the left side, three trajectories are shown which originate from a depth.zini1 , two  of  
which end up in state . q (. f t1,1 and . f t3,1; for the latter, also path lengths .r jk and amplitudes of the 
individual processes are given). The coherent sum of the corresponding amplitudes provides the 
contribution from .zini1 . On the right side, three trajectories originating from .zini2 , where only one 
trajectory ends in state. q (. f t3,2). Contributions for different.z

ini
j are summed incoherently to obtain 

the sideband intensity. ρ(∆t)

.ρ(∆t) =
∑
k

ndetk

ntot
| f wk (∆t)|2. (3.28) 

Figure 3.12 illustrates the simulation procedure schematically. In the figure, two 
ionization sites (at .zini1 and .zini2 ) are depicted, from which three trajectories each are 
started. Let us first concentrate on one trajectory, i.e., the one with amplitude . f t3,1. 
This trajectory starts in state .q − 1, scatters once at a distance .r01 without photon 
exchange, scatters a second time at a distance .r12 and absorbs a photon to change to 
state. q, and scatters one last time without photon exchange after a distance.r23 before 
it reaches the surface in state . q and is thus counted to the signal. The amplitude for 
the trajectory is thus
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Fig. 3.13 Dependence of the non-local delay.τnl for liquid water on the initial position.zini of the 
ionized electron below the surface (.z = 0), as determined for the classical Monte-Carlo trajectory 
model. This simulation was done for the parameters for sideband 14 (ca. .10 eV electron kinetic 
energy) of an attosecond interferometry experiment. The right panel shows that.τnl(zini)2 is approx-
imately a linear function. The deeper the electron starts, the less trajectories reach the surface, hence 
the accuracy of.τnl decreases with.|zini| if the number of trajectories is not increased 

. f t3,1 = Fq−1
q−1 e

ikq−1r01 f q−1
q−1 eikq−1r12 f qq−1 e

ikqr23 f qq eikqr3s , (3.29) 

where the field-dressed ionization amplitude .Fq−1
q−1 and all field-dressed scattering 

amplitudes depend on the directions along the path of the electron trajectory. The final 
signal obtained from the six trajectories is obtained as given in the figure. We note 
that the actual simulation uses millions to billions of trajectories for each ionization 
site, hundreds to thousands of ionization sites for convergence of.τnl, and most of the 
trajectories do not end in state . q as the transition probabilities are relatively small. 

Using the input parameters described in Sects. 3.2.2.3–3.2.2.4, we can simulate 
the contribution of the non-local delay to the total delay of APES for liquid water. We 
find that the non-local delay is almost independent of the average number of elastic 
collisions .⟨Nela⟩ ∈ [5, 14] and decays with an increasing EMFP .∈ [0.1, 1.3]nm. A  
decrease of .τnl with increasing EMFP is expected from the one-dimensional model, 
as we see a decay of .τnl with the mean-free path, cf. 3.2.2.2. The independence of 
.τnl on .⟨Nela⟩ in the tested range is surprising but, as shown below, .τnl is also rather 
small. This independence may originate from a suppression of coherence by random 
scattering, or from the dominance of relatively short trajectories originating from 
close to the surface. 

Figure 3.13 shows the dependence of the non-local delay (for EMFP=.0.55 nm and 
.⟨Nela⟩ = 11) on the initial position of the trajectories below the surface. We can see 
that .τnl becomes larger with starting depth, but is only ca. .5 as for an initial depth of 
.0.5 nm. As the contribution to the total signal also decays exponentially with starting 
depth, this graph already suggests that .τnl is small compared to the experimentally 
measured value of the delay. We find indeed that according to our simulations, the 
contribution of .τnl to the total delay is only about .2 as. 

Thus, we conclude that the non-local delay is negligible in our attosecond exper-
iments on liquid water. Nevertheless, there are situations where the non-local delay
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may play a role, for example, if the EMFP is significantly shorter than in the present 
case or if the considered medium has long-range order, such as, e.g., a crystal. For 
these cases, the non-local delays may become measurable, which would provide 
additional information regarding the scattering delays and mean-free paths. 

3.2.3 Interpretation 

We now return to the interpretation of the experimental results described in Sect. 
3.2.1. These measurements have yielded time delays between photoemission from 
liquid and gaseous water of 69. ±20 as at 21.7 eV photon energy and 48. ±16 as at 
31.0 eV photon energy. In addition, relative modulation contrasts of 0.17. ±0.03 and 
0.45. ±0.06 have been determined at the mentioned photon energies. In Sect. 3.2.2, 
we have introduced the concepts relevant to interpret these experimental results and 
quantitative methods to model such experiments. These calculations have shown that 
attosecond spectroscopy of liquids is, in general, sensitive to photoionization delays, 
scattering delays, and mean-free paths. In the case of liquid water at the relatively low 
photon energies studied so far, the contributions of electron scattering and transport 
are predicted to be negligible. This leaves one main possible source for the measured 
delays, i.e., the photoionization step. 

To evaluate the possible contribution from the photoionization step to the mea-
sured delay, we follow the same strategy as in Sects. 3.2.2.3–3.2.2.4, i.e., we use 
accurate quantum-scattering calculations on water clusters as a model for liquid 
water. Our calculations are based on the formalism described in Ref. [ 26], which 
was developed to interpret the first measurements of photoionization delays in iso-
lated molecules [ 9]. Whereas the experimental measurements can at present only 
access relative time delays, e.g., between gaseous and liquid water, the calculations 
yield absolute time delays. We will therefore discuss the absolute photoionization 
time delays of water clusters and isolated water molecules. Finally, we will compare 
the relative time delays to the experimental results. 

There are several reasons why photoionization time delays of water molecules can 
be expected to change under the effect of condensation. First, the valence electronic 
structure of water molecules changes with the addition of neighboring molecules. 
This is a consequence of the relatively strong dipole moment of the water molecule, 
which causes the formation of strong hydrogen bonds between water molecules. The 
consequence is a significant change in the electronic structure, which becomes visible 
in the hybridization of the molecular valence orbitals. In addition to the local change 
of the electronic wave function, condensation also causes a partial delocalization of 
the one-electron wavefunctions (orbitals) over more than one molecule. These effects 
concern the initial bound electronic wave function. They will all have an influence 
on the photoionization delay. Second, the final continuum wave function is also 
affected by condensation, probably even more than the initial state. The continuum 
wavefunction for bulk liquid water is very complex. It consists of a complicated 
conduction-band part inside the liquid bulk and a simpler part in the vacuum region
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Fig. 3.14 Effect of solvation and hydrogen bonding on photoionization delays. Calculated 
photoionization delays for H. 2O, (H. 2O). 5 and (H. 2O). 11, representing water molecules with zero, one 
complete or one complete and one partial solvation shells, respectively. The bottom row indicates 
delays obtained by stretching (blue arrow) or bending (green arrow) one hydrogen bond in the 
clusters. Adapted from Ref. [ 24] 

outside the liquid. However, all that is needed to accurately describe photoionization 
is the continuum wave function over the spatial region where the initial-state wave 
function has a significant amplitude. Therefore, our calculations on water clusters 
can be expected to converge to the results for liquid water when the water clusters 
become sufficiently large as to describe the relevant spatial extension of the initial-
state wave function. Both effects discussed in this paragraph are naturally included 
in our quantum-scattering calculations. 

Figure 3.14 shows the calculated photoionization delays of water clusters of 
increasing size at the two photon energies relevant for this work. These calculations 
were done with ePolyScat [ 72, 73] using the methods described in Ref. [ 26]. The first 
two lines of the table show the photoionization delays of isolated water molecules, 
a water molecule with a complete first solvation shell (pentamer) and with a partial 
second solvation shell in which all dangling hydrogen bonds of the first shell have 
been coordinated (undecamer). Interestingly, the photoionization delays systemat-
ically increase with increasing size of the water cluster. Whereas the calculations 
at the lower photon energy show evidence of convergence with cluster size, the 
convergence is less obvious at the higher photon energy. Since converged quantum-
scattering calculations on (H. 2O). 11 reach the limit of current computational methods 
(. ∼180 CPU days for one calculation), these calculations could not yet be extended to 
larger water clusters. However, the relative photoionization delays between the water 
clusters and the water monomer are in rewarding agreement with the experimental 
results. Whereas the calculated relative delay of 61 as at 21.7 eV agrees with the 
experiment within the error bar, the relative delay of 30 as at 31.0 eV is close to the 
error interval of the experiment.
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In addition to reaching near-quantitative agreement with the experiment, the 
results in the two bottom lines of Fig. 3.14 shed light on the other experimental 
observable introduced in this work: the modulation contrast in attosecond interfer-
ometry. Whereas the calculations shown in the upper two lines assumed a tetrahedral 
coordination geometry of each water molecule with O-O distances fixed to 2.8 Å, 
the local solvation environment is known to be partially distorted in liquid water 
and subject to fluctuations on picosecond time scales. To simulate the effect of the 
structural distortions of the hydrogen bonds, we have stretched or bent one of the 
hydrogen bonds by 0.7 Å or 50. ◦, respectively, following the distortions used in Ref. 
[ 74]. In the case of the pentamer, we have moved one of the water molecules, and 
in the case of the undecamer, we have moved a group of 3 water molecules while 
keeping its internal geometry unchanged. The effects of these local distortions of 
the hydrogen-bond structure are remarkable. The delays calculated at 21.7 eV dis-
play a pronounced sensitivity to the structure with variations reaching -16 as in the 
pentamer and +47 as in the undecamer. The corresponding changes at 31.0 eV are 
much smaller and do not exceed . ±7 as. These different sensitivities of the delays 
to the local solvation structure are consistent with the very different modulation 
contrasts observed at the two energies, i.e., 0.17. ±0.03 and 0.45. ±0.06, respectively. 
This provides an important first indication that the origin of the observed modulation 
depths might be the distribution of local solvation structures in liquid water. It does 
not exclude, of course, that other contributions, such as electron decoherence during 
transport through the liquid phase, also contribute to the finite modulation depths. 

These results complete the consistent picture that we have built up in this book 
chapter. Whereas our calculations predicted that the contributions of electron scat-
tering and transport were small, such that only the photoionization delays would 
play a role, the independent calculations of these photoionization delays on water 
clusters have confirmed this prediction, reaching a near-quantitative agreement with 
the experimental delays. Most recently, attosecond electron-ion-coincidence spec-
troscopy on size-resolved water clusters has further confirmed that the increase of 
the time delays saturates around 4-5 molecules and that the photoionization delays 
relative to water monomer quantitatively agree with those measured for liquid water 
[ 27, 28]. The remarkable sensitivity of the delays to the local solvation structure 
moreover offers interesting perspectives for extending such measurements to other 
photon energies, other liquids, and solvated species. The investigation of local solva-
tion structures around different types of solutes, e.g., anions vs. cations, is particularly 
promising, as well as the investigation of other attosecond time-scale processes in 
the liquid phase. 

3.3 High-Harmonic Spectroscopy of Liquids 

High-harmonic generation (HHG) in gases has been extensively studied over the last 
three decades. Apart from its quintessential significance as a coherent light source, 
it has also been developed into a unique spectroscopic technique. High-harmonic
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spectra indeed contain a wealth of information about the structure and dynamics of 
the medium from which they are emitted. In the gas phase, HHG can be understood 
as a process that involves strong-field ionization, electron propagation in the con-
tinuum, and photorecombination. As a consequence, high-harmonic spectra indeed 
contain information about the electronic structure of the medium which is encoded 
in the orientation-dependence of the strong-field-ionization and photorecombination 
dipole matrix elements. They also contain dynamical information as a consequence 
of the unique mapping from the transit time of the electron in the continuum to the 
emitted photon energy, when the contributions of the “short” electron trajectories are 
recorded. The applications of high-harmonic spectroscopy (HHS) have led to many 
important results, such as the tomography of molecular orbitals [ 75], the observation 
of structural and electronic dynamics on attosecond time scales [ 6, 76], the identifi-
cation of two-center interference minima [ 77, 78], the observation of Cooper minima 
[ 79], the determination of ionization and recombination times in HHG [ 80], and the 
measurement and laser control of attosecond charge migration [ 8]. The field of HHS 
has recently been reviewed in Ref. [ 82]. 

High-harmonic generation in solids is a much younger and highly dynamic 
research field. Although harmonic generation up to the 7. th order of a MIR driver 
in ZnSe has already been observed in 2001 [ 83], the rapid development of HHS of 
solids has started with the observation of high-order harmonic generation in solids 
in 2011 [ 84], the analysis of inter- and intraband contributions to HHG [ 15, 85, 86] 
and the observation of extreme-ultraviolet HHG from solids [ 14]. HHS of solids has 
developed very rapidly, including impressive developments with terahertz drivers 
[ 87, 88], observations of crystal-structure effects [ 89], and the measurement of the 
Berry curvature of solids [ 16]. The field of solid-state HHS has recently been reviewed 
in Ref. [ 90]. 

In remarkable contrast to these developments, high-harmonic generation from 
liquids has barely been developed so far. Although relatively low-order harmonic 
generation from liquids in the visible domain has been observed in 2009 [ 32], it took 
until 2018 before HHG from bulk liquids was reported [25]. This situation is certainly 
to some extent the consequence of the technological challenges associated with HHG 
from liquids. Early efforts to observe liquid-phase HHG indeed date back to 2003, 
when HHG from liquid-water droplets was attempted [ 29]. Instead of observing the 
expected coherent HHG emission, the authors only observed incoherent emission 
from a plasma formed by multiple ionization of water molecules. Coherent XUV 
emission was only observed following the action of a pump pulse preceding the 
HHG pulse that caused a hydrodynamic expansion of the droplets [ 29]. These results 
were confirmed in later experiments and combined with a model of the droplet 
expansion [ 30, 31], which led to the conclusion that HHG was not observed at the 
density of liquid water but only appeared at densities that were significantly lower. 
The results reported in Ref. [ 25] contrast with this interpretation by showing that 
coherent HHG does occur at the density of liquid water. Finally, high-harmonic 
emission from a plasma created through the interaction of a laser with a liquid 
microjet has been observed in Ref. [ 33]. These results were obtained in the so-
called coherent-wake-emission regime, which is reached for extremely high laser
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intensities (.I >10. 18W/cm. 
2). In this regime, HHG takes place from laser-induced 

plasma dynamics, which are largely insensitive to the properties of the target used to 
create the plasma. In this section, we discuss the methods, results, and interpretations 
of HHG from bulk liquids, which form the basis of liquid-phase HHS, and introduce 
a new type of targets for strong-field science and the development of new high-
harmonic light sources. 

3.3.1 Experimental Methods 

The first successful observation of extreme-ultraviolet HHG from bulk liquids was 
realized with the experimental setup illustrated in Fig. 3.15 [ 25]. The key enabling 
technology for this experiment was the flatjet technique [ 91, 92]. The flatjet is cre-
ated by colliding two cylindrical microjets under an impact angle of 48. ◦. In the  
present experiment, cylindrical jets with a diameter of 50 . μm were used, resulting 
in a flatjet with a thickness of . ∼1-2 . μm. Since the thickness of the flatjet scales 
quadratically with the diameter of the colliding jets under reasonable assumptions 
[ 91], the thickness can easily be reduced, which however comes at the cost of a 
smaller cross section of the flatjet. High-harmonic generation is realized by focusing 
a short-wave infrared (SWIR) femtosecond pulse centered at 1.5 . μm onto the flatjet 
in normal incidence, as shown in Fig. 3.15a. The high-harmonic emission is detected 
by a flat-field spectrometer consisting of an entrance slit, a concave variable-line-
spacing grating and a microchannel-plate detector backed with a phosphor screen 
and a charge-coupled device camera. A photograph of the flatjet under operating 
HHG conditions is shown in Fig. 3.15b. The green light originates from scattering 
of the third-harmonic radiation. Figure 3.15c shows the simultaneously observed 
high-harmonic spectra emitted from bulk liquid ethanol and the surrounding gas-
phase ethanol. The two spectra were independently normalized to their maximal 
intensity. The comparison of the two spectra immediately reveals several character-
istic differences, i.e., the liquid-phase harmonics have (i) a much lower cut-off, (ii) 
a larger divergence, and (iii) a rapidly decreasing intensity distribution compared to 
the gas-phase harmonics. 

The most important aspect of liquid-phase HHG is the separation of the signals 
from the liquid and gas phases. The operation of a liquid jet in vacuum necessarily 
entails the presence of a surrounding gas phase created by evaporation from the liquid 
jet. The challenge of separating HHG from the gas and liquid phases is elegantly 
solved by the natural shape of the flatjet, as illustrated in Fig. 3.16. Since the thickness 
of the flatjet decreases from top to bottom across the first sheet, the interfaces are 
not parallel to each other but form a small angle with respect to each other. This 
leads to two consecutive refractions of the fundamental driving field upon entrance 
and exit of the liquid phase. The XUV radiation generated within the liquid jet is 
not (significantly) refracted when it exits the liquid because the index of refraction 
change is negligible in the XUV. This leads to a natural separation of liquid- and 
gas-phase HHG on the detector. The observed gas-phase HHG originates entirely
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Fig. 3.15 Observation of HHG from liquids. a schematic representation of the experimental 
setup without the vacuum chambers, b photograph of the flatjet under operating conditions, c 
simultaneously recorded high-harmonic spectra of liquid and gaseous ethanol. Adapted from Ref. 
[ 25] 

from the gas phase located behind the flatjet because the high-harmonic radiation 
created in front of the jet is completely absorbed, given the typical absorption lengths 
of . ∼10 nm at 20 eV [ 93]. This natural separation of HHG has several immediate 
benefits, which include the possibility to perform HHS experiments on the gas and 
liquid phases simultaneously and the separation of generated high harmonics from 
the driving fields, which could become relevant for high-average-power attosecond 
[ 94] or XUV-frequency-comb [ 95] experiments. 

One of the most fundamental characteristics of HHG is the scaling of its cut-off 
energy with the intensity of the driving field. In gases, the cut-off scales quadratically 
with the peak electric field of the driver. This can intuitively be understood as the 
signature of the maximal kinetic energy that the continuum electron can acquire from 
the driving field. The experimental results obtained on liquid-phase HHG are shown 
in Fig. 3.17. They reveal a quasi-linear scaling (.Hcut−off ∝ E1.2) of the cut-off photon 
energy with the peak electric field of the driver. This result points at a fundamentally 
different mechanism of HHG in liquids compared to gases. The obtained result is 
similar to observations made in solids, where a quasi-linear scaling of the cut-off 
energy was also observed [ 84]. This cut-off scaling is common to both types of 
mechanisms discussed for solids, i.e., intraband currents (Bloch oscillations) and 
interband polarization (generalized recollision) [ 14, 15, 86].
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Fig. 3.16 Separation of HHG from the liquid and gas phases. A schematic representation of 
the optical path of the fundamental beam across the liquid jet is shown on the left. The curvature 
of the jet surfaces has been exaggerated for clarity. A spatio-spectrally resolved far-field image of 
the high-harmonic spectra simultaneously emitted from the liquid and gas phases is shown on the 
right. Adapted from Ref. [ 25] 

We next turn to the scaling of the high-harmonic yield with the driving-field 
intensity. Figure 3.17 shows the dependence of the yield of H13 and H21, generated 
from a 1.5 . μm driver in liquid ethanol on the peak electric-field strength. An elec-
tric field strength of 1 V/Å corresponds to a peak intensity of 2.65.×1013 W/cm. 

2. 
The dashed lines of the same color indicate the corresponding perturbative scaling 
laws. All observed harmonic orders thus follow non-perturbative scaling laws with a 
deviation from the perturbative scaling that strongly increases with harmonic order. 
These results demonstrate the strongly non-perturbative character of the observed 
HHG from liquids. 

Figure 3.18 compares the ellipticity dependence of the HHG yield from liquid-
and gas-phase ethanol. The ellipticity dependence in general contains important 
information about the properties of the medium and the strong-field-driven electron 
dynamics. We find that the ellipticity dependence of all harmonic orders emitted 
from liquid ethanol is clearly broadened compared to the gas-phase emission. In 
the gas phase, the ellipticity dependence narrows down with increasing harmonic 
order, which is a signature of the laser-driven electron dynamics in the continuum: 
the longer the trajectory of the electron is, the more its trajectory is influenced by the 
laser field, which results in a larger sensitivity to ellipticity. The same observation 
applies to the liquid-phase ellipticity dependence, which also narrows down with 
increasing harmonic order. This observation suggests that a trajectory-based under-
standing of high-harmonic generation in liquids might be adequate. Figure 3.18c 
compares the ellipticity dependence of H13 from water and several alcohols to that 
of gas-phase ethanol. The ellipticity dependencies of all liquids are very similar and 
considerably broader than those of the gas phase. The broadening of the ellipticity 
dependence in the liquid phase can have several origins, which include (i) differ-
ences in the continuum-electron propagation, (ii) electron scattering in liquids, and 
(iii) a different spatial extension of the electron-hole wavefunctions. Explanation (i)
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Fig. 3.17 Scaling of the 
liquid-phase HHG cut-off 
and harmonic yields. 
Scaling of the cut-off 
harmonic order a and the 
yield of selected harmonic 
orders b with the peak 
electric field of the driver 
(. ∼30 fs, centered at 1.5. μm) 
in liquid ethanol. Adapted 
from Ref. [ 25] 

is insufficient to rationalize the large observed effects because the differences in the 
ionization energies between the isolated and condensed molecules are on the order of 
1 eV and the electron mass is not noticeably reduced for electron propagation in the 
liquids. Explanation (ii) is more difficult to quantify because electron elastic mean-
free paths are not available for alcohols and only recently became available in liquid 
water (see Sect. 3.2.2.4 and Ref. [ 65]). In Ref. [ 25], we have used the mean-free paths 
determined for amorphous ice [ 96], for a lack or reliable data on liquid water. On 
this basis, we have assumed that electron scattering was negligible because the total 
propagation length of the electron trajectory emitting the cut-off harmonic (20 eV 
photon energy, emitted by a 1.5 . μm driver with a peak electric field of 1.5 V/Å) 
amounts to . ∼3 nm, which is shorter than the mean-free paths including all types of 
collisions (. ∼4 nm) at the corresponding kinetic energy. However, using the elastic 
mean-free path determined in our recent work (see Sect. 3.2.2.4), which amounts 
to . ∼0.6 nm, we now conclude that elastic scattering could contribute, at least to 
some extent, to the observed broadening of the ellipticity dependence. An important 
reason for our EMFP being much shorter than in ice is that it is based on a physical 
DCS, which was lacking in the analysis of the amorphous-ice data [ 96]. The impor-
tance of electron scattering in liquid-phase HHG has indeed been confirmed very 
recently in a study that showed that the cut-off of HHG in liquids is independent of 
the driving wavelength beyond a threshold intensity [ 34]. The ellipticity dependence 
of the cut-off [ 34] and the pulse-duration independence of the cut-off [ 35] addition-
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ally confirmed that electron scattering indeed plays a crucial factor in liquid-phase 
HHG, which can even be used to retrieve effective electron mean-free paths. Finally, 
effect iii) definitely contributes to, and possibly dominates, the observed broadening 
of the ellipticity dependence. In the gas phase, the continuum electron wave packet 
has to return to the parent molecule for high-harmonic emission to take place. This 
causes the width of the ellipticity dependence to reflect the spatial extension of the 
ionized orbital(s). It is known from many calculations (see, e.g., Refs. [ 97]) that 
the outermost valence orbitals of liquid water (and alcohols) are delocalized over 
several molecules, with a similar extent as in small water clusters [ 27]. The delo-
calization over the first solvation shell is strong, but further delocalization is rather 
weak as a consequence of disorder in liquids. This delocalization is illustrated in 
Fig. 3.18a, which shows the highest-occupied molecular orbital of a water pentamer, 
characteristic of a water molecule with one complete solvation shell. This significant 
delocalization of the electron hole leads to a broadening of the ellipticity dependence, 
which will contribute significantly to the observed effects. A quantitative verification 
of the relative importance of the discussed effects will become possible in the near 
future by adapting the methodological developments described in Sect. 3.2.2 and the 
recent work described in Refs. [ 34, 35] to liquid-phase HHG, as briefly discussed 
below (Sect. 3.3.2). 

3.3.2 Concepts and Theoretical Methods 

The theoretical description of HHG in liquids meets with several challenges. First, 
liquids have a density comparable to solids, such that the typical extensions of 
continuum-electron trajectories known from gas-phase HHG would correspond to 
the electron wave packet encountering several neighboring molecules on its trajec-
tory. Consequently, the methods developed to understand HHG in solids might be 
the better starting point. However, and this is the second challenge, liquids are intrin-
sically disordered, which prevents the rigorous application of a momentum-space 
description of HHG, which has enabled rapid progress in the understanding of HHG 
in solids. Nevertheless, the absence of long-range order does not completely exclude 
the application of momentum-space methods because liquids possess short-range 
order. As long as the spatial extension of the continuum-electron trajectory is com-
parable to the length scale of this short-range order, the latter can be expected to play 
a role in HHG. 

Based on these considerations, we have chosen the semiconductor Bloch equations 
(SBE) as a starting point for modeling liquid-phase HHG. The electronic structures of 
liquids are indeed commonly understood as those of large-bandgap semiconductors 
[ 98]. The presence of local order, which is enhanced by the existence of strong 
hydrogen bonds, additionally justifies the use of an effective band structure [ 97]. 
The advantage of the SBE is that they naturally include both interband and intraband 
contributions to HHG, such that additional assumptions regarding the mechanisms at 
play are not needed [ 86]. The solution of the SBE with a realistic band structure, such
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Fig. 3.18 Ellipticity dependence of liquid- versus gas-phase HHG. a Schematic representation 
of the effect of ellipticity on the propagation of the electron wave packet. b Dependence of the 
yield of selected harmonics on the ellipticity of the driving field in liquid and gaseous ethanol. 
c Comparison of the ellipticity dependence of H13 from different liquids to gaseous ethanol. All 
measurements were recorded with a. ∼30 fs driver, centered at 1.5. μm. Adapted from Ref. [ 25] 

as that derived from a calculation of a slab of, e.g., 128 molecules however quickly 
reaches the limit of computational feasibility, in addition to the limits imposed by 
the accuracy of density-functional-theory calculations. 

We have therefore chosen, as a zero-order approximation, an approach that circum-
vents all of these challenges. We have used the density of occupied and unoccupied 
states, measured by state-of-the-art X-ray spectroscopies, to derive a highly simpli-
fied model band structure that reflects the known densities of states, arising from 
the three occupied outer-most valence bands and the two lowest-lying unoccupied 
conduction bands. The main goals of this approach were to identify (i) the sensitivity 
of the calculated HHG spectra to the electronic structure of the liquids, i.e., the band 
gap and the width of the bands, (ii) the number of contributing bands, and (iii) the 
capability of such a simple model to explain the characteristic differences in the HHG 
spectra of liquid water as compared to the alcohols. 

Figure 3.19a shows the densities of states (DOS) of liquid water and ethanol as 
measured by X-ray spectroscopy [ 99–102]. In the case of water, these consist of 
three outer-valence bands, which are labeled according to the symmetries of the 
orbitals of the isolated water molecule (1b. 1, 3a. 1 and 1b. 2). The unoccupied states
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Fig. 3.19 Sensitivity of HHG to the electronic structure of liquids. a Densities of states of liquid 
water and ethanol obtained from X-ray spectroscopy, b model “band structure” chosen to reflect 
these densities of states, c measured HHG spectra of liquid water and ethanol using a. ∼30 fs laser 
pulse centered at 1.5. μm and spectra calculated by solving the SBE for the model “band structure” 
shown in b. Adapted from Ref. [ 25] 

consist of two conduction bands, that are labeled according to the symmetries of the 
unoccupied orbitals of the isolated water molecule (4a. 1 and 2b. 2). The DOS of ethanol 
is comparable to that of water, with an important difference being the absence of a 
local maximum at the position of the 4a. 1 band of liquid water. Based on these DOS 
and the results of detailed “band-structure” calculations [ 97], we have derived the 
highly simplified model band structure shown in Fig. 3.19b. The difference in the 
DOS of liquid water and ethanol is accounted for by choosing a larger width for the 
lowest conduction band of liquid ethanol compared to liquid water. 

The solution of the SBE using these model band structures yields high-harmonic 
spectra that are in very good agreement with the observed spectra (full and dashed 
lines, respectively, in Fig. 3.19). Most importantly, these calculations fully reproduce 
the main characteristics of the high-harmonic spectra, i.e., the monotonic decrease in 
the spectrum of ethanol and the plateau observed at the lowest three harmonic orders 
in liquid water, followed by a cut-off. We have verified that the calculated spectra do 
not change significantly when the two lower-lying valence bands and the highest-
lying conduction band are removed from the calculation. Therefore the calculated 
high-harmonic spectra are mainly sensitive to the properties of the highest-lying 
valence and the lowest-lying conduction band. 

Within our model, the characteristic differences between the HHG spectra of 
water and ethanol therefore exclusively originate from the different widths of the 
conduction bands, for which a cosinusoidal shape was assumed. The larger width in 
the case of ethanol causes the monotonic decay of the HHG spectrum, whereas the 
narrower width in the case of water causes the appearance of the plateau and cut-off. 
An additional characteristic of the HHG spectrum of liquid water is the appearance 
of a local minimum at H13 (10.7 eV). This local minimum is also reproduced in the



110 H. J. Wörner et al.

SBE calculations. As we showed in Fig. 7 of Ref. [ 25], the position of this minimum 
shifts in energy according to the size of the bandgap. 

The comparison between our measurements and calculations therefore shows 
that high-harmonic spectroscopy of liquids is sensitive to the electronic structure of 
liquids, particularly to the properties of the conduction band, as well as the bandgap. 

In the future, the methods for describing liquid-phase HHG can be improved in 
different ways. The most accurate computationally tractable approach would consist 
in running real-time, real-space time-dependent density-functional-theory (TDDFT) 
calculations on slabs of liquids sampled from molecular-dynamics calculations. This 
approach, which has recently been reported in Ref. [103], has the advantage of requir-
ing minimal assumptions beyond those inherent to the TDDFT approach. A comple-
mentary approach relies on TDDFT calculations on water clusters using structures 
from liquid-water simulations [104]. The TDDFT-based approaches have the dis-
advantage that the physical insight into the mechanisms at play remains limited. 
Therefore, it might be desirable to develop complementary approaches, which offer 
additional insights. One such approach would consist in Monte-Carlo trajectory cal-
culations of the strong-field driven electron dynamics. These calculations could rely 
on the principles described in Sect. 3.2.2 and Ref. [ 66] and thereby incorporate 
elastic and inelastic electron scattering, as well as laser-assisted electron scattering. 
The additionally required strong-field-ionization and photorecombination matrix ele-
ments could be obtained by extending the methods established for isolated molecules 
to the condensed phase by using the cluster approach described in Sect. 3.2.2. This  
method would offer additional insights into liquid-phase HHG because the role of 
electron scattering, orbital delocalization, and many other effects could be disentan-
gled. A first step in this direction has recently been taken with a very simple scattering 
model, in which scattering was assumed to eliminate the contributions of all electron 
trajectories extending beyond an effective mean-free path [ 34]. 

The results presented in this section set the foundations for the development of 
liquid-phase high-harmonic spectroscopy. In the future, the detailed mechanism of 
liquid-phase HHG will be studied with attosecond temporal resolution by using both 
in-situ methods such as two-color HHG [ 15, 80] and attosecond transient absorp-
tion [105, 106] based on water-window high-harmonic sources [107, 108] or  ex-situ 
methods, such as attosecond photoelectron spectroscopy [ 24, 109]. Of particular 
interest are the capabilities of HHS to resolve attosecond electron dynamics in the 
liquid phase, such as electron-liquid scattering dynamics and the spatial character-
istics of electron-hole dynamics in liquids. Targets of primary interest will be water 
itself, but also aqueous solutions, which offer the possibility to study solvated species 
in their natural environment, and other liquids. 

3.4 Conclusions and Outlook 

In this chapter, we have described two novel experimental approaches that enable 
attosecond time-resolved experiments to be performed on liquid samples. The crucial
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innovations have been the development of attosecond photoelectron spectroscopy 
with cylindrical liquid microjets and the demonstration of high-harmonic spec-
troscopy with flat microjets. 

In the first case, a general novel approach to analyze and interpret overlapping 
attosecond photoelectron spectra has been developed. This technique generalizes 
attosecond photoelectron spectroscopy not only to the liquid phase, but actually to 
any complex sample. On the conceptual side, a general theoretical framework for 
condensed-phase attosecond photoelectron spectroscopy has been developed that 
includes, for the first time, the treatment of photoionization and scattering delays, 
as well as a coherent treatment of all processes involved. This framework has been 
validated first by benchmarking against the time-dependent Schrödinger equation 
and finally by reaching quantitative agreement with attosecond time delays of liquid 
water. 

In the second case, a general approach to high-harmonic spectroscopy in liquids 
has been established. This result represents a change of paradigms in a field where 
XUV high-harmonic generation from liquids was previously assumed to be impossi-
ble. Our novel experimental approach has enabled the first observation of XUV HHG 
from liquids, the unequivocal separation and simultaneous measurement of liquid-
and gas-phase HHG and their detailed comparison. We have found a linear scaling 
of the high-harmonic cut-off energy with the peak electric field of the driver and a 
highly non-perturbative scaling of the HHG yield. We have found a systematically 
and substantially broadened dependence of the HHG yields on the ellipticity of the 
driving field, compared to the gas phase. Finally, based on the solution of the semi-
conductor Bloch equations of a strongly driven model band system, we have found 
a pronounced sensitivity of the HHG spectra on the electronic structure of liquids, 
particularly the properties of the conduction band and the band gap. 

These developments establish two major avenues for developing attosecond time-
resolved spectroscopy of liquids and solutions. They open a myriad of future possi-
bilities to explore the role of electronic dynamics in solvated atoms, ions, molecules, 
and nanoparticles in their natural environment. Of particular interest for such work 
are the prototypical processes of charge and energy transfer. We will briefly discuss 
two examples of such processes. Intermolecular Coulombic decay [19] in liquid water 
is the prototype for energy transfer in the liquid phase and a source of slow electrons 
in liquid water. ICD occurs when the inner-valence (2a. 1) or the core (1a. 1) orbitals of 
water (clusters or liquid) are ionized. ICD has indeed been observed in water dimer 
[110] and water clusters [111, 112], but most recently also in bulk liquid water [113]. 
Time-resolved experiments on ICD in water are yet to be demonstrated, but are well 
underway in our laboratory. Recent theoretical work predicts a time scale of 12-52 fs 
for ICD in small water clusters [112]. However, a different type of calculation pre-
dicts ICD lifetimes of 3.6-4.6 fs for isoelectronic (HF). 3 clusters [114], suggesting that 
the ICD lifetimes in water (clusters) could also be much shorter. Electron-transfer-
mediated decay [ 20] is a prototype of ultrafast charge transfer reactions in liquids. 
ETMD occurs when the inner-valence or core hole created by ionization is filled by 
an electron from a neighboring particle. The energy made available in this process 
then serves to eject a second electron from the particle that provided the first elec-
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tron to fill the hole (ETMD(2)) or from a third particle (ETMD(3)). ETMD has only 
recently been observed in the liquid phase [115]. Its time scale is presently unknown. 

These two examples illustrate the possible future of liquid-phase attosecond sci-
ence. They represent two relatively simple and very fundamental mechanisms of 
electronic dynamics in liquids. They are representative of a broad variety of elec-
tronic processes that play a role in most chemical reactions and biological transfor-
mations. Looking forward, the methods described in this chapter will provide access 
to the study of many important, but poorly understood electronic processes in the 
liquid phase. 
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Chapter 4 
Strong-Field Electron Dynamics in Solids 

Kenichi L. Ishikawa, Yasushi Shinohara, Takeshi Sato, and Tomohito Otobe 

Abstract Solid-state materials have recently emerged as a new stage of strong-
field physics and attosecond science. The mechanism of the electron dynamics 
driven by an ultrashort intense laser pulse is under intensive discussion. Here we 
theoretically discuss momentum-space strong-field electron dynamics in graphene 
and crystalline dielectrics and semiconductors. First, within massless Dirac fermion 
and tight-binding models for graphene, we rigorously derive intraband displacement 
and interband transition, which form the basis for understanding solid-state strong-
field physics including high-harmonic generation (HHG). Then, based on the time-
dependent Schrödinger equation for a one-dimensional model crystal, we introduce 
a simple, multiband, momentum-space three-step model that incorporates intraband 
displacement, interband tunneling, and recombination with a valence band hole. We 
also analyze how the model is modified by electron-hole interaction. Finally, actual 
three-dimensional materials are investigated. We present a time-dependent density-
matrix method whose results for HHG are compared with experimental measurement 
results. Moreover, we describe the dynamical Franz-Keldysh effect in femtosecond 
time resolution, i.e., the time-dependent modulation of a dielectric function under an 
intense laser field, using a real-time time-dependent density functional theory. 
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4.1 Introduction 

The Physics Nobel Prize in 2018 was awarded for groundbreaking inventions in 
the field of laser physics to Arthur Ashkin, Gérard Mourou, and Donna Strickland. 
Among them, the prize motivation for G. Mourou and D. Strickland was “for their 
method of generating high-intensity, ultra-short optical pulses.” Ultrashort (typi-
cally femtosecond), intense laser pulses enabled by their invention, chirped-pulse 
amplification (CPA) [ 1], have become an important tool in scientific research as well 
as industrial applications. In Scientific Background [ 2], the Nobel Committee for 
Physics at the Royal Swedish Academy of Sciences names CPA technology’s major 
applications, among which the first is strong-field physics and attosecond science 
and the third high-intensity lasers in industry and medicine. 

Atoms and molecules in the gas phase irradiated by a high-intensity femtosecond 
laser pulse exhibits highly nonlinear behavior such as above-threshold ionization, 
tunneling ionization, non-sequential double ionization, and high-harmonic genera-
tion (HHG) [ 3, 4]. The strong-field physics is a field that studies these strong-field 
phenomena. HHG, in particular, represents a highly successful avenue toward an 
attosecond coherent light source in the extreme-ultraviolet and soft x-ray spectral 
ranges [ 5– 7], which has opened new research possibilities including attosecond sci-
ence [ 8– 11] to observe and manipulate ultrafast electron dynamics. The gas-phase 
strong-field phenomena can be consistently explained by the so-called three-step 
model [ 12, 13], in which an electron is first ejected by tunneling ionization by the 
strong field, then accelerated classically by an oscillating laser field, and finally 
recombines or recollides with the parent ion. 

Thanks to the advent of high-intensity mid-infrared to terahertz radiation sources, 
solid-state materials have recently emerged as a new stage of strong-field physics 
and attosecond science [ 14]. In particular, many experimental observations of HHG 
from solids have been reported since the first discovery by Ghimire et al. [ 15– 28], 
revealing unique aspects of solid-state HHG such as linear scaling of cutoff energy 
with field strength [ 15, 17] and multiple plateau structure [ 20, 26]. In contrast to 
the gas-phase case, the mechanism underlying the strong-field electron dynamics in 
solids has turned out to be complex and depend on experimental conditions. Among 
factors specific to solids are, 

• Co-presence of intraband and interband transitions 
• electron-hole interaction (e.g., exciton formation) and electron correlation (e.g., 
carrier scattering and excitonic molecule formation) 

• dependence on crystal orientation and laser polarization due to crystal anisotropy. 

Such complexity and diversity will make strong-field electron dynamics in solids 
offer even richer information on band structure and ultrafast dynamic electron cor-
relation. Strong-field physics and attosecond science have enabled detailed analysis 
on intense laser interaction with matter. The extension of its frontier from atomic 
and molecular systems to solid-state materials will further advance industrial and 
medical applications of high-intensity lasers such as laser material processing.
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In this Chapter, we present theories on momentum-space electron dynamics in 
graphene and crystalline dielectrics and semiconductors subject to intense laser fields. 
First, we discuss graphene within massless Dirac fermion and tight-binding models, 
where we rigorously derive intraband and interband transitions, forming the basis 
for understanding solid-state strong-field physics (Sect. 4.2). Then, based on the 
time-dependent Schrödinger equation for a one-dimensional model crystal within a 
single-electron approximation, we introduce a simple, multiband, momentum-space 
three-step model that incorporates intraband displacement, interband tunneling, and 
recombination with a valence band hole. We further analyze electron-hole interac-
tion effects, using the time-dependent Hartree-Fock calculations (Sect. 4.3). Finally, 
actual three-dimensional materials are investigated. We present a time-dependent 
density-matrix method useful to quantitatively understand and explain experimen-
tal results (Sect. 4.4). Moreover, we describe the dynamical Franz-Keldysh effect 
in femtosecond time resolution, i.e., the time-dependent modulation of a dielectric 
function under an intense laser field, using a real-time time-dependent density func-
tional theory (Sect. 4.5). Summary is given in Sect. 4.6. Hartree atomic units are used 
throughout unless otherwise stated. 

4.2 Graphene 

It is instructive to examine the laser-driven coherent electron dynamics in graphene 
[ 29– 32], for which the intraband and interband transitions, key to understand 
solid-state HHG, can be rigorously and simply derived. Let us consider a single-
electron response in the monolayer graphene placed in the .xy plane subject to 
normal incidence of a laser pulse with its electric field .E(t) and vector potential 
.A(t) = − ʃ

E(t)dt being in the graphene plane. 

4.2.1 Graphene Bloch Equations (GBEs) 

The two-component wave function .ψ(t) of the electron with an initial wave vector 
of. k and canonical momentum.p =  k is governed by the following time-dependent 
Schrödinger equation (TDSE): 

.i 
∂

∂t
ψ(t) = H(t)ψ(t), (4.1) 

with the time-dependent Hamiltonian .H(t), 

.H(t) =
(

0 h(t)
h(t)∗ 0

)

h(t) = ϵ(t)e−iθ(t), (4.2)
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Fig. 4.1 (color online) Contour and false color plots of a .ϵk and b the principal value .−Arg hk, 
defined in the range .[−π, π) [ 38]. The thick solid and dashed white squares in panel a outline 
examples of simulational Brillouin zone, i.e., the area of integration in Eq. (4.16). The Dirac points 

.K and.K ' are located at .
(
± 2π

3
√
3
, 2π

3

)
= (±1.2092, 2.0944). In panel b, the value jumps between 

.π and .−π on solid white lines. Reprinted from Ref. [ 38] with permission under the Creative 
Commons Attribution 3.0 license 

where .ϵ(t) = |h(t)| and .θ(t) = − arg h(t). 
Within the framework of the tight-binding (TB) model of nearest-neighbor inter-

actions [ 33, 34], 

.h(t) = −γ

3∑

α=1

eiκ ·δα , (4.3) 

where .γ ≈ 2.5 − 2.8 eV denotes the hopping energy, and .δ1 = a(0, 1) and . δ2,3 =
a
2 (±

√
3,−1) the locations of nearest neighbors separated by distance .a ≈ 1.42Å. 

.κ = π/ is the wave vector corresponding to the kinetic momentum . π(t) = p +
eA(t)with.e(> 0) being the elementary charge.. κ and. π vary with time and describe 
the laser-driven intraband displacement.. ϵ denotes the magnitude of the energy eigen-
value in the absence of the field whose value .ϵk for . k is given by [Fig. 4.1a], 

.ϵk = γ

/

3 + 2 cos
√
3kxa + 4 cos

√
3kxa

2
cos

3kya

2
. (4.4) 

If we resort to the massless Dirac fermion (MDF) picture [ 33] applicable near the 
Dirac point and take the Dirac point as the origin of . π (Fig. 4.2), .h(t) and .ϵ(t) are 
simplified to 

.h(t) = vF (πx − iπy) = vF [(px + eAx ) − i(py + eAy)], (4.5)
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Fig. 4.2 Electronic band 
structure of monolayer 
graphene near the Dirac 
point (Dirac cone) within the 
massless Dirac fermion 
picture. Reprinted with 
permission from Ref. [ 35]. 
Copyright 2010 by American 
Physical Society 

and 
.ϵ(t) = vF |π(t)| = vF |κ(t)|, (4.6) 

respectively, with .vF = 3γ a
2 ≈ c/300. It should be noted that TDSE Eq. (4.1) has a 

form similar to the Dirac equation but is different from the original Dirac equation 
in that the fermion mass is zero, which leads to the two-component, instead of four-
component, wave function. We also notice that . θ becomes the directional angle of 
. κ : .κx = |κ | cos θ and .κy = |κ | sin θ (around . K), .−|κ | sin θ (around .K'). 

In the field-free case, whether we may use the TB or MDF pictures, the TDSE 
has the following two solutions: 

.ψ(t) = 1√
2
exp

(
∓i

ϵ

 
t
)
(
e− i

2 θ

±e
i
2 θ

)

(4.7) 

with their energy eigenvalues are.±ϵ. The upper sign refers to the upper band (electron 
band), and the lower sign to the lower band (hole band). 

Let us now turn on the laser pulse and express the wave function as a superposition, 

.ψ(t) = c+(t)ψ+(t) + c−(t)ψ−(t), (4.8) 

of the instantaneous upper and lower band states (Volkov states), 

.ψ±(t) = 1√
2
exp [∓iΩ(t)]

(
e− i

2 θ(t)

±e
i
2 θ(t)

)

(4.9) 

with the instantaneous temporal phase or dynamical phase .Ω(t) defined as 

.Ω(t) =
ʃ

ϵ(t)

 
dt. (4.10)
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We find that Eq. (4.8) is indeed the exact solution of the TDSE Eq. (4.1) if the  
expansion coefficients .c±(t) satify the equations of motion: 

.ċ±(t) = i

2
θ̇ (t)c∓(t)e±2iΩ(t). (4.11) 

Introducing the population difference .n = |c+|2 − |c−|2 between the two band and 
the interband coherence .ρ = c+c∗−, we can transform Eq. (4.11) into the graphene 
Bloch equations [ 35]: 

.ṅ = −i θ̇ (t)ρ(t) e−2iΩ(t) + c.c., (4.12) 

.ρ̇ = − i

2
θ̇ (t)n(t)e2iΩ(t). (4.13) 

To take account of the Fermi distribution at finite temperature . T , we solve  Eqs.  
(4.12) and (4.13) under initial conditions .n = F(p) − F(−p) and .ρ = 0, where 
.F(p) = {1 + exp[(ϵ(p) − μ)/kBT ]}−1 is the Fermi-Dirac function, where .μ and 
.kB denote the chemical potential and Boltzmann constant, respectively. 

Through.Ω(t) and.θ(t), Eq.  (4.9) incorporates the field-induced intraband dynam-
ics (transition) of the electron that changes its kinetic momentum.p + eA(t) follow-
ing the acceleration theorem. On the other hand, Eqs. (4.11)–(4.13) indicate that the 
electron undergoes interband transitions while retaining coherence. Thus, the GBEs 
are physically more transparent than the TDSE. 

If we defined.θ(t) by the principal value.θ(t) = −Arg h(t)with.Arg z ∈ (−π, π ], 
as plotted in Fig. 4.1b,.θ(t)would undergo.2π jumps on the white lines linking Dirac 
points. When we follow the electron dynamics based on the GBEs, instead, we need 
to define .θ(t) = − arg h(t), with .arg z = Arg z + 2πn (. n is an integer), in such a 
way that it varies continuously along the path of.κ(t). It should be noticed that if. κ(t)
takes a .k-space trajectory surrounding a Dirac point, .ψ±(t) acquires a geometrical 
phase of . π , in addition to the dynamical phase.Ω(t). Thus, Berry’s phase [ 36, 37] is  
incorporated in the GBEs. 

It should be noticed that the whole dynamics within the MDF model is invariant 
under multiplication of quantities of energy dimension, . ω, .vF p, .vFeA, . μ, .kBT , 
and . /t , by a common factor. In the weak-field limit, one can derive the universal 
conductivity .e2/4 from Eqs. (4.17)–(4.19) [  38]. 

An example of carrier occupation distribution calculated within the MDF model 
is visualized in Fig. 4.3 for the case where .T = 0, .μ = vFeA0/5, and the vector 
potential .A(t) is assumed to be a sine pulse with a Gaussian intensity envelope 
whose full-width-at-half-maximum width corresponds to two optical cycles, and 
peak amplitude .A0 satisfies . ω/vFeA0 = 9.46 × 10−3 [Fig. 4.3a]. Figure 4.3b and 
c shows carrier occupation distribution at moments A and B marked in Fig. 4.3a. 
The green circle represents the electrons originally in the upper band around the 
Dirac point (note that.μ > 0), which undergoes intraband displacement. In addition, 
outside the green circle, part of the electrons initially in the lower band transfers 
to the upper band through interband transitions. An electron with a given initial
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Fig. 4.3 a Normalized vector potential .vFeA(t)/ ω of the incident optical pulse. b and c Carrier 
occupation distribution calculated for the moment labeled as A and B, respectively, in panel a. 
Reprinted with permission from Ref. [ 35]. Copyright 2010 by American Physical Society 

momentum may transfer to the other band each time it passes near the Dirac point 
in the oscillating laser field, thus split into different quantum pathways to reach the 
conduction band. Their interference is clearly seen in Fig. 4.3c. Such an interference 
effect has been experimentally observed and controlled by Higuchi et al. [ 39]. 

4.2.2 Electric Current and Harmonic Generation 

The single-electron electric current is given by .−eje, where . je is defined as 

.je = ψ†(t)
∂H

∂π
ψ(t). (4.14) 

For the case of the TB model, using .ρ(t) and .n(t), we obtain the following explicit 
form: 

.je = γ

 

3∑

α=1

[
n sin (κ · δα + θ) − i

{
ρ e−i2Ω cos (κ · δα + θ) − c.c.

}]
δα. (4.15)



126 K. L. Ishikawa et al.

Then, to obtain the macroscopic electric current.J(t) generated by the laser field, we 
calculate the carrier current .jc by replacing . n with the carrier occupation .n + 1 in 
Eq. (4.15) then integrate.−ejc over the honey-comb lattice Brillouin zone [Fig. 4.1a] 
as 

.J(t) = − gse

(2π)2

ʃ

BZ
jc(t)dk, (4.16) 

where .gs = 2 denotes the spin-degeneracy factor. 
The expressions in the MDF picture are simpler. Each component of the carrier 

current is written as 

. jc,x = vF
[
(n + 1) cos θ + i sin θ{ρe−2iΩ − c.c.}] , (4.17) 

. jc,y = vF
[
(n + 1) sin θ − i cos θ{ρe−2iΩ − c.c.}] . (4.18) 

Then, the macroscopic electric current .J(t) is given by 

.J(t) = − gsgve

(2π )2

ʃ
jc(t)dp = − gsgve

(2π)2

ʃ
jc(t)dk, (4.19) 

with .gv = 2 being the valley-degeneracy factor. 
One can calculate the intensity spectrum .I (ω) of harmonic generation using the 

Fourier transform.Ĵ(ω) of .J(t) by 

.I (ω) ∝ |ωĴ(ω)|2. (4.20) 

In Eqs. (4.17) and (4.18), we can identify the contribution to harmonic generation 
from the oscillating interband polarization .ρ(t)e−2iΩ(t) and the intraband transition 
.θ(t) as well as the temporal variation in population.n(t). Among them, the population 
variation contributes only to the first term, and the interband polarization only to the 
second, whereas both terms contain the contribution from the intraband transition. 

In Fig. 4.4, we plot the harmonic spectrum for the case of Fig. 4.3. Curiously, the 
harmonic intensity (red thick solid line) is reduced compared with the case of the 
pure intraband dynamics (thick dotted line) [ 35], obtained by switching off interband 
transitions in the calculation. Thus, in spite of the small contribution from the inter-
band polarization itself (thin solid lines in Fig. 4.4), i.e., the second term of Eq. (4.17), 
the interband dynamics strongly modify the optical response of graphene, relaxing 
nonlinearity. Nevertheless, harmonic generation of up to the thirteenth order can be 
seen, revealing high nonlineality; high-harmonic generation from graphene has been 
experimentally observed [ 40, 41].
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Fig. 4.4 Harmonic intensity spectra for the case of Fig. 4.3. Thick solid line: total spectrum calcu-
lated with Eq. (4.20), thin solid line: contribution from the interband polarization, thick dotted line: 
calculated by switching off the interband transitions. Reprinted with permission from Ref. [ 35]. 
Copyright 2010 by American Physical Society 

4.3 Solid-State Three-Step Model 

What characterizes high-harmonic generation is that its spectrum consists of a plateau 
where the harmonic intensity is nearly constant over many orders and a sharp cutoff. 
The gas-phase HHG can be intuitively and even quantitatively captured by the so-
called three-step model [ 12, 13], in which an electron is first ejected by tunneling 
ionization by the strong field, then accelerated classically by an oscillating laser field, 
and finally radiatively recombines with the parent ion emitting a harmonic photon. 
The cutoff energy, i.e., the maximal harmonic photon energy .Ec is given by 

.Ec = Ip + 3.17Up, (4.21) 

where .Ip is the ionization potential of the target atom or molecule, and . Up[eV] =
E2
0/4ω

2 = 9.337 × 10−14 I [W/cm2] (λ [μm])2 the ponderomotive energy, with 
.E0, . I , . ω, and . λ being the strength, intensity, angular frequency, and wavelength of 
the driving field, respectively. Hence, the cutoff energy is roughly proportional to the 
square of the laser electric field strength. 

High-harmonic generation from solid-state materials is, on the other hand, quite 
distinct from its gas-phase counterpart, exhibiting unique aspects such as linear scal-
ing of cutoff energy with field strength [ 15, 17] and multiple plateau formation 
[ 20, 26], to name only a few. The comprehensive mechanism underlying solid-state 
HHG is under active investigation; both real-space, as in the gas-phase case, and



128 K. L. Ishikawa et al.

momentum-space pictures are on the market. In this Section, using a one-dimensional 
(1D) model periodic crystal, we present a solid-state momentum-space three-step 
model [ 42– 45] that considers electron dynamics across multiple bands, incorporating 
field-induced intraband displacement, interband tunneling, and recombination with 
the valence-band (VB) hole, suitable to discuss harmonic generation from interband 
polarization. We first describe an independent-electron picture (Sect. 4.3.1) [  42] and 
then discuss electron-hole interaction effects [ 45]. 

4.3.1 Independent-Electron Approximation 

We consider the electron dynamics in a 1D model crystal along linear laser polar-
ization, assuming that VBs are initially fully occupied across the whole Brillouin 
zone (BZ), as is usually the case for wide-band-gap semiconductors. Let us calculate 
harmonic spectra, based on the effective TDSE for each independent electron, 

.i
∂

∂t
ψnk(x, t) = Ĥ(t)ψnk(x, t) =

 
1

2

[
p̂ + A(t)

]2 + V (x)

 

ψnk(x, t), (4.22) 

within the velocity gauge for the electron initially located in band . n with a crystal  
momentum. k, where . p̂ = −i ∂

∂x , .V (x) denotes the periodic single-electron effective 
potential with lattice constant . a, i.e., .V (x + a) = V (x). As the initial state of the 
time-dependent wave function .ψnk(x, t), we take the Bloch function .φnk , i.e., the 
eigenstate of the field-free Hamiltonian with the energy eigenvalue .εnk . We use  the  
Mathieu-type potential [ 46] given by 

.V (x) = −V0 [1 + cos(2πx/a)] , (4.23) 

with.V0 = 0.37 and.a = 8, which supports a band structure (Fig. 4.5) with minimum 
band gap 4.2 eV at .k = 0, while the first and second CBs approach each other at 
the Bragg plane (.k = ±π

a ). We assume that the two VBs (.n = 0, 1 in Fig. 4.5) are  
initially filled across the whole BZ. 

Rather than expand the wave functions with basis functions, we resort to direct 
numerical integration of the TDSE Eq. (4.22) in real space. One of the advantages of 
the velocity gauge is that the Hamiltonian retains lattice periodicity even under the 
action of the laser pulse. As a consequence, the initial crystal momentum. k is always 
a good quantum number, and, thus, we can solve the TDSE for each. k independently. 
Using Bloch’s theorem, the wave function .ψnk(x, t) can be factorized as 

.ψnk(x, t) = eikxunk(x, t) (4.24) 

where .unk(x, t) satisfies .unk(x + a, t) = unk(x, t). The substitution of Eq. (4.24) 
into Eq. (4.22) leads the equation of motion for .unk(x, t),



4 Strong-Field Electron Dynamics in Solids 129

Fig. 4.5 Two valence bands 
(.n = 0, 1) and first four 
conduction bands 
(.n = 2, . . . , 5) of the  
field-free Hamiltonian. The 
integers on the right axis are 
the band indices. n. 
Reprinted with permission 
from Ref. [ 42]. Copyright 
2017 by American Physical 
Society 
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.i
∂

∂t
unk(x, t) =

 
1

2

[
p̂ + k + A(t)

]2 + V (x)

 

unk(x, t). (4.25) 

This is to be solved only within the unit cell .x ∈ [0, a], which brings substantial 
computational-cost reduction. It is interesting to notice that .k + A(t) in Eq. (4.25) 
automatically accounts for the intraband dynamics [ 47, 48] and that Eq. (4.25) cou-
ples different bands. For a given pair of.(n, k), we numerically integrate the equation 
of motion (4.25), using the finite-difference method with the grid spacing .0.53 a.u., 
time step size.2.67 × 10−4 fs.= 1.10 × 10−2 a.u., and the number.N of.k-points 141. 

We calculate the expectation value of velocity to obtain the contribution to the 
field-induced current from each .(n, k), 

. jnk(t) = ⟨ψnk(t)| p̂ + A(t) |ψnk(t)⟩ =
ʃ a

0
u∗
nk(x, t)

[
p̂ + k + A(t)

]
unk(x, t)dx .

(4.26) 
Then, we obtain the total current by summing . jnk over the initial band indices . n(=
1, 2) and initial crystal momenta . k, 

. j (t) = 1

Na

∑

nk

jnk(t). (4.27) 

It should be remembered that . n and. k denote the band index and crystal momentum, 
respectively, that the electron initially occupies. The harmonic spectrum is calculated 
as the modulus square of the Fourier transform of . j (t). Before applying the Fourier 
transform, we multiply. j (t) by a mask function.W (t) = sin4(t/τ) of the same form 
as the field envelop in order to suppress the current remaining after the pulse. 

We specifically consider a laser electric field of a form . E(t) =
E0 sin4(t/τ) sin[ω(t − πτ/2)] for .t ∈ [0, πτ ] and .E(t) = 0 for .t /∈ [0, πτ ], 
where .E0, τ denote the peak electric field amplitude and a measure of pulse width, 
respectively (Fig. 4.6). Figure 4.7a shows the high-harmonic spectra for a central
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Fig. 4.6 The waveform of the vector potential .A(t) of the laser pulse with .E0 = 1.65 V/nm and 
.τ = 99.66 fs. The maximum and the second maximum peak-to-valley amplitude .Apeak and. A'

peak
are defined as depicted in the figure. Reprinted with permission from Ref. [ 42]. Copyright 2017 by 
American Physical Society 

wavelength 3200 nm, .τ = 96.66 fs corresponding to a full-width-at-half-maximum 
(FWHM) duration of 48 fs, and several field amplitudes. We immediately notice 
that, whereas the spectrum for .E0 = 0.87 V/nm has a single plateau and cutoff, 
those for .E0 = 1.65 and.2.11 V/nm have two additional plateaus of lower intensity. 
Moreover, the transition from the single- to multiple-plateau structure takes place 
not gradually but suddenly [Fig. 4.7b]; while the cutoff energy increases smoothly 
and quasi-linearly with .E0 up to .≈ 1.4 V/nm, second and third plateaus suddenly 
appear there, and the cutoff jumps up from 15 eV to 45 eV. This result qualitatively 
reproduces the previously reported unique features of solid-state HHG [ 20, 46, 49]. 
Also, another cutoff jump is seen at .E0 ≈ 2.8 V/nm. 

We define the maximum peak-to-valley amplitude .Apeak of .A(t) (see Fig. 4.6) 
and put it on the top axis of Fig. 4.7b. Then, we find that the jump-up positions 
interestingly satisfy the condition that .Apeak = π

a = 0.393 a.u. and .
2π
a = 0.786 a.u. 

[vertical white dashed lines in Fig. 4.7b]. Note that .Apeak characterizes the largest 
crystal momentum gain in the intraband dynamics and that .πa is the distance from 
the . ┌ point to the first-BZ edge (Fig. 4.5). 

The following simple model [ 42, 44, 50, 51] explains the above findings as well 
as cutoff positions and the time-frequency structure of HHG: Its essential ingredients 
are summarized as follows: 

(i) Tunneling ionization: each electron is tunnel ionized to an upper band predom-
inantly at the minimum band gap to a first approximation, e.g., from band 1 to 
2 at .k = 0 and from 2 to 3 at the BZ edge in the present model crystal. 

(ii) Intraband acceleration: the electron is displaced in the momentum space 
(laser-driven intraband dynamics), following the acceleration theorem [47, 48])
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(a) 

(b) 

Fig. 4.7 a High-harmonic spectra for.E0 = 0.87 V/nm (red (lower) line),.E0 = 1.65 V/nm (green 
(middle) line), and .E0 = 2.11 V/nm (blue (upper) line). Arrowheads indicate the positions given 
by .∆ε21(Apeak) for .E0 = 0.87 V/nm (red), and Eqs. (4.30) and .∆ε41

(
π
a − Apeak

)
for . E0 = 1.65

(green) and .2.11 (blue) V/nm. b False-color representation of the harmonic spectra as functions 
of .E0. .Apeak corresponding to .E0 is shown on the top axis in the atomic unit. The two vertical 
white dashed lines represent .Apeak = π/a and . 2πa . The two white solid lines represent the cutoff 
energy positions given by .∆ε21(Apeak) for .0 < Apeak < π

a , and  Eq. (4.30) for  . πa < Apeak < 2π
a . 

Reprinted with permission from Ref. [ 42]. Copyright 2017 by American Physical Society 

.k(t) = k0 + A(t) with .k0 being the initial crystal momentum. The resulting 
oscillating current leads to photoemission (intraband contribution to HHG). 

(iii) Interband recombination: the electron emits a photon when it undergoes an 
interband transition to the initial band, i.e., recombination with the valence-
band hole (interband contribution to HHG). The photon energy is given by the 
particle-hole energy
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.∆εn(t)n0(k(t)) = εn(t)k(t) − εn0k(t), (4.28) 

between the band.n(t) where the electron is located at. t and the initial band. n0. 

Comprising tunneling ionization, acceleration, and recombination, this model can 
be viewed as a solid-state, momentum-space counterpart of the familiar coordinate-
space three-step model [ 12, 13] of gas-phase HHG. Nevertheless, there are important 
differences: 

• All the electrons in the VB undergo the intraband acceleration (ii) together [ 52, 53] 
even before the first tunneling. Thus, VB electrons starting from not only . k0 = 0
but also any arbitrary initial momenta .k0 are considered. 1

• Electrons can climb up to higher and higher bands by repeating (i) and (ii). 
• Not only (iii) but also (ii) contribute to harmonic generation, while harmonic 
photons are emitted only upon recombination in the gas phase [ 17, 46, 50, 54, 
55]. Thus, there are intraband and interband contributions to solid-state HHG. 
They can be rigorously derived for the case of graphene [ 35, 38], as discussed in 
Sec. 4.2. 

• (iii) can take place at any time, in principle, while, in the gas phase, the electron 
can recombine with the parent ion only at the position of the latter. 

This electron dynamics is conceptually similar to that in graphene [ 35, 38, 39] 
(Sect. 4.2). 

In analogy to the trajectory analysis of the gas-phase three-step model, explaining 
the cutoff law and the time-frequency structure, we can understand many aspects of 
solid-state HHG by using the above-mentioned recipes to trace electron trajectories 
in the band diagram. An example for .Apeak = 0.44 > π

a is displayed in Fig. 4.8. 
Electrons initially in the valence band are accelerated (. 1◯), and excited to the 

CB at .k = 0 at .t = t0 (. 2◯). Vertical tunneling and recombination being assumed, 
once a waveform of .A(t) is given [Fig. 4.8a], the crystal momentum history is fully 
described as 

.k(t) = k0 + A(t) = A(t) − A(t0), (4.29) 

regardless of the band where the electron resides [Fig. 4.8b]. It should especially 
be noticed that .|k(t)| < Apeak. Thus, if .Apeak < π

a , the electron cannot reach the BZ 
edge but oscillates in the first CB without further excitation. Therefore, the emitted 
photon energy is given by .∆ε21[k(t)] as a function of recombination time. t , and the 
cutoff energy is given by .∆ε21(Apeak), which agrees with the position represented 
by the white solid line in Fig. 4.7b. 

Now that .Apeak > π
a in Fig. 4.8, after excitation to the first CB (. 1◯ - . 2◯), part 

of electrons can be accelerated to reach the BZ edge (. 3◯), and open a channel to 
climb up to the upper CB (. 4◯) within a half cycle. The promoted electrons then 
undergo intraband displacement to the reversed direction in the second CB (.n = 3)

1 This does not violate the Pauli exclusion principle, since all the electrons in the VB move uniformly 
together [ 52, 53], and thus, no .(n, k) point is occupied simultaneously by more than one electron 
at any time. 
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Fig. 4.8 Momentum-space trajectory of an electron excited from a VB (.n = 1) to the  first  CB  
(.n = 2) at  .t = 4T (.T denotes an optical cycle), drawn based on the solid-state three-step model 
when.E0 = 1.65 V/nm or.Apeak = 0.44 > π

a , for  which.k0 = −0.49 × π
a . aa waveform of.A(t) b 

instantaneous crystal momentum.k(t) c temporal evolution of the particle-hole energy, i.e., emitted 
photon energy d pictorial representation of the momentum-space electron trajectory in the band 
diagram. Reprinted with permission from Ref. [ 42]. Copyright 2017 by American Physical Society 

in the next half cycle, enabling photon emission of higher energy (. 5◯). This simple 
pictorial analysis neatly explains why multiple plateaus suddenly appear at. Apeak ≈ π

a
[Fig. 4.7b]. Electrons can experience interband transitions not only precisely at the 
minimum band gaps but also in their vicinities. This is the origin of some high-energy 
components, which appear even before.Apeak reaches . πa in Fig. 4.7b, from. E0 ∼ 1.1
V/nm. 

Each time the electrons reach the minimum energy gap to next CB every half 
cycle, they either undergo further interband excitation (. 5◯ - . 7◯) or pass through it. 
They can climb up to the third CB (.n = 4) if  .A'

peak < π
a , where .A

'
peak denotes the 

second maximum peak-to-valley amplitude (Fig. 4.6), and the fourth CB (.n = 5) if  
.A'

peak > π
a at .t ≈ 5.5T with .T being the optical cycle. From this scenario, we can 

estimate the maximum energy gain as 

.Ec =
 

∆ε41(A'
peak) (A'

peak < π
a )

∆ε51(A'
peak) ( π

a < A'
peak),

(4.30)
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which reproduces the highest harmonic energy in Fig. 4.7b. Thanks to the band-
climbing process, 2 the highest cutoff energy can exceed the value expected in the 
gas phase for the same laser parameters and ionization potential (band gap energy in 
the solid case) [ 20]. 

Electrons that start from.k0 ∼ 0 are excited when .A(t) ≈ 0, i.e., at an extremum 
of .E(t), promoting tunneling transition. However, they cannot reach the BZ edge 
and are confined in the first CB if .Apeak < 2π

a . Consequently, their contributions are 
limited to the range below .E31. In contrast, the harmonic components above . E31

including the highest cutoff are dominated by the electrons initially far from the . ┌
point and first excited in the vicinity of a peak of .A(t), where the electric field is 
weak, thus with smaller probability. This may be one of the reasons why higher 
plateaus are weaker in intensity. 

4.3.2 Electron-Hole Interaction Effects 

Sections 4.2 and 4.3.1 as well as most of the works investigating the mechanisms 
of solid-state HHG have used independent-electron approximation. On the other 
hand, multielectron effects in the strong-field regime is largely unexplored. Let us 
focus on the role of the electron-hole interaction (EHI), which forms excitions in the 
linear response regime, in this Subsection, based on the time-dependent Hartree-Fock 
(TDHF) calculation [ 45]. 

We again consider a 1D model crystal along laser polarization. A 1D system, 
which has a strong electron-hole correlation [ 56], is suitable for the investigation of 
EHI. We solve a set of the spin-restricted TDHF equation, 

. i
∂

∂t
ψnk0(x, t) = ĥ(t)ψnk0(x, t) =

[
1

2
[ p̂ + A(t)]2 +U (x) + ŵ[ρ(t)]

]

ψnk0(x, t),

(4.31) 

in the velocity gauge, where .U (x) denotes the periodic potential from the crystal 
nuclei, .ρ(t) the density matrix, 

.ρ(x, x ', t) = 2
∑

n∈VB, k0

ψnk0(x, t) ψnk0(x
', t)∗, (4.32) 

and the operator.ŵ[ρ], composed of the Coulomb and exchange terms, describes the 
contribution from the interelectronic Coulomb interactions, reflecting the dynamics 
of the other electrons within a mean-field treatment. As the initial state of .ψnk0(t), 
we take the VB Bloch function.φnk0 , obtained as the self-consistent eigenstate of the 
field-free Hartree-Fock Hamiltonian with the energy eigenvalue .εbk0 . We calculate

2 This somewhat reminds us of Donkey Kong, an arcade game released by Nintendo (https://en. 
wikipedia.org/wiki/Donkey_Kong_(video_game)). 

https://en.wikipedia.org/wiki/Donkey_Kong_(video_game)
https://en.wikipedia.org/wiki/Donkey_Kong_(video_game)
https://en.wikipedia.org/wiki/Donkey_Kong_(video_game)
https://en.wikipedia.org/wiki/Donkey_Kong_(video_game)
https://en.wikipedia.org/wiki/Donkey_Kong_(video_game)
https://en.wikipedia.org/wiki/Donkey_Kong_(video_game)
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the HHG spectrum as the modulus square of the Fourier transform of the induced 
current . j (t) = 2

∑
n∈VB, k0

⟨
ψnk0(t)

|
| p̂ + A(t)

|
|ψnk0(t)

⟩
. 

Let us compare the TDHF equation Eq. (4.31) with the independent-electron 
TDSE Eq. (4.22). Aside from the exchange terms not included in the latter, the 
effective potential .V (x) is considered to include the Coulomb terms formed by 
the initial state, in addition to .U (x). Therefore, to mimic the independent-electron 
treatment, we also perform simulations using the frozen TDHF Hamiltonian 

.ĥ f (t) = [ p̂ + A(t)]2/2 +U (x) + ŵ[ρ0], (4.33) 

with .ρ0(x, x ') = e−i A(t)·xρ(0)ei A(t)·x '
, where electrons move independently in the 

potential constructed by the ground state Bloch functions. The factors .e−i A(t)·x and 
.ei A(t)·x '

are required in the velocity gauge. The difference .ŵ[δρ̂(t)] with . δρ̂(t) =
ρ̂(t) − ρ̂0 between the full TDHF Hamiltonian .ĥ(t) and frozen Hamiltonian . ĥ f (t)
takes account of EHI. 

Specifically, our system is a 1D model hydrogen chain insulator with a lattice 
constant of .a = 3.6 a.u., composed of a series of hydrogen dimers whose bond 
length is .1.6 a.u.. We use a soft-Coulomb potential . v(x, x ') = [(x − x ')2 + 1]−1/2

for both electron-nucleus and electron-electron interactions. Figure 4.10 shows the 
band structure, the set of the energy eigenvalues .εnk0 , with a gap energy of . 9.5
eV. The lowest band or VB is initially fully occupied. The laser field is assumed 
to be .E(t) = E0 sin2(t/τ) sin(ωt) with .τ = 702.3 (5 cycle), . ω = 0.387 eV. We 
numerically integrate the full and frozen TDHF equations, using the finite-difference 
method with the grid spacing .0.24 atomic units, time step size .4.4 × 10−3 atomic 
units, and the number of . k points .201. 

Figure 4.9 displays the calculated harmonic spectra as functions of the field ampli-
tude .E0 and the corresponding .Apeak [inset of Fig. 4.10a] In the case of the frozen 
TDHF [Fig. 4.9a], i.e., within the independent-electron approximation, we can well 
understand the appearance of multiple plateaus at .Apeak = π

a = 0.87 and the cutoff 
positions on the basis of the solid-state momentum-space three-step model [ 42– 44] 
discussed in Sect. 4.3.1. A typical trajectory is depicted in Fig. 4.10a for.Apeak < π

a , 
for which no excited electrons in the first conduction band (CB) can reach the next 
MBG (.k = 0), and they only oscillate in the first CB, which forms a single plateau 
in the high-harmonic spectra. 

The full TDHF results, with EHI turned on, are shown in Fig. 4.9b. We find two 
distinct features. First, at low intensity [inset in Fig. 4.9b], there is an exciton peak at 
.3.8 eV below the gap energy, which indicates that the TDHF simulations capture EHI 
appropriately. Note that TDDFT at present cannot reproduce excitons, which is based 
on the simple adiabatic local-density approximation in practical implementations 
without any nonlocal exchange-like term [ 57]. 3 Second and more remarkably, the

3 The excitonic physics seems to be guaranteed by the mixture of the exchange term, called hybrid-
functional, within the TDDFT framework [ 65– 67]. However, it is not fully investigated that the 
potential of the hybrid-functional for electron excitation of the extended systems due to few appli-
cations. 
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Fig. 4.9 Harmonic spectra as functions of the field amplitude.E0 (bottom axis) and corresponding 
.Apeak (top axis) obtained from a frozen TDHF and b full TDHF simulations. The white dashed ver-
tical lines denote.Apeak = π

a = 0.87, which characterizes the position where the multiple plateaus 
appear according to the solid-state three-step model [ 42]. Two white solid lines are the energy 
differences between CBs and VB as function of.Apeak, i.e.,.ε10( π

a − Apeak) (lower) and. ε20(Apeak)

(higher). Inset: close-up of the low-field region represented by a dashed rectangle in b. Reprinted 
with permission from Ref. [ 45]. Copyright 2018 by American Physical Society 

Fig. 4.10 Pictorial representation of momentum-space electron dynamics a within the independent-
electron approximation and b involving hauling-up excitation. The inset in a shows the waveform 
of the vector potential used in TDHF and frozen TDHF simulations and the definition of.Apeak. The  
single VB and first three CBs are shown for a 1D model hydrogen chain insulator (see text). The 
band index. n is labeled as.0, 1, 2, . . . from the bottom. Reprinted with permission from Ref. [ 45]. 
Copyright 2018 by American Physical Society
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second plateau already appears at .Apeak ∼ 0.5, much smaller than . πa . Thus, EHI 
qualitatively alters HHG spectra. 

In order to understand the microscopic mechanism underlying the latter feature, 
let us expand the orbital functions .ψbk0(x, t) with Houston states . e

−i A(t)xφnk(t)(x)
[ 48], the instantaneous eigenstates of .ĥ f (t) with eigenvalues .εnk(t), as  

.ψnk0(x, t) =
∑

m

αm
nk0(t)e

−i
ʃ t
0 εmk(t ')dt 'e−i A(t)xφmk(t)(x), (4.34) 

where.k(t) = k0 + A(t) is the instantaneous crystal momentum incorporating intra-
band dynamics. Since the system under consideration has a single VB, we drop 
the initial band index . n hereafter. Substituting Eq. (4.34) into Eq. (4.31), we obtain 
equations of motion for complex amplitudes .αm

k0
(t) expressing interband dynamics, 

. i
d

dt
αm
k0(t) =

∑

n

αn
k0(t)e

i
ʃ t
0 ∆εmn [k(t ')]dt '

(
E(t)dmn

k(t) +
⟨
φ̃mk0

|
|
| ŵ[δρ(t)]

|
|
|φ̃nk0

⟩)
,

(4.35) 
where .dmn

k = i⟨ukm |∇kukn⟩ with .ukm(x) being the lattice periodic part of the initial 
Bloch state, i.e., .φkm(x) = eikxukm(x), and .φ̃nk0(x, t) = e−i A(t)xφnk(t)(x). The first 
term comes from the frozen TDHF Hamiltonian, and thus describes the independent 
electron dynamics. The second term, on the other hand, stems from EHI .ŵ[δρ(t)]. 
After some approximation and algebraic manipulations [ 45], we get 

. i
d

dt
αm
k0(t) =

∑

n

αn
k0(t)e

i
ʃ t
0 ∆εmn [k(t ')]dt '

⎡

⎣E(t)dmn
k(t) −

∑

q∈BZ
v̄(−q)Dmn

k(t)+q(t)

⎤

⎦ ,

(4.36) 

where.v̄(q) denotes the spatial Fourier transform of the interelectronic soft-Coulomb 
potential, and .Dmn

k(t) the time-dependent interband polarization between .m and . n at 
.k(t): 

.Dmn
k(t)(t) = αm

k0(t)α
n∗
k0 (t)e−i

ʃ t
0 ∆εmn [k(t ')]dt ' . (4.37) 

Since the population of CBs turns out to be small (. 10−3) [  45], we introduce 
approximations .α0

k0
(t) ≈ 1 and .αm≥1

k0
(t) ≈ 0 [ 58]. Then Eq. (4.36) for  the first CB  

(.m = 1) becomes 

.i
d

dt
α1
k0(t) ≈ ei

ʃ t
0 ε10[k(t ')]dt '

[

E(t)d10
k(t) −

∑

q

v̄(−q)D10
k(t)+q(t)

]

, (4.38) 

for the excitation dynamics of a VB electron with an initial crystal momentum . k0. 
The second term due to EHI indicates that interband or electron-hole polarization at 
a remote crystal momentum.k(t) + q,
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.D10
k(t)+q(t) = α1

k0+q(t)e
−i

ʃ t
0 ε10[k(t ')+q]dt ' , (4.39) 

can induce quasi-resonant excitation when .ε10[k(t)] ≈ ε10[k(t) + q]. Therefore, 
even if a VB electron starting from .k0 does not reach MBG through intraband dis-
placement, it can be excited to the first CB once another electron initially at . k0 + q
reaches MBG and tunnels to the CB [Fig. 4.10b]. It should be noticed that neither 
the first nor second terms directly change the crystal momentum, thus, the instanta-
neous crystal momentum is always given by .k(t) = k0 + A(t), in whichever band 
the electron actually is. 

This hauling-up effect provides a shortcut for VB electrons to climb up to the 
second CB, which leads to the formation of the second plateau even if .Apeak < π

a . 
The electrons initially at.k0 ∈ [−max(A(t)),−min(A(t))] pass by.k = 0, i.e., MBG 
between the first and second CB. Thus, if these VB electrons are excited to the first 
CB via the hauling-up effect, then they can climb up to the second CB by tunneling 
at.k = 0, eventually forming the second plateau via recombination with the VB hole. 
Note that they cannot reach MBG at .k = ±π

a between the second and third CB. 
Therefore, the cutoff energy is expected to be given by .ε20(Apeak). This prediction 
is in good agreement with the cutoff energy obtained from the TDHF simulation at 
.0.5  Apeak ≤ π

a = 0.87 [the upper white line in Fig. 4.9b]. 

4.4 Time-Dependent Density-Matrix Method Combined 
with First-Principles Calculation for 
Three-Dimensional Crystals 

In material science, density-functional theory (DFT) is one of the de facto standards 
for materials at electronic ground state, owing to a good balance between accuracy 
and computational cost. Time-dependent density-functional theory (TDDFT) is one 
of the most feasible theories to describe electron excitation under an intense laser 
field from first-principles [ 59, 60]. While TDDFT shows accurate results, its cal-
culation cost is relatively expensive, e.g., a few hundred core-hour or longer for 
well-converged results of a laser parameter. This calculation cost is still high for 
modern supercomputers when we need to investigate the optical response over a 
wide parameter region for the laser pulse, such as photon energies, field strengths, 
polarization properties, and so on. We develop an alternative theoretical framework 
based on a first-principles theory with cheaper calculation cost, called time-dependent 
density-matrix (TD-DM) method. 

A one-body density-matrix (DM) is the key degree of freedom in TD-DM. The 
equation of motion is von Neumann equation: 

.i
dρ

dt
= [h(t), ρ] +

(

i
dρ

dt

)

coll

(4.40)
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where . h and .(idρ/dt)coll are one-body Hamiltonian and collision term. This is a 
standard approach in the nonlinear optics [ 61]. Our TD-DM can be a first-principles 
theoretical framework by choosing a representation that orbitals derived from self-
consistent DFT. The matrix elements of DM, the Hamiltonian, and the collision term 
are expressed by the orbitals .φbk, where. b and. k are indices for a band and Brillouin 
zone, respectively. When the collision term is neglected, this theoretical framework is 
equivalent to independent electron dynamics for DFT one-body Hamiltonian. This 
framework is regarded as a generalization of the one-dimensional theories in the 
precedent sections to a spatially three-dimensional system with the one-body poten-
tial .V (r) obtained by the DFT calculation. Our TD-DM includes the many-body 
effect of the electrons reflected in the constitution of the electronic structure through 
DFT calculation. In other words, the dynamical correction of the many-body effect 
is not included in our TD-DM, except for effect provided by the collision term. The 
computational cost of this framework is substantially reduced by using a basis set, 
compared to grid-basis TDDFT [ 62, 63]. An additional advantage of this framework 
is flexible modifications on the top of DFT, e.g. bandgap correction and phenomeno-
logical relaxations via the scattering term. This theoretical framework is close to the 
de fact standard theory, semiconductor Bloch equation (SBE) [ 64]. The difference 
lies in the length gauge and the electron-hole attraction term. 

The key observable of our TD-DM is induced current density evaluated by the 
expectation of the velocity operator .v(t) = p + A(t) divided by the volume of cell 
.Vcell : .J(t) = −tr (ρv) /Vcell. To obtain emitted photon intensity, taking the absolute 
value of Fourier transform of the acceleration density, the temporal derivative of the 
current density. 

We show our TD-DM performance by an application to a high-harmonic gen-
eration from GaSe crystal [ 27]. In the experiment, the GaSe sample is exposed to 
linearly polarized light whose polarization is on the basal plane, in which the wave-
length and the pulse duration are 4.96 . μm and 200 fs. Angle dependences of the 
driving field with respect to crystal orientation are measured for two orthogonal 
polarization directions of the emitted photon, parallel, and perpendicular compo-
nents to the driving field. The results are shown in Fig. 4.11a–d, together with the 
theoretical counterparts. Our TD-DM reproduces almost all features in the exper-
imental spectra, almost isotropic angle dependence for the parallel component of 
odd-order harmonics, a 60-degree period of even-order harmonics, and a 30-degree 
period for the perpendicular components of odd-order harmonics. 

This direct comparison between the theoretical simulation and the experiment is 
hardly achieved if we employ TDDFT because of the tough computational cost. To 
achieve an expected feature for the polarization direction dependence, very dense 
Brillouin zone sampling, .64 × 64 × 12, was mandatory. Besides, we must perform 
multiple calculations for different angles of the field polarization. Computations to 
draw Fig. 4.11a, b require 80 thousands core-hour. Typically TDDFT requires tens to 
a hundred times more. The core-hour estimation for TDDFT is possible with modern 
supercomputers in principle but unrealistic for daily use of the supercomputers. 
Our TD-DM is a lightweight simulation option to perform a more comprehensive 
investigation of strong-field phenomena in solids, keeping the nonempirical nature.
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Fig. 4.11 Harmonic spectra from GaSe crystal. Parallel a and perpendicular b components from 
TD-DM simulation. c and d are the same as a and b but experimental results. Reprinted with 
permission from Ref. [ 27]. Copyright 2018 by American Physical Society 

The polarization-resolved analysis showed that crystal symmetry is reflected in 
the HHG spectra even for the non-perturbative regime beyond the susceptibility-
based argument for the second- and third-order harmonics. Part of the fingerprint 
of HHG for the symmetry can be understood by the intraband current model with 
a time-independent carrier population [ 15, 24] capturing band-structure anisotropy 
of crystals. While this intraband current model gives us a clear-cutting and simple 
description of the symmetric aspects, a qualitative judgment of the intraband current 
is severe because of many assumptions to proceed with the model calculations. We 
made a scheme to decompose the current density, in our TD-DM, into intraband and 
interband contributions, like the intraband current and the interband polarization in 
the SBE. 

We define the intraband component of the current density as a partial sum of the 
trace over only the diagonal contribution of DM represented by the instantaneous 
eigenfunction of the time-dependent Hamiltonian .h(t)ϕ(t)

βk = ε
(t)
βkϕ

(t)
βk as 

.J(t) = Jintra(t) + Jinter(t), (4.41) 

.Jintra(t) = − 1

Vcell

∑

βk

⟨
ϕ

(t)
βk |ρ| ϕ(t)

βk

⟩ ⟨
ϕ

(t)
βk |v| ϕ(t)

βk

⟩
, (4.42) 

.Jinter(t) = − 1

Vcell

∑

βγ (β /=γ )k

⟨
ϕ

(t)
βk |ρ| ϕ(t)

γ k

⟩ ⟨
ϕ

(t)
γ k |v| ϕ(t)

βk

⟩
(4.43) 

where the interband contribution is obtained as the rest of the total current subtracted 
by the intraband contribution or the partial sum of the trace over the off-diagonal 
component of the DM. The superscript parenthesis . t of the variables, .•(t), represent 
that the object parametrically depends on the time. The intraband contribution defined 
here is the sum over product between the population evaluated with the instantaneous 
basis and the group velocity of the band structure because the velocity expectation
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Fig. 4.12 Decompositions of harmonic spectra into intraband and interband contributions, for 
parallel (h) and perpendicular (i) components. Total (gray shadow), intraband (red solid), and 
interband (blue solid) components are shown. Reprinted with permission from Ref. [ 27]. Copyright 
2018 by American Physical Society 

evaluated with the instantaneous Hamiltonian is equivalent to the group velocity 

with the vector potential .
⟨
ϕ

(t)
βk |v(t)| ϕ(t)

βk

⟩
= (

∂εβk/∂k
)
k+A(t). This formula is nicely 

related to the intraband current in SBE. This definition of the intraband current is a 
generalization of the simplest intraband current model, such that the time-dependent 
population obtained from the microscopic theory rather than just constant. The har-
monic spectra of the two contributions are shown in Fig. 4.12. In the lower odd-order 
harmonics, the intraband contribution dominates the total yield of the harmonics. 
The interband contributions increase with increasing the photon energy toward 2 eV, 
which is the bandgap of the GaSe. The two contributions become comparable for the 
ninth and eleventh harmonics. 

One of the most striking results is that all even-order harmonics are exclusively 
from the interband contributions. This fact invokes that band structure with spin-
independent Hamiltonian is always spatially symmetric. The intraband current is 
expected not to produce even-order harmonics because of the symmetric band struc-
ture. A significance of this investigation is that the expected results are demonstrated 
by a microscopic quantum mechanical simulation based on a first-principles theory. 
The exclusion of the even-harmonic for the intraband current supports our definition 
of the intraband and interband contributions to the total current density. 

The intraband current can be further decomposed into band-resolved contributions 
by taking the partial sum of Eq. (4.42) over a part of bands. This analysis allows us to 
investigate which bands, associated with atomic orbital nature, mainly produce the 
harmonics for a specific situation. We apply this analysis to HHG from the. CsPbCl3
perovskite [ 28]. 

We show the band-resolved intraband contribution to HHG in Fig. 4.13. We  
employ a pulsed electric field that has 0.62 eV photon energy, 1.0 V/nm field strength,
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Fig. 4.13 Decompositions of harmonic spectra into band-resolved intraband and interband con-
tributions. Total (gray shadow), total intraband (black solid), VBM intraband (red dashed), and 
conduction intraband (blue solid) components are shown. Reprinted from Ref. [28] with permis-
sion under the Creative Commons Attribution (CC BY) license 

160 fs full width at half maximum pulse duration. Reflecting on the inversion sym-
metry of the crystal, only odd-order harmonics appear in the spectrum. The total 
intraband current dominates the power spectrum of the total current density. For a 
perovskite containing halide and lead ions, the topmost valence bands have the char-
acteristic function for the optical absorption and are frequently argued as valence 
band maximum (VBM). VBM of the halide-lead perovskite is composed of p-nature 
halide and s-nature leads orbitals. According to the band-resolved intraband current 
analysis, we define VBM and conduction intraband currents as partial sums of Eq. 
(4.42) over the VBM and conduction bands: 

.JVBM(t) = − 1

Vcell

∑

β(∈VBM)k

⟨
ϕ

(t)
βk |ρ| ϕ(t)

βk

⟩ ⟨
ϕ

(t)
βk |v| ϕ(t)

βk

⟩
, (4.44) 

.Jconduction(t) = − 1

Vcell

∑

β(∈conduction)k

⟨
ϕ

(t)
βk |ρ| ϕ(t)

βk

⟩ ⟨
ϕ

(t)
βk |v| ϕ(t)

βk

⟩
. (4.45) 

The contributions of the two intraband currents are shown as a red dashed line 
in Fig. 4.13. The intensity of the total intraband current is well dominated by the 
VBM components. The conduction band does not affect almost anything for the 
spectrum. The conduction band is frequently regarded as a source of the intraband 
band harmonic generation within the simplest intraband current model, because of 
more dispersive band curves than valence ones. This explicit decomposition raises 
a counter-intuitive point that VBM intraband current due to the hole motion mainly 
produces the HHG, at least for .CsPbCl3 perovskite.
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4.5 Dynamical Franz-Keldysh Effect 

In recent years, it has become possible to generate attosecond pulsed light using 
high-order harmonics, which are nonlinear interactions between the gas phase and 
ultrashort pulse lasers. Currently, the pulse width is reduced to tens of attoseconds. 
Since the 2010s, changes in optical properties of solids shorter than the electric field 
period of light have been reported. 

Phenomena that occur inside a solid in a laser field can be broadly classified 
according to the presence or absence of electronic excitation. Since the recombination 
of electron-hole pairs is generally on a long time scale of the order of pico-second, 
electronic excitation causes a change in physical properties that is not recovered in 
the attosecond time scale. Many phenomena including the electron excitation such 
as the saturable absorption due to occupation of the conduction band, and generation 
of higher harmonics in solids have been attracting interests. On the other hand, it is 
considered that the phenomenon that recovers quickly after passing through the laser 
does not contribute to electronic excitation. 

A strong laser can be treat as an oscillating electric field. The change in the 
dielectric function without electronic excitation by an electrostatic field is known as 
the Franz-Keldysh effect (FKE). FKE is photon absorption via the tunnel effect and 
can be considered as a long wavelength or strong laser field limit. The dynamical 
Franz-Keldysh effect (DFKE) is an extension of FKE to periodic oscillating electric 
fields [ 68]. DFKE has been investigated theoretically and experimentally for the 
time-averaged modulation which corresponds to the blueshift of the band gap by the 
ponderomotive energy [ 68– 70]. Time-resolved observation of the DFKE is reported 
by Novelli et al., employing the THz light [ 71]. We have recently proposed the time-
resolved analysis for dynamical Franz-Keldysh effect (Tr-DFKE). Analytical theory 
and first-principles simulations have revealed that Tr-DFKE is a modulation faster 
than the oscillation of the laser electric field. Recently, the sub-cycle modulation 
has been confirmed experimentally. In this section, we would like to introduce our 
recent works on the construction of DFKE analytical theoretical formulas and first-
principles calculations. 

4.5.1 Time-Resolved Spectroscopy 

We would like to clarify time-resolved spectroscopy before moving on to spe-
cific processe. The optical property of a material is described by susceptibility 
. χ , which connects the polarization .P(t) to a given electric field E .(t) as . Pi (t) =∑

j

ʃ∞
−∞ dt 'χi j (t − t ')E j (t '). Here indexes. i and. j indicate the components. (x, y, z)

of the vector. It should be noted that the . χ is the function of the relative time, .t − t '. 
The time-dependence of . χ indicates the time-invariance of the optical properties. If 
the system depends on the time, we should reconsider the . χ as the function of two 
independent time,
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.χ(t − t ') → χ '(t, t '). (4.46) 

In the same way, dielectric function . ε and optical conductivity . σ become the func-
tion of . t and . t ', . εi j (t, t ') = δi jδ(t − t ') + 4πχ '

i j (t, t
'), χ '

i j (t, t
') = ʃ∞

−∞ dt"Θ(t −
t")σi j (t", t '), where .Θ(t − t") is the Heaviside function. 

The optical properties is observed as the modulation of the probe pulse whose 
peak intensity is at the time .Tp. The detected susceptivity is the function of the 
frequency. ω and the.Tp, .χ(Tp, ω). If we assume the probe pulse as . f pδ(t − Tp), the  
polarization becomes.P(t) = f pχ '(t, Tp). In this step, we assume that the . χ '(t, Tp)

has only diagonal part. The susceptivity in the frequency-domain .χ(Tp, ω) can be 
defined from the .χ '(t, Tp), .χ(Tp, ω) = ʃ

dteiωt P(t)/
ʃ
dteiωt f pδ(t − Tp). 

4.5.2 Analytical Theory by Houston Function 

In this section, we would like to show the derivation of the analytical formula employ-
ing the model Hamiltonian for the spatially periodic system, 

.i 
∂un,k(r, t)

∂t
=
(

(p +  k + e
cA(t))2

2m
+ V (r)

)

un,k(r, t). (4.47) 

The time-dependent wave function .un,k(r, t) can be expressed by the Houston 
function[ 72], 

.wn,k(r, t) = uG
n,k+ e

cA(t)(r) exp
[

− i

 

ʃ t

dt 'ϵGn,k+ e
cA(t ')

]

, (4.48) 

as.un,k(r, t) = ∑
i Ci (t)wi,k(r, t). Here,. ϵ is the eigenenergy of the electron,. k is the 

Bloch wavevector, . n in the band index, and .G indicates the ground state. 
To simplify the system, we assume the parabolic two-band system defined as 

.ϵc,k − ϵv,k = ϵg +  
2|k|2
2μ

, (4.49) 

where.ϵg is the band gap, . μ is the reduced mass, and.v(c) presents valence (conduc-
tion) band. The Houston function can be expanded by the . e−ilΩt

.wv(c),k(r, t) =
∑

l

W l
v(c),k(r, t)e

−ilΩt , (4.50) 

with continuous wave.A(t) = A0 cosΩt [ 73, 74]. Here,.Wl
v(c),k(r, t) is the.l−th order 

coeffient. Since Eq. (4.50) corresponds to the expansion in to the dressed states
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(Floquet states) [ 75], the transient absorption can be understood as the response of 
the dressed states at time .Tp. 

The electronic current (.J(t)) is important to consider the optical response. From 
the Fourier transformation of the current, we can estimate the conductivity as. σ(ω) =
J̃ (ω)

Ẽ(ω)
, where. J̃ (ω) is the Fourier component of current, and.Ẽ(ω) is the applied field. 

From Eq. (4.47), the current is expressed as 

.J(t) = −nee2

mc
A(t) − e

2m

∑

n,k

[
1

Ωcell

ʃ

Ωcell

dru∗
n,k(r, t)pun,k(r, t) + C.C.

]

,(4.51) 

where .ne is the electron density, .Ωcell is the volume of the unit cell. 
We can derive the transient dielectric function with the usual linear response 

treatment under the elliptically polarized light, . A(t) = A0(η sinΩt, 0, cosΩt) (0 ≤
η ≤ 1), as  

. εE (Tp, ω) = 1 − 4πe2

mω2
ne − 2e2|pcv|2μ3/2

√
2m2π

×
ʃ ∞

0

√
ϵkdϵk

ʃ 1

−1
d cos θ

ʃ 2π

0
dφ

∑

l1,l2,ζ1,ζ2

× (−1)ζ1−ζ2ei2ζ2ΩT

ω + 2ζ2Ω
J̃l1(α, β) J̃l1−2ζ1(α, β)

×
[

Jl2(γ )Jl2+2(ζ1−ζ2)(γ )

ω − (ϵg + ϵk +UE + (l1 + l2 − 2ζ2)Ω)

− Jl2(γ )Jl2+2(ζ1+ζ2)(γ )

ω + (ϵg + ϵk +UE + (l1 + l2 + 2ζ2)Ω)

]

(4.52) 

[ 74]. Here, .α, β, γ are defined as 

.α = ek A0

cμΩ
cos θ, (4.53) 

.β = e2A2
0

8c2μΩ
(1 − η2), (4.54) 

.γ = η
ek A0

cμΩ
sin θ cosφ, (4.55) 

respectively, .UE is the ponderomotive energy, .Jl is the .l-th order Bessel function, 
. J̃l(a, b) is the generalized Bessel function [ 76], 

. J̃l(a, b) =
∑

m

Jl−2m(a)Jm(b), (4.56)
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and .pcv is the transition moment between valence and conduction band. The . θ (. φ) 
is the angle between . k and .z− (.x−) axis, .k = k(sin θ cosφ, sin θ sin φ, cos θ). 

Transient spectroscopy using ultrashort pulses observes not only the absorption 
by the dressed states , but also the phase difference between them. Therefore, the 
oscillation of .εE (Tp, ω) in probe time .Tp is derived from the energy difference 
between the dressed states. The oscillation period of .εE (Tp, ω) is an even multiple 
of the frequency of the pump light due to the symmetry of the system. 

4.5.3 Time-Dependent Density Functional Theory 

A theory describing the ground state of a multielectron system is density functional 
theory (DFT). Electronic states are obtained by solving the Kohn-Sham equation, 
which is the basic equation of DFT[ 77]. On the other hand, the electron dynamics 
under the laser fields can be described by the time-dependent Kohn-Sham (TDKS) 
equation 

.i 
∂

∂t
un,k(t) = Ĥ(t)un,k(t) (4.57) 

.Ĥ(t) = 1

2m

(
p +  k + e

c
A(t)

)2 + Vion + VH + Vxc, (4.58) 

based on the time-dependent density functional theory (TDDFT) [ 78]. Here, . A(t)
is the vector potential, .Vion is the coulomb potential from ions, .VH is the Hartree 
potential, and .Vxc is the exchange-correlation potential. TDDFT is a good approach 
to describe the nonlinear attosecond electron dynamics [ 79– 83]. 

We approximate the time-evolution of the wave function by the fourth-order Taylor 
expansion time-evolution operator [ 84, 85]. The wave functions and the Hamiltonian 
are discretized with three-dimensional grid [ 86]. The core electrons are neglected by 
employing the norm-conserve pseudopotential [ 87, 88]. 

4.5.4 Tr-DFKE in Diamond 

We present the numerical results for a diamond by the TDDFT. We assume a cubic 
unit cell including eight carbon atoms. We descretize the unit cell with.243 grid points, 
and the K-space with .223 grid points. We assume the adiabatic approximation, and 
employed a local density approximation for the exchange-correlation potential [ 89]. 
The pump laser pulse is defined as the quasi-continuous wave, 

.E(t) = êE0FP(t) sinΩt, (4.59)
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with frequency of .Ω = 0.4 eV. The.FP(t) is the envelope function to apply the laser 
field adiabatically. The probe laser is the gaussian type pulse, 

.Ep(t) = êp f p sin(ωpt) exp

(

− (t − Tp)
2

ζ 2

)

, (4.60) 

where.Tp is the probe time. We assume the pulse duration.ζ = 0.7 fs, peak field inten-
sity. f p = 2.7 × 10−3 MV/cm, and frequency of.ωp = 5.5 eV. The intensity of probe 
field is weak so as to linear response is dominant. The frequency .ωp corresponds to 
the optical band gap in out calculation. 

We apply the electric fields of .E(t) (dashed line) and.Ep(t) (solid line) as shown 
in Fig. 4.14a. The field intensity of the pump light is 20 MV / cm, and the time 
of the probe .Tp is 13 fs. The polarization of the pump (probe) field is parallel to 
[1,0,0] ([0.0.1]). A solid line in Fig. 4.14b indicates an electronic current density 
.Jp(t) induced by the .Ep(t). We use atomic unit (a.u.) in all calculation. A dashed 
line in Fig. 4.14c indicates the imaginary part of the dielectric function.Im[ε], which 
is calculated from the Fourier component. the .Jp(t) and .Ep(t). For comparison, 
.Im[ε] without the pump is indicated by a dotted line, and the difference between 
them, .∆Im[ϵ(Tp, ω)], is indicated by a solid line. We can see the absorption below, 
and transparency above the band gap. 

Figure 4.15 shows the probe time dependence of .∆Im[ε(Tp, ω)] and its depen-
dence on peak intensity of the pump field as a function of probe time .Tp (fs) and 
frequency . ω. In the case of .E0 = 5 MV/cm (Fig. 4.15b), the .∆Im[ε(Tp, ω)] show 
the maximum at the time when the pump light field is zero around the optical band 
gap. The peak of the .∆Im[ε(Tp, ω)] at each . ω shifts backward as the . ω decreases 
from the band gap. The peak of the.∆Im[ε(Tp, ω)] shifts backward as the pump field 
intensity increases. In the case of .E0 = 50 MV/cm (Fig. 4.15e), whereas the peak 
coincides with the peak of the pump field intensity, the . ω dependent shift becomes 
weak. The coincidence between the pump field and the.∆Im[ε(Tp, ω)] in Fig. 4.15e 
indicates the adiabatic response of the electrons. 

Let us now compare the TDDFT and analytical model calculations. Figure 4.16 
shows the results by the model calculation [ 73, 74]. We present the time depencen of 
.∆Im[ε(Tp, ω)] in left panels, and time-averaged modulation in right panels. Whereas 
the peak of.∆Im[ε(Tp, ω)] coincident with the minimum of the pump field intensity, 
it shifts to the maximum of the pump field intensity as the field intensity increases. 
The. ω dependence is also qualitatively agree with Fig. 4.15. The agreement of model 
calculation with the TDDFT results indicates that the Tr-DFKE can be understood 
by the response of the dressed states. We also present in Fig. 4.16e–h the modulation 
by the static electric field assuming the FKE. The interesting point is that the DFKE 
and FKE show similar behavior as the pump laser field increases. 

We would like to see the ellipticity (. η) dependence in the next step. Figure 4.17 
shows the. η dependence in TDDFT (left panels) and model calculation (right panels). 
Fig. 4.17b and e is the circularly polarization, (c) and (f) is elliptic polarization with 
.η = √

2, and (d) and (g) is linear polarization case. We present only the positive 
modulation of .Im[ε(Tp, ω)] in Fig. 4.17. As the reference, the pump light field with



148 K. L. Ishikawa et al.

Fig. 4.14 a Pump (dashed line) and probe (solid line) electric fields are shown. b The electronic 
current (solid line) induced by the probe electric field (dashed line). c The imaginary part of the 
dielectric function in the presence of the pump field, .Im[ε(Tp = 13 f s, ω)] (dashed line), and in 
the absence of the pump field, .Im[ε(ω)] (dot line). Solid line shows the difference, . Im[ε(Tp =
13 f s, ω)] − Im[ε(ω)]. Reprinted with permission from Ref. [ 73]. Copyright 2016 by American 
Physical Society 

linear polarization is shown in Fig. 4.17a. The maximum field intensity is set to 10 
MV/cm for all calculations. The time-dependence of .∆Im[ε(Tp, ω)] becomes weak 
as the ellipticity increases in both case. It should be noted that the time-dependence 
disappears in circularly polarization. In our model, we assume parabolic bands which 
is isotropic system. The diamond is also relatively isotropic system. Therefore, in 
the circularly polarization, the electron cannot distinguish the oscillation of the field 
in average.
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Fig. 4.15 Contour plots of.∆Im[ε(Tp, ω)] under the pump field of the intensity of b 5, c 10, d 20, 
and e 50 MV/cm. f–i present the time average of the .∆Im[ε(Tp, ω)]. The normalized pump field 
is shown in a. The vertical solid lines indicate the time when the pump field is maximum, and the 
dashed lines indicate the minimum. Reprinted with permission from Ref. [ 73]. Copyright 2016 by 
American Physical Society 

4.6 Summary 

We have compiled recent development in theoretical and numerical modeling of 
strong-field electron dynamics in solids. First, we have the concept of introduced 
intraband and interband transitions, forming the basis for discussion in the momentum 
space, through the rigorous derivation for graphene. Then, we have extended it to the 
multiband, momentum-space three-step model. The electron-hole interaction effects 
can also be incorporated in this model. Moreover, we have presented the TD-DM 
and TDDFT methods for actual three-dimensional materials, whose predictions can 
be quantitatively compared with experimental results.
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Fig. 4.16 Contour plots of.∆Im[ε(Tp, ω)] in the two-band model for the pump field intensities of 
a.E0 = 5, b 10, c 20, and d 50 MV/cm. The horizon axis is the phase defined by.ΩTp . e–h indicates 
the time average  of  the .∆Im[ε(Tp, ω)] (red solid lines) and the modulation assuming usual FKE. 
Reprinted with permission from Ref. [ 73]. Copyright 2016 by American Physical Society 

However, much more theoretical and experimental investigations are yet to be 
done, in order to reach comprehensive understanding of the electron dynamics in 
various solid-state materials subject to intense laser pulses. It is expected that further 
accumulation of knowledge from different perspectives, such as suitable use and 
eventual unification of real-space and momentum-space pictures, effects of electron 
correlation, impurity, relaxation, and decoherence, and high-field phenomena in topo-
logical insulators and quantum materials, will lead to discovery of novel phenomena 
in various functional materials as well as innovative applications of high-intensity 
lasers.
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Fig. 4.17 .∆Im[ε(Tp, ω)] under circularly (b and e), elliptically (c and f), and linearly (d and 
g) polarized lasers. b–d presents the numerical results from TDDFT, and e–g is the results from 
Eqs. (4.52). Panel a plots the electric field of the pump laser against the probe time, the range of 
which corresponds to that for the real-time TDDFT simulation. The vertical solid lines indicate the 
maximum of the pump field intensity. Reprinted with permission from Ref. [ 74]. Copyright 2016 
by American Physical Society
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1993), p. 95 

14. S. Ghimire, D.A. Reis, Nat. Phys. 15, 10 (2019) 
15. S. Ghimire, A.D. Di Chiara, E. Sistrunk, P. Agostini, L.F. Di Mauro, D.A. Reis, Nat. Phys. 7, 

138 (2011) 
16. O. Schubert, M. Hohenleutner, F. Langer, B. Urbanek, C. Lange, U. Huttner, D. Golde, T. 

Meier, M. Kira, S.W. Koch, R. Huber, Nat. Photon. 8, 119 (2014) 
17. T.T. Luu, M. Garg, S.Y. Kruchinin, A. Moulet, M.T. Hassan, E. Goulielmakis, Nature 521, 498 

(2015) 
18. G. Vampa, T.J. Hammond, N. Thiré, B.E. Schmidt, F. Légaré, C.R. McDonald, T. Brabec, P.B. 

Corkum, Nature 522, 462 (2015) 
19. M. Hohenleutner, F. Langer, O. Schubert, M. Knorr, U. Huttner, S.W. Koch, M. Kira, R. Huber, 

Nature 523, 572 (2015) 
20. G. Ndabashimiye, S. Ghimire, M. Wu, D.A. Browne, K.J. Schafer, M.B. Gaarde, D.A. Reis, 

Nature 534, 520 (2016) 
21. S. Han, H. Kim, Y.W. Kim, Y.-J. Kim, S. Kim, I.-Y. Park, S.-W. Kim, Nat. Commun. 7, 13105 

(2016)

https://www.nobelprize.org/uploads/2018/10/advanced-physicsprize2018.pdf
https://www.nobelprize.org/uploads/2018/10/advanced-physicsprize2018.pdf
https://www.nobelprize.org/uploads/2018/10/advanced-physicsprize2018.pdf
https://www.nobelprize.org/uploads/2018/10/advanced-physicsprize2018.pdf
https://www.nobelprize.org/uploads/2018/10/advanced-physicsprize2018.pdf
https://www.nobelprize.org/uploads/2018/10/advanced-physicsprize2018.pdf
https://www.nobelprize.org/uploads/2018/10/advanced-physicsprize2018.pdf
https://www.nobelprize.org/uploads/2018/10/advanced-physicsprize2018.pdf
https://www.nobelprize.org/uploads/2018/10/advanced-physicsprize2018.pdf
https://www.nobelprize.org/uploads/2018/10/advanced-physicsprize2018.pdf


4 Strong-Field Electron Dynamics in Solids 153

22. M. Garg, M. Zhan, T.T. Luu, H. Lakhotia, T. Klostermann, A. Guggenmos, E. Goulielmakis, 
Nature 538, 359 (2016) 

23. H. Liu, Y. Li, Y.S. You, S. Ghimire, T.F. Heinz, D.A. Reis, Nat. Phys. 13, 262 (2017) 
24. Y.S. You, D.A. Reis, S. Ghimire, Nat. Phys. 13, 345 (2017) 
25. F. Langer, M. Hohenleutner, U. Huttner, S. Koch, M. Kira, R. Huber, Nat. Photon. 11, 227 

(2017) 
26. Y.S. You, M. Wu, Y. Yin, A. Chew, X. Ren, S. Gholam-Mirzaei, D.A. Browne, M. Chini, Z. 

Chang, K.J. Schafer, M.B. Gaarde, S. Ghimire, Opt. Lett. 42, 1816 (2017) 
27. K. Kaneshima, Y. Shinohara, K. Takeuchi, N. Ishii, K. Imasaka, T. Kaji, S. Ashihara, K.L. 

Ishikawa, J. Itatani, Phys. Rev. Lett. 120, 243903 (2018) 
28. H. Hirori, P. Xia, Y. Shinohara, T. Otobe, Y. Sanari, H. Tahara, N. Ishi, J. Itatani, K.L. Ishikawa, 

T. Aharen, M. Ozaki, A. Wakamiya, Y. Kanemitsu, APL Mater. 7, 041107 (2019) 
29. K.S. Novoselov, A.K. Geim, S.V. Morozov, D. Jiang, Y. Zhang, S.V. Dubonos, I.V. Grigorieva, 

A.A. Firsov, Science 306, 666 (2004) 
30. C. Berger, Z. Song, T. Li, X. Li, A.Y. Ogbazghi, R. Feng, Z. Dai, A.N. Marchenkov, E.H. 

Conrad, P.N. First, W.A. de Heer, J. Phys. Chem. B 108, 19912 (2004) 
31. A.K. Geim, K.S. Novoselov, Nat. Mater. 6, 183 (2007) 
32. A.K. Geim, Science 324, 1530 (2009) 
33. A.H. Castro Neto, F. Guinea, N.M.R. Peres, K.S. Novoselov, A.K. Geim, Rev. Mod. Phys. 81, 

109 (2009) 
34. V.P. Gusynin, S.G. Sharapov, J.P. Carbotte, Int. J. Mod. Phys. B 21, 4611 (2007) 
35. K.L. Ishikawa, Phys. Rev. B 82, 201402(R) (2010) 
36. M.V. Berry, Proc. R. Soc. A 392, 45 (1984) 
37. Y. Zhang, Y.-W. Tan, H.L. Stomer, P. Kim, Nature 438, 201 (2005) 
38. K.L. Ishikawa, New J. Phys. 15, 055021 (2013) 
39. T. Higuchi, C. Heide, K. Ullmann, H.B. Weber, P. Hommelhoff, Nature 550, 224 (2017) 
40. P. Bowlan, E. Martinez-Moreno, K. Reimann, T. Elsaesser, M. Woerner, Phys. Rev. B 89, 

041408(R) (2014) 
41. H.A.  Hafez,  S.  Kovalev,  J.-C. Deinert, Z. Mics,  B.  Green, N. Awari, M. Chen,  S.  Germanskiy,  

U. Lehnert, J. Teichert, Z. Wang, K.-J. Tielrooij, Z. Liu, Z. Chen, A. Narita, K. Müllen, M. 
Bonn, M. Gensch, D. Turchinovich, Nature 561, 507 (2018) 

42. T. Ikemachi, Y. Shinohara, T. Sato, J. Yumoto, M. Kuwata-Gonokami, K.L. Ishikawa, Phys. 
Rev. A 95, 043416 (2017) 

43. M. Wu, D.A. Browne, K.J. Schafer, M.B. Gaarde, Phys. Rev. A 94, 063403 (2016) 
44. T.-Y. Du, X.-B. Bian, Opt. Express 25, 151 (2017) 
45. T. Ikemachi, Y. Shinohara, T. Sato, J. Yumoto, M. Kuwata-Gonokami, K.L. Ishikawa, Phys. 

Rev. A 98, 023415 (2018) 
46. M. Wu, S. Ghimire, D.A. Reis, K.J. Schafer, M.B. Gaarde, Phys. Rev. A 91, 043839 (2015) 
47. C. Kittel, Quantum Theory of Solids, 2nd edn. (Wiley, New York, 1987), pp.190–193 
48. J.B. Krieger, G.J. Iafrate, Phys. Rev. B 33, 5494 (1986) 
49. C.R. McDonald, G. Vampa, P.B. Corkum, T. Brabec, Phys. Rev. A 92, 033845 (2015) 
50. G. Vampa, C.R. McDonald, G. Orlando, D.D. Klug, P.B. Corkum, T. Brabec, Phys. Rev. Lett. 

113, 073901 (2014) 
51. G. Vampa, C.R. McDonald, G. Orlando, P.B. Corkum, T. Brabec, Phys. Rev. B 91, 064302 

(2015) 
52. C. Kittel, Introduction to Solid State Physics, 8th edn. (Wiley, New York, 2004), p.197 
53. N. Ashcroft, N. Mermin, Solid State Physics (Brooks Cole, Boston, 1976), pp.221–225 
54. S. Ghimire, A.D. DiChiara, E. Sistrunk, G. Ndabashimiye, U.B. Szafruga, A. Mohammad, P. 

Agostini, L.F. DiMauro, D.A. Reis,  Phys. Rev. A  85, 043836 (2012) 
55. P.G. Hawkins, M.Y. Ivanov, Phys. Rev. A 87, 063842 (2013) 
56. H. Haug, S. Koch, Quantum Theory of the Optical and Electronic Properties of Semiconductors 

(World Scientific, Singapore, 2009) 
57. G. Onida, L. Reining, A. Rubio, Rev. Mod. Phys. 74, 601 (2002) 
58. C.R. McDonald, G. Vampa, P.B. Corkum, T. Brabec, Phys. Rev. Lett. 118, 173601 (2017)



154 K. L. Ishikawa et al.

59. T. Otobe, J. Appl. Phys. 111, 093112 (2012) 
60. N. Klemke, N. Tancogne-Dejean, G.M. Rossi, Y. Yang, F. Scheiba, R.E. Mainz, G. Di Sciacca, 

A. Rubio, F.X. Kärtner, O.D. Mücke, Nat. Commun. 10, 1319 (2019) 
61. R.W. Boyd, Nonlinear Optics, 4th edn. (Academic Press, 2020) 
62. M. Noda, S.A. Sato, Y. Hirokawa, M. Uemoto, T. Takeuchi, S. Yamada, A. Yamada, Y. Shino-

hara, M. Yamaguchi, K. Iida, I. Floss, T. Otobe, K.-M. Lee, K. Ishimura, T. Boku, G.F. Bertsch, 
K. Nobusada, K. Yabana, Comp. Phys. Comm. 235, 356 (2018) 

63. X. Andrade, D.A. Strubbe, U. De Giovannini, A.H. Larsen, M.J.T. Oliveira, J. Alberdi-
Rodriguez, A. Varas, I. Theophilou, N. Helbig, M. Verstraete, L. Stella, F. Nogueira, A. Aspuru-
Guzik, A. Castro, M.A.L. Marques, A. Rubio, Phys. Chem. Chem. Phys. 17, 31371 (2015) 

64. M. Lindberg, S.W. Koch, Phys. Rev. B 38, 3342 (1988) 
65. S.A. Sato, Y. Taniguchi, Y. Shinohara, K. Yabana, J. Chem. Phys. 143, 224116 (2015) 
66. J. Paier, M. Marsman, G. Kresse, Phys. Rev. B 78, 121201 (2008) 
67. C.D. Penmmaraju, Comput. Mater. Sci. 18, e00348 (2019) 
68. A.-P. Jauho, K. Johnsen, Phys. Rev. Lett. 76, 4576 (1996) 
69. K. Johnsen, A.-P. Jauho, Phys. Rev. B 57, 8860 (1998) 
70. K.B. Nordstrom, K. Johnsen, S.J. Allen, A.-P. Jauho, B. Birnir, J. Kono, T. Noda, H. Akiyama, 

H. Sakaki, Phys. Rev. Lett. 81, 457 (1998) 
71. F. Novelli, D. Fousti, F. Giusti, F. Parmigiani, M. Hoffmann, Sci. Rep. 3, 1227 (2013) 
72. W.V. Houston, Phys. Rev. 51, 184 (1940) 
73. T. Otobe, Y. Shinohara, S.A. Sato, K. Yabana, Phys. Rev. B 93, 045124 (2016) 
74. T. Otobe, Phys. Rev. B 94, 165152 (2016) 
75. Y. Mizumoto, Y. Kayanuma, A. Srivastava, J. Kono, A.H. Chin, Phys. Rev. B 74, 045216 (2006) 
76. H.R. Reiss, V.P. Krainov, J. Phys. A: Math. Gen. 36, 5575 (2003) 
77. W. Kohn, L.J. Sham, Phys. Rev. 140, A1133 (1965) 
78. E. Runge, E.K.U. Gross, Phys. Rev. Lett. 52, 997 (1984) 
79. A. Schiffrin, T. Paasch-Colberg, N. Karpowicz, V. Apalkov, D. Gerster, S. Mühlbrandt, M. 

Korbman, J. Reichert, M. Schultze, S. Holzner et al., Nature 493, 70 (2013) 
80. A. Sommer, E.M. Bothschafter, S.A. Sato, C. Jakubeit, T. Latka, O. Razskazovskaya, H. Fattahi, 

M. Jobst, W. Schweinberger, V. Shirvanyan et al., Nature 534, 86 (2016) 
81. M. Schultze, K. Ramasesha, C.D. Pemmaraju, S.A. Sato, D. Whitmore, A. Gandman, J.S. Prell, 

L.J. Borja, D. Prendergast, K. Yabana et al., Science 346, 1348 (2014) 
82. M. Lucchini, S. Sato, J. Herrmann, A. Ludwig, M. Volkov, L. Kasmi, Y. Shinohara, K. Yabana, 

L. Gallmann, U. Keller, Science 353, 916 (2016) 
83. G. Wachter, C. Lemell, J. Burgdörfer, S.A. Sato, X.-M. Tong, K. Yabana, Phys. Rev. Lett. 113, 

087401 (2014) 
84. K. Yabana, G.F. Bertsch, Phys. Rev. B 54, 4484 (1996) 
85. G.F. Bertsch, J.-I. Iwata, A. Rubio, K. Yabana, Phys. Rev. B 62, 7998 (2000) 
86. J.R. Chelikowsky, N. Troullier, K. Wu, Y. Saad, Phys. Rev. B 50, 11355 (1994) 
87. N. Troullier, J.L. Martins, Phys. Rev. B 43, 1993 (1991) 
88. L. Kleinman, D.M. Bylander, Phys. Rev. Lett. 48, 1425 (1982) 
89. J.P. Perdew, A. Zunger, Phys. Rev. B 23, 5048 (1981)



Chapter 5 
Attosecond Space–Time Imaging 
with Electron Microscopy 
and Diffraction 

Peter Baum and Yuya Morimoto 

Abstract The first step of most light-matter interactions is a field-driven motion 
of electron density in and around the atoms of a material. Fully visualizing such 
dynamics and its consequences for the macroscopic functionality of a material, 
therefore, requires atomic resolution in space and sub-light-cycle resolution in time. 
Here, we review our latest progress with attosecond space–time imaging by using 
attosecond electron pulses in diffraction and microscopy. We start with a brief review 
of recent technological advancements for the temporal compression of ultrashort 
electron pulses with radio-frequency waves, terahertz pulses and now optical field 
cycles. We then report on the light-wave control of electron beams at thin metallic 
or dielectric membranes, which form the basis of attosecond electron imaging in our 
laboratory. We report the first demonstrations of attosecond electron diffraction and 
microscopy in proof-of-principle experiment that reveal an upper limit for the delays 
associated with electron-crystal scattering and visualize the oscillations and propaga-
tion of a traveling light wave on a nanometer-thick membrane. These unprecedented 
space–time resolutions provided by attosecond electron microscopy and diffraction 
now enable to capture the dynamics of electrons inside of atoms, molecules, crystals 
or nanostructures as a function of space and time. 
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5.1 Introduction 

When a light wave interacts with a material, its bound or free electrons are driven 
around by the electric and magnetic field cycles and subsequently return to their orig-
inal positions via the restoring forces provided by the structural environment. Light-
driven electron dynamics is therefore often complicated and gives rise to a wealth of 
optical phenomena with fundamental and technical relevance, for example the refrac-
tive index, birefringence, dispersion, optical parametric amplification, frequency-
doubling, self-phase modulation, multi-photon absorption, higher-harmonic gener-
ation and many more. Textbooks treat perturbative linear and nonlinear optics via a 
time-dependent polarization density P(t) = ϵ0(χ (1) E(t) + χ (2) E2(t) +χ (3) E3(t) + 
· · ·  ), where χ (n) is the n-th order susceptibility tensor, and E(t) is the applied elec-
tric field. In the non-perturbative and strong-field regimes, P(t) depends on the 
cycle-level history of E(t) in time, for example via field-induced intraband currents, 
dynamical metallization, core excitons, sub-cycle energy transfer, dynamical electron 
localization to d-orbitals, or seed-induced changes of the band structure; see refer-
ences in [1]. Although many such nonlinear-optical and strong-field phenomena in 
atoms, molecules, solids and nanostructures are currently rather well understood 
on basis of fields and polarizations, we lack a comprehensive understanding of the 
atomistic origin of the macroscopic quantities P(t) and χ (n) and how the structure of 
a material causes the effective nonlinear-optical phenomena that we observe. In our 
laboratory, we, therefore, aim at visualizing the spatiotemporal dynamics of bound 
or free electrons in space and time at the fundamental resolutions associated with 
their natural dynamics, typically picometres and attoseconds [2]. This quest requires 
novel measurement approaches, and our choice is ultrafast electron microscopy and 
diffraction with light-cycle controlled single-electron wave functions [3–5] because 
we can, in this way, unite the sub-atomic spatial resolution and imaging flexibility 
of freely propagating electrons with the temporal accuracy and stability provided 
by the cycles of light. Here, we report the basic concepts, explain the technological 
basis, discuss the first proof-of-principle experiments and conclude with an outlook 
of the perspectives that we see for our approach in the future. 

5.2 Light-Wave Control of Free Electrons 

The electron microscope or an electron diffraction apparatus is a very versatile instru-
ment for characterizing the atomic structure and composition of complex materials 
of almost any morphology or shape. At tens of keV to MeV electron energies, the de 
Broglie wavelength is picometres, and electron microscopy and diffraction, there-
fore, routinely provide nanometer to picometer spatial resolution of atoms [6, 7] and 
the electric fields that hold them together [8–10]. However, a comparable temporal 
resolution at the atomic units of time is difficult to achieve because electrons carry 
an electrical charge that leads in short pulses to space charge effects. Furthermore,



5 Attosecond Space–Time Imaging with Electron Microscopy … 157

electrons also carry a rest mass that causes wave packet dispersion in vacuum [3]. 
Although picosecond and femtosecond electron pulses can be produced by laser-
triggered photoemission from a cathode and subsequent acceleration by an electro-
static voltage [11, 12], the shortest pulse duration achievable with this scheme is 
limited by Coulomb repulsion and dispersion effects to ~100 fs even for the most 
compact gun designs at highest acceleration field [11, 13, 14]. Note that researchers 
in ultrafast science usually apply a full-width-at-half-maximum definition for pulse 
durations and time resolutions, while accelerator physicists often use a root-mean-
square definition that appears to be >2 times shorter. When an electron pulse contains 
multiple electrons, ideally so many as to record structural dynamics in a single shot 
[12], Coulomb repulsion between the electrons becomes a dominant contribution 
and the temporal apparatus function reaches hundreds of femtoseconds. 

In order to achieve electron pulses that are shorter than tens of femtoseconds, 
the fundamental time scale of phonons and molecular vibrations, an additional pulse 
compression technique is required. In general, researchers use time-dependent elec-
tric fields for such purpose (compare Fig. 5.1). A rapidly oscillating electric field 
in a sub-wavelength resonator decelerates the leading parts of an electron pulse and 
accelerates the rear part. Higher-energy parts of the electron pulses now catch up 
with the lower-energy parts, compressing the pulses in time. After the temporal 
focus, the pulses over-disperse and become long again. In microwave cavities, tera-
hertz compressors or on bunching schemes driven by the optical cycles of light, the 
energy bandwidth of the electron pulse necessarily increases by a few eV, but the 
overall bandwidth remains below a fraction of 10–4 to 10–5 of the central energy. 
Such a degree of monochromaticity is sufficient for atomic-scale diffraction and 
sub-nanometer real-space imaging [15, 16]. 

Initially, researchers applied microwaves in mm-sized enhancement cavities and 
electron pulses as short as ~20 fs (FWHM) have been achieved [17–20]. An intrinsic 
technical problem here is temporal jitter between electrons and the microwave field, 
typically tens of femtoseconds even with state-of-the-art feedback [19, 21]. A demon-
stration of our laboratory was in 2016 the use of THz waves for the compression of

Fig. 5.1 Overview of different concepts for electron pulse compression. Long electron pulses 
(blue) can either be compressed by radio-frequency radiation in microwave cavities, by all-optical 
means in a terahertz-driven resonator or—topic of this work—by the optical field cycles of visible 
or near-infrared light at a dielectric or metallic planar membrane. The compressed electron pulses 
may be useful for time-resolved imaging of ultrafast light-matter interaction via attosecond electron 
microscopy or diffraction. Reprinted from [2], Copyright 2017, with permission from Elsevier 
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freely propagating electron pulses, drawing on earlier simulations [22–25], cycle-
averaging experiments [26] and studies at low energy [27]. THz-driven electron pulse 
control is now widely used in accelerator physics for diagnostics [28], and researchers 
also aim at all-optical electron pulse formation driven and controlled entirely by THz 
fields. However, the attosecond regime of pulse duration has not been achieved in 
this way, mainly because of temporal aberrations by the nonlinear optical cycles of 
the terahertz wave and by the too long temporal focus distances that are realistic at 
the typical peak intensities of terahertz pulses [29]. 

5.3 Attosecond Control of Electron Beams at a Membrane 

Even shorter electron pulses with a duration of attoseconds are achieved via compres-
sion with optical light of PHz frequency [5, 30–34]. Interestingly, it is possible to 
produce in this way electron pulses that are shorter than any other process in the exper-
iment, including the pulses from the driving lasers [4], because we apply here a light-
cycle-driven time-dependent energy modulation and not an energy-dependent time 
modulation (i.e. constant bandwidth) like in many optical prism or grating compres-
sors. Quantum mechanical calculation shows that the shortest electron pulse duration 
is given by τmin ≈ 4π L focus/γ 3mev

3 
e Tcomp ≈ 4 /∆Wmax, where is reduced Planck 

constant, γ is Lorentz factor, me is the rest mass of electron, ve is the speed of electron 
before compression, Tcomp is the cycle period of compression field, and ∆Wmax is 
the amount of energy modulation in full width [35, 36]. L focus is the distance where 
the electron pulse duration becomes shortest measured from the compression stage 
and is given by L focus = v2 

e Tcomp/2π∆vmax, where ∆vmax is the peak amplitude in 
the velocity modulation. These equations suggest that stronger and faster modulation 
fields can provide shorter electron pulses at shorter temporal focal distance. 

The practical implementation of such an extreme compression, its underlying 
physics and further details of this light-wave control are discussed in the next sections, 
before reporting two proof-of-principle applications in diffraction and microscopy 
[5]. Related to our results, generation of attosecond electron pulses has also been 
reported by using an inverse free-electron-laser process [30], a two-color pondero-
motive potential [33] or optical near-fields around nanostructures [31, 32, 34]. In 
contrast, we use free-standing membranes of metals or dielectrics [14, 36] as the  
modulation elements. In contrast to nanostructures, these membranes offer the possi-
bility to compress an electron beam of extended diameter in a velocity-matched way 
and without spatiotemporal distortions [37]. 

When an electron interacts with a laser field, the momentum of electron is modu-
lated in time, given by the Lorentz force, ∆ p(t) = −e

ʃ t 
−∞ E(x, t)dt  − e

ʃ t 
−∞ ve × 

B(x, t)dt , where e is the unit charge, E(x, t) and B(x, t) are electric and magnetic 
fields at position x(t) and time t . . When the electron-laser interaction occurs in free 
space, the net momentum shift after the interaction (t → +∞) always averages out 
to zero, except for much weaker and cycle-averaging ponderomotive effects. The 
situation is completely different when a nanometer-thick foil is present in the optical
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focus region (see Fig. 5.2). For a metallic foil, the incident electromagnetic field is 
almost fully reflected and for a dielectric material, there occur thin-film interference 
and a phase shift of the transmitted wave due to the foil’s refractive index. As a result, 
in both cases, we obtain electromagnetic fields with different amplitudes and phases 
on each side of the membrane. This break of symmetry can be used to impart a net 
momentum that remains there after the interaction [36]. In a simplified picture, the 
electrons pass through the membrane within a time that is shorter than half an optical 
cycle. They feel an abrupt change of the field’s amplitude and phase (see Fig. 5.2) 
within sub-cycle times and therefore acquire after passage through the laser focus 
a non-zero final momentum from the field. In a way, the laser-electron-membrane 
interaction is a three-body problem in which the membrane material enables efficient 
momentum exchange between the electrons and the laser photons. For a laser wave 
with multiple field cycles (see Fig. 5.3), the amount of momentum shift becomes 
a sinusoidal function of the electron arrival time at the membrane with respect to 
the optical cycles. The amplitude is proportional to the electric field strength. After 
further propagation in free space, such a field-cycle-driven periodic acceleration and 
deceleration of the electrons modulate the temporal shape of the electron pulses into 
a train of attosecond pulses [38]. If the membrane angles and laser polarization are 
chosen such that there is rather a periodic transversal momentum change, we obtain a 
time-dependent sideways deflection of the electrons as a function of time, useful for 
directly characterizing attosecond electron pulses in the time domain by streaking 
[5]. A typical attosecond electron microcopy or diffraction experiment therefore 
involves two electron-laser interactions at a finite distance, like for example depicted 
in Fig. 5.3, where we show the experimental setup that has enabled first attosecond 
electron microscopy or diffraction experiments (see Sects. 5.5 and 5.6).

Before we report these applications, it is instructive to explain some key depen-
dencies of the laser-membrane-electron interaction on wavelength, field strength, 
angles and polarization [36]. We obtain eight essential dependencies as summarized 
below. (a) Like in microwave compression cavities, the role of the magnetic field 
is significant, although the frequencies are about a million times higher. Magnetic 
fields can never accelerate or decelerate the electrons and therefore do not contribute 
to longitudinal compression, but they can induce substantial and relevant transversal 
momentum shifts that can tilt the electrons pulses to have a non-normal propagation 
direction [37] or contribute to the timing and amplitude of sideways streaking for 
pulse characterization [4, 36]. Explicit consideration of the magnetic fields is there-
fore crucial for design of optimized geometries. (b) Only the p-component of the laser 
field can induce any substantial longitudinal and transversal momentum changes. For 
almost any membrane material and angle combination, there is an almost complete 
cancellation of electric and magnetic field contributions for the s-polarization compo-
nent of the laser light [36]. Only membranes of extended thickness, microstructures 
resonators [4] or dedicated waveguides [39] break this symmetry by the onset of 
localized mode concentration or quasi-phase matching in the longitudinal direction. 
(c) The longitudinal and transversal momentum shifts always happen simultaneously 
and in synchrony to the optical cycles of the laser wave at almost any angle combina-
tions between electrons, laser and membrane [36]. (d) Practical pulse compression
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Fig. 5.2 Mechanism of laser-electron momentum transfer with the help of a planar dielectric, 
metallic and absorbing membrane. Without a membrane, the momentum (black dotted curve) returns 
to the initial value after interaction with a laser field. In contrast, the electron acquires in the presence 
of the membrane a finite momentum (red curve) due to the electromagnetic fields with different 
amplitudes and phases on each side of the membrane. Reprinted figure with permission from [36] 
Copyright 2018 by the American Physical Society 

Fig. 5.3 Experimental setup for attosecond imaging with freely propagating electron pulses. 
Femtosecond or picosecond electron pulses (blue) from a laser-driven source (yellow) are inter-
sected with the optical cycles of a laser beam (red) at a dielectric membrane (green). The resulting 
time-dependent modulations of forward momentum convert the electron beam into a sequence of 
attosecond pulses (blue). Those pulses are locked in time to the optical cycles of a second laser wave 
(red) that can serve for pulse metrology or for sample excitation. A magnetic lens system (grey) 
can be set up to either produce diffraction data or real-space images with magnification. Reprinted 
from [5]

and streaking require consideration of extended beam diameters, such as unavoid-
able for electron beams of finite emittance. There are special conditions between the 
membrane angle, the angle of incidence of the electron and the laser polarization 
that match the surface velocity of the electron incidence to the surface velocity of the 
optical laser cycles along the compression membrane, thereby ensuring that every
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lateral point of an extended electron beam experiences the same physics in time [40]. 
Membranes operated at proper angles are therefore ideal for compressing electron 
beams of finite emittance or reaching ultimate pulse duration without any spatiotem-
poral distortions. (e) At the special angles satisfying this electron-light velocity 
matching, the transversal momentum shift is always zero, regardless of the type of 
membrane. Extended laser and electron beams are, therefore, accelerated/decelerated 
or temporally compressed without any sideways deflection [37]. (f) Irrespective of 
the type of membrane material (metallic, dielectric, absorbing), the net momentum 
change is proportional to the laser field amplitude and synchronized in time to the 
optical cycle, albeit with a constant phase shift that depends on the membrane mate-
rial. In the case of dielectric membranes, the amplitude of the momentum change is 
almost directly related to the amount of phase shift of the transmitted laser fields. In 
other words, the momentum change originates from the ‘missing’ or ‘additional’ time 
that the electrons spend in the optical cycles while being in the membrane. (g) At a 
constant laser intensity, longer wavelengths usually give stronger momentum modu-
lation with metallic and absorbing foils. In contrast, the wavelength dependence is 
weak with dielectric membranes [36]. (8) At given laser wavelength, the maximum 
amount of momentum modulation that a membrane can provide depends predomi-
nantly on its optical damage threshold. Dielectric membranes excel here due to their 
low linear and nonlinear absorption [36]. For example, a silicon membrane at a field 
strength just slightly below damage threshold [41] for near-infrared picosecond laser 
pulses allows to achieve electron pulses as short as ~15 as at a focal distance of 
0.1 mm with 70 keV electron beam. Even shorter pulses can be generated at higher 
electron energies and longer laser wavelengths [35]. 

5.4 Generation and Detection of Attosecond Electron 
Pulses 

In this section, we report the concepts and details on our recent experimental demon-
stration of first direct time-domain streaking measurements of attosecond electron 
pulses [5]. We refer to Fig. 5.3 and its sketch of the experiment. A regenerative 
Yb:YAG thin-disk amplifier generates ~900-fs pulses at 1030 nm central wavelength. 
A pulsed electron beam at an energy of 70 keV is generated through two-photon 
photo-emission of second-harmonic light at a gold photocathode [42] and subse-
quent acceleration by a static acceleration voltage. The de Broglie wavelength of 
the electrons is 4.5 pm. The electron beam is collimated by a magnetic lens that is 
aligned to avoid temporal distortions [43, 44] and subsequently guided to two free-
standing dielectric membranes for pulse compression and streaking characterization, 
respectively [5]. The incident electron pulse duration is about 1 ps (full width at half 
maximum, FWHM) with <1 eV energy bandwidth [4]. The electrons transmitted 
through the foils are detected by a single-electron detector (F816, TVIPS GmbH) 
located at 1.3 m distance from the foils.
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We employ two types of the free-standing foils; 50 nm of Si3N4 for temporal 
modulation and 60 nm of Si for streaking characterization. Both membranes are 
available as electron microscopy support grids and uncomplicated to obtain. They 
are placed in parallel to each other at a distance of 4 mm. The laser beam for attosecond 
control is stretched to 1.7 ps by a grating sequence in order to match its duration to 
the length of the electron pulses for achieving a temporally homogeneous interaction. 
The laser beam is then split in two beams by an optical interferometer and both parts 
are focused on the two dielectric membranes by a common lens. The optical focus 
of each beam is placed slightly before the foils in order to achieve a homogeneous 
electromagnetic field that covers the entire electron beam diameter and to avoid 
different Gouy phases on the two foils [5, 36]. The first beam on the Si3N4 membrane 
temporally modulates the longitudinal momentum of the electron beam (see above) 
and free-space propagation converts it into a train of attosecond electron pulses. 
The laser power and thereby the compression field strength is adjusted to move 
the temporal focus to the location of the second membrane. There, the geometry is 
chosen such that the electrons are periodically streaked in sideways direction (see 
above), like in a cathode-ray oscilloscope but at the frequency of light. Due to the 
high damage threshold of dielectric membranes, we achieve a streaking speed as 
high as ~0.2 mrad/fs. The time-dependent streaking projects the temporal shape of 
the electron pulse into a spatial profile on the screen. Given the temporal synchrony 
between the attosecond electron pulses from the compression interaction with the 
optical cycles of the characterization laser [45], each electron pulse in the sequence 
sees the same streaking dynamics and the experiment therefore measured an average 
temporal profile of all attosecond electron pulses in the train [5]. 

Figure 5.4 shows the observed streaking results as a function of the electron-
streaking delay. The localized spot on the detector moves up and down along the 
laser polarization direction as a function of the sub-femtosecond delay between the 
streaking field cycles and the compressed electron pulses. This oscillation directly 
demonstrates the successful compression of electron pulses to attosecond durations, 
for every laser shot in the form of a pulse train or burst in synchrony to the optical 
cycles. We obtain a mean pulse duration through a global fitting of the entire 2D 
data of Fig. 5.4c by assuming a Gaussian temporal shape. At a field amplitude of 60 
MV/m for the compression, we obtain a shortest electron pulse duration of 820 as 
(FWHM) above a ~30% uncompressed background, which originates from the non-
converging half-cycles of the modulation field. These results mark the first generation 
of attosecond electron pulses in a table-top diffraction apparatus, complementing 
related results from the group of C. Ropers with a transmission electron microscope 
[31] and from the group of P. Hommelhoff with ponderomotive compression [33].
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Fig. 5.4 Results on attosecond electron pulses. a Beam profile of the long-pulse electron beam 
without any modulation. b Beam profile in case of sideways streaking but no temporal compression 
(compare Fig. 5.3). The measured elongation and double-peak structure of the spot indicate the rapid 
change of transverse momentum by the characterization laser (second in Fig. 5.3). c Time-resolved 
deflection data. The measured change of the sideways deflection as a function of the delay between 
the electron pulses and the cycles of the streaking laser reveals the presence of attosecond electron 
pulses at the diffraction or microscopy target. Reprinted from [5] 

5.5 Attosecond Electron Diffraction 

Theoretical considerations have indicated the possibility to measure spatiotemporal 
charge carrier dynamics in atoms [46], molecules [46], condensed matter [47] or  
nanostructures [48] by using attosecond electron diffraction or microscopy. Here, 
we report our first two proof-of-concept experiments [5] that indicate the feasibility 
of such endeavors. The first result is attosecond electron diffraction from a crystalline 
membrane [5]. The purpose is to obtain an upper limit on the scattering time that 
it takes to convert an incoming electron into one that travels into a Bragg spot. 
Figure 5.5a shows the electron diffraction pattern of single-crystalline Si membrane 
at the orientation of [−1/

√
2, 

√
2, 1/

√
2], as recorded with the attosecond electron 

pulses. A large set of diffraction spots with Miller indices up to (606) and (404) 
are clearly visible in the raw data, demonstrating atomic spatial resolution. The 
geometry of the laser-electron interaction is chosen such that whole diffraction pattern 
is streaked in a sideways direction as a function of time. While the streaking of the 
direct beam is given by integration over its entire trajectory, the Bragg electrons are 
only generated within the crystal and therefore potentially with a delay that may 
originate from the scattering or the interferences of multiple-scattering pathways. 
Figure 5.5e shows the results of the measured streaking signals of the Bragg spots 
(0, 0, 0) and (1, −1, 3) and an evaluation of the two traces’ potential attosecond 
delays using a center-of-mass analysis. The results of such measurements for eight 
different Bragg spots are summarized in Fig. 5.5f. We find that the scattering delay of 
the electrons by the nanometer-thick crystalline membrane is not in a discernible way 
depending on the Miller index. The average delay amounts to 4.6 ± 5.4 as or less. 
We conclude that Bragg spot electrons are delayed by crystal diffraction by less than 
tens of attoseconds, even in the regime of substantial multiple-scattering dynamics 
in our highly crystalline material. Estimations indicate that few-attosecond delays 
should originate from multiple scattering and sub-attosecond delays are associated 
with the atomic scattering process itself. Given the limited signal-to-noise of our very 
first attosecond diffraction experiment, we expect that future experiments will reveal 
those delays and therefore access the physics of electron-atom interaction directly
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Fig. 5.5 Attosecond electron diffraction results. a Transmission diffraction pattern of a single-
crystalline silicon foil, taken with the attosecond electron pulses. Bragg spots up to 6th order are 
visible in the raw data, limited by absorption at high angles by beamline components. b Rocking 
curve of the (1,−1, 3) spot. c Intensity changes of different Bragg spots measured with the attosecond 
pulses in comparison to data taken with uncompressed picosecond electron pulses. d Streaking 
deflectogram data of three selected Bragg spots. e Centre-of-mass analysis of the deflectogram 
of the (1, −1, 3) Bragg spot and the direct beam, slightly displaced for visibility. f Observed 
attosecond-level delay of different Bragg spots with respect to the direct beam. Reprinted from [5] 

in the time domain. Also, a slightly improved signal-to-noise ratio or a roughly 10 
times stronger excitation field will be sufficient to perform diffractive imaging of 
field-driven carrier dynamics, in order to visualize the light-driven motion of valence 
electrons in materials such as graphene in real-space and real-time [47]. 

5.6 Attosecond Electron Microscopy 

In a second proof-of-concept application of our attosecond electron pulses, we 
demonstrate attosecond electron microscopy of a traveling electromagnetic wave-
form. We, hereby, advance ultrafast waveform electron microscopy [48] from the  
regime of THz-driven resonator analysis to optical frequencies and attosecond time 
resolution. Figure 5.6d–e illustrate the experimental geometry. We record transmis-
sion electron microscopy images of a nanometer-thick dielectric membrane that is 
excited by an optical laser beam that impinges from a slightly off-angle direction. In 
this geometry, we generate a traveling optical wave on the nanometer-thick foil in 
which the optical cycles move along the surface at superluminal phase velocity. The 
attosecond electron pulses pass through the foil as a collimated beam. The transit time 
is faster than half an optical cycle period and the electrons, therefore, see approxi-
mately time-frozen electromagnetic fields that deflect them in sideways direction as 
a function of space and time. Figure 5.6a, b show static and delay-dependent trans-
mission images of the silicon foil as measured with our attosecond electron pulses, 
respectively. The entire pattern moves rapidly along the horizontal direction when 
varying the attosecond delay between the optical excitation field and the attosecond 
electron pulses because the intensity variations at each delay time are directly related 
to the local and instantaneous optical fields’ amplitudes and phases. The parts with
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Fig. 5.6 a Transmission electron microscopy image of a 60-nm-thick silicon membrane. b 
Measured intensity changes as a function of attosecond-level time delay. c Phase map of the observed 
intensity oscillations. d Illustration of how a traveling-wave excitation produces converging (red 
part in b) and diverging (blue part in b) electron trajectories. e Schematic of the imaging geometry 
with differential phase contrast. f Position-dependent intensity changes as a function of delay time. 
g Phase and delay of the wave across the sample (dots) in comparison with a simulation (blue). The 
optical traveling wave advances in space–time by 12 as/µm. Reprinted from [5] 

higher signal intensity (red) indicate such locations where the instantaneous electro-
magnetic deflection angles are convergent. In contrast, the less intense parts (blue) 
represent a diverging deflection. The data, hence, directly reveal the propagation 
dynamics of the optical wave in space and time, resolved on attosecond time scales. 
More complex materials or nanostructure arrays, such as commonly applied for meta-
materials [49, 50], can therefore be investigated on the basis of the electromagnetic 
field cycles in space and time, thus revealing the origin of their performance on the 
level of the optical cycles of light. 

5.7 Outlook: Attosecond Electron Imaging 

Based on the reported advances and breach of ultrafast electron microscopy and 
diffraction into the regime of attosecond dynamics [5], we here convey some further 
ideas how to utilize the reported combination of atomic spatial resolution, given 
by the picometre de Broglie wavelength of high-energy electrons beams, with the 
attosecond timing accuracy provided by the cycles of light for future novel imaging 
applications. We first note that attosecond electron pulses are simple to generate, 
versatile to apply and useful in practice as a potentially valuable alternative to high-
harmonic photon sources for understanding basic light-matter interaction by visual-
ization in space and time [51, 52]. With the help of dielectric or metallic membranes 
in proper geometry, attosecond electron pulses can rather easily be implemented into 
almost any existing table-top electron diffraction experiments but also into modern 
scanning/transmission electron microscopes at a point in the column where the beam 
is collimated, in order to mitigate the need for near-field structures that have so far
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been the only demonstrated way of generating attosecond electron pulses in trans-
mission and scanning electron microscopy [31, 34]. If the temporal distortions of 
the magnetic lenses [43] can be resolved [44], it might be possible to integrate an 
attosecond compression interaction before the twin lens into a collimated electron 
beam, in order to disentangle the compression and imaging interactions from each 
other. One could also speculate on the possibility to use a continuous-wave laser 
in combination with a continuous electron beam to create a beam of attosecond 
electron pulses at an unprecedented average brightness and signal-to-noise [53]; 
we have, in the meantime, demonstrated this idea [54, 55]. Dielectric or metallic 
modulation membranes and the reported proofs of feasibility of attosecond elec-
tron diffraction and microscopy of condensed-matter specimen open in our opinion 
up a novel direction of research, in which fundamental light-matter interaction and 
applied nano-plasmonics are investigated on their natural dimensions in space and 
time [5, 55]. 
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Chapter 6 
Towards Time-Resolved Molecular 
Orbital Imaging 

Masakazu Yamazaki, Tomoyuki Endo, Akiyoshi Hishikawa, 
and Masahiko Takahashi 

Abstract Understanding the mechanism of a chemical reaction is essential for 
controlling selectivity and yields of products or designing a novel molecular func-
tion, which is one of the ultimate goals of chemistry. Since a chemical reaction 
can be defined as nuclear dynamics driven by the change in electron motion, time-
resolved molecular orbital imaging would open the door not only to gain a deeper 
insight into molecular dynamics but also to advance and extend frontiers of science 
and technology. In this chapter, two experimental techniques that aim to visualize 
the changing molecular orbital pattern during a chemical reaction are described in 
detail. One is the attempt to tackle the issue in momentum space, and the other is the 
attempt to do the same based on laser tunneling ionization. It is demonstrated that 
these two techniques are each applicable to short-lived excited states, thereby both 
offering opportunities for investigating the driving force behind chemical reaction. 
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6.1 Introduction 

When a molecule in its ground state absorbs a photon of light of the appropriate 
wavelength, the molecule is raised to an electronically excited state. Such molecular 
excited states are usually short-lived, as they may subsequently undergo, within a 
short period of time, deactivation reactions involving isomerization, dissociation, 
radiative, nonradiative, and energy-transfer processes. Furthermore, since molecules 
in excited states are more reactive than those in their ground state, a lot and variety 
of chemical reactions in which molecular excited states participate can be found 
in literature. For these reasons, the study of excited-state molecular dynamics is a 
topic of growing interest owing to the fundamental importance as well as potential 
application in many areas [1]. 

The excited-state molecular dynamics or unimolecular chemical reaction can be 
regarded as a successive series of rearrangements of atoms in molecules. Since the 
molecular structure is continuously changing during the chemical reaction that often 
involves the breaking and formation of chemical bonds, several approaches to observe 
such nuclear dynamics in real time have been proposed and demonstrated in the last 
decades. From the most fundamental point of view, however, the nuclear dynamics 
is driven by the change of electron motion, so real-time observation of electron 
dynamics is essential to reaching one of the goals of chemistry, that is, complete 
understanding, control and design of a chemical reaction. Furthermore, if the frontier 
orbital theory [2] is applied to the electron dynamics, spatial pattern of the highest 
occupied molecular orbital (HOMO) of the transient, evolving system would serve 
particularly as the key to understanding of the direction and underlying mechanism 
of the chemical reaction. In this respect, it should be noted, on one hand, that there 
have not yet been any experimental techniques that enable one to look at molecular 
orbitals changing rapidly during chemical reaction. For instance, although the widely-
used time-resolved photoelectron spectroscopy provides accurate information about 
binding energy values of the molecular orbitals of a transient system [3, 4], spatial 
patterns of the orbitals are beyond the reach of this experimental technique. On 
the other hand, quantum chemistry theory can, in principle, predict the direction 
and underlying mechanism of a chemical reaction as well as the spatial patterns of 
the orbitals by numerically integrating the time-dependent Schrödinger equation. 
However, such full quantum dynamics calculations are not practically feasible for 
systems having more than three atoms, due not only to computational cost problem 
but also to the difficulty in constructing the high-dimensional and coupled global 
potential energy surfaces. In order to overcome these theoretical impediments, the 
trajectory surface hopping method [5, 6] has been developed, but there is at present 
a severe limitation in the number of degrees of freedom that it can handle. 

Under the above-mentioned situations, one may desire to have an experimental 
technique that makes it possible to look at molecular orbitals changing rapidly 
during a chemical reaction. The key for this challenge is to develop time-resolved 
versions of the existing molecular orbital imaging techniques such as (e, 2e) elec-
tron momentum spectroscopy [7–13], laser tunneling imaging [14–24], and laser
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high-order harmonics generation [25–28]. Indeed, such attempts have already been 
undertaken along that line, and they are the subject of this chapter. Here, two kinds 
of attempts are described. One is the method to tackle the issue in momentum space 
and the other is the method to do the same based on laser tunneling ionization. 
Their experimental principle and current status are discussed in Sects. 6.2 and 6.3, 
respectively. Finally, this chapter is concluded in Sect. 6.4. 

6.2 Molecular Orbital Imaging in Momentum Space 

6.2.1 (e, 2e) Electron Momentum Spectroscopy 

Over the last five decades, electron momentum spectroscopy (EMS), also known 
as binary (e, 2e) spectroscopy, has been developed as a powerful means to provide 
unique and versatile information on the electronic structure and electron correlation 
effects in matter [7–13]. It is a kinematically complete high-energy electron-impact 
ionization experiment with large momentum transfer and large energy loss, in which 
both the inelastically scattered and ejected electrons are detected in coincidence. The 
(e, 2e) reaction that ionizes the target molecule M can be described by 

M + e− 
0(

E0, p0
) → e− 

1(
E1, p1

) + e− 
2(

E2, p2
) + M+ 

(Erecoil,q) 
(6.1) 

Here the Ej’s and pj’s ( j = 0, 1, and 2) are the kinetic energies and momenta of the 
incident, inelastically scattered, and ejected electrons, respectively. Similarly, Erecoil 

and q represent the recoil energy and recoil momentum of the residual ion M+. Since 
the thermal energy of M as well as Erecoil is negligibly small compared with any of 
Ej’s in the (e, 2e) reaction under consideration, one has the following conservation 
laws of energy and momentum, 

Ebind = E0−E1−E2 (6.2) 

q = p0− p1− p2. (6.3) 

Here, Ebind is the electron binding energy (ionization energy). Furthermore, since 
the experiment is performed under the high-energy Bethe ridge conditions [11, 13], 
where the collision kinematics most nearly corresponds to a collision of two free 
electrons with the residual ion M+ acting as a spectator, the momentum of the target 
electron p, before ionization, is equal in magnitude but opposite in sign to q, 

p = −q = p1 + p2− p0. (6.4)
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Fig. 6.1 Symmetric 
noncoplanar geometry for 
the study of the EMS 
reaction 
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The EMS signal can thus be measured as a function of Ebind and p. Figure 6.1 shows 
the widely used symmetric noncoplanar geometry, in which two outgoing electrons 
having equal energies (E1 = E2) and making equal scattering polar angles (θ 1 = θ 2 
= 45°) with respect to the incident electron beam axis are detected in coincidence. 
In this kinematic scheme, the magnitude of the target electron momentum p is given 
by 

| p| = 
/

(p0 − 
√
2 p1)2 + ( 

√
2 p1 sin(∆φ/2))2 (6.5) 

with∆φ being the out-of-plane azimuthal angle difference between the two outgoing 
electrons detected. 

The most widely used scattering model for EMS is the plane-wave impulse approx-
imation (PWIA) with the weak-coupling approximation [11, 12] that describes EMS 
cross-sections as 

d3σPWIA 

dE1dΩ1dΩ2 
∝ Sα 

1 

4π

ʃ
dΩ|ψα( p)|2 . (6.6) 

Here, ψα(p) is the momentum-space representation of the quasiparticle or Dyson 
orbital which can be defined as 

√
Sαψα( p) =

⟨
pψN−1 

f

||
| ψN 

i

⟩
(6.7) 

Here, ψN 
i and ψN−1 

f are the N-electron initial neutral and the (N − 1)-electron final 
ion wave functions of the target, and Sα is a quantity called pole strength, also known 
as the spectroscopic factor. (1/4π)

ʃ
dΩ is the spherical averaging due to random 

orientation of gaseous molecular targets. 
In this way, EMS has a unique ability to measure momentum densities of each 

target electron with different binding energies or to look at individual molecular 
orbitals in momentum space. Since the position- and momentum-space molecular



6 Towards Time-Resolved Molecular Orbital Imaging 175

orbital functions are uniquely related by the Dirac-Fourier transform, an expansion of 
a molecular orbital in position space corresponds to a contraction of it in momentum 
space. This is the material reason why EMS has proven sensitive to the behavior of the 
outer, loosely bound electrons that are of central importance in chemical properties 
such as bonding, reactivity, and molecular recognition. 

6.2.2 Time-Resolved Electron Momentum Spectroscopy 

EMS has a history since 1970s. Nevertheless, EMS experiments had long been limited 
to studies on stable targets in their electronic ground state, except the early pioneering 
experiment of Zheng et al. on excited sodium atoms prepared using a cw ring dye 
laser [29]. This is due partly to the difficulty of performing EMS experiments that 
require the coincident detection of the two outgoing electrons produced by high-
energy electron-impact ionization at large momentum transfer, where the (e, 2e) 
cross-section is generally quite small compared with those at small momentum trans-
fers. In addition, an ultrashort-pulsed incident electron beam, which is the primary 
requirement of conducting EMS experiments on short-lived transient species, may 
suffer from the space charge effect; the more intensity an ultrashort-pulsed incident 
electron beam has, the more space charge effect may significantly broaden not only 
the temporal width but also the energy spread of the electron packet. In this respect, 
however, highly encouraging was continuing efforts for progress of the EMS exper-
imental techniques [7–13], one of which has eventually improved the instrumental 
sensitivity as much as possible [30, 31] by covering almost completely the available 
azimuthal angle range for the symmetric noncoplanar EMS reaction (Fig. 6.1). Under 
these circumstances, time-resolved EMS (TR-EMS) has been proposed in 2008 [13], 
and the first-generation apparatuses [32–34] have been developed recently. 

Figure 6.2 shows a schematic picture of the experimental setup employed in the 
first TR-EMS apparatus [32]. The 800 nm output of a 5-kHz femtosecond laser 
(<120 fs, 0.8 mJ) is split into a pump path and an electron-generation path. 90% of 
the output is used to yield with an optical parametric amplifier the pump laser pulse 
(195 nm, ~120 fs, 0.8 μJ), which is subsequently used to excite target molecules 
in an effusive gas beam after the 5-kHz repetition rate being halved by an optical 
chopper. On the other hand, 10% of the 800 nm output is frequency tripled (267 nm, 
<10 μJ) and directed toward a back-illuminated photocathode in order to produce 
electron pulses via the photoelectric effect. The photocathode is made of a silver film 
of 40 nm thickness, which is negatively biased to accelerate the electron pulses up 
to 1.2 keV. The resulting ultrashort pulsed electron beam (~1 ps, ~50 pA) is then 
used to induce EMS events which are recorded by an EMS spectrometer with an 
exceptionally large spherical analyzer (mean radius of 220 mm). The energy- and 
momentum-dispersive multichannel measurement is achieved based on the well-
known property of a spherical analyzer of maintaining the azimuthal angles of the 
analyzed electrons while dispersing them according to their kinetic energies. The 
delay time tdelay between the arrival of the pump laser pulse and the probe electron
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Fig. 6.2 A schematic representation of time-resolved electron momentum spectroscopy apparatus 
[32] 

pulse is controlled with a computer-driven translation stage. Here, in order to have a 
workable signal count rate, diameters of the target gas beam, the pump laser, and the 
probe electron beam are all set to be about 2 mm, at the expense of the experimental 
resolutions for the energy (5 eV FWHM), momentum (0.4 a.u. at ∆φ = 0°), and 
time (±35 ps). Note that the time resolution is almost entirely dominated by the 
group velocity mismatch between the pump laser and probe electron pulses [35]. 
Note also that since the 5 kHz repetition rate is halved only for the pump laser, the 
TR-EMS apparatus concurrently produces two kinds of EMS data sets. One is data 
that are measured with the pump laser (laser-on), the other is reference data that are 
measured without the pump laser (laser-off). The TR-EMS data are then obtained by 
subtracting the laser-off spectrum with an appropriate weight factor from the laser-on 
spectrum. 

6.2.3 TR-EMS Study on the S2 Acetone 

The first application of TR-EMS to a molecular excited state has been made for the 
deuterated acetone molecule (acetone-d6), (CD3)2CO, in its second excited singlet 
S2(n, 3s) state [36] with a lifetime of 13.5 ps [37]. Figure 6.3a compares the laser-off 
binding energy spectrum with an associated theoretical spectrum for the acetone-d6 
ground state. It can be seen that although the employed instrumental energy resolution 
of 5 eV FWHM does not allow the spectral peaks to be identified clearly, the laser-off 
spectrum is on the whole well reproduced by the associated theoretical spectrum over 
the entire binding energy range covered.
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Fig. 6.3 Experimental a laser-off EMS binding energy spectrum and time-resolved EMS binding 
energy spectra of the acetone-d6 S2 state obtained at tdelay of b 0 ps and  c 100 ps. The broken and 
solid lines for a represent associated theoretical calculations. The solid line for b represents a band 
due to ionization from the outermost 3s Rydberg orbital. Adapted with permission from Ref. [36]. 
Copyright 2015 by American Physical Society 

Figure 6.3b shows a TR-EMS binding energy spectrum of the acetone-d6 S2 state 
at 195 nm, measured at tdelay = 0 ps. It is evident from Fig. 6.3b that a band appears at 
around Ebind = 3.5 eV which is undoubtedly assigned, from the energy conservation, 
to ionization from the HOMO (outermost 3s Rydberg orbital) of the acetone-d6 S2 
excited state. Furthermore, the 3.5 eV band disappears when tdelay is changed from 
0 to 100 ps, as can be seen from Fig. 6.3c. This is indeed in accordance with the fact 
that the acetone-d6 S2 state has a lifetime of 13.5 ps, and it undergoes the three-body 
ultrafast dissociation process to eventually produce 2CD3 and CO [37], indicating 
that the tdelay = 100 ps spectrum is largely governed by the reaction products. 

Further evidence for the successful measurement is given by examining the elec-
tron momentum distribution for the 3.5 eV band. Figure 6.4 shows spherically aver-
aged electron-momentum-density distribution for the 3 s Rydberg orbital, which was 
constructed by plotting the number of true coincidence events that formed the 3.5 eV 
band as a function of the electron momentum. Also included in the figure are associ-
ated theoretical distributions calculated for an empty 3 s Kohn–Sham orbital (DFT_ 
3s Ryd.) of the acetone-d6 S0 state or a 3s orbital of the S2 state optimized with the
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Fig. 6.4 Comparison of 
spherically averaged electron 
momentum-density 
distributions between 
experiment and theory for 
the 3s Rydberg orbital of the 
acetone-d6 S2 state. Adapted 
with permission from Ref. 
[36]. Copyright 2015 by 
American Physical Society 
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complete-active-space self-consistent-field method (CASSCF_3s Ryd.). A theoret-
ical distribution for the HOMO of the S0 state (DFT_S0 HOMO) is also included as 
a reference. 

It can be seen from Fig. 6.4 that the experimental result exhibits a maximum at the 
momentum origin and its intensity drops off rapidly with the increase in the electron 
momentum. This behavior can be understood by considering in momentum space 
the nature of the 3s Rydberg orbital. Since the angular part of a wavefunction is 
invariant under the Dirac-Fourier transform, a certain molecular orbital in position 
space has similar shape in momentum space. On the other hand, the radial part of a 
wave function is largely affected by the Dirac-Fourier transformation; high density at 
large r leads to high density at small p and vice versa. Thus, the diffuse 3 s Rydberg 
orbital in position space possesses the sharply peaked momentum distribution. The 
associated theoretical calculations support this observation. This achievement can 
thus be recognized as having demonstrated that EMS measurements of short-lived 
molecular excited states are certainly feasible [38, 39]. 

6.2.4 TR-EMS Study on the S1 Toluene 

The first molecular orbital imaging experiment for a molecular excited state discussed 
in Sect. 6.2.3 [36] is not enough to show the potential capability of TR-EMS; its obser-
vation was limited only to the energetically well-separated HOMO of the acetone S2 
state. TR-EMS should be able to observe spatial distributions, in momentum space, 
of not only the HOMO but also all other, more tightly bound orbitals of a molecular 
excited state. The limitation in the first TR-EMS experiment [36] is due to the fact 
that the acetone S2 state decays faster than the employed time resolution (±35 ps). 
Thus, the experiment on the higher-binding-energy region shown in Fig. 6.3b had to 
be affected by its subsequent decay process. The potential capability of TR-EMS to
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observe individual orbitals of a molecular excited state has then been demonstrated 
by changing its target to the toluene molecule in the S1(π, π*) state at 267 nm [40]. 
Since the toluene S1 state has a lifetime of 86 ns [41], much longer than the time reso-
lution of ±35 ps, a TR-EMS experiment without any contributions of the subsequent 
intramolecular relaxation processes can be made while the whole valence electronic 
structure must be observed in the binding energy spectrum. 

Figure 6.5a, b shows TR-EMS binding energy spectra obtained for the toluene S0 
(ground) and S1 (excited) states, respectively. The former is the laser-off spectrum, 
while the latter was obtained at tdelay = 0 ps. Also included in the figures are associated 
theoretical spectra calculated by using the symmetry adapted cluster configuration-
interaction (SAC-CI) method [42]. It can be seen from Fig. 6.5a that the employed 
instrumental energy resolution of 5 eV FWHM only allows the spectral peaks to be 
identified as two broad bands centered at around 14 and 24 eV, which are a group of 
peaks due to the outer-valence and inner-valence ionization, respectively. It is also 
seen that the experiment is on the whole well reproduced by the theoretical spectrum 
over the entire binding energy range that the SAC-CI calculations covered. 

As for the S1 spectrum in Fig. 6.5b, there are two additional features. One is the 
appearance of a very weak band at a lower binding-energy region centered at 4–5 eV 
which is assigned to the ionization from the excited π* orbitals of the toluene S1 
state. The weak band intensity originates mainly in the electron occupation number. 
Indeed, the SAC-CI wave function of the toluene S1 state can be approximated as a 
linear combination of two electronic configurations, 0.70 × [(3π )−1(1π*)1] + 0.63

Fig. 6.5 Comparisons of 
binding energy spectra 
between the experiments and 
SACCI calculations for the 
a S0 and b S1 states of 
toluene. The dashed lines 
show the contribution of 
each transition and the solid 
line is their sum. Vertical 
bars represent pole strength 
(>0.05). Reprinted with 
permission from Ref. [40]. 
Copyright 2016 by American 
Physical Society 
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× [(2π )−1(2π*)1] in which the two 1π* and 2π* excited orbitals are almost equally 
occupied by one electron. Thus, the energetically close-lying transitions from the S1 
state to the ground (D0[(3π )−1]) and first excited (D1[(2π )−1]) states of the toluene 
cation appear with small pole strength values. 

Another feature of the S1 spectrum in Fig. 6.5b is a shift of both the outer-
and inner-valence bands towards higher energy by about 3 eV compared to those 
at ~14 and ~24 eV in the S0 spectrum. This observation can be understood by 
extending the ionization propensity rule of EMS to molecular excited states. Namely, 
only one-electron processes are allowed, but two-electron and other multi-electron 
processes are all forbidden. For instance, as shown in Fig. 6.6, the ionization to the 
D2[(15σ )−1] state is forbidden from the S1 state, as it is a two-electron process, 
whilst it is allowed from the S0 state. On the contrary, transitions from the S1 state 
to higher-energy ionic states of two-hole-one-particle (2h1p) configurations such 
as [(15σ )−1(3π )−1(1π*)1] and [(15σ )−1(2π )−1(2π*)1] are allowed, although those 
from the S0 state are forbidden. The same argument can be made for all other, more 
tightly bound molecular orbitals. It was found from the SAC-CI calculations that 
most of the allowed 2h1p configurations have the 1π* or 2π* orbital occupied by 
an electron. Thus, the outer- and inner-valence ionization bands of the S1 state are 
expected to shift towards higher energy approximately by the difference in the π–π * 
excitation energy between the S0 and D0 states, i.e., E D0 

ππ∗ − E S0 ππ  ∗, respectively. The 
calculated value for E D0 

ππ  ∗ − E S0 ππ  ∗ is 2.9 eV, and this is in good agreement with the 
experimental value of ~3 eV. 

Note that the critical role of 2h1p configurations is an indication of the inherent 
capability of TR-EMS of being able to observe spatial distributions, in momentum 
space, of not only the HOMO but also all other, more tightly bound orbitals of 
a molecular excited state. This is because in primary ionization to such a 2h1p 
configuration the Dyson orbital is always of either the fully occupied orbitals or the 
singly occupied orbital of lower energy, which could be separately observed if the 
energy resolution were improved to the desired extent.

1h config. 
2h1p config. 

S1 

11a’ (3π) 

12a’ (2π*) 

7a” (2π) 
6a” (15σ) 

8a” (1π*) 

D2[15σ1] [151 3π1 1π*1] 
Initial neutral state 

allowed allowed 

+ 
forbidden 

[151 2π1 2π*1] 

Final ionic state 

Fig. 6.6 EMS ionization schemes for transitions from the toluene S1 state to several ionic states 
within the frozen orbital approximation, showing their occupation with electrons (closed circles) 
or holes (open circles). Adapted with permission from Ref. [40]. Copyright 2016 by American 
Physical Society 
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6.3 Molecular Orbital Imaging by Ultrafast Laser 
Tunneling 

Thanks to recent developments in laser technology, it is now possible to generate 
ultrashort intense laser fields from a table-top laser system. Due to the large elec-
tric fields, molecules in intense laser fields show a variety of characteristic features 
that are hardly observable in a weak field regime. In this section, we describe an 
approach to visualize electron distributions in molecules by utilizing one of such 
processes, laser tunneling ionization. The application to electronically ground and 
excited molecules is presented with illustrative examples on a small molecule, nitric 
oxide (NO) [23, 24]. 

6.3.1 Laser Tunneling Ionization 

When molecules are exposed to intense laser fields (typically ~1014 W/cm2), the 
electron binding potential is deformed due to the large electric fields as shown in 
Fig. 6.7a. The electron tunnels through a potential barrier thus formed into continuum 
states. This ionization process is called “laser tunneling ionization”. The tunneling 
electron comes mainly from the outermost molecular orbital, typically HOMO, which 
has a thinner potential barrier than lower lying molecular orbitals such as HOMO-
1 and HOMO-2. The rate of laser tunneling ionization depends on the shape of 
molecular orbital along the laser polarization direction. When the lobes of a molecular 
orbital face the laser polarization direction, the tunneling ionization is expected to be 
enhanced because of the large electron densities along the laser polarization direction. 
Since HOMO of NO has the π symmetry, the tunneling ionization is expected to 
become prominent when the molecular axis is oriented at 45° with respect to the laser 
polarization direction as shown in Fig. 6.7b. On the other hand, when the laser electric 
fields are applied along the nodes, the tunneling ionization should be suppressed due 
to small electron densities. This corresponds to the parallel orientation of the NO 
molecular axis (Fig. 6.7c). Thus, the angular dependence of laser tunneling ionization 
reflects the electron distribution in the molecular frame, or the shape of the molecular 
orbital. This feature is examined by various theoretical approaches [43–47], and the 
roles of various factors in tunneling ionization such as the permanent dipole moment, 
distortion of molecular orbital, and contributions from the lower lying orbitals are 
discussed.

There are several experimental approaches to obtain the angular dependence of 
ionization probability. For aligned or oriented molecules, it can be obtained as a 
function of the polarization direction of laser fields in the laboratory frame [14– 
16]. Alternatively, electron–ion coincidence momentum measurements can be used 
for randomly oriented molecules, to record molecular frame photoelectron angular 
distribution in circularly polarized laser fields [17–19]. Laser high-order harmonics
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Fig. 6.7 a Schematic of laser tunneling ionization. Field-free electron binding potential (grey 
broken line) is deformed by applying external electric field F. Electron tunnels through the potential 
barrier (black solid line). b, c Orientation dependence of tunneling ionization probability of NO with 
respect to the laser polarization direction ε. Tunneling ionization rate of b 45° oriented configuration 
is higher than that of c parallel configuration due to π symmetry of the HOMO of NO

generation by recombination of tunneling electron to the parent ion is another inter-
esting approach capable of determining phase of molecular orbitals [25–28]. Here, 
we employ ion momentum imaging of fragment ions produced by dissociative ioniza-
tion or Coulomb explosion [20–24]. As illustrated in Fig. 6.7b, c, tunneling ioniza-
tion of a molecular orbital determines the alignment or orientation of the resultant 
molecular ions. Thus, it is possible to capture the orbital shape from the fragment 
angular distribution under the axial recoil approximation. The simple experimental 
setup allowed us to explore the application of laser tunneling ionization imaging to 
molecular photoexcitation. 

6.3.2 Tunneling Ionization Imaging of NO 2π orbital 

First, we discuss tunneling ionization imaging on NO in the X2∏ ground state, 
where the electric configuration is (1σ )2 (2σ )2 (3σ )2 (4σ )2 (5σ )2 (1π )4 (2π )1. The  
experimental setup is shown in Fig. 6.8. Briefly, a linearly polarized intense laser 
pulse is focused onto a molecular beam of NO introduced into an ultrahigh vacuum 
chamber (residual gas pressure ≤ 10–7 Pa). Ions generated by dissociative ionization 
of NO, NO → NO+ + e− → N+ + O + e−, are detected by a position-sensitive 
detector (PSD) [48]. The three-dimensional momentum vector p = (px, py, pz) of  
each ion is calculated using the arrival time (t) and position (x, y) at the detector.

The N+ momentum image in one-color intense laser fields (45 fs, 800 nm, 1 × 
1014 W/cm2) is shown in Fig. 6.9a. The N+ momentum image shows a clear butterfly-
like pattern peaked at 40 and 140° with respect to the laser polarization direction, as 
expected from the shape of the 2π HOMO (see Fig. 6.7). The molecular dissociation 
subsequent to the tunneling ionization ejects the fragment ion with an offset angle 
against the laser polarization direction.
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Fig. 6.8 Schematic of the experimental setup with phase-locked two-color laser pulses. The funda-
mental femtosecond laser pulse (45 fs, 800 nm, 1 kHz) and the second harmonics generated by a 
β-barium borate (BBO) crystal are co-linearly introduced to the three-dimensional ion momentum 
imaging spectrometer. The time delay between ω and 2ω pulses is controlled by birefringent α-BBO 
crystal and a pair of fused silica wedges. The relative phase is locked by a feedback loop utilizing the 
2ω–2ω interference spectrum [50, 51]. The fragment ions produced from the interaction region are 
guided by a uniform electric field (61 V/cm) to reach a PSD through a field-free region. Temporal 
profiles of the two-color laser electric fields for the relative phases of 0, π /2, and π are shown 
in the subset. DWP: dual-wavelength wave plate; PSD: position-sensitive detector. Adapted with 
permission from Ref. [24]. Copyright 2019 by American Physical Society

Shown in Fig. 6.9b is the  N+ image obtained with asymmetric two-color laser 
fields [24], generated by a coherent superposition of the fundamental and second 
harmonic laser pulses [49–52]. The two-color laser electric field may be expressed 
as 

F(t) = Fω(t) cos(ωt) + F2ω(t) cos (2ωt + φ), (6.8)
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Fig. 6.9 Two-dimensional momentum images of the N+ fragment ions produced in a one-color 
intense laser fields (45 fs, 800 nm, 1 × 1014 W/cm2) and  b phase-locked two-color intense laser 
fields (45 fs, 800 nm + 400 nm, 1 × 1014 W/cm2, I2ω/Iω = 0.04, φ = 0.1π ). The momentum 
map represents a thin slice (with a slice width of ±0.5 a.u.) of the three-dimensional momentum 
distribution in the plane containing the laser polarization direction denoted as ε. The momentum 
components parallel and perpendicular to the laser polarization direction are denoted with pz and p⊥, 
respectively. The arrow represents the direction of the larger amplitude. Adapted with permission 
from Ref. [24]. Copyright 2019 by American Physical Society

where Fω(t) and F2ω(t) are the envelope function of laser electric fields with the 
carrier frequency of ω and 2ω, and φ is the relative phase between two laser pulses. 
As  shown in the  inset of Fig.  6.8, phase-locked two-color laser fields have asymmetric 
electric field amplitudes, which can be controlled by changing the relative phase and 
the ratio between the intensity of each field, I2ω/Iω. 

The N+ momentum image obtained with phase-locked two-color intense laser 
fields (45 fs, 800 nm + 400 nm, 1 × 1014 W/cm2, I2ω/Iω = 0.04, φ = 0.1π shows 
larger yields on the side of smaller electric field amplitude, while preserving the 
butterfly-like pattern as observed with the fundamental fields alone. The preferential 
ejection of N+ fragments to the smaller amplitude side suggests that the tunneling 
ionization occurs more efficiently from the N atom side [56], whose electron density 
is larger than that on the O atom side as shown in Fig. 6.7. 

The obtained ion images show concentric patterns associated with different disso-
ciation pathways (see Fig. 6.10). Figure 6.11 shows fragment angular distributions 
for the B1∏ component with the highest momentum (|p| ~ 50 a.u.) [57]. The fragment 
distribution strongly depends on the shape of laser electric fields, and the fragment 
asymmetry is maximum at φ ~ 0 or  π when the laser field amplitude has the largest 
asymmetry.

To understand the origin of the phase dependence, theoretical calculations on 
tunneling ionization yields are carried out. According to the many electron weak-
field asymptotic theory (ME-WFAT) [58], the tunneling ionization rate in a static
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Fig. 6.10 Potential energy curves of the selected electronic states of NO and NO+ [53–55]. 
Arrows schematically represent the dissociation pathways. Adapted with permission from Ref. 
[23]. Copyright 2016 by American Physical Society
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where β is the angle between the molecular axis and the electric field, F is the 
amplitude of the electric field, κ = (2Ip)1/2 with Ip being the ionization potential. 
The structure factors G00 and G01 consist of factors determined by the molecular 
orbital of interest and the permanent dipole difference between neutral and ionic 
states. The field factor W00 is written as 
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Here, the structure factors are obtained from the HOMO within the Hartree–Fock 
approximation using the X2DHF code in place of the Dyson orbital, which is good 
approximation for small diatomic molecules. The tunneling ionization yields are 
obtained from the calculated rates by time integration over the laser pulse. At φ = 
0.1π, the theoretical result exhibits a clear asymmetric butterfly-like structure with
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Fig. 6.11 The angular distributions of the B1∏ dissociation components for different relative 
phases φ, a 0.1π, b 0.3π, c 0.5π, d 0.7π, e 0.9π and f 1.1π. The laser polarization direction 
is along the horizontal axis. Experimental results show clear dependence on the relative phase (red 
circles). Theoretical results obtained by ME-WFAT are shown in the first and second quadrants 
(solid line) for comparison. Adapted with permission from Ref. [24]. Copyright 2019 by American 
Physical Society

the larger peak at ~135° and the smaller peak at ~45°, as shown in Fig. 6.11a, in 
agreement with the experimental results. 

The theoretical calculation reproduces the experimental phase dependence of the 
angular distribution, which shows a gradual variation of the asymmetry along the 
laser polarization direction, with the peak angles remaining essentially the same as 
shown in Fig. 6.11. The obtained results show that the fragment angular distribution 
is essentially governed by the shape of the outermost molecular orbital. It is worth 
noting that a counter intuitive angular dependence has been observed for OCS [15], 
where the large permanent dipole moment modifies effective ionization potentials 
depending on the molecular orientation. In the present case of NO, the experimental 
angular distribution has slightly narrower widths with peak angles slightly shifted 
towards the polarization axis compared with the theoretical results. These devia-
tions could be attributed to the multi-orbital effects [59, 60] discussed to explain 
the angular distributions of the tunneling ionization of CO. In addition, the electron 
recollisional excitation involved in the dissociation process could also contribute. 
Since the molecular potential of NO+ is anisotropic, the cross-section of electron 
impact excitation, NO+ + e− → N+ + O + e−, is expected to vary with the orienta-
tion of the molecular ion, which results in the modification of the angular distribution 
of the fragment ions.
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6.3.3 Tunneling Ionization Imaging of Molecular 
Photoexcitation 

Presented here is tunneling ionization imaging in the first electronically excited state 
(A2∑+) of NO, excited by a deep-UV (DUV) pulse of a wavelength of 226 nm. The 
electric configuration of the excited state is …(5σ )2 (1π )4 (2π )0 (3sσ )1, where an 
electron in the 2π orbital is promoted to the 3sσ orbital upon the photoexcitation 
(Fig. 6.12a). Here, 8-fs few-cycle intense laser pulses are used as probe pulses. 
The pump pulses are obtained by an optical parametric amplifier and its central 
wavelength is tuned to the A–X (0, 0) transition of NO. Since the amount of the 
A2∑+ state is estimated to be only 0.5% of the X2∏ state, an optical chopper is 
introduced to block the pump pulse in every other shot. The net signal from the 
excited state is obtained by subtraction of the pump alone and probe alone signals 
from the pump-probe signal. 

The ion momentum images of N+ fragments generated from the ground and 
excited states in the few-cycle intense laser fields (8 fs, 1.1 × 1014 W/cm2) are

Fig. 6.12 a The highest occupied molecular orbitals, 2π and 3sσ , in the  X2∏ and A2∑+ states. 
Momentum images of the N+ fragment ions produced by dissociative ionization starting from b 
the X2∏ state and c the A2∑+ state in few-cycle intense laser fields (8 fs, 1.1 × 1014 W/cm2). 
Symmetries with respect to the pz and p⊥ axes are utilized to reduce the statistical uncertainty. 
The probe NIR laser polarization direction is denoted with ε. Polar plots of the fragment angular 
distributions obtained for d the X2∏ and e A2∑+ initial states. The distributions are evaluated on 
the c3∏ dissociation components. Solid lines are theoretical tunneling ionization yields calculated 
by the ME-WFAT under the adiabatic approximation. Adapted with permission from Ref. [23]. 
Copyright 2016 by American Physical Society 
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shown in Fig. 6.12b, c. To improve the data statistics, the ion momentum images 
are symmetrized along the pz and p⊥ axes. For the ground state, clear peaks are 
observed at 45° with respect to the laser polarization direction as discussed in the 
previous section. Two distinct components appear at |p| = 25 and 50 a.u., which 
are corresponding to the Franck–Condon dissociation via c3∏ and B1∏ states (see 
Fig. 6.10). Compared with the ion momentum images obtained with the 45 fs laser 
fields (Fig. 6.9), the image shows simple and sharp distributions due to suppression 
of post-ionization interaction with laser fields [23, 24]. 

Results for the excited state are shown in Fig. 6.12b, exhibiting a broad circular 
distribution around |p| = 32 a.u. The increase of momentum is attributed to the shift 
of the Franck–Condon window to the steeper part of the c3∏ potential, associated 
with the change in the equilibrium internuclear distance from 1.15 Å in X2∏ state 
to 1.06 Å in A2∑+ state [61]. The ion momentum image drastically changes by 
photoexcitation from 2π to 3sσ orbitals, showing that the fragment anisotropy reflects 
the changes in the shape of the outermost molecular orbital. The polar plots of the 
angular distribution of the N+ fragments produced via the c3∏ state are shown in 
Fig. 6.12d, e for the ground and excited states, respectively. Theoretical ionization 
yields calculated based on ME-WFAT show good agreement with the experimental 
results both for the ground and excited states. This presents that the fragment angular 
distribution reflects the tunneling ionization rates of the outermost molecular orbital 
and follows the change in the electron distribution in the molecular frame upon the 
photoexcitation from the 2π to 3sσ orbitals. 

Finally, the excitation process to the dissociative state in NO+ is discussed. To 
clarify the excitation process, the fragment yields via the c3∏ state are measured as 
a function of the ellipticity of the probe laser pulse. The yields show the maximum 
at linear polarization and drastically decrease to reach near zero value with circular 
polarization for both the ground and excited states (Fig. 6.13). This ellipticity depen-
dence suggests that electron rescattering associated with tunneling ionization is 
involved in the excitation to the c3∏ state. For quantitative discussion, the ellip-
ticity dependence is calculated by WFAT and adiabatic theory [23]. The calculated 
ellipticity dependence reproduced the experimental results for both of the ground 
and excited states, thus confirming the tunneling ionization followed by electron 
rescattering is responsible for dissociative ionization under the present experimental 
conditions. Since the ground state of NO+ is singlet, electron impact excitation to 
triplet states may serve as a filter to favor tunneling rather than multiphoton ionization 
from the ground and excited states of NO.

In this section, our recent studies on molecular orbital imaging by laser tunneling 
ionization have been reviewed. The angular distribution of N+ fragments produced 
by the dissociative ionization of NO, NO → NO+ + e− → N+ + O + e− reflects 
changes in electron distribution in the molecular frame upon the photoexcitation of 
an electron, which can be considered as a model chemical reaction. Thanks to the 
ultrashort duration of intense laser pulses, the laser tunneling ionization provides a 
promising means towards the tracking of ultrafast electron dynamics during chemical 
reaction processes.
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Fig. 6.13 Relative yields of the c3∏ dissociation components as a function of the angle of a quarter-
wave plate θ QWP with the X2∏ (red circles) and A2∑+ (blue squares) states of NO as the initial 
state. The solid line is a result of the least-square fitting to the experimental data for the ground 
state, while the dashed line represents a theoretical prediction for the excited state. Adapted with 
permission from Ref. [23]. Copyright 2016 by American Physical Society

6.4 Summary and Outlook 

Two types of time-resolved molecular orbital imaging techniques have been 
discussed in this chapter, both of which would open the door to the investigation of 
the driving force behind chemical reaction. One is TR-EMS and the other is the laser 
tunneling ionization imaging. It is shown that TR-EMS has the distinctive feature 
in its potential capability to observe not only the HOMO but also all other, more 
tightly bound orbitals of a transient, evolving system during chemical reaction, with 
the rigorous orbital selection based on the energy conservation law. It is the advan-
tage of TR-EMS that the well-established knowledge about the electron-molecule 
collision dynamics for traditional EMS can be applied in a straightforward fashion to 
the time-resolved measurements of chemical reaction in a laser-field-free condition. 
However, there is ample room for improvements, mainly in data statistics and energy 
and time resolution. These have to be improved by introducing the ever-developing 
technologies that provide more intense laser, electron and molecular beams [33]. 

The ultrafast laser tunneling imaging technique can offer a unique approach to 
visualize the dynamics of outermost electrons of molecules, with a high temporal 
resolution in tens of femtoseconds or shorter. On the other hand, it is necessary to take 
into account various factors contributing laser tunneling ionization, such as dipole 
moment and multielectron effects, for proper interpretation of obtained images. 
Further investigation of laser tunneling ionization process needs to be performed 
for general applications.
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The qualitative difference between TR-EMS and the laser tunneling ionization 
imaging is that the former looks at a molecular orbital in momentum space while 
the latter in position space. On the other hand, the common strong point of the two 
techniques is that they are both sensitive to the behavior of electron moving around 
the outer region of a transient, evolving system, far from the nuclei, which governs 
its reactivity. These similarity and dissimilarity of the two techniques ensure that 
future work on why the atoms are dancing in such a way, which is at the heart of 
chemical reaction dynamics, will be tackled from multiple perspectives, when their 
paths are crossed. 
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Chapter 7 
Ultrafast X-Ray Scattering: New Views 
of Chemical Reaction Dynamics 

Peter M. Weber, Brian Stankus, and Adam Kirrander 

Abstract The advent of ultrafast pulsed X-ray free-electron lasers with very high 
brightness has enabled the determination of transient molecular structures of small 
and medium-sized organic molecules in excited states and undergoing chemical 
dynamics using X-ray scattering. This chapter provides an introduction into X-ray 
scattering theory and considers several important aspects relating to the experimental 
implementation. Ultrafast gas phase X-ray scattering is shown to provide new observ-
ables to elucidate the dynamics of chemical reactions by providing complete, time-
dependent molecular structures. Consideration of correlations between structural 
parameters is important for molecules far from their equilibrium, and the changes 
in electron density distributions of molecules upon optical excitation need to be 
considered in the analysis. Future technological developments are expected to lead 
to further important advances. 

Keywords X-ray scattering · Ultrafast dynamics · Excited molecular states ·
Transient molecular structures 

7.1 Introduction 

The determination of molecular structures is a foundational achievement of twen-
tieth century chemistry. Started as a curiosity-driven inquiry in chemistry, molec-
ular structures now form the bedrock of many fields including molecular biology,
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pharmacology, and material science. Applications in medicine, drug design, infor-
mation storage, communication devices and many other areas have immeasurable 
benefit for modern society. Instrumental advances at the beginning of the twenty-
first century have now made it possible to determine molecular structures in excited 
states. Coupled with a time resolution deep into the femtosecond regime, we can 
now measure time-evolving molecular structures of chemical systems during vibra-
tional motions or chemical reactions. The measurement of molecular structures far 
from equilibrium will advance many fields, possibly including the selective control 
of chemical reactions, which might lead to the synthesis of yet unknown mate-
rials with useful molecular properties and/or the prevention of undesirable reactions. 
Just as knowledge of ground state molecular structures has been invaluable to the 
development of computational methods that now find widespread application in the 
molecular sciences, data on excited state and transient molecular structures can serve 
as benchmarks for the refinement of quantum chemical methods. 

For the determination of static molecular structures in classical chemistry, X-ray 
diffraction is an essential tool. X-ray and electron scattering patterns are Fourier 
transform projections of the molecular electron and charge density distributions, 
respectively. Both X-ray and electron scattering are sensitive to the nuclear coordi-
nates and the electron density distributions. Electron scattering results from electro-
static interaction of the electrons in the electron beam with the nuclei and the elec-
trons of the molecule. X-ray scattering arises from the interaction of a molecule’s 
electrons with the electromagnetic field, and therefore only depends on electron 
density distributions. Since the atomic core electrons are tightly centered on the 
nuclei, X-ray scattering also determines nuclear geometries. Thus, both scattering 
experiments can yield the molecular geometry, as well as the associated electron 
density distributions. Unlike in time-resolved spectroscopies, where the Heisenberg 
uncertainty relation ∆E · ∆t ≥  /2 imposes a fundamental limitation, scattering 
experiments measure spatial structures that can be measured with temporal resolution 
without being restricted by an uncertainty relation. The prospect of measuring nuclear 
geometries and electron density distributions, i.e. chemical bonding, with ultrafast 
time resolution makes time-resolved scattering an attractive field to develop. The 
high sensitivity of scattering experiments makes it possible to measure molecular 
systems even in dilute vapors. 

7.2 Elements of Scattering Theory 

7.2.1 X-ray Scattering 

Scattering of hard X-rays can be treated in the perturbative regime [1] using  the  
first Born and the Waller Hartree approximations [1, 2]. The detectors used in ultra-
fast scattering are generally not energy-resolved, which means that we are mainly 
concerned with total scattering. The differential cross-section for total scattering is
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[3] 

dσ 
dΩ

= r0|e0 · e1|2 S(q), (7.1) 

where r0 = e2/mec2 is the so-called classical electron radius (e signifies the charge 
and me the mass of an electron, c the speed of light). The polarization factor |e0 · e1|2 
accounts for the polarization of the incoming X-rays via, 

|e0 · e1|2 = 

⎧ 
⎪⎨ 

⎪⎩ 

1 vertical 
cos2θ horizontal, 

(1+cos22θ) 
2 unpolarized 

(7.2) 

for unpolarized sources or sources polarized in the vertical or horizontal scattering 
planes. The dynamic structure factor is given by 

S(q) =
∑

β

|
|⟨ψβ | ̂L|ψα⟩||2 = ⟨ψα| ̂L† L̂|ψα⟩, (7.3) 

where |ψβ⟩ and |ψα⟩ are the final and initial electronic states and the sum includes 
all states. The second equality constitutes a powerful result that makes it possible 
to calculate the total scattering for a particular electronic state (in this instance 
|ψα⟩) without reference to any other states [3]. The scattering vector q (a. k. a. 
the momentum transfer vector) is given by the difference between the incident and 
the scattered wave vectors, 

q = k0 − k1, (7.4) 

where k0 = |k0| = 2π 
λ = 2π E 

hc with λ and E the wavelength and energy, respectively, 
of the incoming X-rays. The scattering angle 2θ is related to the magnitude of the 
scattering vector via q = |q| = |k0 − k1| = 2k0sinθ . Finally, the scattering operator 
in Eq. 7.3 is given by, 

L
Ʌ

= 
Ne∑

j=1 

ei qr  j , (7.5) 

where the sum runs over all the Ne electrons with coordinates r j . One may decompose 
the contributions to the dynamic structure factor into elastic and inelastic components, 

S(q) = |F(q)|2 + Sinel(q), (7.6) 

where the elastic component |F(q)|2 is proportional to the form factor,
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F(q) = ⟨ψα|L
Ʌ

|ψα⟩ =
ʃ

ρ(Ne) 
α (r)ei qr  d r (7.7) 

with ρ(Ne) 
α (r) the electron density. The inelastic component, Sinel(q), is what remains 

to make up the total scattering and accounts for transitions to all states α /= β. Quite 
often, rotationally averaged signals are considered [4, 5], especially in the gas phase, 
in which case only the amplitude q matters. 

7.2.2 Independent Atom Model 

The independent atom model (IAM), originally proposed by Debye [6], is widely 
used. It approximates the electron density as a sum of isotropic isolated-atom electron 
densities centered at the positions of the nuclei [3, 7], which makes it possible to 
use conveniently tabulated [8] atomic form factors, fi (q), and inelastic corrections, 
SI AM  
inel,i (q), to express the rotationally averaged total scattering as, 

SI AM  (q) = 
Nat∑

i=1 

Nat∑

j=1 

fi (q) f j (q) 
sin

(
qRi j

)

qRi j  
+ 

Nat∑

i=1 

SI AM  
inel,i (q) (7.8) 

where the indices i and j run over the Nat atoms with Ri j  the distance between pairs 
of atoms. As previously in Eq. 7.6, the first term is the elastic component, while the 
second is the inelastic component. For IAM, the inelastic component is considered 
independent of the molecular geometry. The shortcomings of the IAM approximation 
are well-documented [3, 5, 9–11], but it remains a reasonable approximation for 
many molecular systems, especially in the electronic ground state, and constitutes an 
effective way to model the most prominent features of molecular scattering patterns. 

7.2.3 Comparison to Electron Scattering 

Most molecular structures known today were determined with either X-ray or elec-
tron diffraction. Electron diffraction is closely related to X-ray scattering, but arises 
from the Coulomb interactions between charged particles, meaning that the elec-
trons scatter from both target electrons and nuclei [12–14]. In practice, the Thomson 
cross-section above is replaced by the Rutherford cross-section and an additional q−4 

damping appears in the resulting scattering intensity [15–18]. Electron form factors 
can be computed from the Fourier transform of the atomic potentials [8, 15, 19, 20] 
or found as approximate analytical expressions [21, 22]. It is most convenient to 
use the Mott-Bethe formula, which relates electron scattering form factors to X-ray 
atomic scattering factors,
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fe(q) = 
2mee2

 2 
· Zi − fi (q) 

q2 
(7.9) 

with  the reduced Planck’s constant and Zi the atomic number of each atom. Note 
that we follow the X-ray convention and use the symbol q rather than s for the 
momentum transfer. Equation 7.9 suggests that outside of the constants and the 
1 
q2 dependence of the Rutherford scattering amplitude, electron and X-ray scattering 
have similar information content in that both depend on the X-ray form factor. Yet they 
are also complementary: the X-ray form factors decrease with increasing scattering 
angle while the electron form factors increase, Fig. 7.1. The increasing electron form 
factors partially compensate for the loss of electron scattering signal arising from 
the rapidly decaying 1 q4 term of Rutherford scattering. 

Several important conclusions follow from this discussion: First, the cross-section 
for electron scattering is dramatically larger than that for X-rays. This is the reason 
why early studies explored ultrafast electron diffraction (UED) to study excited state 
structures and dynamics [24–31]. The first UED measurement of the ring-opening 
reaction of 1,3-cyclohexadiene (CHD) was conducted almost 20 years ago [32, 33]. 
Even so, at the time the experiments were difficult because space-charge interactions 
between the electrons, which are closely confined within an ultrashort electron pulse, 
make it challenging to achieve the excellent signal-to-noise ratio demanded by the 
rapid (1/q4) dependence of the scattering signal on the momentum transfer vector 
q. Tremendous progress results from using relativistic electrons [34, 35] and pulse 
compression techniques [36, 37]. New MeV ultrafast electron diffraction instruments 
have yielded important advances, starting with the dynamics of I2 molecules [38].

Fig. 7.1 The atomic form factors of sulfur (S, red), oxygen (O, light blue), nitrogen (N, purple), 
carbon (C, orange), and hydrogen (H, blue) atoms, for X-ray scattering (left axis) and electron 
scattering (right axis), respectively. The form factors are scaled by the atomic number Z and the 
electron form factors are in addition scaled by the Rutherford cross section pre-factors. From Ref. 
[23] 
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More recent experiments include the applicability to larger systems such as CHD 
[39]. Electron diffraction with ultrafast time resolution continues to be a valuable 
complement to the X-ray scattering. In a current review article, we delineate the 
accomplishments and promise of UED [40]. 

The larger cross-section for electron scattering is valuable, but it only goes so 
far. The tremendous brightness of modern X-ray free electron lasers (XFEL) beams 
has now turned the table: while the electron scattering cross section is larger by a 
factor of 105, there are 3·107 more photons in an X-ray pulse than there are electrons 
in the electron pulse. Consequently, the scattering signal is about 300 times larger 
for X-rays. Since this comparison is on a pulse-by-pulse basis, the difference will 
become even more dramatic as high repetition rate XFEL technology advances. 

7.3 Experimental Implementation of Pump-Probe X-Ray 
Scattering 

The experimental scheme for the ultrafast gas-phase X-ray scattering experiments 
is conceptually straightforward. An optical pump laser pulse is focused onto the 
gaseous target and initiates the photochemistry, Fig. 7.2. It is followed in time by an 
X-ray probe pulse that produces a scattering image on an area detector. The scattering 
signal is recorded for variable time delays to monitor the dynamical structure of the 
molecules. In its implementation, the experiment requires a wide array of consid-
erations affecting the final observed signal. Important design features relevant for 
the initial study of the ring-opening of 1,3-cyclohexadiene [41] were described in a 
detailed method paper in 2016 [42]. Since then, the experiment has been improved and 
implemented at the Coherent X-ray Imaging (CXI) endstation of the Linac Coherent 
Light Source (LCLS).

Gas-phase X-ray scattering experiments have been enabled by the rapid advance-
ment in capabilities of XFELs such as LCLS. The high photon energies coupled with 
exceptional brightness (see Sect. 7.2.3) yield high signal-to-noise ratios that allow for 
recovery of detailed structural information. In addition to the pulse characteristics of 
LCLS, the CXI endstation offers several other distinct advantages. Firstly, the inter-
action and detection regions are fully in-vacuum, which helps to eliminate unwanted 
background scattering signals from air. In addition, CXI houses multiple differen-
tially pumped sample chambers, which allows for additional measurements to be 
made downstream of the initial CSPAD detector. Both of these features are impor-
tant for improving the signal-to-noise ratio of the measured scattering patterns. Of 
course, many other aspects of the experimental design, some of which are discussed 
below, need careful optimization to ensure stable and reliable signals.
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Fig. 7.2 A typical pump-probe experimental setup for ultrafast X-ray scattering. A photochemical 
reaction is initiated, by an optical pump pulse and X-ray scattering patterns are recorded as a 
function of time delay between the laser and the X-ray pulses. The scattering signals are recorded 
as a function of the scattering vector q and the azimuthal angle Φ

7.3.1 Scattering Cell Design 

The scattering cell shown in Fig. 7.3 is a 2.4 mm pathlength stainless steel gas cell, 
with a 3.2 mm inner diameter inlet tube for the gaseous target molecule. The cell was 
constructed with a 250 μm platinum entrance aperture on the upstream side and a 
beryllium exit window with a 250 μm aperture on the downstream side. This avoids 
obstruction of the primary X-ray beam and allows for sufficient gas flow between 
X-ray pulses (see below).

In order to prevent Bragg scattering from the primary X-ray beam on the cell 
entrance aperture, an upstream blocking aperture is used (see Fig. 7.3b). The upstream 
blocking aperture has a 200 μm diameter opening, which allows the vast majority of 
the primary X-ray beam (nominally focused to 30 μm FWHM) to pass through while 
blocking the low-intensity “edges” of the incident beam. This inevitably causes Bragg 
scattering from the platinum metal, which is subsequently blocked from entering the 
interaction region by the scattering cell itself. The entrance aperture, which has a 
250 μm diameter opening, then allows the primary X-ray beam to pass cleanly to 
the interaction region. The diffuse scatter from the blocking aperture that enters the 
cell through the entrance aperture is weak and occurs at such a small scattering angle 
that it is not detected in the experiment. 

The cell was designed to allow scattering at angles up to ~60° to exit the interaction 
region unobstructed, with the exception of the beryllium exit window. A very thin 
(100 μm thick) disk of beryllium was chosen as the exit window material because 
it is nearly transparent to X-rays (98.8% transmission at 9.5 keV). There is a very 
small dependence of the transmission on the scattering angle due to the changing 
path length. This effect, which is on the order of 0.5% in the absolute scattering 
signal, is taken into account during the data analysis.



202 P. M. Weber et al.

Fig. 7.3 a Full cross-section of the scattering cell. The X-ray beam propagation axis is indicated 
in red, and the gaseous target is represented as a green-shaded region. b A close-up cross-section 
of the interaction region, with relevant components labeled. From Ref. [43]

The relatively small 2.4 mm path length of the interaction region was chosen for 
two reasons. Firstly, the short interaction length controls the Beer-Lambert attenua-
tion of the UV pump pulse as it propagates through the sample. During the pump-
probe experiments, it is necessary to have a significant number of excited molecules 
(as this is the signal being measured) while avoiding an excitation probability of 
>10% at any point in the interaction region to avoid multiphoton absorption. To 
attain both of these conditions, a near-constant excitation probability of less than 
10% is desired. To achieve this, the Beer-Lambert attenuation is offset by weakly 
focusing the pump beam at the downstream end of the cell as detailed in a previous 
report [42]. The short interaction length, in concert with careful control of the gas 
pressure and UV intensity, helps to ensure that the desired balance is achieved. 

The other benefit of a short interaction length is an improved resolution of the 
scattering angle. With any finite interaction length, there is an inherent limit on 
scattering angle resolution caused by scattering from molecules at the upstream and 
downstream ends of the interaction region reaching the same point on the detector. 
This effect is dependent on the radial distance of the detection point from the beam 
propagation axis. At 9.5 keV X-ray energy and an 86 mm sample-to-detector distance, 
the q resolution is ~0.06 Å−1 or better over the range of detection. 

The sizes of the entrance and exit apertures (both 250 μm) were also carefully 
chosen to not only allow the pump and probe pulses to pass through but also to 
allow sufficient flow for proper sample turnover between X-ray pulses. Given that
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the sample cell is placed inside a vacuum chamber with 2000 L/s of turbomolecular 
pumping, we can use the approximation that the pressure outside the cell is negligible 
relative to the pressure inside. Thus, we can calculate the flow rate qcell out of the 
cell according to 

qcell = Pcell · (Aentrance + Aexit) · 
/

kB T 
2π m (7.10) 

where Pcell is the pressure inside the cell, Aentrance and Aexit are the areas of the 
respective apertures, kB is the Boltzmann constant, T is the temperature, and m is the 
molecular mass [44]. Using, for example, 7 Torr of N-methyl morpholine at 22 °C, 
qcell = 0.0427 Torr · L/s, which means that the cell (with a volume of ~0.4 cm3) will 
turn over every ~65 ms, or about every eighth X-ray pulse. 

In the experiment, the interaction region is a very small portion of the total 
cell volume. So, it may be more informative to consider the motion of individual 
molecules as opposed to the collective flow of the ensemble. Thus, we also consider 
the mean distance ⟨x⟩ traveled between X-ray shots,

⟨x⟩ =  
/

2λν 
3 f (7.11) 

where λ is the mean free path, ν is the average thermal particle velocity, and f is the 
repetition rate of the experiment [44]. Using 7 Torr of N-methyl morpholine at 22 °C 
with the LCLS operating at 120 Hz, we find ⟨x⟩ ≈ 825 μm. Given that the diameter 
of the X-ray spot is only 30 μm FWHM, the probability of scattering off of the same 
molecule with multiple X-ray pulses is negligible. 

7.3.2 Calibration of the Detector Geometry 

In order to properly calibrate the measured absolute scattering signals, it is necessary 
to consider the physical geometry of the detector relative to the interaction region. 
Scattering patterns calculated from the Independent Atom Model (IAM) represent 
the scattering per unit area as a function of q at a fixed distance R between the 
scattering medium and the point of detection. The IAM allows molecular scattering 
patterns to be predicted using the atomic form factors, the X-ray wavelength, and the 
interatomic distances, according to Eq. 7.8. 

In the experiments, a planar detector is positioned perpendicular to the primary 
X-ray beam axis. Thus, the distance R depends on the position on the detector, and 
geometric correction factors must be applied for direct comparison to the IAM. The 
measured intensity is divided by a cos(2θ )2 factor to correct for the R dependence 
as a function of 2θ . The measured intensity is also divided by an additional cos(2θ ) 
factor to normalize for the effective area of pixels at different points along the detector. 
Combined, the measured scattered intensity is divided by cos(2θ )3 to compare with 
calculated IAM patterns [42].
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Once the proper correction factors are applied, the measured scattering signal can 
be compared to the signal predicted from Eq. 7.8 to determine the precise orientation 
of the detector relative to the interaction region. The detector used is a planar 2.3-
megapixel Cornell-SLAC Pixel Array Detector (CSPAD) [45] with a known internal 
pixel geometry. A least-squares optimization is performed between the IAM image 
generated from a calculated optimized molecular geometry and the experimentally 
measured ground-state scattering pattern. The optimization outputs five geometrical 
parameters. The parameters x0, y0, and z0 are the absolute geometrical coordinates of 
the center of the detector relative to the interaction region, assuming that the detector 
plane is perpendicular to the X-ray beam. The fitting also optimizes φ0, the azimuthal 
angle of the detector relative to the X-ray polarization, and an overall intensity scaling 
factor I0. By performing this optimization with ground-state scattering patterns, for 
which optimized geometries can be calculated reliably, we ensure that the measured 
excited-state patterns are also properly calibrated. 

7.3.3 Calibration of Timing and Intensity Jitter 

Using a free-electron laser such as LCLS as the X-ray source has many advan-
tages (such as short pulse duration and high photon flux) but also creates distinct 
challenges. The LCLS has significant shot-to-shot fluctuations in pulse arrival time, 
pulse intensity, and spatial orientation. In order to achieve a high signal-to-noise 
ratio, one must account for these fluctuations. 

In time-resolved experiments, the relative timing of the pump and probe pulses is 
controlled via a motorized delay stage. In addition, we also monitor the timing jitter 
via a spectrally encoded cross-correlator that has been described in detail elsewhere 
[46]. Briefly, a chirped white light continuum is directed through a thin silicon nitride 
film, and then dispersed onto a CCD camera as a reference spectrum. Then, the 
chirped white light is crossed with the X-ray pulse on the film. The X-ray pulse 
changes the index of refraction of the silicon nitride, causing a drop-in transmission. 
The measured spectrum is then subtracted from the reference spectrum, resulting in 
a sharp decrease in intensity at a given point in the measured frequency spectrum. 
After calibrating the position of the edge as a function of X-ray pulse arrival time, 
this so-called ‘time tool’ provides a shot-to-shot measure of the timing jitter. 

In the experiments employing the scattering cell described in Sect. 7.3.1, the  
fluctuations in X-ray intensity incident on the sample arise from two sources: the 
fluctuations in total pulse-to-pulse X-ray intensity; and the spatial pointing instability 
of the X-ray beam, which affects transmission through the blocking and entrance 
apertures. In order to simultaneously correct for both effects, the transmitted X-
ray intensity through the sample is monitored with a photodiode downstream of 
the CSPAD. The single-shot X-ray scattering patterns are then corrected for the 
photodiode value prior to averaging. It should be noted that this method assumes 
that the transmitted X-ray intensity is independent of the molecular dynamics. This 
is a reasonable approximation, as the total probability of an X-ray photon being
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scattered is ~ 10–13 for dilute molecular vapors. The total transmitted intensity is 
therefore a very good representation of the total incident intensity and can be used 
for calibration. 

7.4 New Observables for Chemical Dynamics 
and Reactions 

Probing molecular dynamics with scattering techniques provides unique views that 
are often complementary to spectroscopic methods. Consequently, time-resolved 
scattering can yield new insights about molecular dynamics and kinetics that might 
be difficult or even impossible to obtain with optical pump-probe spectroscopy. Even 
though very few time-resolved X-ray scattering experiments have been performed 
to date, they already have resulted in very important results, some of which are 
described in the following. 

7.4.1 Chemical Reaction Dynamics 

The first time-resolved X-ray study of chemical reaction dynamics was published in 
2015 and explored the chemical ring-opening reaction dynamics of gas phase 1,3-
cyclohexadiene (CHD) [41]. Excitation at 266 nm places the molecules on the surface 
of the 1B electronic state, Fig. 7.4 [47]. A rapid structural evolution via two conical 
intersections (CI) transforms the molecule to the open 1,3-hexatriene (HT) form. The 
ring-opening reaction of CHD is a good test system for structural dynamics studies 
because the reaction is perceived to be ballistic [48]: optical excitation creates a well-
defined wavepacket that propagates rapidly through the electronic surfaces. Since all 
molecules in the gas phase sample undergo the same dynamics, the scattering patterns 
of the molecular ensemble can be equated to the structural dynamics of individual 
molecules.

The time-dependent scattering pattern is shown in Fig. 7.5. The time resolution 
of the experiment, as determined from the analysis of the scattering data, was about 
80 fs. To determine the time evolution of the molecular structure, trajectory calcula-
tions using the multiconfigurational Ehrenfest method were performed with poten-
tial energies and nonadiabatic couplings obtained on-the-fly from SA3-CAS(6,4)-
SCF/cc-pVDZ ab initio electronic structure calculations. Three electronic states are 
included: the ground state, the optically accessed 1B state, and the 2A state that 
is implicated in the Woodward-Hoffman mechanism of the electrocyclic reaction. 
Each trajectory constitutes a molecular reaction path with a complete but distinct 
set of interatomic distances. To determine the combination of trajectories that best 
describes the chemical reaction, the experimental scattering patterns were compared 
to the scattering patterns calculated from the computed trajectories. Optimization



206 P. M. Weber et al.

Fig. 7.4 The potential energy surfaces of the CHD/HT system. Optical excitation of CHD leads to 
the 1B electronic surface. Rapid crossing to other electronic states drives the system toward the HT 
isomeric form in its ground electronic state. From Ref. [47]

converged on a small number of trajectories with four of them having a combined 
weight of approximately 80%. These trajectories therefore suffice to represent the 
experimentally observed data, and their graphical representation resulted in ‘molec-
ular movies’ that show the time-evolving molecular structures. Interestingly, recent 
simulations by Polyak et al. [49] predict a branching ratio between the HT and 
CHD products closely aligned with that implied by the experiments. Some of the 
complexity inherent in the analysis of structures of polyatomic molecules can be 
avoided by investigating the structural dynamics of diatomic molecules. Glownia 
et al. measured the time-dependent X-ray scattering signals of diatomic I2, Fig.  7.6 
[50]. Excitation at 520 nm lifts the system to the B state, from where crossing to the B’ 
level can lead to molecular dissociation. The signatures of the dissociation are clearly 
visible in the plot of the experimental excited state charge distribution versus time, 
although extracting the charge distribution in real space remains challenging [51–53].
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Fig. 7.5 The time-dependent pump probe scattering signal of 1,3-cyclohexadiene upon excitation 
at 266 nm. Shown is the percent difference change in the scattering signal upon optical excitation, 
[100*(laser on-laser off)/laser off], as a function of pump-probe delay time. The scattering signals 
change on the order of 1%–2% as indicated by the color bar. From Ref. [41]

Dephasing of the vibrational wavepacket leads to a decline in the time-dependent 
oscillatory signal. The linear polarization of the laser pulse causes an anisotropy of 
the scattering signal that is readily observed in the experiment and which can be 
separated from the isotropic component by fitting to a Legendre polynomial. 

7.4.2 Excited State Structures 

Further development of the time-resolved X-ray scattering technique, both exper-
imentally and theoretically, has more recently enabled the determination of poly-
atomic molecular structures in electronically excited states. In a 2019 study, the 
time-dependent molecular structure of N-methyl morpholine (NMM) was measured 
following excitation to a molecular Rydberg state [54], revealing the dephasing of 
coherent molecular vibrations on a picosecond time scale. Previous studies of NMM 
showed that the molecule is promoted to the 3pz molecular Rydberg state following 
excitation at 200 nm [55, 56], which launches a coherent structural oscillation. This 
oscillation was seen to persist even following internal conversion to the 3s state on 
a sub-picosecond time scale [55]. 

Since the structural motions in the excited state are coherent, the distribution of 
molecular structures in the excited-state ensemble varies approximately normally 
[54] around a single representative structure. It is this feature that allowed for the 
development of a novel analysis of time-resolved X-ray scattering patterns that yields 
complete, time-dependent molecular structures with unprecedented precision.
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Fig. 7.6 The pump-probe scattering signal of iodine, I2, following excitation at 520 nm, which 
excites the molecules from the X to the B surface, inset. Shown is the radial charge distribution 
obtained from the isotropic component of the scattering signal. From Ref. [50]

The analysis begins with calculation of a large set of surface-hopping trajectories 
propagated on the ground and excited electronic states, with the appropriate amount 
of excess kinetic energy included. While each trajectory is unique, all trajectories 
sample physically reasonable and energetically accessible regions of the structural 
phase space. From the trajectories, approximately one million individual molecular 
geometries were extracted, from which a corresponding set of scattering patterns 
were calculated. 

Using this pool of calculated scattering patterns, the least-squares fitting errors of 
each pattern compared to the experimentally measured signal are calculated at each 
time point. Given that the least-squares fitting error was observed to vary approx-
imately normally as a function of each individual structural parameter, the best-fit 
values of all structural parameters are obtained independently at each time point. This 
results in a full set of molecular structure parameters (i.e. the molecular structure) at 
each time point, which are then viewed in succession to reveal a detailed picture of 
the time-dependent molecular motions. Selected representative structural parameters 
of NMM as a function of time are shown in Fig. 7.7.

7.4.3 Correlated Structures Far from Equilibrium 

While scattering experiments measure the electron and charge density distributions 
in molecules, the concept of ‘molecular structure’ itself merits careful thought. In
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Fig. 7.7 Time dependence 
of selected structural 
parameters of NMM 
following Rydberg 
excitation. The O–N–C5 
angle (top), the 
C5–N–C4–C3 torsional 
angle (middle) and the 
C2–C1–C4–C3 torsional 
angle (bottom), extracted 
from the structural 
determination, are shown 
along with their respective 
1σ error bars. The dynamic 
fits to the respective 
vibrational motions of the 
O–N–C5 angle and 
C5–N–C4–C3 torsional 
angle are also shown as solid 
lines. The approximate 
lifetime of the initially 
excited 3pz Rydberg state 
(determined from separate 
photoelectron 
measurements) is shown as a 
dark red shaded region, 
which corresponds to the 
3s state when the colour is 
lighter. Example molecular 
structures for selected time 
points are also shown. From 
Ref. [54]

reacting systems, the chemical dynamics oftentimes starts out as a wavepacket with 
a well-defined maximum that resembles a classical system. But during a reaction, 
there is a large amount of energy in play, which typically is distributed into a hot bath 
as the molecule approaches to a thermal state. The effect of this energy redistribution 
is readily seen in the experiments on I2 and NMM discussed above, Figs. 7.6 and 
7.7. Hot molecular systems may have large amplitude vibrations that can, depending 
on the structural rigidity of the molecule, lead to geometries that are far from equi-
librium. To describe their scattering signals, distance shifts, anharmonicities, and 
structural correlations need to be considered [57]. The anharmonicity of the inter-
atomic or normal mode potentials causes average bond distances to be longer than the 
equilibrium distance. A vibrationally hot molecule therefore has a different scattering 
pattern than a cold molecule, Fig. 7.8.

Depending on the molecular geometry, interatomic distances may shrink or 
increase with vibrational excitation. The inset in Fig. 7.8 illustrates the effect on
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Fig. 7.8 Contributions to the percent difference scattering signals of the CHD model system, after 
excitation with 6 eV photons and subsequent relaxation into thermal (2870 K) vibrations. Shown are 
the contributions arising from the distance shifts, anharmonicity, correlations between atom–atom 
pair distances and exact vibrational amplitudes lh,ij . From Ref. [57]

the example of a triatomic system, ABC. Vibrational excitation of the bending vibra-
tion causes the average distance between atoms A and C to be less than the sum of 
the A-B and B-C distances. The effect on the scattering pattern can be substantial, 
as Fig. 7.8 shows in the example of the CHD molecule. Depending on the scattering 
vector, it may be much larger than the more intuitive changes arising from compli-
cated structure distributions associated with complex potential energy surfaces far 
from the equilibrium structure (‘exact vibrational amplitudes lh,ij’). 

The Debye formula, given in Eq. 7.8, expresses the scattering signal from interfer-
ences due to the distance between pairs of atoms. In an Nat-atom molecule, there are 
½Nat(Nat-1) such interatomic distances yet there are only 3Nat-6 normal mode coor-
dinates. For any molecule with more than 4 atoms, there are therefore fewer normal 
modes than interatomic distances. Consequently, there must be redundant parame-
ters, implying that correlations between interatomic distances need to be considered 
for vibrationally very hot molecules. Figure 7.8 illustrates that the effect can be 
considerable, although not quite as large as the contributions from the distance shifts 
and the anharmonicity. A complete analysis, considering all the described effects, 
can simulate scattering patterns that are in excellent agreement with experimentally 
measured patterns [57]. Importantly, the analysis of the NMM excited state structure 
described above inherently takes structural correlations, as well as the other effects, 
into consideration.



7 Ultrafast X-Ray Scattering: New Views of Chemical Reaction Dynamics 211

7.4.4 Chemical Kinetics 

X-ray scattering experiments have recently also proven to be powerful tools for inves-
tigating excited-state intermediates during kinetic processes. In contrast to dynamic 
experiments, which probe the molecular structure of a reacting molecule on the 
timescale of the nuclear motions, kinetic experiments seek to measure the relative 
populations of reactant and product species as a function of time. In the case of 
long-lived intermediates, the measured scattering signals include the characteristic 
pattern of the intermediates, and so their population can also be monitored. 

Recently, X-ray scattering was used to investigate the photodissociation of a 
prototypical tertiary amine, trimethylamine (TMA) [58]. Previous photoionization 
and molecular beam studies showed that when TMA is optically excited near 
200 nm, the 3pz molecular Rydberg state is prepared, which quickly undergoes 
internal conversion to 3px and 3py, which subsequently decay into the 3s Rydberg 
state on a picosecond time scale [59, 60]. In addition, Forde et al. measured the 
product distributions following excitation at 193 nm, which identified two signifi-
cant photodissociation channels: the dominant one involving a stepwise reaction to 
form N-methylmethanimine (NMMA), and a secondary channel forming dimethy-
lamine (DMA) and methyl radicals [61, 62]. Left unknown, however, were the kinetic 
timescales for product formation and the molecular geometries of the product species. 

In the study by Ruddock et al. [58], TMA was excited by a 200 nm optical pulse 
and probed via hard X-ray scattering. The scattering patterns revealed two distinct 
photodissociation pathways: a minor fast dissociation pathway from the 3p state, 
and a dominant slower dissociation which proceeds via internal conversion to the 3s 
state. Both pathways were found to yield dimethylamine and methyl radicals, with 
no direct evidence for the formation of NMMA. In addition, the scattering signals at 
long delay times showed a clear signature of the DMA radical (see Fig. 7.9), which 
allowed for extraction of a detailed molecular structure of this transient.

More recently, the same technique was used to investigate the kinetics of cyclo-
hexadiene (CHD) following excitation at 200 nm to the 3p molecular Rydberg state 
[63]. In addition to the ultrafast experiments studying CHD excited near 267 nm as 
previously discussed, the molecular response of CHD to deep UV excitation near 
200 nm has also been the subject of several investigations. Ultrafast photoelectron 
experiments by Bühler et al. [64] revealed that the initially excited Rydberg state 
quickly decays, but the experiments showed no evidence of ring opening. In contrast, 
Sekikawa and coworkers [65, 66] used two-photon excitation with 400 nm pulses to 
investigate the same region of the absorption spectrum, and suggested that the decay 
of the initially excited state-initiated ring opening on a sub-picosecond time scale. 
Given the lack of consensus on the molecular structure following decay of the 3p 
state, a more definitive determination of the time-evolving molecular structure was 
deemed necessary. 

In 2019, Ruddock et al. [63] used time-resolved X-ray scattering to probe the 
molecular structure of CHD following excitation with 200 nm optical pulses. The 
difference scattering signals were measured from the early femtosecond time scale
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Fig. 7.9 Difference scattering patterns of DMA transient as obtained from the experimental data 
at long time delays (blue dots) and computed using an independent atom model (red line). The red 
line extrapolates to −0.389 at q → 0. Inset: residuals from the fit for different values of the bond 
length and bond angle. Contour lines are at 0.2, 1, 2, 3, 4, 5, and 6 σ. From Ref. [58]

out to 1 ns (see Fig. 7.10), providing a full picture of the reaction progress. Analysis 
of the measured scattering patterns showed that the initially excited 3px and 3py 
Rydberg states quickly find their way to the electronic ground state, where initially 
76% of the molecules are in the closed-ring CHD form, with the remainder having 
undergone rapid ring-opening to form the hexatriene (HT) product. Then, the hot 
ground-state CHD undergoes a thermal reaction to form the HT product on a 174 ps 
time scale [63] (see Fig.  7.11). In addition to determining the kinetic parameters for 
this reaction, further analysis of the product scattering pattern revealed a thermal 
distribution of rotameric forms in the HT product. In addition to being a powerful 
tool for studying ultrafast reactions, time-resolved X-ray scattering has thus proven 
to be a valuable technique for determining reaction rates, revealing multiple reaction 
pathways, and precisely measuring product molecular structures in kinetic reactions.
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Fig. 7.10 The isotropic component of the time-dependent experimental percent difference scat-
tering signal of CHD as a function of time. Plotted is the percent difference in scattering intensity 
(color bar) induced by the laser pulse as a function of the absolute value of the scattering vector, q, 
and the pump-probe time delay. Because of the large range of experimental delay times the panels 
are divided into three time segments: one from −1 to 1 ps to show the ultrafast temporal response to 
the pump laser pulse; the times from 1 to 15 ps showing the initial ground-state population; and the 
time range from 15 ps to 1 ns (on a log scale) giving the increase in HT population as the molecules 
equilibrate on the ground state potential energy surface. From Ref. [63]

7.4.5 Counting Electrons 

For small scattering angles, the scattered amplitudes from different electrons in a 
molecule add coherently. As the scattering vector approaches zero, the X-ray scat-
tering signal of a molecule with N electrons is proportional to N2, a result of the 
coherent addition of amplitudes [58], 

S(q → 0) = N 2 e . (7.12) 

Free molecules in the gas phase are at random separations, so that scattered ampli-
tudes from different molecules add up incoherently. When absorption of a photon 
fragments a molecule into components with electron counts Nα , with Ne = ∑

α Nα , 
the scattering signal close to q = 0 is proportional to the sum of the fragment electron 
counts squared, 

S(q → 0) =
∑

α 
N 2 α . (7.13)



214 P. M. Weber et al.

Fig. 7.11 Relative populations of the three components of the photoreaction on a logarithmic 
timescale: Electronically excited CHD*, the hot ground-state CHDhot, and the hot ground-state 
HThot. The background colors indicate the different time regimes of the kinetics: Blue is dominated 
by the decay of CHD*, orange is dominated by the hot CHD, and green indicates the equilibration 
to 67% HThot and 33% CHDhot. From Ref. [63]

The sum of the squares is always smaller than the square of the sum, and conse-
quently any dissociation is associated with a reduction in the X-ray scattering signal 
for very small scattering vectors. Experimentally, this was observed on the disso-
ciation of trimethyl amine (TMA) to methyl radicals and dimethyl amine (DMA). 
Figure 7.12 shows the scattering signals at various delay times. In the sub-picosecond 
regime, the molecules are bonded, as witnessed by the convergence of the percent 
difference scattering signal toward zero with small q, even though the optical excita-
tion at 200 nm changes the scattering signals at larger q. Since TMA has 34 electrons, 
the scattering signal extrapolated to q → 0 is proportional to 342 = 1156 for the 
undissociated molecules.

As the fragmentation proceeds with increasing time delays, the percent difference 
scattering signal approaches a lower value. The methyl radical has 9 electrons, and 
DMA has 25, so that the sum of the scattering signals becomes proportional to 252 

+ 92 = 706. Therefore, once the reaction to DMA and CH3 is complete, the q → 0 
percent difference signal is expected to reduce by 100(706 − 1156)/1156 = −38.9% 
compared to the TMA molecule. This is exactly what is observed in the experiment, 
shown in Fig. 7.12. 

The quantitative measurement of the scattering signals at very low scattering 
angles can, therefore, provide an accurate determination of the electron counts of the 
fragments involved. This can be very useful for the identification of fragmentation 
pathways and kinetic reaction schemes. In the case of TMA, it led to the discovery 
of a fast reaction channel that had previously not been identified.
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Fig. 7.12 Experimental pump-probe X-ray scattering percent difference signals (blue dots) of TMA 
at select delay times as indicated. The signals are scaled by the experimentally determined percent 
excitation of 1.83%. The green solid lines are fits and dashed lines are extrapolated for q → 0. A 
dissociation reaction leads to a characteristic decrease of the signal at small values of q. From Ref.  
[58]

A persistent question in pump-probe scattering experiments relates to the identity 
of the initially excited state. For any optical excitation that creates a sizeable popula-
tion in an excited state, there is the possibility that absorption of additional photons 
leads to yet higher electronic states. For many experiments with electronic excitation 
in the UV part of the spectrum, absorption of a second photon would lead to the 
ionization of the molecule. A molecule with Ne electrons would become a cation 
with Ne−1 electrons, so that the small-angle scattering signal would be reduced from 
N 2 e to (Ne − 1)2 + 12. For many prototypical chemical reaction dynamics systems, 
the effect is in the range of several percent, so that a careful measurement of the 
pump-probe scattering signals can experimentally determine whether a significant 
fraction of the molecules have absorbed a second photon.
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7.4.6 Electron Density Distributions 

As previous examples illustrate, scattering can reveal structure and structural changes 
in molecules. In the context of X-ray scattering, this is because a significant portion of 
the signal tracks the positions of nuclei, predominantly via scattering from the tightly 
bound core electrons. However, scattering occurs from all electrons and the valence 
electrons also contribute. These can be significantly distorted by chemical bonding. 
The discrepancy between a nucleus-centered electron distribution and actual obser-
vations was first observed in high-resolution X-ray crystallography, in particular for 
light elements such as hydrogen. In those situations, an expansion of the electron 
density using a multipole model was found to provide a more accurate descrip-
tion of the experimentally observed scattering patterns and the associated electron 
density [67]. Ultrafast dynamics involves excited electronic states, which have elec-
tron distributions distinct from the ground electronic state. The initial change in 
electronic structure due to vertical excitation by the pump pulse provides one of the 
cleanest examples of this. An early theoretical study by Ben-Nun et al. investigated 
the change in elastic X-ray scattering due to excitation of a lithium atom from the 
2S electronic ground state to the first excited 2P state [68]. Comparing the calculated 
signal for the ground state versus the excited state, shown in Fig. 7.13, the effect of 
the redistribution of electron density upon excitation is seen clearly in the scattering 
pattern. More recently, Northey et al. considered the changes in the elastic scattering 
upon vertical excitation in molecular systems [9]. In Fig. 7.14, the calculated elastic 
scattering from the excited S1 state in the molecule 1,3-cyclohexadiene is shown. The 
magnitude of the changes in the scattering pattern is comparatively small, as seen 
in the lower panel, which shows the difference in scattering between the S1 excited 
and the S0 ground state. This relates to the comparatively minor changes in electron 
density, in first approximation on the order of one electron moving between, e.g. the 
highest occupied and the lowest unoccupied molecular orbital. However, although 
the changes are small in absolute terms, as a relative percent difference change they 
can be significant [9, 10], with the change at specific pixels in the current example 
reaching 40% for an aligned molecule.

Experimental detection of changes in electronic structure via X-ray scattering 
requires high-quality data. Early experiments could quite adequately be interpreted 
using the independent atom model (IAM), which only accounts for the electron 
density of a molecule in an approximate manner and cannot describe excited elec-
tronic states, as discussed in Sect. 7.2. The recent experiment by Stankus et al. [54] 
is indicative of the advances that have been made since. In that experiment, excited 
state structural dynamics in the molecule NMM was measured (see Sect. 7.4.2). 
Interpretation of the data required that the IAM was augmented by a correction from 
electronic structure theory that accounted for the change in electron density due 
to the molecular dynamics evolving on diffuse excited 3pz and 3s Rydberg states. 
However, the measurement was insufficient to positively identify the electronic state 
along the lines of previous theoretical predictions in atoms [69, 70]. As Fig. 7.15 
shows, the correction due to electron density redistribution is small compared to the
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Fig. 7.13 Calculated elastic 
X-ray scattering for Li atoms 
in the ground state (upper 
panel) and when excited by a 
linearly polarized photon to 
the 2P state (lower panel). 
The change in the electron 
density distribution upon 
excitation leads to a change 
in the X-ray scattering 
intensity. From Ref. [68]

changes in the signal resulting from changes in the molecular geometry, but is not 
negligible. Going forward, it is likely to become increasingly important to use accu-
rate models that account for the electronic structure when interpreting experimental 
data. This work is well underway. Codes that calculate elastic scattering from ground 
and excited states have been developed [9, 10] and can handle larger molecules [71]. 
The codes can also compute scattering due to specific inelastic transitions [13] as  
well as total scattering [3]. To be practical for the interpretation of large volumes of 
experimental data, these methods have to be computationally efficient [4, 5].

Looking further ahead, it does appear likely that ultrafast X-ray scattering experi-
ments will eventually succeed to track not only the initial change in electron density 
due to excitation by the optical pump pulse, which would be an important result 
in itself, but also subsequent transitions between electronic states due to nonadia-
batic or spin–orbit coupling as the molecule relaxes towards the product states. Such 
experiments would close the gap between ultrafast structural dynamics and existing 
ultrafast spectroscopies. A particularly attractive aspect of such experiments would be 
the ability to track structural and electronic changes in a single experiment. However,
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Fig. 7.14 Calculated elastic 
scattering from vertically 
excited electronic S1 state in 
perfectly aligned 
1,3-cyclohexadiene 
molecules. (Upper panel) 
Elastic scattering from the 
S1 state in the ground state 
geometry. (Lower panel) The 
difference between the 
ground S0 and the first 
excited S1 state scattering. 
From Ref. [9]

challenges remain. Apart from requiring experimental signals of very high quality 
and methods to predict the scattering for various electronic states, one would have to 
tackle the problem of separating contributions to the scattering signal from changes 
in electronic structure, changes in population, and molecular geometry. This is a 
nontrivial task. The most likely route forward in the immediate future is therefore 
experiments whose interpretation relies on a combination of scattering and spectro-
scopic data [72, 73]. There is also interesting overlap with quantum crystallography 
[74, 75], which grapples with similar challenges in the context of high-quality static 
X-ray diffraction data from ground state molecules 

7.4.7 Transition Dipoles 

Most optical pump, X-ray probe experiments utilize linearly polarized optical laser 
radiation. The interaction of the linearly polarized light with the randomly oriented 
molecules in the gas phase selects out those molecules whose transition dipole
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Fig. 7.15 The calculated difference in rotationally averaged scattering caused by nuclear and elec-
tronic structure changes as a function of momentum transfer q, assuming 100% excitation of the 
sample. The three relevant molecular conformations and the orbital plots for the 3s and 3pz states 
are included as insets. Different molecular geometries give rise to significant changes in the scat-
tering signals, solid lines. Those arising from the rearranging electronic structures, dashed lines, 
are smaller, but not negligible. From Ref. [54]

moments align with the laser polarization. This induces an anisotropy that is readily 
detected in the scattering experiments. 

Figure 7.16 illustrates this in the example of the diatomic I2 system [50]. Excitation 
with a linearly polarized laser pulse at 520 nm leads to a mix of optically excited and 
ground state molecules. The distribution of both is anisotropic, as the laser excitation 
has removed molecules from the ground state and created the excited state population. 
Since the scattering signatures of ground and excited state molecules are different, 
the overall scattering signal reflects the anisotropy of the molecular ensemble. The 
anisotropy of the scattering signals turns out to be a very useful tool to determine 
the excited state prepared in the optical excitation. The alignment of the optical 
transition dipole moment, as reflected in the scattering patterns, provides important 
information on the symmetries of the involved states, and can therefore help identify 
the initially prepared state that is the subject to the observed chemical dynamics. 
Figure 7.17 illustrates the concept in the NMM molecule [56]. Excitation in the 
200 nm region might excite any of the 3p Rydberg states, or a mixture thereof. But 
since the sublevels of 3p align differently with respect to the frame of the molecule, 
the resulting pump-probe scattering patterns would be different. A comparison to 
the experiment, Fig. 7.18, unambiguously determines that the optical excitation is 
predominantly to the 3pz level, which, therefore, is the starting point of the ensuing 
chemical dynamics.
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Fig. 7.16 Left: Half of the megapixel array detector showing the fractional deviation from the mean 
scattering signal upon excitation of I2 to the B state using a linearly polarized laser pulse. Right: A 
Legendre polynomial fit. From Ref. [50]

7.5 Outlook 

Scattering experiments are beginning to contribute a new perspective on the dynamics 
of molecular reactions. The tremendous intensity of X-ray free electron lasers, paired 
with the ability to deliver pulses with durations rivaling those of optical lasers, 
has made the investigation of chemical dynamics of free molecules possible using 
time-resolved X-ray scattering. Important insights have already been obtained, as 
described in this chapter. Without doubt, new XFEL technologies will continue to 
drive advances that will lead to a deeper understanding of the basic functioning 
of molecules and their transformations. Most time-resolved X-ray scattering experi-
ments to date have been performed with X-ray photon energies below 10 keV, limited 
by the range of the fundamental beam of the LCLS light source. Upcoming upgrades 
will extend the range to include higher photon energies. This will be an important 
step because it will enable the measurement of larger scattering vectors, where the 
signatures of the detailed shapes of wavepackets are expected to be found [76]. These 
features occur on small real-space length scales for prototypical reactions such as the 
ballistic motions of CHD. Consequently, they will appear at higher scattering vectors 
in the scattering signals, Fig. 7.19. Directly observing the shape and time evolution
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Fig. 7.17 Simulated percent difference scattering patterns for N-methyl morpholine molecules, 
left column, excited to the 3px, 3py, and  the 3pz electronic Rydberg states, with the orientation of 
the transition dipole moment (TDM) relative the molecule shown in the right column. A cos2(θ) 
distribution with respect to the laser polarization axis is assumed and orientations due to rotation 
about the laser polarization axis are averaged out. In the right column, the orientation of the TDM 
in the molecular frame is indicated using a purple arrow, as calculated from MRCI(2,5)/6–311 + 
G(d). From Ref. [56]
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Fig. 7.18 The anisotropic scattering signal of NMM, derived from experimental results at a pump-
probe delay time of t = 150 fs, black symbols. The three theoretical signals are derived from 
calculations. The theoretical curves are scaled with respect to the excitation fraction, and dephasing 
of the cos2(θ) distribution after time zero is taken into consideration. Comparison of the experimental 
data with the theoretical curves allows for the determination of the orientation of the optical transition 
dipole moment. From Ref. [56]

of dynamical wavepackets would be an important advance in our exploration, and 
eventual control, of chemical reactions. 

The manner in which scattering investigations of chemical dynamics complement 
spectroscopy is an important motivation for further development of the scattering 
methods. Intriguingly, while ultrafast spectroscopy has been developed for several

Fig. 7.19 Simulated contour 
plots of the isotropic, 
modified (elastic) scattering 
intensity for the ring-opening 
reaction of 
1,3-cyclohexadiene (CHD), 
according to Ref. [76]. The 
time-evolving wavepacket 
causes intricate patterns at 
large scattering vectors 
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decades and has become very powerful, it may well be ultrafast scattering that ulti-
mately delivers more insight. As discussed in Sect. 7.4.6, we may eventually be 
able to assign electronic states during the dynamics based on analysis of the actual 
electron distribution, and theoretical predictions of coherent effects in scattering indi-
cate that it may be possible to access information on electronic transitions, transient 
electron dynamics, and nuclear coherences [77–80]. Furthermore, all time-resolved 
spectroscopic experiments are limited by the Heisenberg uncertainty relation, which 
imposes a fundamental limit on measuring the energies of spectroscopic transitions 
and time simultaneously. A scattering experiment ultimately yields positions, in the 
form of charge or electron density distributions. Since the Heisenberg uncertainty 
relation imposes no fundamental limit on the simultaneous measurement of posi-
tions and time, it may be that, once the technologies are fully developed, scattering 
experiments may give us the most detailed views of chemical dynamics. 
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Chapter 8 
Photochemical Reactions in the Gas 
Phase Studied by Ultrafast Electron 
Diffraction 

Jie Yang, Martin Centurion, Xijie Wang, Thomas Wolf, and Markus Gühr 

Abstract Time-resolved ultrafast electron diffraction (UED) from isolated 
molecules allows insight into ultrafast quantum wavepacket dynamics of molecules 
with sub-Angstrom spatial resolution. For the simple example of an excited state 
vibrational wavepacket in iodine, we can reconstruct the mean atomic distance as a 
function of delay after the optical excitation. For the case of CF3I, we can reconstruct 
the dissociative motion after UV excitation on the A-band states. Furthermore, we 
also show how the signature of nonadiabatic wavepacket dynamics after two-photon 
excitation is visible in the diffraction data.
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8.1 Introduction 

The first electron diffraction experiment can be dated back to 1927 [1], where the 
diffraction pattern of a Nickle crystal was measured and served as a direct experi-
mental evidence of Louis De Brogile’s matter wave theory. For gas molecules, elec-
tron diffraction has been used as a structural tool since the 1930s [2, 3]. Through the 
development of many decades, the structural determination precision by gas electron 
diffraction (GED) can often reach a remarkable level of sub-picometer [4]. 

A natural extension of the traditional time-averaged electron diffraction is time-
resolved diffraction, where the change of molecular structure can be recorded, prefer-
ably as a chemical reaction takes place. For photoexcited molecules in the gas phase, 
this would serve as an important complementary tool to the widely used pump-probe 
spectroscopy, because of its direct sensitivity to changes in the molecular geometry. 
The natural timescale for atom rearrangement during an excited state chemical reac-
tion is on the order of ~100 fs [5]. For this reason, time resolution is a key parameter 
in time-resolved diffraction experiments. 

In the following, we give a short account of past work for time-resolved electron 
diffraction in the gas phase. The first milestone in this field was a study of the disso-
ciation of CF3I molecules by multiphoton IR excitation observed by Ischenko et al. 
in 1983 with a time resolution of 1 μs [6]. The first picosecond electron scattering 
experiment on solid phase was reported by Williamson and Mourou in 1982 [7], 
with an electron pulse duration of ~100 ps. Ahmed H. Zewail’s group pioneered the 
field of ultrafast electron diffraction (UED) on gas molecules in the 1990s, in which 
the excited state molecular dynamics was studied using a laser-pump-electron-probe 
scheme with a time resolution of a few picoseconds [8−14]. Such a time resolution 
was not sufficiently fast to directly monitor atomic motion during chemical reactions 
but was sufficient to reveal the structure of photoproducts and a number of reaction 
intermediates. Williamson et al. revealed the structure of the CF3 fragment after CF3I 
dissociation [15], and the geometry of the photoproduct of CH2I2 dissociation [16]. 
Ihee et al. studied the photodissociation of an important organometallic compound 
Fe(CO)5 by two-photon excitation with a 310 nm UV laser and observed photo-
products Fe(CO)2, Fe(CO) and Fe [12]. In a later experiment, Ihee et al. studied 
the two-photon excitation of Fe(CO)5 and provided a transient structural measure-
ment of the reaction intermediate Fe(CO)4 [17]. Studies on CpCo(CO)2 identified 
cyclopentadienyl as a primary photoproduct, indicating a complete dissociation of 
both the Co atom and the carbonyl radical [10]. Ihee, Cao et al. resolved the two-step 
dissociation of C2F4I2, identified the intermediate structure to be classical rather than 
bridged [9, 18, 19]. Dudek et al. [20], Ihee et al. [19], and Ruan et al. [21] studied 
the photochemical ring-opening of cyclohexadiene (CHD), and provided insight to 
the structure of the ring-opened hot ground state, mostly an elongation of the C–C 
bonds. Ruan et al. also studied the ring-opening reaction of cycloheptatriene (CHT) 
[21], where they were able to resolve the vibrational energy re-distribution within 
5 ps after photoexcitation. Lobastov et al. [22] studied the so-called “channel three” 
dynamics in pyridine with 266 nm excitation, where they concluded a ring-opening
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pathway. Srinivasan et al. [23] compared the 266 nm excitation of pyridine, picoline, 
and lutidine, where they found that only pyridine and picoline lead to a ring-opened 
photoproduct. 

At the same time as gas phase ultrafast electron diffraction made this progress, 
UED studies on condensed phase samples with sub-picosecond resolution were 
pioneered by R. J. Dwayne Miller’s group [24−29]. Because of the high scattering 
cross sections for electrons, the solid samples need to be kept extremely thin. This 
in turn minimizes time-smearing due to different group velocities of exciting lasers 
and probing electron pulses [28]. 

In addition to directly monitoring photophysical and photochemical reactions 
through UED, the ~1 ps time resolution provides an opportunity to directly resolve 
the 3-D structure of gas molecules when combined with either photoselection in 
the excited state [30] or impulsive laser alignment techniques [31−34]. The math-
ematical foundation of retrieving 3-D molecular structure using UED from aligned 
molecules in the gas phase was first introduced by Baskin and Zewail [35, 36]. 
Hoshina et al. [37] reported the first experimental realization of an anisotropic diffrac-
tion pattern with 10 ns resolution using adiabatic alignment and a pulsed electron 
diffraction apparatus. Reckenthaeler et al. [30] reported an anisotropic diffraction 
pattern of C2F4I2 with few ps time resolution, where they used the anisotropy of the 
molecular ensemble that was generated upon photoexcitation with a linearly polar-
ized laser pulse. Hensley et al. [31] reported the first experimental 3-D structural 
retrieval from an anisotropic diffraction pattern, in which an intense infrared pulse 
was used to impulsively  align CF3I molecules. Yang et al. [32] reported the alignment 
and structural change of CS2 molecules in an intense laser field. 

In recent years, technological breakthroughs led to a temporal resolution down to 
~100 fs in UED experiments by several methods: accelerating electrons to rela-
tivistic energies [38−40], using an RF cavity to actively compress the electron 
beam [41−44], or utilizing a compact setup where the distance between the elec-
tron gun and the sample is minimized [27, 28, 45, 46]. For studying excited state 
dynamics of molecules in the gas phase, gas-phase ultrafast electron diffraction 
(GUED) utilizing a relativistic electron beam has made great progresses. Yang et al. 
reported the capture of impulsive alignment and rotational revivals of N2 molecules 
with 230 fs FWHM time resolution [47], the direct observation of coherent vibration 
in the diatomic molecule iodine [48], and the capture of photodissociation and non-
adiabatic dynamics in CF3I valence and Rydberg states [49]. Wolf et al. reported an 
unprecedentedly clear view of the ring-opening dynamics in CHD molecules [50], 
and Wilkin et al. reported the transient structure in C2F4I2 immediately after the 
dissociation of an iodine atom, where they have clarified that the bridged interme-
diate structure has never formed, even on the timescale of a single vibrational period 
[51]. 

Following the lasing of the world’s first hard X-ray free electron lasers (XFELs) 
in 2010 [52], X-ray diffraction has emerged as another powerful tool to study time-
resolved structural dynamics on gas, liquid, and solid samples with femtosecond time 
resolution and ångström spatial resolution. For samples in the gas phase, Küpper
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et al. have observed an anisotropic diffraction pattern in a strongly aligned 2,5-
diiodobenzonitrile molecular ensemble [53]. Minitti et al. reported the capture of 
CHD ring-opening [54], and P. M. Weber’s group has published a series of papers 
recently on this topic, including the determination of the transition dipole moment 
direction from anisotropic diffraction patterns [55], understanding the information 
content of small-angle X-ray scattering [56], observation of vibrational coherence 
in N-methylmorpholine after a Rydberg excitation [57], and discerned ground-state 
ring-opening in CHD after a Rydberg excitation using a 200 nm pump laser [58]. 

In this chapter, we will discuss recent progresses in utilizing relativistic electron 
pulses to study excited state molecular dynamics in the gas phase. In Sect. 8.2, 
we provide a theoretical background for GUED simulations and data treatment. In 
Sect. 8.3, we present the cases of iodine and trifluoroiodomethane, for which we 
resolved nuclear motion in space on an ultrafast timescale. In Sect. 8.4, we give a  
conclusion and an outlook on the future development of GUED. 

8.2 Diffraction Theory 

In this section, we will introduce the theory for electron diffraction from a gas 
ensemble of molecules and present the methodology for both simulating diffraction 
patterns and retrieving real-space structural information for both GED and GUED. 

8.2.1 Static Electron Diffraction from a Gas Ensemble 

8.2.1.1 Theory of Electron Diffraction 

Electron diffraction from molecules can be viewed as the scattering of an incident 
plane wave by the Coulomb potential of protons and electrons within the target 
molecule. For the diffraction of high energy (>keV) electrons by gas molecules, 
the first-order Born approximation assumes the incident electron only scatters once 
within the Coulomb potential of the molecule. Under the first-order Born approx-
imation, the scattering intensity can be written as the sum of elastic and inelastic 
scattering [3, 59] 

I
(−→s ) = Ielastic

(−→s ) + Iinelastic
(−→s )

(8.1) 

Since the inelastic scattering contains very little information on the geometrical 
structure of the molecule, in this chapter we’ll limit the discussion on elastic scattering 
only. The elastic scattering can be written as 

Ielastic = |f̃ (−→s )|2 (8.2)
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The scattering amplitude f̃
(−→s )

is given as 

f̃
(−→s ) = m 

2π 2 

˚ 
V

(−→r )
exp

(
i−→s · −→r )

d3 r (8.3) 

where m is the electron mass,  is the reduced Planck constant, −→s =−→
k − 

−→
k0 is the 

momentum transfer, and 
−→
k and 

−→
k0 are the wave vectors for scattered and incident 

electron, respectively. V
(−→r )

is the Coulomb potential of the target molecule. The 
integral is performed over the real space. 

A commonly used approximation to calculate the elastic scattering patterns is the 
independent-atom-model (IAM), where the scattering from a molecule is treated as a 
coherent sum of scattering from independent atoms, and the effect of chemical bonds 
is ignored [3]. The breakdown of the IAM has been investigated intensively in the 
second half of the last century [60−66]. It was found that the scattering contribution 
from bonding electrons is mostly limited to a small momentum transfer range, and 
it is a common practice to ignore the range s < 1–2 Å−1 for structural retrieval of 
molecules on the ground state. For GUED experiments, most existing works have 
found that the IAM is a sufficiently accurate approximation with currently achievable 
signal to noise [8, 48]. Therefore, in this chapter we will limit ourselves to the IAM 
framework. 

For an individual atom, the Coulomb potential is isotropic and can be written as 

V(r) = −Ze2 

r 
+ e2 

˚ 
ρ(

−→r − −→r' ) 
|−→r − −→r' |  

d3 r' (8.4) 

where Z is the atomic number and ρ(
−→r ) is the electron density. Inserting (8.4) into  

(8.3) one can derive 

f (s) = 
2me2

 2 

Z − F(s) 
s2 

(8.5) 

and 

F(s) = 4π 
∞ʃ

0 

ρ(r) 
sin(sr) 
sr 

r2 dr (8.6) 

The atomic form factor f (s) for electron scattering can be obtained from the liter-
ature or computer programs, for example, the ELSEPA software [67]. Note that F(s) 
is exactly the atomic form factor for X-ray scattering, and the term Z − F(s) in 
Eq. (8.5) represents the screening of the nucleus’ Coulomb potential by the elec-
trons. The atomic form factor f (s) is real under the first-order Born approximation 
[3, 68]. Schomaker and Glauber first investigated the validity of the first-order Born 
approximation in the 1950s [68]. They found that the structural refinement of many
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compounds can be improved by introducing a scattering phase (second-order Born 
approximation), making f (s) a complex function. This scattering phase increases 
with s and atom weight, and decreases with the kinetic energy of the scattering 
electrons. 

For a molecule, the elastic scattering amplitude under the IAM can be written as 

f̃
(−→s ) =

∑

m 

fi(s)e
i−→s ·−→rm (8.7) 

where the sum is over all the atoms in the molecule, fi(s) is the atomic form factor 
of the ith atom, and −→ri is the vector pointing from a randomly chosen origin to 
the ith atom. To clarify the nomenclature, in this chapter we use f̃ (s) to repre-
sent the molecular scattering amplitude and f (s) to represent the atomic scattering 
amplitude. Therefore, the elastic scattering intensity for a molecule is given by 

Ielastic = |f (−→s )|2 =
∑

m 

|fm(s)|2 +
∑

m/=n 

fi
∗(s)fj(s)ei

−→s ·−→rmn = Iat + Imol (8.8) 

where −→rmn = −→rm − −→rn is the vector pointing from the mth atom to the nth atom. 
The first term Iat is scattering from individual atoms and the second term Imol is the 
interference term between atoms that contains structural information. 

For a molecular ensemble in the gas phase, the total scattering is an incoherent sum 
of all the molecules, because there’s no fixed phase relation between the scattered 
waves from different molecules. In addition, molecules are randomly oriented in 
such an ensemble and, thus, we can integrate over angular coordinates, 

I ran mol = 
1 

4π 

2πʃ

0 

d ϕ 
πʃ

0

∑

m/=n 

fm
∗(s)fn(s)eisrmncosθ sinθ d θ 

=
∑

m/=n 

fm
∗(s)fn(s) 

sin(srmn) 
srmn 

. (8.9) 

here the polar angle θ and azimuthal angle ϕ are defined with respect to the vector −→s . 
After the integral I ran mol is only a function of s, the magnitude of vector −→s , meaning that 
the diffraction pattern is isotropic. It has been found that for static electron diffraction 
from gas molecules, molecular vibration is also an important factor to account for, 
especially for high momentum transfer [4]. If we assume that each atom pair distance 
mn follows a Gaussian probability density with a mean square amplitude of vibration 
l2 mn, the scattering pattern takes the following form: 

I ran mol =
∑

m/=n 

fm
∗(s)fn(s) 

sin(srmn) 
srmn 

exp

(
− 
1 

2 
l2 mns

2

)
. (8.10)
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a b c  

C-F, 1.33 Å 

C-I, 2.14 Å 
F-F, 2.15 Å 

F-I, 2.89 Å 

Fig. 8.1 Simulated static diffraction from gas phase CF3I molecules. a Ielastic(s), b sM(s), c PDF(r). 
The corresponding atom pairs in PDF(r) are marked 

This term has a similar form (and same physical origin) as the famous Debye– 
Waller factor in condensed matter physics. This term effectively adds a “fuzziness” to 
the real-space distribution. For photo-excited molecules, it might be used to describe a 
hot molecule if the excited state population is not too far from a Gaussian distribution, 
but cannot describe large-scale dynamics such as photodissociation, or complicated 
dynamics such as wavepacket branching. 

In electron scattering, the form factors f (s) have a s−2 dependence (Eq. 8.5). 
Therefore I ran mol has a ~ s

−5 dependence1 . The scattering intensity drops so fast that 
it is usually challenging to read information from a plot of I ran mol on a linear scale 
over a typical s range (see Fig. 8.1a). A convenient convention is to use the modified 
diffraction intensity sM(s) (see Fig. 8.1b), defined as 

sM (s) = 
I ran mol 

Iat 
s =

∑
m/=n fm

∗(s)fn(s) sin(srmn) rmn∑
m fm

∗(s)fm(s) 
. (8.11) 

For homoatomic molecules, the form factors cancel out, and each atom pair mn gives 
rise to a sinusoidal term sin(srmn) with an amplitude of 1/rmn. For heteroatomic 
molecules, since the “shape” of atomic form factors fm(s) are typically similar, the 
form factors can still mostly cancel out. Assuming there exists a common shape fo(s) 
for all atoms, we express the fi(s) with the relation fi(s) ≈ cifo(s), where ci is a 
coefficient for atom i that is roughly proportional to the square root of its atomic 
elastic scattering cross section. Inserting this into (8.11) yields 

sM (s) ≈
∑

m/=n cmcn 
sin(srmn) 

rmn∑
m c

2 
m 

. (8.12)

1 I ran mol Actually drops slower than s
−5, because the term Z-F(s) in Eq. (8.5) increases with s. 



236 J. Yang et al.

8.2.1.2 Structural Retrieval from Static Electron Diffraction Patterns 

In this section, we will discuss the method to retrieve real-space information from 
static diffraction patterns. 

The most straightforward way to retrieve real-space information is by calculating 
the pair distribution function (PDF) from the modified diffraction intensity sM(s), 
using the following formula: 

PDF(r) = 
∞ʃ

0 

sM (s)sin(sr)ds. (8.13) 

Combining Eqs. 8.12 and 8.13 and assuming the sM is measured over all s, one 
can immediately get 

PDF(r) ≈
∑

m/=n cmcn 
1 
rmn 

δ(r − rmn)
∑

m c
2 
m 

(8.14) 

where δ(r) is the Dirac delta function. Therefore, the PDF consists of individual 
peaks at distances equal to the distance between each atom pair. The amplitude of 
each peak is proportional to the product of the scattering amplitudes of the two atoms, 
and inversely proportional to their distance (see Fig. 8.1c). 

Calculating a PDF using Eq. (8.12) requires access to sM(s) in the full range (0 
< s <  ∞), which is not feasible experimentally. For static GED experiments, the 
maximum s range is approximately 30 Å−1 [4]. For GUED, most experiments reach 
a maximum s of ~10 Å−1 [8, 49, 50]. Thus, the integral in Eq. 8.13 is performed over 
a limited s-range, which determines the broadening of the peaks corresponding to 
interatomic distances. Furthermore, a damping factor is added to the sine transform 
to minimize artifacts due to edge effects: 

PDF(r) = 
smaxʃ

0 

sM (s)sin(sr)e−ks2 ds (8.15) 

where k is a damping factor. The damping factor is usually chosen so that e−ks2 max is 
somewhere between 0.01 and 0.1. Another issue is that the low s (s < ~2 Å−1) signal 
is often not available experimentally, or deviates from the IAM model [4]. When 
calculating the PDF, a common workaround is to add the low s signal with modeled 
values in the IAM framework [4]. 

A real-space PDF can provide a direct and intuitive view of molecular structure. 
However, it is inherently one-dimensional information, therefore it usually cannot be 
directly translated to 3-D molecular structure. To extract the 3-D molecular structure, 
a χ2 refinement on sM(s) is often used. The method usually compares the simulated 
and experimental sM(s) while keeping scanning structural parameters until the best
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match is achieved. Using χ2 refinement, static GED can typically reach a struc-
tural precision of better than 0.005 Å in bond length and 0.5° in bond angle [4]. In 
addition, direct structural retrieval in sM(s) uses only the experimentally available s 
range, therefore avoids the issue of the finite experimental s range. Once the sM(s) is 
optimized, the missing s range can be filled in with simulated values for calculating 
PDF(r). 

8.2.2 Ultrafast Electron Diffraction from a Gas Ensemble 

In GUED, the initial structure of the molecule is usually known, and the goal is to 
find out how the structure changes after excitation. Diffraction patterns are recorded 
as a function of pump-probe delay time, and the change in the diffraction pattern 
(named difference pattern hereafter) is the key observable, which can be written as

∆I (s; t) = I (s; t) − I (s; t < 0), (8.16) 

where t is the pump-probe delay time, and I(s; t < 0) is a reference pattern that 
is taken before the arrival of the pump laser. The advantage of using difference 
patterns is that all the contribution that does not change with pump-probe delay, such 
as experimental background and the diffraction signal from unexcited molecules, 
cancels out by the subtraction. In other words, only those molecules that undergo 
structural changes contribute to the difference signal. 

When the difference pattern is isotropic, one can use Eq. (8.15) to calculate the 
difference PDF, as in the static case. The difference PDF then reflects the gain and 
loss of atom pair distances and can be used to determine the transient structure of 
the photoexcited molecule [48, 50]. 

When the difference pattern is not isotropic, the structural retrieval gets slightly 
more complicated. For example, when a linearly polarized laser pulse is used as 
the pump, the selection rule of the photoexcitation process preferentially creates 
an angularly anisotropic ensemble in the excited state (and a corresponding “hole” 
in the ground state). This leads to an anisotropic diffraction pattern that encodes 
the 3-D structural information of the excited state [35, 36]. In addition, one can 
also actively align the molecules with an intense IR pulse, and the corresponding 
diffraction pattern can be used to retrieve the 3-D structure of the molecule on the 
ground state [31, 33]. Here we introduce only the simplest case, where anisotropy is 
introduced by photoselection through a single photon excitation. 

Assuming γ is the angle between the laser polarization and the transition dipole 
moment (TDM) of the molecule, the angular shape of the excited state molecular 
ensemble will follow a cos2γ distribution in a single-photon excitation process [35]. 
This anisotropy is transient and will dephase and rephase as the rotational wavepacket 
evolves. For asymmetric-top molecules, the rephase is typically only partial [69]. The 
typical dephasing timescale is a few hundred femtoseconds to a few picoseconds, 
depending on the moment of inertia of the system.
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For each atom pair, the angular distribution also depends on its relative orientation 
to the TDM of the molecule. For example, assumingΘ is the angle between the atom 
pair and the laser polarization, for an atom pair that is parallel to the TDM, the angular 
distribution is cos2 Θ. For an atom pair that is perpendicular to the TDM, the angular 
distribution will become sin2 Θ. In general, for a one photon transition and a specific 
atom pair ij pointing at a specific direction r

Ʌ

ij(t) at time t, the angular distribution of 
this pair was derived by Baskin and Zewail [35, 36]: 

Aij(t;Θ) = P0[cosΘ] + 2P2
[
r
Ʌ

ij(t) · μɅ(0)
]
P2[cosΘ], (8.17) 

where P0 and P2 are the zeroth and the second order Legendre polynomial, and μ
Ʌ

(0) 
is the TDM orientation at time zero. The caret symbol means a unit vector. The 
angular distribution is always uniform along the azimuthal angle in the lab frame 
because of cylindrical symmetry with respect to the laser polarization. 

For an atom pair with an angular distribution given by Eq. (8.17), the diffraction 
pattern under the IAM can be written as [35, 36] 

Iij(t; s, φ) = Re
(
f ∗ 
i f j

)
j0

(
srij

)
P0[cosφ] 

− 2Re
(
f ∗ 
i f j

)
P2

[
r
Ʌ

ij(t) · μɅ(0)
]
j2

(
srij

)
P2[cosφ] (8.18) 

where j0 and j2 are the zeroth and the second-order spherical Bessel functions of the 
first kind, φ is the azimuthal angle on the diffraction pattern, and f x is the atomic 
scattering form factor of atom x. Equation (8.18) assumes the polar diffraction angle 
θ is small enough that cos

(
θ 
2

) = 1 is a good approximation, which holds reasonably 
well for both keV and MeV electrons. 

Since the angular component of the diffraction pattern can be represented by the 
zeroth and the second-order Legendre polynomial, a useful way to remove back-
ground noise is to apply a Legendre polynomial decomposition on the angular 
coordinate and keep only these two terms [49, 70]. 

To retrieve the angular-resolved PDF (ARPDF) from the anisotropic scattering 
signal described by Eq. (8.18), one can use an inverse 2-D Fourier transform followed 
by an inverse Abel transform [49]. Since the angular dependence of the real space 
signal contains only the zeroth and the second-order Legendre polynomials, it natu-
rally fits to the pBasex Abel inversion algorithm [71]. An example is given in Fig. 8.2. 
Figure 8.2a shows a simulated diffraction pattern for an ensemble of isolated CF3I 
molecules with a cos2 Θ angular distribution. Its 2-D Fourier transform is given 
in Fig. 8.2b, and the ARPDF obtained by Abel inversion is shown in Fig. 8.2c. 
Figure 8.2d shows the ARPDF in polar coordinates, where the C-I, F-I appear pref-
erentially along the parallel direction, and C-F and F-F appear preferentially along 
the perpendicular direction. Since both Fourier and Abel transforms are “passive” 
mathematical transforms, this example shows that ARPDF can retrieve multidimen-
sional molecular structural information without any a priori knowledge about the 
molecule.
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Fig. 8.2 An illustration of the angular-dependent Fourier analysis. a Simulated diffraction pattern 
of gas phase CF3I with a cos2 Θ angular distribution. b The 2D FFT of part (a). c ARPDF, obtained 
by a pBasex Abel inversion of part (b). d ARPDF represented in polar coordinates, where the 
parallel (purple stripe) and perpendicular (brown stripe) directions show very different structures. 
From Ref. [49]. Reprinted with permission from AAAS 

8.3 Case Study 

In this chapter, we will show two GUED experiments on excited state molec-
ular dynamics. The first proof-of-principle experiment studied coherent vibrational 
dynamics on the B (3∏0u) excited state of iodine [48]. The vibration of a diatomic 
molecule is one of the simplest molecular motion, and the iodine atom is a very strong 
scatterer. Nevertheless, resolving the vibrational motion of a diatomic molecule is a 
direct realization of making a so-called “molecular movie”. The second experiment 
shown is on a polyatomic molecule, CF3I [49]. In this case, complicated dynamics 
such as the recoil motion during photodissociation and wavepacket branching through 
a conical intersection is resolved with rich details. 

8.3.1 The Vibrational Wavepacket in the B State Iodine 

We now briefly describe the setup. In the iodine experiment, a 530 nm femtosecond 
pump laser pulse, generated from a commercial optical parametric amplifier (OPA) 
pumped by an 800 nm laser pulse, is used to excite iodine molecules onto the B (3∏0u)
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state. The experimental setup at the SLAC MeV UED facility is shown schematically 
in Fig. 8.3a and detailed elsewhere [38, 39]. Briefly, the I2 gas is introduced to the 
interaction region by a pulsed nozzle, the incident 3.7 meV electron beam and pump 
laser beam propagate nearly collinearly with a ~5° angle between them. The pump 
laser is introduced to and outcoupled from the interaction region by holey mirrors, 
and the diffraction patterns are recorded on a phosphor screen-based detector at ~3 m 
distance from the interaction region. The electron beam contains roughly 1.2 × 104 
electrons per pulse and is collimated to a spot size of about 200 μm. The nozzle 
orifice has an opening of 100 μm, the gas jet has a diameter of roughly 300 um 
FWHM, and the laser focal size is also roughly 300 μm FWHM. The whole system 
operates at 120 Hz, and the overall instrumental response function is 230 fs FWHM. 

The photoexcitation launches a vibrational wavepacket on the B state surface, 
which then oscillates between the ground state bond length of 2.66 Å and the turning 
point at 4 Å. The equilibrium bond length of the B state is around 3 Å, as shown 
in Fig. 8.3b. The simulated nuclear wavepacket dynamics on the excited B state is 
shown in Fig. 8.3c, where the vibrational wavepacket oscillates between the inner 
and outer turning point with a period of ~400 fs.

Fig. 8.3 Experimental setup and excited state dynamics of gas phase iodine. a A schematic drawing 
of the experimental setup. b The potential energy surface (dashed lines) and the nuclear wavepacket 
in the Franck–Condon region (solid lines). The ground state is shown in blue and the excited B 
state is shown in red. c A simulation of the probability density of the coherent nuclear wavepacket 
in false color representation in the first 600 fs after photoexcitation. The figure is reproduced from 
Ref. [48] 
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The experimental diffraction-difference pattern ∆I, averaged over time delays 
between 50 and 550 fs, is shown in Fig. 8.4a, and the corresponding simulated 
diffraction pattern is shown in Fig. 8.4b. The simulation is performed by the combi-
nation of the quantum wavepacket in Fig. 8.3c and the IAM simulation given in 
Eq. (8.8), assuming a cos2γ angular distribution. The experimental ∆I is available  
in an s range of 1.6 to 10 Å−1, and the simulation is cut to match the s range of the 
experiment. Both the radial and the angular distribution of the two patterns match 
relatively well. The ∆I at individual pump-probe delays of −184, 17, 217, and 417 
are shown in parts (c) to (f) of Fig. 8.4. The anisotropy reflects the selection rule 
of the photoexcitation, and can, in principle, be used to extract the 3-D structural 
information. However, since the diatomic I2 is a one-dimensional molecule, this 
extra information is not necessary in this specific case. Therefore, we only apply 
the isotropic analysis given by Eqs. (8.10) to (8.15) to this dataset. The anisotropic 
analysis will be utilized in the next case study, CF3I, to show the power of retrieving 
3-D structural dynamics. 

To process this signal using the isotropic 1-D analysis algorithm, we first radi-
ally average the 2-D ∆I(s,ϕ) signal to generate ∆I(s), then generate ∆sM(s) using 
Eq. (8.11). The experimental and simulated∆sM(s) is then shown in Fig. 8.5a–b. The 
appearance of stripes at around time zero represents the beginning of a bond length 
change. To better determine the bond length at every delay time, we first extract the 
sM(s). The contribution of sM(s) from the ground state is added back to the ∆sM(s) 
signal to get the excited state sM(s). An excitation ratio is needed to properly account 
for the fraction of excitation. This ratio is determined to be ~15% by comparing the 
experimental and simulated ∆sM(s). The resulting excited state sM(s) is shown in

Fig. 8.4 Difference diffraction pattern ∆I. a Experimental ∆I averaged between 50 and 550 fs. 
b Simulated∆I averaged between 50 and 550 fs. c–f Experimental∆I at  c −184 fs, d 17 fs, e 217 fs, 
and f 417 fs, respectively. The figure is reproduced from Ref. [48] 
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Fig. 8.5 Dynamics of I2 in B state in reciprocal s space. a–b Experimental (a) and simulated 
(b)∆sM(s), obtained by a radial average of difference pattern∆sM(s,ϕ). c–d, Experimental (c) and  
simulated (d) sM(s), obtained by adding a known contribution from the ground state sM(s) to
∆sM(s). The white dashed line at s = 1.6 Å−1 shows the lower limit of the experimentally measured 
s range. The simulation is blurred by a 230 fs FWHM Gaussian running average to account for the 
experimental IRF. Figure is reproduced from Ref. [48] 

Fig. 8.5c–d. Around time zero, the positive peak at 3 Å−1 moves to a smaller value, 
indicating that the I2 molecule has elongated. 

Excited state PDFs can be calculated from sM(s) using Eq. (8.15). It can be seen 
from Eq. (8.14) that the PDF is inversely proportional to the pair distance r, therefore a 
real-space probability distribution P(r) is constructed by P(r) = r·PDF(r). The  resul-
tant P(r) is shown in Fig. 8.6. Figure 8.6a shows that the experimental peak position 
of P(r) reproduces the simulation well. This result directly demonstrates the concept 
of a “molecular movie”, where atoms moving with respect to each other, can be 
resolved both spatially and temporally with GUED. Figure 8.6b shows the evolution 
of the shape of P(r). This shape represents the nuclear wavepacket probability density 
|ψ(r)|2, convolved with the experimental spatial and temporal resolution. Therefore, 
this experiment also shows that with improved spatial and temporal resolution, the 
amplitude of the quantum mechanical nuclear wavepacket of excited state molecules 
could be directly retrieved experimentally in future.
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Fig. 8.6 Dynamics of I2 in 
the B state in the real space. 
a Retrieved peak position of 
the real-space probability 
density P(r) from experiment 
(circles with error bars) and 
the quantum wavepacket 
simulation (dashed line) as a 
function of delay time. b The 
evolution of the shape of P(r) 
from experiment (left), 
simulation (right red dashed 
line), and simulation with 
running average (right green 
solid line). The figure is 
reproduced from Ref. [48] 

8.3.2 The Multidimensional Imaging of CF3I 
Photodissociation and Rydberg State Dynamics 

CF3I is a simple alkyl halide with C3v symmetry. It is a prototypical target for studying 
photodissociation and intersystem crossing. A single photon of 266 nm promotes the 
molecule to its 3Q0 state. Due to the strong spin–orbit coupling promoted by the heavy 
iodine atom, dissociation occurs either to CF3I + I*(2P1/2) or after an intersystem 
crossing to the singlet 1Q1 state into CF3I + I(2P3/2). This reaction channel has been
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extensively studied both theoretically and experimentally [72−77]. A two-photon 
excitation channel, which directly promotes the molecule onto the [5pπ3,2∏1/2] (7 s)  
Rydberg state (referred to as Rydberg 7 s state), has been observed in several studies, 
mostly through resonance-enhanced multiphoton ionization [78−81], but the details 
of this reaction pathway have not been retrieved. Here, we show that through the 
combination of multi-dimensional imaging of GUED and ab-initio nonadiabatic 
dynamics simulations, we are able to follow both the one-photon and the two-photon 
pathways in great detail. 

The one-photon and the two-photon excitations have different TDM—the one 
photon excitation is preferentially along the symmetry axis of the molecule, while 
two-photon excitation is preferentially perpendicular to the symmetry axis. Since 
the iodine atom is much heavier (therefore a stronger scatterer) than any other atoms 
in CF3I, the C-I and F-I distances will be the dominating observables, both along 
the TDM direction (Fig. 8.7). Therefore, the dominating one-photon signal will be 
along the direction parallel to the laser polarization while the dominating two-photon 
signal will be along the perpendicular direction. 

The angularly-resolved∆PDF is shown in Fig. 8.8, each panel displays an average 
over a 10° angle, with 0° and 90° being parallel and perpendicular to the laser polar-
ization, respectively. It is obvious that the parallel and perpendicular directions show 
very different structural dynamics, with features in the parallel slices significantly 
stronger and simpler than those on the perpendicular side.

The ∆PDF||, taken by averaging the ∆ARPDF between 0° and 10°, is shown in 
Fig. 8.9a, where the two strong bleaching bands at ~2.1 Å and ~2.9 Å reflect the 
loss of C-I (2.14 Å) and F-I (2.89 Å) atom pair distances in CF3I upon dissociation. 
These two features are reproduced by ab-initio multiple spawning (AIMS) molecular

a b 

Fig. 8.7 Potential energy surface and reaction pathway for CF3I. a As a function of the C-I bond 
length, b additionally as a function of the I-C-F bond angle. Part (a) is color coded with electronic 
state character: the one-photon excitation creates a dissociative wavepacket on the 3Q0+ state (grey), 
and the two-photon excitation creates vibrational wavepacket on the Rydberg 7 s surface (yellow). 
The two-photon reaction pathway involves an ion-pair state (red), the Rydberg 6 s state (blue), 
ground state and the valence open-shell states (green). Part a was reproduced from Ref. [49]. 
Reprinted with permission from AAAS 
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Fig. 8.8 Experimental∆ARPDF as a function of delay time. Each panel represents angular average 
over a 10° cone. Note the color scale in each row is different from Ref. [49]. Reprinted with 
permission from AAAS

dynamics simulation shown in Fig. 8.9c. A more careful analysis of the two bands 
reveals that the C-I pair is lost slightly earlier (~30 fs) than the F-I pair, as shown 
in Fig. 8.9b. This subtle difference can be attributed to the fact that the C-I bond 
breaking starts with a strong recoil of the carbon atom, because the iodine atom is a 
factor of ~10 heavier than carbon. This recoil of the carbon atom immediately alters 
the original C-I distance, while the change of the F-I distance is delayed. The AIMS 
simulation reveals a ~16 fs delay between the two bleaching signals, which confirms 
this interpretation. In addition, this strong recoil causes an immediate and strong 
umbrella opening of the CF3 fragment. This signal appears mostly in the ∆PDF⊥ 
(averaging the ∆ARPDF between 80° and 90°) as the bond direction is close to the 
direction perpendicular to the transition dipole. A χ2 fitting on the ∆PDF⊥ shows 
that the umbrella angle opens immediately by roughly 4° (after taking into account 
the 150 fs experimental IRF), with a slower expansion of C-F bond length of roughly 
0.03 Å. These two motions are also confirmed by AIMS simulation. The simulation 
seems to underestimate the C-F bond lengthening amplitude, which might be caused 
by various approximations adopted in the simulation. The simulation shows that
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both the umbrella bending vibration and the C-F stretching have a period of under 
50 fs. They are too fast to be resolved in our experiment and thus we only observe 
an averaged motion with a 4° umbrella opening and a 0.03 Å C-F bond elongation. 
The previously observed ~10% intersystem crossing to 1Q1 is not resolved in this 
experiment, mostly because of the insufficient spatiotemporal resolution to discern 
the small difference of the travelling speed of the dissociating iodine atom in the two 
channels. 

The experimental ∆PDF⊥ is shown in Fig. 8.10a. Figure 8.10b shows the time 
evolution of three pair distances—the initial C-I distance of 2.14 Å, the initial F-I 
distance of 2.90 Å, and the distance 2.52 Å which exhibits zero amplitude before 
photoexcitation. The features in the first 200 fs are dominated by the umbrella motion 
of the one-photon channel, while the rich oscillating signals after 200 fs reveal the 
existence of an additional channel. The counter-phased oscillation between 2.14 
and 2.52 Å reflects a C-I stretching vibration with a ~200 fs period, in good agree-
ment with the expected vibrational period of C-I stretching mode on Rydberg states 
[82]. Additionally, a recurrence of the 2.90 Å signal at ~500 fs does not agree with 
any anticipated feature in either dissociative states or Rydberg states, indicating the 
involvement of additional states and the existence of nonadiabatic dynamics.

Fig. 8.9 One-photon dissociation pathway. a Experimental ∆PDF||. b The loss of the C-I and F-I 
atom pair, each normalized to the minimum value. c Simulated ∆PDF||. d A χ2 fitting on ∆PDF⊥ 
shows an umbrella opening and a C-F bond lengthening. From Ref. [49]. Reprinted with permission 
from AAAS 
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Fig. 8.10 Two-photon Rydberg pathway. a Experimental ∆PDF⊥. b The time evolution at 2.14, 
2.52, and 2.90 Å from experimental data. c Simulated ∆PDF⊥. d The time evolution at 2.14 Å, 
2.52 Å, and 2.90 Å from simulation. e The experimental PDF⊥ obtained by removing a common 
decaying signal from∆PDF⊥. Black dots are obtained by a ridge finding algorithm, and blue arrows 
guide the reaction pathway by connecting the dots. f The simulated nuclear wavepacket along the 
C-I coordinate, the blue dots are obtained by a ridge finding algorithm. The dashed box corresponds 
to the window of observation in experiment. g Similar with (f), but the color coding indicates the 
electronic state character from Ref. [49]. Reprinted with permission from AAAS 

The AIMS simulation reveals strong nonadiabtic events after Rydberg 7 s state 
excitation, as shown in Fig. 8.10g. The wavepacket remaining on the Rydberg 7 s 
state (yellow) continues to vibrate with a ~200 fs period. This motion corresponds 
to the counter-phased oscillation between 2.14 and 2.52 Å in the ∆PDF⊥. A conical 
intersection between an ion-pair state and the Rydberg 7 s state gives rise to strong 
internal conversion to the ion pair (red) and subsequently Rydberg 6 s (blue) states. 
Since the Rydberg 6 s state is still a bound state, the first outgoing wave is trapped 
on the 6 s surface and eventually returns close to the Franck–Condon point at around 
500 fs, leading to a strong recurrence at 2.9 Å. This recurrence is reproduced in the 
simulated ∆PDF⊥, shown in Fig. 8.10c–d. 

The experimental ∆PDF⊥ has captured the signature of both the Rydberg state 
C-I vibration and the nonadiabatic wavepacket recurrence. To further extract the 
dynamics from the PDF⊥, we remove a common decaying signal, mostly coming 
from the rotational dephasing in the one-photon channel, from the∆PDF⊥. The result 
is given in Fig. 8.10e. A ridge-finding algorithm is applied for visual guidance, with 
the same algorithm applied to the simulation shown in Fig. 8.10f. In both figures, one 
can identify two wavepacket bifurcation events occurring at conical intersections: 
~2.7 Å/300 fs and ~2.4 Å/420 fs in the experiment, and at 2.6 Å/270 fs and 2.5 Å/ 
460 fs in the simulation. In addition, a two-branch crossover can be found at ~3.3 Å/ 
400 fs in experiment and ~3.6 Å/420 fs in simulation. This comparison shows that 
GUED can directly capture wavepacket motion through conical intersections.
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In summary, in this section we showed two photoexcited molecular dynamical 
processes captured by GUED experiments: a simple coherent oscillation in the bond 
length of a diatomic molecule, and the dissociation and nonadiabatic dynamics of 
a polyatomic molecule CF3I. The anisotropy introduced by photoselection provides 
a 3-D view of the structural dynamics, which is not only useful in visualizing the 
overall structural evolution, but also powerful in separating different photoexcitation 
channels. 

8.4 Summary and Outlook 

Through the technical development of the past 30 years, GUED has emerged as a 
tool to meet its promise—resolving the motion of atoms during excited state photo-
chemical reactions. In comparison to the existing large variety of ultrafast laser 
spectroscopy methods, GUED serves as a complementary tool to observe changes in 
molecular structures. In addition, the data treatment is typically more straightforward 
in GUED in comparison to most spectroscopic techniques, because the key step to 
convert diffraction patterns to PDF and ARPDF is simply a Fourier transformation, 
and no a priori information about the target system is needed. 

GUED has so far been limited to small molecules (up to ~20 atoms) in the gas 
phase. For larger and more complicated molecules, in principle the same experiment 
could be performed, provided that the vapor pressure is sufficiently high for reaching 
the desired target number density (~1016/cm3 for most existing experiments). In 
addition, the data interpretation would be more challenging, because many degrees 
of freedom can potentially lead to similar-looking signals. Combining GUED with 
both time-resolved spectroscopic methods and MD simulations would be a potential 
direction to gain additional information. 

The current state-of-the-art temporal resolution, 150 fs FWHM [38], is only fast 
enough to resolve the vibration of heavy atoms. To resolve motion of light atoms 
such as carbon and oxygen, ideally a time resolution of 10–20 fs is needed. This 
would require the bunch length of electron beam, pump laser, and the time-of-arrival 
jitter between the pump and probe beams to be all on the order of 10 fs or less. 
Maxon et al. have demonstrated experimentally that relativistic electron beams can 
be compressed down to sub-10 fs with an RF cavity [43]. Using a half-cycle THz 
field, Zhao et al. [83] and Li et al. [84] have shown that the time-of-arrival jitter can be 
measured with few- and sub-femtosecond precision on a shot-to-shot basis. A direct 
electron detector that is capable of recording MeV diffraction pattern with single-
electron detection capability and fast frame rate is also being actively developed 
[85], which could be used for time-stamping similar to the one that is implemented 
in X-ray free-electron-lasers [86]. With the combination of the technologies above, 
it can be expected that the next breakthrough in UED temporal resolution can be 
reached within a decade. 

Another important future perspective is the information encoded within diffraction 
pattern that is beyond the IAM framework. The IAM ignores the contribution from the
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formation of chemical bonds [61], which contains information from both electron 
binding and electron correlation [59, 62, 87]. For time-resolved X-ray diffraction 
(TRXD), a number of theoretical works have started to explore the information 
content beyond IAM [88−90]. The binding effect was recently observed in a TRXD 
experiment in a Rydberg state [57]. Within the IAM, the information content of UED 
and TRXD is exactly the same—both methods reveal nuclear motion in space and 
time. It would be very interesting to study and compare the information content for 
UED and TRXD beyond IAM. 
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Chapter 9 
Ultrafast X-ray Spectroscopy for Probing 
a Nuclear Wavepacket in Photoexcited 
Molecular Complexes 

Tetsuo Katayama, Thomas J. Penfold, and Christian Bressler 

Abstract Revealing details of coherent nuclear motion during photochemical reac-
tions on the femtosecond timescale is indispensable for understanding the reaction 
mechanism in the excited state manifold. Owing to the improvement in time resolu-
tion and data quality associated with the advent of X-ray free-electron lasers (XFELs), 
this can now be achieved with atomic structural sensitivity using time-resolved X-
ray absorption near edge structure (TR-XANES) spectroscopy. In this chapter, we 
describe how vibrational motions are observed and interpreted with this X-ray tech-
nique. Femtosecond vibrational modes are studied on two prototypical transition 
metal complexes, [Fe(bpy)3]2+ (bpy= 2,2'-bipyridine) and [Cu(dmphen)2]+ (dmphen 
= 2,9-dimethyl-1,10-phenanthroline), and future perspectives exploiting ultrafast 
X-ray spectroscopies with high repetition rate XFEL machines are presented. 

Keywords Nuclear wavepacket · Nonadiabatic chemical reaction · Transition 
metal complex · Ultrafast X-ray spectroscopy
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9.1 A Nuclear Wavepacket in Ultrafast Nonadiabatic 
Chemical Reactions 

During nonadiabatic chemical reactions, the electronic and nuclear degrees of 
freedom cannot be described independently as fast nuclear motion leads to a break-
down of the Born–Oppenheimer approximation and coupling between close-lying 
photoexcited states. This means that in contrast to the simple Jablonski-type diagram 
depicting the relative energies of the involved excited states at a fixed nuclear geom-
etry, one needs to consider the ladder of vibronic energy levels formed by the mixing 
of the electronic and vibrational wavefunctions [1]. To fully understand the relax-
ation processes after photoexcitation, it is crucial to track the coupled electronic and 
vibrational energy flow over complex multi-dimensional potential energy surfaces in 
order to identify the dominant or relevant pathways of a photoexcited wavepacket. A 
detailed understanding of this energy flow into, within and also out of the molecular 
system is required for any attempt to modulate and enhance functional properties 
of molecules and materials, e.g., in solar energy conversion and magnetic storage 
applications, in photocatalytic processes, and for light-emitting devices. 

Capturing the motion of nuclear wavepackets in real time has been matured 
using femtosecond (fs) pump-probe optical spectroscopies over the past few decades, 
following the pioneering work of Ahmed Zewail [2], the 1999 Novel Prize laureate 
in Chemistry. However, although these tools with ultrashort optical laser pulses are 
sensitive to valence electronic states and provide time-resolved spectral information 
revealing specific vibrational motions, it is often difficult to gain the structural details, 
i.e., the precise intramolecular bond lengths or bond angles of reacting polyatomic 
molecules, which involve multi-dimensional nuclear coordinates. In addition, optical 
tools lack direct atomic structural resolution. 

9.2 Time-Resolved Hard X-ray Absorption Spectroscopy 

One promising method to achieve direct structural insight is time-resolved X-ray 
absorption near edge structure (TR-XANES) that is sensitive not only to the local 
electronic structure changes but also to the structural dynamics in the vicinity of 
the selected absorbing atom. XANES is applicable to all matter and no long-range 
order information is required. It is therefore highly suited to investigate ultrafast 
structural dynamics in disordered systems without any crystalline order, e.g., of 
solvated transition metal complexes in solution phase. 

In the early 2000s, chemical dynamics research [3–8] with structural-sensitive 
X-ray tools at 3rd generation synchrotron radiation (SR) sources on transition metal 
complexes revealed the potential of these tools to complement our knowledge from 
optical spectroscopy. However, the X-ray pulse duration with SR is limited to tens 
of picoseconds (ps) due to the equilibrated electron bunch length inside storage 
rings, which prohibit the observation of nuclear wavepackets with their typically
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femtosecond vibrational periods. Right before the advent of femtosecond X-ray free-
electron laser (XFEL) sources, the so-called laser-electron slicing scheme [9] inside  
a synchrotron storage ring delivered femtosecond flashes of X-ray pulses, but at 
the cost of a largely reduced X-ray flux, down to about ten (for hard X-rays) or a 
few hundred (for soft X-rays) photons per pulse at typically kHz repetition rates. 
This limited feasible experiments to those not requiring a large integrated X-ray 
intensity, e.g., the measurements of coherent optical phonons excited in solid-state 
crystalline materials [10, 11]. For dilute and disordered systems, structural dynamics 
were observed with 250–300 fs time resolution (as in the solid-state experiments), 
but this demanded a careful design of the setup and the chosen X-ray tool next to 
long data collection times [12]. The direct observation of nuclear wavepacket signals 
was not achieved with the slicing scheme due to the reduced signal quality and the 
time resolution on the order of 250–300 fs. 

The advent of femtosecond X-ray pulses generated by XFELs [13–17] thus 
marked a striking breakthrough in this situation, since single pulse intensities were 
increased by 10–12 orders of magnitude compared to the slicing scheme. These 
extremely bright X-ray sources with an ultrashort pulse duration on the order of 10 fs 
have meanwhile paved the way for TR-XANES to achieve large signal-to-noise ratios 
with the required high time resolution. These ingredients allow scientists to track the 
position and dispersion of the nuclear wavepacket in the excited state manifold. In 
the following, we present recent milestone studies illustrating the state of the art in 
TR-XANES to gain new insight into ultrafast nonadiabatic chemical reactions. 

9.3 Application of TR-XANES to Probe Nuclear 
Wavepackets 

9.3.1 The Case of [Fe(bpy)3]2+ (Bpy = 2,2'-Bipyridine) 

Several Fe(II) compounds have stable low-spin (LS) and high-spin (HS) potential 
energy surfaces with a rather small LS-HS energy difference [18]. This gives rise to 
the phenomenon called light-induced excited spin state trapping (LIESST), which 
allows to shuttle the system back and forth between the LS (S = 0) 1A1g ground 
state and the HS (S = 2) 5T2g state by applying pressure or temperature changes, 
or via absorption of light. Usually, this requires cryogenic temperatures to keep the 
system in the selected spin state configuration. The system [Fe(bpy)3]2+ (bpy = 2,2'-
bipyridine) cannot be stabilized in this way, even at the lowest temperatures the HS 
state relaxes within microseconds into the LS ground state. This is due to the large 
energy difference between both states (0.6 eV), which allows an efficient crossing 
into the LS ground state potential. However, on the fs timescale of the wavepacket 
dynamics the light-driven HS formation is stable, even at room temperature the HS 
lifetime is still on the order of 0.6 ns, and therefore this system can be used to study
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Fig. 9.1 Photoexcitation and subsequent steps to drive [Fe(bpy)3]2+ into its HS state: After photoex-
citation from the LS (t2g 6eg 0L0) ground state into the MLCT (t2g 5eg 0L1) manifold, the system 
decays within 120 fs into the HS (t2g 4eg 2L0) state, with an elongated molecular structure 

the nuclear wavepacket formation and decay, when driving it optically from the LS 
ground state into the HS state. 

The dynamics of this light-induced spin-transition process has been characterized 
by ultrafast optical and X-ray spectroscopies, revealing that after photoexcitation 
into the metal-to-ligand-charge-transfer (MLCT) state, [Fe(bpy)3]2+ transfers into 
the nonemissive HS electronic state (see Fig. 9.1) within less than 130 fs, and the 
energy relaxation is accompanied by coherent vibrations within the first picoseconds. 
This LS-HS transition involves two rather prompt spin-forbidden transitions, which 
meanwhile have been observed for several Fe(II) compounds [19]. However, the 
relevant vibrational modes involved in such structural modifications and reaction 
intermediates in the spin transition dynamics are still under debate [12, 20–21]. 

Recently Lemke et al. exploited the high peak power of the LCLS XFEL beam and 
probed the wavepacket dynamics of [Fe(bpy)3]2+ dissolved in water with TR-XANES 
[22]. This experiment demonstrated the power of ultrafast X-ray spectroscopy to 
capture nuclear motion with the fs time resolution. The time-dependent transient Fe 
K-edge XANES signals (defined as the normalized difference XANES after (laser 
on) and before (laser off) laser excitation, or∆I/Ioff) were measured at selected probe 
energies ranging from 7113.5 to 7164.0 eV around the Fe K edge (Fig. 9.2). The 
observed damped oscillations (due to coherent molecular vibration) were observed 
throughout this energy range, except for the weak pre-edge region (7113.5 eV), which 
may have suffered from poor signal quality. Lemke et al. confirmed the optically 
measured 120 fs MLCT lifetime [23]. Following the departure from the MLCT state 
into the HS state, the average Fe–N bond length (r) is elongated by ~0.2 Å [24, 25] 
and coherent molecular vibrations within the HS state were observed. The frequency 
of the oscillatory signal was 126 cm−1 (oscillation period of 265 fs), which was 
attributed to the breathing mode of all Fe–N bonds, and based on the symmetry 
considerations of the vibrational modes that the XANES signal can pick up as a 
function of r. They also extracted information about the size of the wavepacket, i.e., 
the degree of delocalization of the molecular ensemble along r in the HS potential
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energy manifold (Fig. 9.3). Although TR-XANES did not disentangle the triplet 
intermediate state (3T) that may contribute to the relaxation dynamics, Lemke et al. 
discussed that the transient spectra were consistent with a very short-lived 3T state 
(<50 fs) which is fed by the 120 fs MLCT decay time in agreement with earlier 
estimates using time-sliced SR [12]. Similar spin dynamic estimates were reported 
by Zhang et al. when analyzing fs time-resolved X-ray emission spectroscopy [26]. 

Fig. 9.2 The fs transient Fe K-edge XANES. a The top shows the measured spectra for the ground 
LS state (green) and the excited HS state (purple). The arrows indicate the energy positions where 
the fs temporal traces were recorded. The bottom corresponds to the transient change ratio of the HS 
state (purple) and the calculated MLCT (orange) state with respect to the ground LS state. b Time 
scan data (solid gray lines) measured at selected photon energies. Red lines correspond to the global 
fitting with an empirical model. Orange lines represent the MLCT contributions 

Fig. 9.3 The energy potential diagram for [Fe(bpy)3]2+. a Schematic representation of the structural 
trapping in the LIESST dynamics along the Fe–N distance reaction coordinate. b Schematic time 
evolution of the wavepacket in the HS potential
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9.3.2 The Case of [Cu(dmphen)2]+ (Dmphen = 
2,9-Dimethyl-1,10-Phenanthroline) 

Cu(I) diimine coordination complexes have been studied as a promising alterna-
tive to traditional polypyridyl Ru(II) complexes and are considered as useful candi-
dates for photosensitizer materials based on earth-abundant or first-row transition 
metals. Extensive photophysical and photochemical studies of different Cu(I) diimine 
complexes show that—similar to Ru complexes—(i) the molecule is excited from 
its electronic ground (S0) state to the MLCT manifold by absorption of a visible 
photon, which oxidizes the central Cu ion from its Cu(I)(d10) to a Cu(II)(d9) elec-
tronic configuration. In contrast to Ru complexes (ii) the initially accessed MLCT 
state is accompanied by a significant structural change for this new Cu(II) electronic 
configuration, which flattens the dihedral angle between both ligands [27, 28]. This 
structural reorganization is known as a pseudo Jahn–Teller (PJT) distortion (Fig. 9.4) 
and plays an important role in solute–solvent effects and also alters its photophysical 
properties. 

Among the Cu(I) diimine complexes, the [Cu(dmphen)2]+ (dmphen = 2,9-
dimethyl-1,10-phenanthroline) complex was used as a model system. Previous ultra-
fast optical absorption and emission spectroscopies by Iwamura et al. and Chen et al. 
reported that the MLCT state of [Cu(dmphen)2]+ relaxes within ~10 ps into the 
lowest triplet (T1) state with its flattened ligand structure (via PJT distortion) [8, 29]. 
Furthermore, Iwamura et al. observed coherent oscillations with a damping time 
of ~1 ps in their transient optical absorption spectra [30]. The oscillations them-
selves were composed of the superposition of multiple normal modes, dominated by 
two 125 and 290 cm−1 vibrational frequencies, and assigned to the Metal–Ligand 
breathing and Ligand-twisting modes, respectively.

hν 

Cu(I) Cu(II) 

Fig. 9.4 Schematics of the structural change of [Cu(dmphen)2]+, known as the PJT distortion. 
The symmetry is reduced from D2d to D2 by the flattening of the dihedral angle between two 
dimethyl-phenanthroline ligands 
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Katayama et al. performed a TR-XANES study of [Cu(dmphen)2]+ in acetonitrile 
solution using the SACLA XFEL beam [31]. The Cu K-edge XANES spectra with 
and without laser pulses exciting the molecular system, their constructed difference 
spectra, and the temporal evolution of the XANES (measured at three selected probe 
energies) are shown in Fig. 9.5. While oscillatory signals were indeed observed 
at the pre-edge (8979.5 eV) and at the rise of the absorption edge (8985.0 eV), 
no oscillatory features were observed in the temporal trace at the largest transient 
XANES signal at 8986.5 eV. This is different to the case [22] of [Fe(bpy)3]2+ and 
indicates that the correct choice of the incident X-ray energy is crucial for observing 
the wavepacket dynamics. Indeed, the transient XANES difference spectra are domi-
nated by the dynamic blue shift of the absorption edge associated following the initial 
MLCT excitation [32]: the nuclear wavepacket oscillations are then superimposed on 
this large background signal, and the energy positions of the prominent wavepacket 
signals are either too weak in comparison or do not necessarily correspond to those 
observed for the strongest electronic changes [33].

The small oscillatory signals in the time traces were extracted from the residuals 
in the global fitting analysis (Fig. 9.6). At the pre-edge (8979.5 eV), three oscillations 
were found with frequencies in the 83–122, 165–195, and 269–287 cm−1 regions, 
which are assigned to the normal modes of v8 (the in-phase breathing mode), v21 
(the symmetry-breaking ligand mode associated with the PJT flattening), and v25 
(another symmetry-breaking mode), respectively [33, 34]. At the rising absorption 
edge (8985.0 eV), only one single frequency was found around 100–122 cm−1 (the 
corresponding breathing mode). The amplitude of the breathing mode corresponds 
to a ± 0.1 Å amplitude motion around the Cu–N equilibrium distance of (~2 Å) 
within the first 0.5 ps and decays exponentially with a time constant of 0.54 ps, while 
the symmetry-breaking modes decay within ~0.2 ps, which is faster than the PJT 
flattening dynamics (0.34 ps [29]). The observed energy-dependent sensitivity of the 
transient XANES signal to the different nuclear motions is rationalized as follows: At 
the pre-edge, 3d-4p mixing adds dipole character to this transition (otherwise 1s-3d 
is dipole-forbidden), which is enhanced by the symmetry-breaking of the molecule 
(out of its quasi-tetrahedral symmetry) and/or modulated by the degree of metal– 
ligand covalency. Therefore, both the symmetry-breaking and the breathing modes 
become observable at the pre-edge. On the other hand, the rising-edge intensity 
derives from the shift of the absorption edge reflecting the effective charge state of 
the Cu ion, which changes as a function of the average Cu–N bond length. This 
explains why only (or mainly) the breathing mode is observed at the absorption edge 
itself. Katayama et al. also discussed the connection between these nuclear motions 
and the PJT ligand-flattening, based on the difference of the observed vibrational 
decay times: the symmetry-breaking modes are strongly coupled to the flattening 
motion, while the breathing mode (v8) does not change the molecular symmetry but 
still dominates the wavepacket dynamics. The schematic potential energy surface 
landscape in Fig. 9.7 summarizes these observations.
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Fig. 9.5 The fs transient Cu K-edge XANES. a Top: Cu K-edge XANES spectra of the 
[Cu(dmphen)2]+ ground state (a black line) and the T1 state (a purple line). Middle: Difference 
spectrum between these two spectra. Bottom: The zoomed view of the difference spectra, measured 
at 1.4 ps and 10 ps after the optical laser irradiation. The blue, red, and green dotted lines indicate the 
photon energy positions where the fs temporal traces were measured. b–d Time dependences of the 
transient XANES signals measured at b 8979.5 eV, c 8985.0 eV, and d 8986.5 eV, respectively. The 
gray solid and dotted lines are the results of the global fitting analysis and the individual components, 
respectively. The arrows correspond to the signal intensities at 10 ps after photoexcitation
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Fig. 9.6 Extracted coherent nuclear wavepacket. a, b The residual profiles after the global fitting 
analysis. c, d The time-dependent Fourier transforms of (a, b). While three bands were observed at 
83–122, 165–195, and 269–287 cm−1 in (c), only single band was observed at 100–122 cm−1 in 
(d). e, f The vertical projections of c, d with a time window of 0–0.4 ps

9.4 Potential of a High Repetition XFEL Machine 

The observed nuclear wavepacket dynamics were possible due to the superior time 
resolution of 100 fs (or better) and the superior signal quality, extracted from intense 
XFELs. With the application of these XFELs over the past ten years in chemical 
dynamics experiments and the upcoming extension of available photon energies span-
ning the soft to hard X-ray ranges (0.1–20 keV) [13–17, 35–38], entirely new experi-
ments in ultrafast photochemistry are now feasible and thus underway. This has been 
successfully demonstrated by a multitude of studies [22, 26, 31, 39–52], focusing on 
tracking correlated electronic and nuclear motion in a strongly nonadiabatic regime
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Fig. 9.7 Potential energy 
surface landscape of 
[Cu(dmphen)2]+ Energy 

Dihedral angle 
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Ground state 

MLCT state 

90˚ ~70˚ 

< 1 ps 

during the formation and breaking of chemical bonds. These studies looked at atomic 
movements during chemical reactions with an atomic spatio-temporal resolution 
while tracking the excited state dynamics of reacting molecules, as illustrated in the 
above Sect. 9.3. 

Since 2017, the European X-ray Free-Electron Laser (European XFEL) user 
facility [9] offers X-ray pulses with the world’s highest average brilliance due to 
its superconducting accelerator that allows for a remarkably high 4.5 MHz repetition 
rate pulse pattern—and its delivery of up to 2700 intense, ultrashort, transversely 
coherent X-ray pulses per second in 10 Hz bursts, or up to 27,000 pulses per second. 
This is more than a 100-fold of what other FEL facilities can offer to date. In combi-
nation with advanced scientific instrumentation and sample preparation techniques, 
this unmatched average X-ray flux opens unprecedented opportunities for the inves-
tigation of time-dependent phenomena, such as solution-phase photochemistry and 
material science studies. One example requiring a large incident intensity is hard 
X-ray Raman scattering (XRS): one can seek to use every single X-ray pulse at 
4.5 MHz to collect the required statistics, thus obtaining the element-specific infor-
mation of low-Z elements (such as N, C, and O), usually extracted from soft X-ray 
spectra with their low penetration depths, while maintaining the experimental bene-
fits of hard X-ray techniques [53, 54]. Moreover, the high flux enables time-resolved 
studies on very dilute solutions, a typical challenge for biologically relevant systems. 
The scientific instrument FXE [55, 56] is designed to advance into this uncharted 
territory, utilizing hard X-rays to make fs-resolved “molecular movies” of ensuing 
nuclear and electronic dynamics while exploiting the uniquely high average flux 
of European XFEL. The scientific instrument FXE (Fig. 9.8) seeks to make use of 
the large flux available at European XFEL. The pulse sequence (Fig. 9.9) can be
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Fig. 9.8 The scientific instrument FXE. a The X-ray optics of the FXE beamline. Legend: DW = 
diamond window, FV = fast valve, BIU = beam imaging unit, PS = power slit, CRL = beryllium 
lenses, IPM = intensity/position monitor, SAA = solid attenuator assembly, TAD = time arrival 
detector, SpA = single-shot spectrum analyzer, ALAS = alignment laser, TW = tunnel wall. 
b Illustration of the sample interaction area at FXE with a setup for the liquid sample. Two X-ray 
spectrometers, von Hamos (right) and Johann (left), and the Large Pixel Detector (LPD) for forward 
scattering/diffraction experiments surround the sample. c The design and picture of LPD having 
1 million pixels, each with 0.5 × 0.5 mm2 square size. The detector can store a maximum of 510 
images sampled with a frequency of 4.5 MHz. Each single-shot image has a dynamic range of about 
1 × 105 12 keV photons

tailored to the experimental needs, which consist of (i) sample refreshing rate, (ii) 
detector readout times, and—most importantly—(iii) the intrinsic lifetimes of the 
processes to record. At FXE, the sample can be refreshed for each X-ray shot within 
one microsecond (and in some cases even below) due to the use of high-speed liquid 
jets. Femtosecond timing information between the exciting laser and XFEL pulses 
can be extracted utilizing new schemes of femtosecond timing tools, which operate 
reliably and precisely at MHz repetition rates [57–60]. 
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Fig. 9.9 Pulse train filling patterns with two different intra-train repetition rates at European XFEL. 
Currently, the repetition rate is 1.125 MHz, or one pulse every ~888 ns, with a maximum of 120 
bunches per pulse train. Lower intra-train repetition rates are obtained by removing electron bunches 
from a train, thus reducing the total number of pulses to obtain the lower repetition rate in the 
experiment 
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Chapter 10 
Ultrafast X-Ray Probes of Dynamics 
in Solids 

Mariano Trigo, Mark P. M. Dean, and David A. Reis 

Advances in our ability to understand and utilize the world around us have always 
relied on the development of advanced tools for probing and manipulating material 
properties. X-ray matter interactions played a critical role in the development of the 
modern theory of solid-state materials that has continued over more than a century. 
The development of ever-brighter X-ray sources has facilitated ever more sensitive 
X-ray scattering and spectroscopy measurements that are able to probe not just the 
lattice structure, but also the spectrum of elementary excitations in complex materi-
als. The interactions underlying the electronic, magnetic, and thermal properties of 
solids tend to be associated with lengthscales comparable to the atomic separation 
and timescales ranging from femtosecond to picoseconds. The short wavelength, 
femtosecond pulses from X-ray free-electron lasers (XFEL) therefore offer unprece-
dented opportunities to probe and understand material properties on their natural 
lengthscales and timescales of these processes. This chapter reviews a number of 
exemplary XFEL-based experiments on lattice and electronic dynamics, and their 
microscopic interactions both near and out of equilibrium. We conclude with a brief 
discussion of new forms of spectroscopy enabled by the combination of high flux 
and short pulse duration and give an outlook for how the field will develop in the 
future. 
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10.1 Introduction 

X-ray radiation has proven invaluable for studying the structure and dynamics of 
matter on the atomic scale. A variety of ever-more-sophisticated techniques have 
been developed over the past 100 and 25 years concomitant with improvements in 
X-ray sources, optics, and detectors. These methods make use of the short wavelength 
(comparable to the size of atoms), atomic and chemical specificity, as well as the 
penetrating power of X-rays. Each new advance has led to important discoveries 
across a wide range of disciplines. In the case of condensed matter physics, the high 
brightness and tunability of storage-ring-based synchrotron radiation sources enabled 
the development of ultra-sensitive X-ray methods including non-resonant inelastic X-
ray scattering (IXS) [ 1, 2] and resonant inelastic X-ray scattering (RIXS) [ 3– 5]. These 
techniques have been transformational for the study of collective modes of quantum 
materials. Here dedicated instruments have been developed that push the resolution in 
energy and momentum that allow for the study of small crystals and heterostructures, 
in a variety of environments. The use of such sources for studying the nonequilibrium 
dynamics of quantum materials in the time domain is limited by the pulse duration 
of the sources which are typically tens to a hundred picoseconds per burst. However, 
dynamics at the inter-atomic scale, including the highest frequency vibrations and 
the making and breaking of chemical bonds, occurs on a few femtosecond timescale, 
while the dynamics associated with electron correlation and exchange interaction 
can be even faster. 

Extremely bright femtosecond XFEL sources are transforming our ability to fol-
low the dynamics of solid-state materials on the relevant timescales of their low-
lying elementary excitations, as well as to study their nonequilibrium behavior on 
the atomic scale [  6– 10]. The first hard X-ray XFEL, the Linac Coherent Light Source 
(LCLS) became operational over a decade ago, initially lasing at a wavelength of 
.1.5 Å, immediately exceeding the peak brightness of the most intense X-ray light 
sources in operation by 9–10 orders of magnitude [11]. This dramatic increase in peak 
brightness was due to a combination of the ultrashort pulse duration of. ∼100 fs, large 
pulse energy . ∼mJ, and near-transform-limited transverse spatial coherence charac-
teristic of the high-gain self-amplified spontaneous emission (SASE) process [ 12– 
14]. Since this time a number of hard X-ray free-electron laser (FEL) facilities have 
been built around the world [ 15– 18]. The capabilities and performance of the various 
XFELs have also grown including self-seeding [ 19, 20], shorter pulses of a few tens 
of femtoseconds down to sub-femtosecond (attosecond) regime [ 21, 22], tunabil-
ity of X-ray energy up to . ∼20 keV [ 23], as well as two-color operation [ 24]. The 
next-generation superconducting LINAC-based XFELs will operate at much higher 
average power and repetition rates [ 25, 26]. 

We will not discuss the physics of the FEL process here, as there are a number 
of excellent references for the interested reader [ 27– 31]. Instead we will focus on 
describing a sub-set of experiments that make use of the unique properties of the 
XFEL for studying the ultrafast dynamics of quantum materials. After a brief dis-
cussion of the general experimental considerations, we focus on discussing different
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classes of dynamics in optical-laser-pumped materials probed by both non-resonant 
and resonant scattering techniques. We begin by considering examples where non-
resonant time-resolved diffraction probes coherent excitation of lattice modes and 
electron-phonon coupling in the linear-response regime, both at the zone center and, 
in the case of diffuse X-ray scattering, for two-phonon excitations spanning the Bril-
louin zone. We then go on to discuss examples where these methods have been used 
to uncover the nonlinear couplings between multiple degrees of freedom, as well as 
cases where photoexcitation induces excitations well beyond linear response using 
non-resonant diffuse scattering to look at metal–insulator transitions and resonant 
diffraction to study changes in charge and orbital ordering. Finally, we describe 
experiments where time-resolved resonant inelastic scattering provides combined 
momentum and energy-resolved information on magnetic, orbital, and charge exci-
tations. We have not attempted to be comprehensive and notably have left out a 
number of important applications and techniques including lensless imaging [ 32], 
X-ray photon correlation spectroscopy [ 33], and (for the most part) X-ray nonlinear 
optics in solids [ 34– 39]. 

Finally, we note that even before the XFEL, femtosecond duration X-ray pulses 
were produced in laser–plasma interactions [ 40, 41], laser slicing on storage rings [ 42], 
and via electron compression in linear-accelerator-based spontaneous synchrotron 
sources [ 43– 45]. The relatively low flux and availability of these sources have limited 
their utility. Nonetheless these sources were critical in developing the nascent field 
of ultrafast X-ray science [ 46– 49] including the experiments described here. 

10.2 X-Ray Free-Electron Laser-Based Pump–Probe 
Methods 

The different experiments discussed in this chapter on solid-state dynamics all make 
use of the combination of the short pulse duration and high flux available on the 
XFEL. In particular, each derives its temporal resolution through stroboscopic, 
pump–probe, methods, whereby a femtosecond long-wavelength pump (often a near-
IR laser) excites the material which is subsequently probed by the X-rays captured 
on a relatively slow detector. In this manner the dynamics are built up statistically as 
a function of the relative timing of the pump and probe, and the resolution is given by 
the combination of the pump duration, the probe duration, and our ability to control 
(or measure) the relative delay. The earlier XFEL experiments were limited by both 
the timing jitter and drift between the optical and X-ray laser, although subsequently 
nearly pulse-length-limited resolution has been achieved using a single-shot X-ray 
arrival time monitor [ 50, 51]. In addition, because the SASE process starts up from 
noise all the various properties of the X-ray pulse fluctuate from shot-to-shot, such 
that in addition to the timing, a typical experiment needs to monitor the pulse proper-
ties and reads the detectors on a shot-by-shot basis, at a few tens to 120 Hz repetition 
rate. Here care needs to be taken to minimize systematic errors over the course of an
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experiment, as well as to handle the processing and analysis of the data (which can 
easily exceed several TB/hour). 

10.3 Coherent Phonon Spectroscopy in Linear Response 

We begin our discussion by considering time-domain measurements of coherently 
excited collective lattice modes (phonons). Coherent phonon spectroscopy [ 52, 53] 
has been an invaluable tool in the optical domain for probing the vibrational proper-
ties of solids. An attractive feature of time-domain, coherent phonon spectroscopy 
is that, similar to nuclear magnetic resonance (NMR), the time-domain sampling 
of the oscillations produced by a coherent vibration allows for frequency resolution 
comparable or surpassing the natural oscillator linewidth. X-ray scattering has sev-
eral advantages over optical methods for coherent phonon spectroscopy, including 
direct measurements of lattice displacements and momentum resolution that is inac-
cessible with long-wavelength probing. Much of the early work on time-resolved 
X-ray scattering focused on scattering from coherent acoustic phonons [ 46, 48, 49]. 
X-ray FELs have the advantage of much better time resolution and flux than any 
previous source, so it is no surprise that they are powerful tools for measuring coher-
ent phonons with much better sensitivity and from a wider range of materials than 
previously possible. For example, Singer et al. used ultrafast X-ray diffraction at the 
LCLS to probe the dynamics of the charge density wave (CDW) in a 28-nm-thick 
film of elemental chromium (Cr) [ 54]. This material exhibits an incommensurate 
spin density wave (SDW) below.TN = 290 K accompanied by a CDW at .2q, where 
. q is the magnitude of the SDW wavevector. In the sample studied in [ 54], the CDW 
wavevector, .(0 0 2q), was perpendicular to the film. The finite thickness of the film 
gives rise to finite-size side bands of the crystal Bragg peak as shown in Fig. 10.1a. 
These finite-size satellites align and are commensurate with the CDW wavevector 
due to it being pinned to the film surface. Importantly, these finite-size side bands 
at .−2q and .+2q interfere constructively (destructively) with the X-ray field scat-
tered by the CDW, resulting in an increase (decrease) of the CDW peak intensity, 
respectively. This interference, akin to a heterodyne measurement, makes the inten-
sity depend linearly on the atomic displacement associated with the CDW, .δy [ 55] 
and the measurement is sensitive to the sign of the atomic motion with. ∆I (t) = ±1
corresponding to .δy = ±1 in normalized units, respectively. The dynamics of the 
normalized intensity change for the.Q = (0 0 k) peak with.k = 2 ± 2q are shown in 
Fig. 10.1b for several incident pump fluences. The observed oscillations with period 
. ∼0.45 ps (frequency .2.2 THz) originate from the amplitude mode of the CDW. 

The CDW dynamics in Fig. 10.1b follow the displacive excitation of coherent 
phonons (DECP) [ 53, 56] common among many charge-ordered systems under ultra-
fast excitation. In DECP, the coherent motion of the mode is initiated by a sudden 
displacement of the parabolic potential as shown in Fig. 10.1c. The general solution 
for the atomic displacement .δy(t > 0) under a displaced harmonic potential is [ 56]
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Fig. 10.1 Example of coherent phonons probed by ultrafast X-ray diffraction. a The diffraction 
pattern around.Q = (0 0 2q) of a 28-nm-thick Cr film. The small oscillations are sidebands due to 
finite size. The inset shows a detector image at the CDW wavevector. b Dynamics of the normalized 
CDW intensity for several incident fluences. c Schematic of the displacive excitation of a coherent 
phonon. d Calculation of the atomic displacement from Eq. 10.1 using parameters from [ 54]. The 
curves are displaced vertically for clarity. (a, b) Reprinted figure elements with permission from 
Ref. [ 54] Copyright 1996 by the American Physical Society 
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where . Ω, . A, and. γ are the frequency, amplitude, and damping constant of the oscil-
lator, and .β−1 is the timescale for return to equilibrium of the displaced harmonic 
potential. If.β − γ ≪ Ω, i.e., a harmonic system with a slow recovery of the potential 
compared to the frequency, Eq. 10.1 can be simplified to 
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)
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which is an oscillatory (cosine) motion with a slowly recovering equilibrium offset. 
In the limit of slow relaxation of the potential.β ≈ 0 and. δy(t) = A

2 (e−γ t cosΩt − 1)
corresponding to a cosine-like phase. 

The opposite limit where the displaced potential recovers quickly is .β ≫ γ and 
we get 

.δy(t) = A

2

Ωβ

β2 + Ω2 − 2γβ
e−γ t sinΩt. (10.3) 

In this case the oscillatory motion is sine-like which behaves similar to that achieved 
by an impulsive excitation. This is the behavior of the low-fluence trace from [ 54] 
shown in Fig. 10.1. In Fig.  10.1d we show the normalized dynamics (i.e., setting 
the amplitude .A = 1 for all traces for clarity) of .δy(t) predicted by Eq. 10.1 with 
parameters corresponding to fluences of 1, 4, and 11 mJ/cm. 

2 (see Table S1 in the 
Supplementary Material of [ 54]) [same color code as Fig. 10.1b]. The crossover 
between sine-like and cosine-like motion is clear as the fluence increases and . β
decreases. 

Generally, under the influence of a coherent phonon the electronic bands shift in 
energy due to their coupling with the lattice, quantified by the deformation poten-
tial. Gerber et al. [ 57] used time- and angle-resolved photoemission spectroscopy 
(ARPES) to measure.∆Exz/yz and.∆Ez2 , the  shift in the.dxz/yz and.dz2 bands of FeSe 
due to a coherent lattice vibration. They used femtosecond hard X-ray pulses from 
the LCLS to measure precisely the displacement of the Se atom .∆zSe associated 
with the coherent.A1g phonon mode induced by the pump pulse which modulates the 
electronic bands. In their diffraction experiment, the phonon dynamics were excited 
by an IR laser with 1.55 eV photons and 40 fs in duration and the diffraction of the 
.(0 0 4) Bragg peak was probed by a delayed 8.7 keV X-ray pulse of 25 fs duration 
from the LCLS. Figure 10.2a shows the dynamics of the integrated intensity nor-
malized to the laser-off intensity when pumped with a fluence of 1.83 mJ/cm. 

2. The  
oscillations are due to a 5.3 THz .A1g phonon coherently modulating the .z-position 
of the selenium atoms, depicted in the inset of the top panel. The spectrum in the 
inset shows the Fourier transform of the background-subtracted traces in Fig. 10.2a. 
Using information on the equilibrium atomic coordinates and the .A1g mode eigen-
vector, they relate the measured intensity to the absolute atomic motion involving 
the Se atom away from the Fe, which at this fluence is .∆zSe ∼2 pm near .∆t = 0 ps 
[see top curve in Fig. 10.2b]. In their time-resolved ARPES measurement, Gerber 
et al. observed that the .dz2 and .dxz/yz bands shifted downward in energy as the Se 
atom moved away from the Fe atom. In Fig. 10.2b, we show .∆zSe (top curve, left 
y-axis) and .∆Exz/yz , .∆Ez2 (middle and lowest curve, right y-axis), as well as the 
schematic of the corresponding atomic and band motion. A careful check of the 
linear fluence dependence ensures that the measurements are representative of the 
equilibrium properties. Thus by fitting the linear fluence dependence of both mea-
surements they were able to obtain the deformation potentials of the two bands 
.∆Exz/yz/∆zSe = −13 ± 2.5 and .∆Ez2/∆zSe = −16.5 ± 3.2 meV/pm. These val-
ues are significantly higher than those predicted by DFT calculations [ 57]. Their 
interpretation is that electronic correlations enhance the electron–phonon coupling
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in FeSe. They argue that such concerted electron–electron and electron–phonon inter-
actions may enhance superconductivity in FeSe, which depends exponentially on the 
value of the electron–phonon coupling. This work shows that a precise measure of 
atomic motion in the linear-response regime combined with time-resolved ARPES 
enables model-free measurements of fundamental physical quantities. 

The discussion above considers coherent phonons where the macroscopic mode 
amplitude .⟨uq⟩(t), with .uq the microscopic mode amplitude at wavevector . q, oscil-
lates coherently in time at the phonon frequency. Here the angle brackets corre-
spond to ensemble averages, appropriate for macroscopic samples measured with 
many independent X-ray exposures. These coherent modes can be excited by a long-
wavelength near-IR pump only at near-zero wavevector .q ≈ 0 because of the small 
momentum of the near-IR photons. This is the case in materials with well-defined 
translational symmetry (continuous or discrete). Alternatively, in the presence of 
weak disorder with Fourier component at .q /= 0, coherent modes, .⟨uq⟩(t), can be 
generated as crystal momentum only needs to be conserved up to . q. This can hap-
pen, for example, when a static CDW develops, which can provide the momentum to 
“fold” a large wavevector . q back onto the Brillouin zone center, as discussed above. 

Optical excitation of a material also produces a different kind of phonon dynamics 
with the average .⟨uq⟩ = 0, but where the variance .⟨u−quq⟩(t) oscillates in time at 
twice the phonon frequency. Wavevector conservation still applies here, but because 
this motion involves coherence between .uq and .u−q, the total wavevector is still 
.q − q = 0. In this case, the coherence in the mode variance can span the Brillouin 
zone. Trigo, Reis, and coworkers demonstrated in 2013 that femtosecond X-ray dif-
fuse scattering is sensitive to these dynamics in experiments on near-infrared pumped 
germanium using the XPP station on LCLS [ 58]. They demonstrated temporal coher-
ences due to phonons across an extended region of the Brillouin zone by recording 
the diffuse X-ray intensity between Bragg peaks. Diffuse intensity, often associated 
with an unwanted background, contains information on the deviations from perfect 
crystallinity, as the measured intensity is related to the projection of the mean-square 
phonon displacements on the momentum transfer; in the case of non-thermal vibra-
tions, it originates from temporal correlations in .⟨u−quq⟩(t) induced by the pump. 
On the other hand, when the correlations are thermal there is no well-defined phase 
relationship between the modes, and the diffuse X-ray intensity is time indepen-
dent [ 59]. Instead, in a pump–probe experiment the correlations are time dependent 
because the sudden excitation of the crystal induces a well-defined phase between 
.uq and .u−q. 

In Fig. 10.3a, we show the X-ray diffuse intensity of a single crystal of germanium 
with 10 keV X-ray photons at LCLS [ 58]. The orientation was such that multiple 
Brillouin zones were intercepted by the Ewald sphere and covered by the detector. The 
two brightest spots correspond to regions near the.(0 2 2) and.(1 1 3) reciprocal lattice 
points (conventional unit cell), with the brightest pixels closer to the corresponding 
zone center. Importantly, the geometry was chosen such that the Bragg condition was 
not satisfied, and the reciprocal lattice points are offset in the direction perpendicular 
to the image [ 58]. In Fig. 10.3b, we show the dynamics of the intensity at the two 
locations in the image labeled. u, near, and. v, away, from the zone center, respectively.
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In Fig. 10.3c, we show the dispersion obtained from a Fourier transform of the time-
domain dynamics along wavevectors indicated in the inset, with labels indicating 
the closest high-symmetry point in the Brillouin zone of Ge [ 60]. The frequency in 
Fig. 10.3c is obtained from a Fourier transform of the oscillatory signal and the color 
intensity is related to the amplitude of oscillation. The number of branches visible 
in this type of experiment is a function of the strength of the coupling to the pump 
and the polarization sensitivity of the X-ray scattering to the corresponding motion. 
The time resolution also determines the highest frequency that can be sampled. For 
the same reason, the frequency resolution is governed by the longest delay scanned. 
In this way, sub-meV resolution for the excited phonons was achieved by measuring 
oscillations up to 10 ps. The amplitude of the oscillations as a function of. q is related 
to how strongly the various phonon modes couple to the photoexcited charge density, 
and thus provide a way to access .q-dependent electron–phonon matrix elements. It 
also allows for nonequlibrium lattice dynamics measurements, and the extraction of 
transient photoexcited forces[ 61, 62]. 

10.4 Couplings Among Multiple Degrees of Freedom 

In complex materials, the strong interaction among coupled charge, spin, orbital, and 
lattice degrees of freedom can lead to nearly degenerate phases with different broken 
symmetries [ 63]. Optical excitation has been used to alter this delicate balance and 
produce properties not accessible in equilibrium. In this section, we review how
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Fig. 10.4 a Schematic of the single-cycle THz-pump X-ray-probe experiment on SrTiO. 3 in 
Ref. [ 66]. b Dynamics of the intensity of the .(2 2̄ 3) Bragg peak of SrTiO. 3 (black curve). Also 
shown is the electric field of the THz pulse (red curve). c Fourier transform of the.(2 2̄ 3)Bragg peak 
response. The red and yellow indicate the spectral regions of the THz field and the soft phonon, 
respectively. Green and purple indicate the peaks due to anharmonically coupled modes. d Illus-
tration of the soft mode (mode 1) and the . ∼5 THz mode (mode 2). Adapted by permission from 
Springer Nature [ 66], Copyright (2019) 

ultrafast X-ray scattering is used to probe this coupling in complex materials. We 
focus first on the coupling among phonon degrees of freedom, before moving onto 
coupled charge and spin collective modes. While near-IR and optical excitation can 
transiently modify the electronic distribution of a material, which in turn can change 
structural and magnetic properties, recent development in mid-infrared lasers enables 
tuning the central frequency of the incident laser pulse to be in resonance with 
an optically active phonon in the THz range [ 64– 66]. This provides a potentially 
attractive avenue to tune material properties by interacting directly with the lattice 
modes. 

We consider anharmonic couplings between phonon coordinates .Q1 and.Q2. We  
write a generic expansion of the anharmonic potential in powers of quasi-harmonic 
eigenmodes as 

.V (Q1, Q2) =
∑
n,m

gn,mQ
n
1Q

m
2 (10.4) 

where some terms may be forbidden by the crystal symmetry. In the following we dis-
cuss experimental manifestations due to anharmonic terms in this expansion achiev-
ing mode couplings and structural control. 

Kozina et al. used such a source of intense THz radiation to drive a particularly 
anharmonic soft mode in the incipient ferroelectric SrTiO. 3 (STO) into a regime of 
large amplitude [ 66]. The large motion induces upconversion into a different phonon 
mode at higher frequency at the same wavevector [ 67]. The displacements internal 
to the STO unit cell were observed by ultrafast X-ray diffraction at the LCLS [ 66]. 
Figure 10.4a shows a schematic of their pump–probe experiment. A single-cycle THz
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pulse with duration. <1 ps and spectral content between 0.2 and 2.5 THz is produced 
by optical rectification of a femtosecond Ti:sapphire pulse in a single crystal of 
LiNbO. 3 (not shown), and focused on the sample by an off-axis parabolic mirror. 
The sample, a 50 nm film of STO on an LSAT substrate, is oriented such that the 
.(2 2̄ 3) Bragg peak (referred to a cubic Bravais lattice) diffracts the delayed X-ray 
pulse onto the detector. Because of its strong anharmonicity the frequency of the 
STO soft mode is strongly temperature dependent. Kozina et al. used this feature to 
tune the frequency of the mode to the peak of their pump spectrum near . ∼1 THz.  
Figure 10.4b shows the dynamics of the integrated intensity of the .(2 2̄ 3) peak 
(black curve) together on the measured electric field of the THz field (red curve). 
The Fourier transform of these traces is shown in Fig. 10.4c. The spectrum of both 
X-ray and THz field has a strong peak at low frequencies . <1 THz, indicating that 
the atomic motion follows the incident field in phase [ 66]. More notably, unlike 
the THz field, the spectral content of the XRD response has strong features in the 
range.1 − 2 THz associated with a strongly damped soft mode and peaks at.5.15 and 
.7.6 THz corresponding to two additional phonon modes of STO. Since the THz field 
has no spectral content overlapping these modes, the excitation of these must be due 
to anharmonic coupling with the soft mode at low frequency. Also, the.7.6 THz mode 
is not IR active, at least in the bulk. The mechanism was also checked by tuning the 
mode frequency away from resonance with the THz field by changing temperature. 
At 250 K the mode frequency is at 2.5 THz and the field does not induce strong 
anharmonic motion, none of the features are present in the Fourier transform of the 
X-ray diffraction at this temperature (not shown) [ 66]. 

While a full treatment of the potential contains multiple terms, in Ref. [ 66], they 
also consider a simplified coupling between the low-frequency soft ferroelectric 
mode.Q1 and the .5.15 THz mode, .Q2 that explains the observed dependence on the 
field strength. Here, .Q1 couples directly to the strong THz field as .∼ Z1ETHz(t), 
with.Z1 a mode effective charge, while.Q2 couples to.Q1 through anharmonic terms 
in the Hamiltonian.V (Q1, Q2) ∼ 1/4g4,0Q4

1 + g3,1Q3
1Q2. The equations of motion 

for this model are 

.Q̈1 + γ1 Q̇1 + (Ω2
1 + g4,0Q

2
1)Q1 = Z1ETHz(t) (10.5) 

.Q̈2 + γ2 Q̇2 + Ω2
2Q2 = −g3,1Q

3
1, (10.6) 

where any other nonlinear terms in the equation for .Q2 are neglected. Since for 
stability reasons.g4,0 > 0, the corresponding cubic term in the equation for.Q1 makes 
the frequency higher for large amplitude motion, making it detune from resonance 
as temperature increases, as observed experimentally. The term .∼ −g3,1Q3

1 in the 
equation for.Q2 produces harmonics of.Ω1, which can overlap with.Ω2 and resonantly 
drive .Q2. 

An especially intriguing example of nonlinear THz excitation relates to work 
on the high-temperature cuprates superconductors, whose crystal structures feature 
stacks of copper-oxide square-net planes. Prior work has studied the transient state 
of these systems after photoexcitation with radiation centered at .20 THz (.∼ 15 µm
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Fig. 10.5 Ultrafast modification of the YBa. 2Cu. 3O.6.5 crystal structure after multi-cycle terahertz 
excitation. a Illustration of coupling between infrared and Raman phonon modes through nonlinear 
phononics. b Depiction of the intra-bilayer and inter-bilayer distortions in YBa. 2Cu. 3O.6.5. c Diffrac-
tion intensity of various Bragg peaks. The solid lines represent fits to the data based on the coupling 
of the.B1u phonon to.A1g phonons. The green line considers all the.A1g phonons, whereas the red 
line only includes the four most strongly coupled modes. Adapted by permission from Springer 
Nature [ 65], Copyright (2014) 

wavelength) detecting increased interlayer transport reminiscent of enhanced super-
conductivity [ 68]. Mankowskii et al. have studied YBa. 2Cu. 3O.6.5 after photoexcitation 
with.c-axis-polarized THz radiation [ 65]. This radiation was chosen to maximize the 
interaction with a .B1u infrared-active phonon associated with .c-axis atomic dis-
placements and driven with high fluence in order to maximize nonlinear phonon 
interactions [ 64]. Figure 10.5 illustrates the concepts and data behind this work. The 
photoexcited .B1u mode interacts with .Ag phonons through nonlinear effects and 
induces changes in the crystal structure, which were probed by ultrafast diffraction 
at LCLS through changes in Bragg intensity. By fitting different models that con-
sider these phonon excitations to their data, they conclude that the intra-CuO.2-plane 
distance is increased within the transient state at the expense of reducing the inter-
CuO.2-plane distance. Such a change would increase the contribution of the Cu . dxy
orbital to low-energy electronic states, which provides a possible explanation for the 
proposed enhancement of superconductivity [ 65]. 

In general the anharmonic interaction of phonons is not restricted to the coupling 
between modes at the same wavevector. A classic example is the anharmonic decay 
of phonons [ 69, 70] which is the dominant mechanism determining the thermal 
conductivity of insulators and often plays a central role in structural phase transitions. 
In the context of anharmonic decay, first principles density-functional perturbation 
theory (DFPT) calculations have been used to calculate individual mode couplings 
for a couple of decades [ 71– 73]. While more traditional inelastic neutron and X-
ray scattering methods can give information about the lifetime of modes at a given 
wavevector, measurements of their underlying microscopic decay channels have not 
been possible before the advent of the XFELs. 

In an experiment by Teitelbaum et al., researchers directly measured the anhar-
monic decay of a coherent zone-center phonon in photoexcited bismuth [ 74]. Bis-
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muth is the prototypical Peierls distorted material (which can be viewed as a one-
dimensional commensurate charge density wave) and one of the first materials to 
show displacive-like excitation of coherent phonons [ 56, 75] the dynamics of which 
at zone center has been well studied by both ultrafast optical [ 76– 80] and ultra-
fast X-ray diffraction using plasma sources [ 81], the SPPS linac-based femtosecond 
spontaneous synchrotron source [ 82] and laser slicing in synchrotrons [ 83]. Here the 
phonon coordinate for the zone-center, fully symmetric mode.A1g serves as a proxy 
for the Peierls distortion. Photoexcitation tends to reduce the bandgap as it lessens 
the energetic advantage for a structural distortion leading to the displacive excitation 
of coherent phonons. The decay of the coherent phonon proceeds largely through 
anharmonic coupling with pairs of acoustic phonons of equal and opposite momenta 
through a parametric resonance process akin to parametric downconversion [ 84]. 

The microscopic decay channels and their coupling constants can be measured 
directly in the time domain through the build-up of squeezed phonon oscillations in 
femtosecond time-resolved X-ray diffuse scattering measurements when compared 
to time-resolved diffraction. As described in Sect. 10.3, the diffuse X-ray intensity 
measures the mode variance.⟨u−quq⟩(t), which is driven parametrically by the large 
amplitude .A1g mode. In the X-ray experiments of Teitelbaum et al., the degenerate 
decay of the .A1g oscillations are clearly resolved across a wide range of the Bril-
louin zone. One particular decay channel into two acoustic modes at a specific . q
is shown schematically in Fig. 10.6. The coupling constant is determined from the 
ratio of amplitudes of the squeezed phonon oscillations in .⟨u−quq⟩(t) at a particular 
wavevector and the amplitude of the .A1g coherent phonon oscillation as measured 
simultaneously in time-resolved diffraction at .q = 0. In the linear-response regime, 
the decay rate of a coherent phonon is expected to be the same as the anharmonic 
decay rates obtained by perturbation theory, which in the case of bismuth originates 
from the third-order force constants [ 84]. The experimental results give a value for 
the coupling constant that is within an order of magnitude of DFPT-based calcula-
tions, but systematically lower across all the measured channels. While the reason for 
the discrepancy is not yet understood the results mark the first momentum-resolved 
measurement of anharmonic coupling channels and open the door to similar stud-
ies in a broad class of complex materials such as described above, where couplings 
off-zone center can be critically important. 

10.5 Beyond Linear Response 

In this section, we describe experiments where the perturbation is pushed beyond 
linear response. In these experiments, the pump intensity is sufficient to induce 
non-adiabatic dynamics not accessible thermally, exemplified by lattice symmetry 
changes. We begin with systems that can be described by a single or few time-
dependent order parameter(s). Then we show experiments where fluctuations from 
this single coordinate along multiple degrees of freedom can be central to the physics 
of the material, such as the case of VO. 2.
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Fig. 10.6 Downconversion of.A1g mode in bismuth. a Phonon dispersion relation in bismuth along 
the.q = ( 13 ξ ξ ξ) direction showing one possible decay channel of the.A1g mode into a degenerate 
pair of LA phonons at .q = ±(0.1 0.3 0.3) and b the experimental signature corresponding to this 
particular channel. The blue curve shows the relative intensity change of the .(2 3 2) Bragg peak 
from which the .A1g mode amplitude is measured. The orange curve shows the relative intensity 
change of the relevant region of diffuse scattering in the.(0 1 1) zone. The black lines are simulations 
as described in the paper. Note the dashed line indicates a .π/2 phase shift between the .A1g mode 
and the target mode which is expected on parametric resonance. Reprinted figure with permission 
from [ 74] Copyright 2018 by the American Physical Society 

As one of the simplest examples of dynamics far from harmonic behavior we 
consider the dynamics of the charge density wave order in SmTe. 3. In this section, 
we first describe the experiment in SmTe. 3 [ 85] and introduce the simplest Ginzburg– 
Landau formalism that results in anharmonic dynamics. We later review experiments 
where this formalism is extended to multiple degrees of freedom in Pr. 0.5Ca. 0.5MnO. 3, 
and finally discuss VO. 2 where the dynamics cannot be described by a few degrees 
of freedom but involve a continuum of modes. 

SmTe. 3 exhibits an incommensurate CDW below.T = 416 K [  86] corresponding 
to a modulation of the Te–Te planes along the.c-axis [ 86]. The dynamics of the inte-
grated intensity of the.(1 7 qcdw)CDW Bragg peak are shown in Fig. 10.7a for several 
incident fluences [ 85]. Here.qcdw ≈ 2/7 is the CDW wavevector. At low fluence, the 
response shows oscillations at .1.6 THz, related to the DECP of the amplitude mode, 
Eq. 10.1, representing a small deviation from the equilibrium amplitude of the CDW, 
.δy(t). On the other hand, for strong photoexcitation at fluences . ≥0.5 mJ/cm. 

2, the  
peak is strongly suppressed and the dynamics become overdamped and the recover
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Fig. 10.7 a Solid curves: dynamics of the integrated intensity of the .(1 7 qcdw) of SmTe. 3 at 
room temperature for several incident pump fluences (in mJ/cm. 2). Dashed lines are the dynamics 
computed from the Ginzburg–Landau model described in the text for the corresponding values of 
. η (see text). b Sketch of the effective potential .V (y) for several excitation levels, represented by. r
in Eq. 10.7. Reprinted figure with permission from [ 85] Copyright 2019 by the American Physical 
Society 

timescale becomes longer. This is a quite common feature in the photoexcited dynam-
ics of broken symmetry states. 

At a phenomenological level the dynamics can be described by an extension 
of the Ginzburg–Landau theory for second-order phase transitions [ 87] to the time 
domain [ 85, 88– 90]. The simplest description considers a scalar order parameter . y, 
representing both the amplitude of the CDW lattice distortion and the charge density 
(or the value of the gap), where in normalized units .|y| = 1 and.y = 0 represent the 
distorted low-symmetry phase or undistorted high-symmetry phase, respectively. 
The potential energy is taken of the form 

.V (y) = V0
(
2r y2 + y4

)
. (10.7) 

In equilibrium, the parameter .r = T/Tc − 1, with .Tc the transition temperature, 
controls the relative stability of the two phases. The low-symmetry phase with . y =
±1 is the stable minimum of .V (y) for .r = −1 .(T = 0) (Fig. 10.7b (blue curve)). 
When.r ≥ 0 the potential has a single minimum at.y = 0, and the symmetric phase is 
stable (Fig. 10.7b). Importantly, to lowest order the intensity of the CDW diffraction 
peaks is .Icdw ∝ y2. As expected, diffraction alone cannot distinguish between . y =
−1 and .y = +1, and also .Icdw = 0 for the high-symmetry phase with .y = 0. 

At ultrafast timescales the temperature is not a well-defined quantity, however 
a reasonable assumption is that the parameter .r = r(t) is related to the photoex-
cited charge density with a good approximation being .r(t) = ηΘ(t)e−t/τ − 1 [ 89], 
where .Θ(t) is a unit step function, . τ is the decay constant of the force, and . η is 
controlled by the incident pump fluence [ 85]. At room temperature SmTe. 3 is in the 
low-symmetry (CDW-distorted) phase and we take.y(t < 0) = −1 [. y(t < 0) = +1
is equivalent], representing the static distorted lattice. After photoexcitation, .r(t >
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Fig. 10.8 Dynamics of multiple orders in Pr.0.5Ca.0.5MnO. 3 at different incident fluences. a Bragg 
peak from a crystal superstructure. b Orbital order peak also associated with a Jahn–Teller distortion 
of the MnO. 6 octahedra. c charge order peak. Adapted by permission from Springer Nature [90], 
Copyright (2014) 

0) = ηe−t/τ − 1, if the strength of excitation . η is small we can consider a small 
perturbation of the potential .V (y), which can be a DECP dynamics for the CDW 
mode [ 85], with a DECP displacement as in Eq. 10.1. At higher fluences (Fig. 10.7a 
green and red traces), the anharmonic behavior is most severe when.η ≥ 1, (.r ≥ 0). 
Here the potential has a single minimum at .y = 0 initially, and the system can reach 
the symmetric configuration where the distortion associated to . y and the diffraction 
intensity is suppressed completely. This is the essence of the high-fluence behavior 
in Fig. 10.7 a as well as more complex materials like Pr. 0.5Ca. 0.5MnO. 3 to be discussed 
next (shown in Fig. 10.8a, b). More sophisticated models build-up from this simple 
model [ 88, 91], but the common feature is some form of time-dependent coefficient 
.r(t), representing a phenomenological perturbation to the electronic properties. In 
all cases, the anharmonic lattice dynamics results from nonlinear (usually quartic) 
terms in the potential, Eq. 10.7. 

The Ginzburg–Landau description can be extended to systems with multiple order 
parameters, for example, representing coupled spin, lattice and charge degrees of 
freedom [ 92]. Beaud and colleagues used the LCLS to probe the dynamics of the 
phase transformation of Pr. 0.5Ca. 0.5MnO. 3 whose complex phase diagram is linked 
to a coupling between lattice, spin, charge and orbital degrees of freedom [ 90]. 
Resonant diffraction where the photon energy is tuned near a core-hole absorption 
edge (of Mn in this case) can enhance the contribution from valence electrons. This 
is the basis for novel spectroscopic tools (see more in the resonant inelastic X-ray 
scattering Sect. 10.6) making diffraction sensitive to lattice (Fig. 10.8a), orbital (Fig. 
10.8b) and charge order (Fig. 10.8c). Below . 5 mJ/cm. 

2 the charge order is partially 
suppressed and the orbital and structural superlattice peaks show strong oscillations 
from a 2.45 THz phonon mode oscillating coherently. At fluence > . 5 mJ/cm. 

2 the 
three types of order are fully suppressed. Notably, at this fluence the structural and 
orbital orders exhibit an approximate doubling of the 2.45 THz frequency when 
the intensity reaches zero, indicative of the .∼ y2 scaling of the Bragg intensity 
when the relevant order parameter approaches the symmetric potential minimum
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near .y = 0 [ 89, 90]. They model the structural and Jahn–Teller dynamics using a 
phenomenological Ginzburg–Landau potential similar to the one described above 
but with four effective lattice degrees of freedom [ 90] representing combinations of 
phonon modes of Pr. 0.5Ca. 0.5MnO. 3. Using resonance diffraction to enhance sensitivity 
to charge order, this experiment showed that although the dynamics are highly out 
of equilibrium, the system has a well-defined order parameter across the symmetry 
breaking phase transition [ 90]. 

In another experiment exploiting resonant scattering to enhance the sensitivity of 
valence electrons, Lee et al. used resonant diffraction to probe the dynamics of charge 
ordering in La.1.75Sr.0.25NiO. 4 (LSNO) [ 93]. Unlike the PCMO experiment, where the 
coherent dynamics can be accounted for by the amplitude of the order parameter 
alone, in LSNO the pump suppresses the diffraction intensity of the charge-ordered 
peaks without affecting the peak width. This contrasts with the thermodynamic tran-
sition where the peak width (the inverse CDW correlation length) broadens with 
increasing temperature through. Tc. This indicates that, for the fluence range studied, 
the photoexcited transient of the CDW does not contain topological defects [ 93] 
in stark contrast to the expected thermal critical behavior. These results in LSNO 
suggest that photoexcitation populates phase modes at wavevectors other than the 
nominal ordering wavevector, and these suppress the CDW diffraction peak through 
a Debye–Waller effect. 

Just as with any other type of disorder, phase fluctuations should manifest as an 
increase in the diffuse intensity at Fourier components away from .qcdw. Wall et al.  
used diffuse X-ray scattering at LCLS to probe the photoinduced phase transition of 
VO. 2 [ 94]. This material undergoes an insulator–metal transition accompanied by a 
structural change between monoclinic (M. 1) and tetragonal structure (Rutile, R) [ 95, 
96] at .Tc = 340 K (Fig. 10.9a). The M. 1 has approximately twice the volume of the 
Rutile unit cell, and additional commensurate Bragg peaks indicate cell-doubling 
and long-range ordering of V–V dimers [ 94, 96]. The V–V distances break into long 
(.dL ) and short (. dS) bonds, which are .dL = dS = dR in the R structure, as indicated 
in Fig. 10.9a. The top panel of Fig. 10.9b shows representative snapshots of the dif-
ferential diffuse intensity .∆I (Q, t) covering multiple Brillouin zones of VO. 2. Also  
indicated are sharp, localized features from the .(1̄ 0 2̄), .(1̄ 2 2) and .(1̄ 2 0) peaks 
of the M. 1 phase (indices of the monoclinic structure), which become suppressed in 
. ∼140 fs as shown in the lower panel. The diffuse intensity integrated between the 
Bragg peaks, representative of dynamic disorder of the V–V pairs associated with the 
M. 1 superstructure and peaks, increases with the same timescale (Fig. 10.9b, purple 
symbols). The distribution of diffuse intensity in .Q-space resembles the distinct R-
phase pattern [ 94], which originates from transverse acoustic modes that are highly 
anharmonic, akin to dynamic disorder, and account for large fraction of the lattice 
entropy [ 97]. The transient Rutile diffuse pattern develops extremely fast, indicat-
ing that the lattice reaches the disorder in the lattice expected for the Rutile phase 
in .140 fs. These results were confirmed by ab-initio molecular dynamics (AIMD), 
which showed that the local potential of the V–V pairs (purple double-well trace 
in Fig. 10.9c) is switched quickly to a nearly flat, quartic potential (pink trace in 
Fig. 10.9c) that allows the V atoms to quickly fill it by randomizing their positions.
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Fig. 10.9 a Structure of the .M1 and .R phases of VO. 2. The unit cell is indicated with the gray 
shaded area. b top panel: snapshots of the pump-induced change in diffuse intensity . ∆I (Q, t)
for representative delays. Bragg peaks corresponding to the .M1 cell doubling are indicated (. M1
Miller indices). (b) lower panel: dynamics of the integrated intensity of.M1 peaks (red symbols),. R
peaks (orange symbols) and the integrated diffuse intensity (purple symbols). c the computed V–V 
potential for the initial .M1 phase (.Tel = 290 K) and the computed potential under an electronic 
temperature of .Tel = 2204 K. d AIMD trajectories of the loss of V–V dimerization. From [ 94]. 
Reprinted with permission from AAAS 

The absorption of the near-IR pump is modeled by introducing a fictitious electronic 
temperature .Tel. Figure 10.9d shows individual trajectories of this process from the 
AIMD simulation [ 94]. The implications of these results extend beyond VO. 2: Many  
ultrafast experiments focus on the behavior of Bragg peaks, while ignoring the role 
of disorder and fluctuations. This work shows that disorder plays an important role 
in the lattice of VO. 2 and ultrafast diffuse scattering not only provides a visualiza-
tion of the transformation pathway, but it can also yield an alternative view of the 
thermodynamic transition. 

10.6 Resonant Inelastic X-ray Scattering 

An important sub-set of modern X-ray experiments takes advantage of X-ray core-
hole resonances in order to obtain more information than is otherwise possible. 
Far from resonance X-rays interact with all the electrons in the sample and tend 
to provide information about structure and structural dynamics such as phonons. 
Tuning the X-ray energy to a core-hole resonance opens routes to couple to other 
degrees of freedom. RIXS, as illustrated in Fig. 10.10, involves measuring the X-ray 
energy loss as a function of momentum in order to characterize collective electronic 
excitations and gain insights into short-range correlations and interactions. This can 
be thought of as the inelastic version of the resonant diffraction experiments described
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Fig. 10.10 A schematic of a direct RIXS process showing the initial state, the intermediate state 
in which a core electron has been excited, and final states in which an elementary quasiparticle has 
been created from left to right. The energy and momentum change of the X-ray photon encodes the 
dispersion of the quasiparticle 

previously (Fig. 10.8 [ 90] and Ref. [ 93]), where the change in X-ray energy is directly 
measured in order to infer the properties of excitations beyond simple measurements 
of the order parameter. Alternatively, it can be conceptualized as an IXS experiment 
where an X-ray resonance is used to probe spin, charge, or orbital excitations as well 
as phonons. 

The RIXS process is codified in the Kramers–Heisenberg equation, which 
describes the second-order perturbation theory for the interaction between the X-
ray photon and a material [ 98]. The coupling induced in the scattering process can 
be expressed in terms of electric and magnetic dipole and quadrupole operators (and 
in special cases to higher order still) [ 3, 5, 99]. These magnetic interactions occur 
due to the fact that core-hole spin-orbit coupling can, if present, exchange the orbital 
angular momentum of the photon with the spin in the valence band of the material. 
For this reason, standard magnetic dipole resonant scattering involves a rotation of 
the X-ray polarization—something that can be exploited in order to identify and 
isolate magnetic scattering in experiments. Other types of coupling, such as orbital 
scattering, also occur in well-defined channels in the X-ray polarization. 

Syncrotron RIXS has grown dramatically in the past decades driven primarily by 
improvements in energy resolution that have helped access the low-energy degrees 
of freedom of correlated materials [ 3– 5]. Performing RIXS at XFELs requires the 
same complicated spectrometer setup to be integrated with an XFEL often together 
with schemes for photoexciting the sample. We are, nonetheless, seeing success-
ful examples of time-resolved RIXS, which have targeted charge, orbital, and spin 
degrees of freedom [ 10, 100–104]. 

Understanding transient magnetism is an especially important area for ultrafast 
research [105, 106]. Not only is magnetism central to many phenomena including 
unconventional superconductivity, charge-stripe correlations, and quantum spin liq-
uids, but it is also one of the main means for information storage in computers. Recent 
work by Dean and collaborators performed the first time-resolved RIXS measure-
ment of magnons [100]. In this study, antiferromagnetic Sr. 2IrO. 4 was studied after 
photoexcitation via a 100 fs, 2 . µm pulse tuned to excite carriers across the bandgap.
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Fig. 10.11 Example of ultrafast magnetism probed by RIXS. a, b show RIXS spectra of Sr. 2IrO. 4
in equilibrium and 2 ps after photoexcitation. Magnetic modes are seen in the 0–200 meV energy 
window and orbital excitations are seen around 600 meV. The specific .Q points measured were 
(a) .(π, 0) and b .(π, π) [100]. c The magnetic dispersion of Sr. 2IrO. 4 showing magnons at around 
200 meV at .(π, 0) and almost gapless modes at .(π, π). The blue arrow illustrates the decay of 
magnons toward the energy minimum at.(π, 0) [101]. Adapted by permission from Springer Nature 
[100], Copyright (2016) 

It was found that a fluence of. 6 mJ/cm. 
2 was sufficient to almost completely suppress 

long-range magnetic order. The authors proceeded to study the form of the collective 
magnons in this transient state 2 ps after photoexcitation. As can be seen in Fig. 10.11, 
a very similar magnon is observed at the.(π, 0) reciprocal space point before and after 
photoexcitation, which suggests that short-range magnetic correlations can continue 
to exist even while long-range order is strongly suppressed. Since the fluence of the 
initial excitation process excites a very large fraction of the total magnetic sites, it 
was hypothesized that the .(π, 0) magnon might have been initially suppressed, but 
that it recovers much faster than 2 ps. The low-energy magnon at .(π, π) is modified 
with respect to the equilibrium configuration at 2 ps (see Fig. 10.11b) and recovers on 
a few ps timescale. Based on these results, together with resonant elastic scattering 
data, a picture of a two-stage magnetic recovery was developed in which magnetic 
correlations are first recovered within the 2D IrO. 2 planes of Sr. 2IrO. 4 and then the reg-
istry between planes in achieved in order to return to the ground state. More recently, 
experiments have been preformed on bilayer antiferromagnetic iridate Sr. 3Ir. 2O. 7. This  
system features a very large spin gap and a much more gentle dispersion. In this case, 
magnons at both.(π, 0) and.(π, π) reciprocal space points were disturbed in the tran-
sient state, which was interpreted in terms of a “spin-bottleneck” effect in which the 
large spin gap trapped the transient magnons over all reciprocal space [101]. 

RIXS is also known to be highly sensitive to diffuse charge density wave order [ 3– 
5, 107]. Mitrano et al. exploited this effect to analyze the CDW dynamics in cuprate 
superconductor La.2−xBa. xCuO. 4 .x = 0.125 as shown in Fig. 10.12. They observed 
that the CDW intensity returned to equilibrium without exhibiting any oscillatory 
behavior. This is consistent with overdamped, diffusive CDW dynamics. The authors 
outlined a scaling model for the momentum and time dependence of the dynam-
ics [103]. A small, but non-negligible change in the CDW.q-vector was also observed,
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Fig. 10.12 RIXS measurements of charge density wave (CDW) dynamics in La.2−xBa. xCuO. 4 . x =
0.125 [103]. a, b show RIXS spectra at.(0.23, 0, 1.5) as a function of time delay after a 0.1 mJ/cm. 2

optical pump pulse represented as either (a) a colormap or b over-plotted spectra. The quasi-elastic 
CDW scattering is seen to first be suppressed and then to recover. c time traces of the recovery 
as a function of Q relative to the peak in the ordering wavevector. d The exponential recovery 
parameter . γ (q) as a function of the momentum relative to the peak in the ordering wavevector. 
The gray shaded area represents the intensity of the CDW in equilibrium. From [103]. Reprinted 
with permission from AAAS 

which was interpreted in terms of a “Doppler effect”, in which the pump imparts 
momentum to the CDW condensate. 

To date, the majority of RIXS experiments has been analyzed assuming that the X-
rays represent a small perturbation to the material. In this approximation, the spectrum 
can be interpreted in terms of a single photon interacting with the sample, since the 
incident photon density is small enough that there is a negligible probability of one 
photon encountering the effects of other photons. Pioneering work has demonstrated 
that FELs now deliver peak photon intensity sufficient to stimulate processes [108– 
110]. Such work has progressed from demonstrations in gases to work on solids, 
which are the subject of this chapter and the energy employed in the demonstration 
has extended from extreme ultraviolet energies, through soft X-ray into work with 
hard X-rays. Figure 10.13 reproduces work by Yoneda and collaborators, which 
realizes lasing with the .Kα emission line of Cu films [110]. The authors used a 
two-stage system to focus the beam from the SACLA XFEL to a 120 nm spot on 
the sample and monitored the emitted X-rays with a flat silicon crystal spectrometer. 
Amplified spontaneous emission of X-ray was shown by demonstrating a super-linear 
dependence of the emitted X-ray intensity as a function of the incident intensity, as 
plotted in Fig. 10.13c. A notable broadening of the spectrum was reported at high 
fluences which was attributed to the presence of .3d core holes states as well as 
the target .1s core holes excited. Further demonstration of the nonlinear interactions 
was provided by demonstrating seeded emission in which two different color pulses 
are used, the setup for which is illustrated in Fig. 10.13b. The results (as shown in 
Ref. [110]) demonstrate that such a seeded approach can amplify a specific energy 
emission line, as chosen by providing a narrow-bandwidth seed pulse [110]. As well 
as being of intrinsic interest in terms of photonics, such approaches provide new
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Fig. 10.13 Nonlinear processes in the X-ray regime. a The experimental setup for demonstrating 
amplified spontaneous emission, by population inversion for Cu.Kα emission. X-rays are produced 
by an undulator and focused to a 120 nm spot on a copper foil. b The setup showing amplified 
emission, in which the pump pulse is accompanied by a seed pulse. c Measured Cu .Kα emission 
spectra at different pump intensities. The emitted intensity increases exponentially with incident 
pump intensity. Adapted by permission from Springer Nature [110], Copyright (2015) 

possibilities to perform more efficient measurement that mitigate beam damage or 
use the enhanced efficiency to access weak multipolar order parameters [111]. 

10.7 Outlook 

In quantum materials, the complex microscopic interactions result in strong compe-
tition between multiple nearly degenerate ordered phases. Ultrafast pulses provide a 
strategy for selectively perturbing microscopic interaction parameters to transiently 
coerce materials into a desired phase [112]. XFEL sources will soon offer high rep-
etition rate and high average power [ 25, 26]. The development of cavity-based FEL 
[113] would allow for transform-limited pulses with narrow bandwidth . ∼1 meV  in  
the case of an XFEL oscillator (XFELO) [114, 115] and higher peak power with mod-
erate. ∼100 meV bandwidth [113, 116]in the case of an XFEL regenerative amplifier 
(RAFEL). These developments would complement the broadband. ∼10 eV pulses that 
allow for near-transform-limited attosecond pulses [ 21, 22]. These developments will 
provide higher-stability and control over the X-ray properties with applications that 
require either high spectral or temporal resolution, as well as provide multi-color, 
multi-pulse capabilities for X-ray pump and X-ray probe measurements of material 
dynamics. 

XFELs will enable comprehensive microscopic characterization of nonequilib-
rium dynamics in complex materials, by providing unprecedented sensitivity to the 
collective modes. For example, high repetition rate sources will facilitate visualiza-
tion of nanoscale heat conduction with potential prospects for microscopic control of



10 Ultrafast X-Ray Probes of Dynamics in Solids 291

energy flow. Novel approaches have emerged for control of sound and heat exploit-
ing (coherent) interferences of waves within structures comparable to the wavelength 
[117]. The impact of new XFEL sources for probing nanoscale heat transport will 
be in probing the dynamics of high wavevector phonons with nm wavelengths at 
femtosecond timescales, yielding a microscopic view of wave propagation and heat 
conduction. 

In addition, the combination of high repetition rate and tunable photon energy is 
well matched to studying novel light-driven quantum states through resonant scat-
tering, while multi-color, multi-pulse, and attosecond operation will enable a much 
deeper understanding of nonlinear light–matter interactions in quantum materials. 
Time-resolved inelastic scattering measurements will be possible in a variety of 
sample environments such as inside a diamond anvil cell. This will enable detailed 
measurements of quantum critical fluctuations of charge and spin degrees of free-
dom, their associated collective modes and their couplings, while tuning continuously 
through a quantum critical point. Such unique capabilities will improve our under-
standing of the connection between superconductivity and the fluctuations in other 
order parameters [118, 119]. These are just some examples of how the revolution-
ary properties of X-ray free-electron lasers are likely to make a lasting impact on 
important problems in materials science and condensed matter physics. 
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Chapter 11 
Ultrafast Transient Absorption 
Spectroscopy for Probing Primary 
Photochemical Reaction of Proteins 

Atsushi Yabushita 

Abstract Photochemical reactions of proteins are playing important roles for all 
life on earth; retinal proteins in retina work as light sensor to provide vision, 
phytochromes in plants regulate the germination of seeds, photoprotein in fire-
flies and jelly fishes generates bioluminescence, and chlorophyll triggers carbonic 
acid assimilation by photosynthesis reaction. Exploration of materials which have 
better efficiency for those photochemical reactions cannot be performed efficiently 
by haphazard approach. Elucidation of the primary reaction process is expected to 
provide key information for the development of future materials. The primary reac-
tion could be studied in detail by performing ultrafast spectroscopy which visualizes 
spectral change during ultrafast transition between electronic states after photoexcita-
tion. Using ultrashort laser pulse whose duration is shorter than the molecular vibra-
tion period, the observed transient absorption signal shows modulation reflecting 
the real-time motion of the molecular vibration in time domain. Time-gated Fourier 
analysis of the signal elucidates the time development of the molecular vibration 
frequency which elucidates molecular structure change during the photo-reaction. 
Ultrashort pulse lasers in visible and ultraviolet spectral region were developed to be 
applied for ultrafast spectroscopy of the protein samples to elucidate their primary 
reactions. For the study of molecular vibrational dynamics, signal fluctuation of the 
transient absorption should be suppressed to observe fine signal modulation caused 
by the molecular vibration. However, irradiation of the ultrashort laser pulse required 
for the ultrafast spectroscopy gives serious damage accumulation especially in the 
protein samples, which degrades signal quality of the transient absorption. Devel-
oping fastscan ultrafast spectroscopy system, we have succeeded to improve the 
signal-to-noise ratio of the transient absorption signal able to study molecular vibra-
tional dynamics. The ultrashort laser pulse and fastscan ultrafast spectroscopy system 
to study the primary reaction dynamics of the protein samples. Here we describe some 
of those works for samples of a light-driven proton pump (bacteriorhodopsin) and a 
heme protein (nitric oxide synthase).

A. Yabushita (B) 
Department of Electrophysics, National Yang Ming Chiao Tung University, Hsinchu, Taiwan 
e-mail: yabushita@nycu.edu.tw 

Research Institute for Engineering, Kanagawa University, Yokohama, Japan 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
K. Ueda (ed.), Ultrafast Electronic and Structural Dynamics, 
https://doi.org/10.1007/978-981-97-2914-2_11 

297

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-97-2914-2_11&domain=pdf
mailto:yabushita@nycu.edu.tw
https://doi.org/10.1007/978-981-97-2914-2_11


298 A. Yabushita

Keywords Ultrafast spectroscopy · Non-collinear optical parametric amplifier ·
Vibrational dynamics · Rhodopsin · Hemoglobin 

11.1 Introduction 

Proteins play important roles for all life on earth; rhodopsins in retina work as light 
sensor to provide vision [1–3], bacteriorhodopsins in membrane of bacterium pumps 
out proton through the membrane [4–6], phytochromes in plants regulate the germi-
nation of seeds [7–10], photoprotein in jelly fishes generates bioluminescence [11– 
14], heme proteins delivers molecules as seen in oxygen carrier of haemoglobin [15, 
16] and nitric oxide synthesized in nitric oxide synthase [17–20], and chlorophyll 
triggers carbonic acid assimilation by photosynthesis reaction [21–23]. 

Development of artificial materials which can proceed the same reaction of protein 
is one of the important studies. Another important topic is development of chemical 
materials or mutant proteins which can control the reaction. However, those devel-
opments cannot be performed efficiently by haphazard approach. Elucidation of the 
primary reaction process is expected to provide key information for the development 
of future materials. 

Light pulse was firstly applied for visualization of chemical reaction by Norrish 
and Porter in microsecond time-resolved flash photolysis [24]. The time-resolution 
of the observed phenomena is limited by the pulse duration of the light pulse and 
the measurement scheme. When the transient signal is time-resolved by electronic 
detector, the time-resolution is typically in the order of sub-nanosecond. When optical 
pump-probe method is used to time-resolve the transient signal, the time-resolution 
is limited by the pulse duration of the light pulse used the pump-probe measurement. 
Thus, for the measurement of ultrafast phenomena to observe primary reaction, it is 
necessary to perform the pump-probe measurement utilizing ultrashort laser pulse. 

Development of laser [25] enabled us to produce intense laser light with enough 
energy to perform the pump-probe measurement. The pulse duration of the laser pulse 
could be shortened by inventing mode-locking technique [26, 27]. The shortest limit 
of the laser pulse duration is inversely proportional to the spectral bandwidth of the 
laser. Usage of dye solution with colliding pulse mode-locking (CPM) method has 
generated laser pulse as short as 100 fs duration [28]. Kerr lens mode-locking (KLM) 
method in solid laser gain medium can generate the ultrashort pulse with much better 
stability than the CPM laser. Titanium-doped sapphire (Ti:sapphire) laser was found 
as a broadband gain medium suitable to generate near infrared (NIR) laser pulse 
[29] and 60 fs pulse was generated by the KLM Ti:sapphire laser [30]. The KLM 
Ti:sapphire laser is now most commonly used as a stable commercial light source of 
femtosecond laser pulse. 

The primary reaction could be studied in detail by performing ultrafast transient 
absorption (TA) spectroscopy which visualizes spectral change during ultrafast tran-
sition between electronic states after photoexcitation (ultrafast electronic dynamics). 
Using ultrashort laser pulse whose duration is shorter than the molecular vibration
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period, the observed transient absorption signal shows modulation reflecting the real-
time motion of the molecular vibration in time domain. Time-gated Fourier analysis 
of the signal elucidates the time development of the molecular vibration frequency 
which elucidates molecular structure change during the photo-reaction (ultrafast 
vibrational dynamics). Thus, using ultrashort pulse laser, TA spectroscopy can study 
both of ultrafast electronic dynamics and ultrafast vibrational dynamics simultane-
ously from the same scan of measurement data, i.e., under the same measurement 
condition. 

In the present work, we have developed ultrashort pulse lasers in visible and ultra-
violet spectral region, then applied them for ultrafast spectroscopy of the protein 
samples to elucidate their primary reactions. For the study of molecular vibrational 
dynamics, signal fluctuation of the transient absorption should be suppressed to 
observe fine signal modulation caused by the molecular vibration. However, irra-
diation of the ultrashort laser pulse required for the ultrafast spectroscopy gives 
serious damage accumulation especially in the protein samples, which degrades 
signal quality of the transient absorption. Developing fastscan ultrafast spectroscopy 
system, we have succeeded to improve the signal-to-noise ratio of the transient 
absorption signal able to study molecular vibrational dynamics. 

11.2 Ultrafast Transient Absorption (TA) Spectroscopy 

Dynamics of the photo-excited state in the photo-reaction can be studied by observing 
transient absorption (TA) signal using pump-probe method, which was firstly demon-
strated by Porter et al. in flash photolysis [24]. In the pump-probe measurement, 
transmission change of the probe light induced by the pump light irradiation is 
measured as a function of probe wavelength λ and delay of the probe pulse from the 
pump pulse τ as ∆T(λ, τ). Using the measured transmission change, the TA signal 

can be calculated as ∆A(λ, τ) = −log10
(
1 + ∆T (λ,τ ) 

T (λ)

)
where T(λ) is transmission 

spectrum of the probe pulse through the sample. Reflecting the population excited 
in the electronic excited state, the TA signal includes three signal components of 
induced absorption (IA), stimulated emission (SE), and photo-bleaching (PB). The 
dynamics of IA, SE, and PB to be observed in the TA signal are schematically shown 
in Fig. 11.1.

The TA signal of IA has positive sign which reflects appearance of an absorp-
tion band corresponding to absorption spectrum of the electronic excited state. 
Meanwhile, SE and PB result in negative TA signal by increase of transmission. 
Figure 11.1g shows schematic TA trace for each of these three components of IA, 
SE, and PB; however, general TA trace is a linear combination of these three terms 
and hard to differentiate each contribution from the others. 

Spectral resolution of the TA signal by observation of TA spectroscopy can help 
the differentiation of each signal contribution as follows. The PB signal is caused
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Fig. 11.1 Schematic figure to show dynamics of pump-probe signal observed in photobleaching 
(PB), induced absorption (IA), and stimulated emission (SE). Electronic population a just after 
pump irradiation, b after transiting to intermediate state, and c finally relaxing back to the electronic 
ground state. d–f Transient absorption spectrum observed for the delay time corresponding to (a–c), 
respectively. g Transient absorption trace as a function of delay time

by ground state depletion after photoexcitation; therefore, the TA component corre-
sponding to PB resembles the spectrum of stationary absorption spectrum of the elec-
tronic ground state. Meanwhile, the SE signal is generally emitted with lower photon 
energy than the photon energy of the stationary absorption band (see Fig. 11.1e). 
Thus, even though both of PB and SE show same negative TA signal, spectral differ-
ence helps to differentiate each contribution in the TA signal. IA spectrum is also 
generally shifted from the stationary absorption band; therefore, IA spectral compo-
nent can also be easily differentiated from other contributions not only by (positive) 
sign of TA signal but also by spectral information. 

Typical signal intensity of TA signal is 10−3 or smaller. Considering typical fluc-
tuation of probe light intensity is 10−2 or more, TA signal measurement requires 
extremely high signal-to-noise (S/N) ratio in the measurement result. One of the 
method to improve S/N ratio is lock-in amplification, which can extract a signal 
from a noise environment [31–33]. The lock-in detection of the TA signal could be 
performed modulating pump pulse by utilizing a mechanical chopper with a rotating 
blade or an electro-optic modulator (EOM). The mechanical chopper has an advan-
tage that the modulator does not add any material chirp on the pump pulse and a
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disadvantage that the modulation frequency cannot be higher than 10kHz. Gener-
ally, higher frequency region has lower environmental noise and EOM is preferred 
for the lock-in detection modulating signal at frequency of MHz range. However, 
when ultrashort femtosecond laser pulse is used for the pump-probe measurement, 
lock-in detection can be performed only by using the mechanical chopper. The TA 
spectroscopy utilizing lock-in detection is discussed in Sect. 11.5. 

Another method to improve S/N ratio is high frequency measurement of trans-
mission spectrum. The probe light intensity is fluctuated by environmental condi-
tion change like temperature, air flow, and humidity. Those environmental condi-
tion changes in relatively slow time scale in the order of seconds. Therefore, high 
frequency measurement of probe transmission spectrum can study TA signal caused 
by the pump pulse irradiation not by environmental change. Section 11.6 describes the 
detail of the single-shot based TA spectroscopy utilizing fast framerate line-sensor. 

When the pump-probe measurement is performed using ultrashort laser pulse, 
molecular vibration mode whose vibration period is slower than the pump pulse 
duration can be excited coherently to produce wavepacket on the energy potential 
surface, which was firstly demonstrated for malachite green using 40-fs laser pulse 
by Tang et al. [34] followed by Shank el al. using 6-fs laser pulse [35]. As shown 
in schematic figure of Fig. 11.2a, the wavepacket oscillates on the potential energy 
surface with the period of molecular vibration. Thus, the TA signal shows oscillation 
with this period (see Fig. 11.2b). 

Simulated data of the TA signal measured by the ultrashort laser pulse was 
calculated using the following equation.

∆A(t) = A0exp
(
− t 

τ1

)
{1 + A1cos2π t f  (t)}(t ≥ 0) and∆A(t) = 0(t < 0), where 

f(t) = f0 + d f  exp
(
− t 

τ2

)
. Parameters were set as (A0, A1, τ1, τ2, f0, d f  ) = 

(0.01, 0.2, 500, 500, 0.01, 0.002) adding simulated noise with amplitude of 0.003 
to ∆A(t). The simulated data is plotted as black curves in Fig. 11.3a.

IA 

PB 

IA 

PB 

(a) (b) 

Fig. 11.2 a Schematic figure of the wavepacket produced by the ultrashort pump laser pulse in the 
electronic ground state and in the electronic excited state. b TA signal of induced absorption (IA) 
and photo-bleaching (PB) to be observed under excitation by the ultrashort pump laser pulse, which 
is modulated by the wavepacket motion oscillating at the period of the molecular vibration 
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(a) (b) 

Fig. 11.3 a Simulated data of the TA signal measured by the ultrashort laser pulse (black) and its 
neighboring average for 101 data points around each delay point (red). Their difference is oscillating 
component (blue). b Spectrogram trace calculated from the oscillating component after t = 0, where 
color scale is plotted in logscale 

The TA signal (black curves of Fig. 11.3a) was subtracted by its neighboring 
average (red curves of Fig. 11.3a) to extract the oscillating component of the TA 
signal (blue curves of Fig. 11.3a). The oscillating component of the TA signal 
can be analyzed by time–frequency analysis [36, 37] to calculate instantaneous 
frequency of molecular vibration, which elucidates molecular vibration dynamics 
after photoexcitation. 

In the time–frequency analysis of the present work, we have applied a method of 
spectrogram analysis, which was originally developed for sound analysis [38, 39] 
and is now widely used as a common tool of the time–frequency analysis. The spec-
trogram, which is the magnitude-square of the short-time Fourier transform of the 
signal, can be mathematically calculated as S(τ, ω) = ||ʃ x(t)h(t + τ )e−iωt dt

||2 , ,  
where x(t) and h(t) are the signal and a window function, respectively. Dynamic 
range and frequency resolution depend on the type and width of the window 
function. In the present work, we use a Blackman window function given by 
h(t) = 0.42 − 0.5cos 2π t 

w + 0.08cos 4π t 
w , , where w is width of the window func-

tion and full width of half maximum (FWHM) of the window is ∼ 0.4w. . Using  the  
oscillating component after t = 0 (blue curve in Fig. 11.3a, spectrogram trace was 
calculated as shown in Fig. 11.3b using the Blackman window with FWHM of 160. 
The calculated spectrogram trace shows that the peak frequency is decreasing with 
t as set in f(t) of the simulation function. 

The neighboring average of the TA signal (red curves of Fig. 11.3a) represents 
slow relaxation component reflecting the electronic dynamics. Meanwhile, the oscil-
lating component of the TA signal (blue curves of Fig. 11.3a) can elucidate molec-
ular vibration dynamics by the spectrogram analysis (see Fig. 11.3b). Thus, the 
pump-probe measurement of TA signal by using ultrashort laser pulse enables us 
to study both of electronic dynamics and molecular vibration dynamics simultane-
ously. Typical molecular vibration period is about 20 fs or longer, thus for the study
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of ultrafast vibrational dynamics, pump-probe spectroscopy should be performed 
using ultrashort laser pulse whose pulse duration is as short as ~10 fs. 

The 10-fs pulse laser is commercially available in NIR spectral region using KLM 
Ti:sapphire laser; however, this NIR 10-fs pulse laser is not suitable to study most 
of photoreactions because the transition energy of those photoreactions is in visible 
spectral region unable to be excited by the NIR light. 

Therefore, we have developed 10-fs visible pulse laser as described in the next 
section. 

11.3 10-Fs Visible Pulse Laser 

One of our targets of the present work is the study of a membrane protein for light-
driven proton pump, bacteriorhodopsin (BR); however, it has absorption band only 
in visible spectral region not in NIR spectral region. Therefore, as follows, we have 
developed 10-fs visible pulse laser suitable for the TA visible spectroscopy. Light 
source of the 10-fs visible pulse laser used in the present work is a Ti:sapphire regen-
erative amplifier (Coherent Inc., Legend-USP-HP). The NIR laser pulse generated by 
the Ti:sapphire regenerative amplifier has center wavelength of 800 nm, bandwidth 
of 30 nm, pulse duration of 35 fs, repetition rate of 5 kHz, and pulse energy of 0.5 
mJ. 

The femtosecond NIR laser pulse was focused into a sapphire plate with thickness 
of 2mm to cause self-phase modulation (SPM) [40] by the high peak intensity of the 
femtosecond pulse. SPM has broadened the NIR spectrum covering all of the visible 
spectrum region (see Fig. 11.4a). 

Efficiency of the SPM to convert into visible spectrum is less than 10−2 still 
including enormous remainder of the NIR component. Passing the SPM pulse through 
a short pass filter (SPF) which suppress the NIR component down to 10−6 , visible 
laser spectrum not including the NIR component was obtained with average power 
of 2μW.

Fig. 11.4 Spectrum of the 
femtosecond NIR pulse 
broadened by SPM 
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The pulse energy of this broadband visible laser is not enough for the TA spec-
troscopy and needs to be amplified. Optical parametric amplifier (OPA) is a common 
method to amplify the spectrum which is not overlapped with the spectrum of the 
light source. OPA for the visible spectrum requires second harmonic (SH) of the 
femtosecond NIR pulse to be used as a pump pulse. The NIR source laser pulse 
was focused into a 0.1 mm-thick β − BaB2O4 (BBO) crystal to generate the SH 
(pump) pulse with average power of 100 mW with center wavelength of 400 nm. 
The broadband visible pulse to be amplified by the OPA process is called seed pulse. 

The seed pulse can be amplified in the OPA process, which converts one pump 
photon into a seed photon and another (idler) photon. When both of the pump pulse 
and the seed pulse are focused into a BBO crystal, which can cause OPA process under 
the condition satisfying “temporal and spatial overlap of the two pulses (pump pulse 

and seed pulse) in the crystal” and “conservation of photon energy
(
hc 
λp 

= hc 
λs 

+ hc 
λi

)

and photon momentum
(
∆

−→
k = −→k p − −→k s − −→k i = 0

)
, where λp,s,i is wavelength 

and 
−→
k p,s,i is angular wave number vector. Suffix of p, s, and, I, represents pump, 

seed, and idler, respectively. 

When the momentum conservation is not satisfied
(
∆

−→
k /= 0

)
, OPA efficiency, 

which is proportional to L2 sinc2 ∆k·L 
2 , decreases, where L is thickness of the BBO 

crystal to be used for the OPA process. The component along the propagation direc-
tion of the pump pulse for the photon momentum conservation can be written as 
np(θp) 

λp 
= ns(θs) 

λs 
cosφs + ni(θi) 

λi 
cosφi , where np,s,i is refractive index, φs,i is the angle 

between the propagation direction of the corresponding pulse and that of the pump 
pulse, and θp,s,i is angle between the light and the optical axis of the crystal. Generally, 
this equation cannot be satisfied because of monotonous dependence on wavelength 
of the refractive index which is called normal dispersion. However, in birefringent 
crystal, this equation can be satisfied utilizing combination of different polarizations 
of lights. 

In the present work, we have used configuration of type-I phase-matching condi-
tion in which pump pulse has extraordinary polarization and other two (seed and idler) 
pulses have ordinary polarization, where ordinary (extraordinary) polarization is the 
one in (orthogonal to) the plane containing the light propagation axis and the optical 
axis of the crystal. Refractive index of the BBO crystal for extraordinary polariza-
tion depends on light wavelength, λ, and angle between the light polarization and the 
optical axis of the BBO crystal, θ, which can be represented as ne(λ, θ ). Meanwhile, 
that for ordinary polarization only depends on light wavelength as no(λ) because the 
light polarization is always orthogonal to the optical axis of the BBO crystal. Those 
refractive index of the BBO crystal could be calculated using Sellmeier’s equations 
with parameters reported by Kato [41]. 

At first, we have considered for the case when all of the three beams (pump, 
seed, and idler) runs collinearly into the BBO crystal, i.e., θp = θs = θi . Using  the  
refractive index, ∆k · L was calculated as a function of λs scanning the value of 
θp = θs = θi (see Fig. 11.5a). Here, we assume all of three pulse of pump, seed, and



11 Ultrafast Transient Absorption Spectroscopy for Probing Primary … 305

(a) (b) 

Fig. 11.5 Phase mismatch of ∆k · L as a function of seed wavelength when the pump and seed 
pulses run a collinear

(
θp = 24◦ ∼ 28◦, α  = 0◦) and b non-collinear (

θp = 31◦, α  = 6◦)

idler run collinearly, i.e., φs = φi = 0. Ordinary polarization of seed and idler pulse 
gives θs = θi = 90◦. 

As you can see in Fig. 11.5a, the condition of∆k ·L ≈ 0 can be satisfied in narrow 
spectral region indicating that the OPA process gives narrow band visible spectrum. 
Theoretically calculated gain spectrum of the OPA process is shown in Fig. 11.6.

Smaller L gives smaller ∆k · L however decreases OPA efficiency(∝ L2 sinc2 ∆k·L 
2

)
. Thus, conventional OPA process cannot be used to generate intense 

broadband visible pulse useful for the TA spectroscopy. 
Spectrum of the light is Fourier transform of the electric field, which lets duration 

of the shortest pulse (transform limited pulse) be inversely proportional to the spectral 
bandwidth of the laser pulse. Thus, the development of the 10-fs visible pulse requires 
to generate broadband visible laser spectrum whose bandwidth is as broad as 100 
nm and the TA spectroscopy requires pulse energy to be higher than 10 nJ to obtain 
measurable TA signal. 

In case of non-collinear OPA (NOPA), the pump beam and the seed beam incident 
on the BBO crystal has finite angle. The angle between the two beams measured 
outside of the BBO crystal is called non-collinear angle α. When θp = 31◦ and 
α = 6◦, we found the phase-matching condition (∆k · L ≈ 0) can be satisfied in 
broadband region (see Fig. 11.6b). 

This method called non-collinear OPA (NOPA) developed by several groups 
almost at the same time independently [42–44]. The gain spectrum corresponding to 
(collinear) OPA, NOPA with broadest band, and NOPA scanning the external angle 
are plotted in Fig. 11.6. With the broadest band condition, NOPA could produce 
visible broadband spectrum with pulse energy of 800 nJ repeating the NOPA process 
twice, whose optical setup is shown in Fig. 11.7.

The output pulse of the NOPA was separated into two pulses using a 1mm-thick 
glass plate with power ratio of 10:1. The pulse with higher and lower power was 
used as pump and probe pulse in the pump-probe measurement for the TA spec-
troscopy. These pulses have large positive chirp caused by transmission through
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(a) 

(c) 

(b) 

Fig. 11.6 Gain spectrum of the OPA process when the pump and seed pulses run a collinearly(
θp = 24◦ ∼ 28◦, α  = 0◦) and b non-collinearly (

θp = 31◦, α  = 6◦). c Gain spectrum calculated 
scanning α = 0◦ ∼ 10◦ fixing θp = 31◦
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Fig. 11.7 Optical setup of NOPA. HWP: half-wave plate, PBS: polarization beam splitter, BBO: a 
BBO crystal, SP: sapphire plate, SPF: short-pass filter (λ <  750nm), QB: quartz block, CM: curved 
mirror, CMP: chirped-mirror pair, G: grating, DM: deformable mirror
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Fig. 11.8 a Result of raytracing for the pulse compressor and c calculated chirp to be added by the 
pulse compressor 

sapphire plate, SPF, BBO crystal for NOPA, and a glass plate used to produce the 
pump and probe pulses. Therefore, we have developed a pulse compressor which 
consists of a diffraction grating and a deformable mirror. It is not put in 4-f configu-
ration and gives negative chirp to the pulse. The result of raytracing and calculated 
chirp are shown in Fig. 11.8. 

Thus, we could compress the pulse duration of the intense visible broadband laser 
pulse as short as 10 fs estimated by SH frequency resolved optical gating (FROG) 
method. The measured FROG trace, the calculated pulse train, and spectrum are 
shown in Fig. 11.9.

11.4 10-Fs Ultraviolet Pulse Laser 

For the study of the heme protein which has absorption band in near ultraviolet 
(NUV) region, we have developed a 10-fs ultraviolet pulse laser using Ti:sapphire 
regenerative amplifier as a light source. The regenerative amplifier generates NIR 
pulse with center wavelength of 800nm, pulse duration of 35 fs, average power of 5 
W, and repetition rate of 1 kHz. SH of the NIR pulse was generated by a 0.2mm-thick 
BBO crystal with average power of 110 mW and bandwidth of 10 nm centered at 
400 nm (see Fig. 11.10).

The bandwidth of this SH pulse is not enough to be compressed shorter than 10 
fs; therefore, it is necessary to broaden the bandwidth. We have guided the SH pulse 
into a hollow-core fiber filled with argon gas with pressure of 8.0 × 104 Pa, which 
has caused SPM in the core of the hollow-core fiber with internal dimeter of 0.14 
mm and length of 60 cm. The generated broadened spectrum is shown in Fig. 11.10. 
The pulse duration of the broad NUV spectrum was compressed using a prism pair, 
a diffraction grating, and a deformable mirror. The schematic figure of the optical 
setup is shown in Fig. 11.11.
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(a) 

(c) 

(b) 

Fig. 11.9 a Measured SH-FROG trace, b pulse train retrieved from the FROG trace, and c spectrum 
of the visible broadband 10-fs laser pulse

Fig. 11.10 SH spectrum 
generated by a 0.2mm-thick 
BBO crystal has a bandwidth 
of about 7 nm which was 
broadened in a hollow-core 
fiber filled with argon gas to 
have broadband width of 90 
nm for generation of 
ultrashort NUV laser pulse
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Fig. 11.11 Schematic figure of NUV 10-fs pulse laser. BBO: a BBO crystal, DcM: dichroic mirror 
(high reflection for SH and high transmission for NIR fundamental light), CM: curved mirror, P: 
prism pair, G: diffraction grating, DM: deformable mirror 

The pulse duration of the NUV pulse was estimated by self-diffraction FROG 
(SD-FROG) whose measured trace and retrieved pulse train are shown in Fig. 11.12. 

The retrieved result shows that the broadband NUV pulse was compressed shorter 
than 10 fs being suitable to temporally resolve molecular vibration signal of heme 
protein samples.

(a) (b) 

Fig. 11.12 a Measured SD-FROG trace and b pulse train retrieved from the SD-FROG trace 
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Fig. 11.13 Multi-channel lock-in amplifier system which measures TA trace at 128 probe wave-
lengths simultaneously. APD = avalanche photodiode, DSP LIA = digital signal processing lock-in 
amplifier 

11.5 Multichannel Lock-In Spectroscopy 

The broadband visible 10-fs laser pulse and the broadband NUV 10-fs laser pulse 
were used for the TA spectroscopy. For the detection of fine change of absorption, it 
is necessary to detect the signal by lock-in amplification. Conventional lock-in TA 
measurement could be performed selecting probe wavelength by using a monochro-
mator; therefore, TA spectroscopy requires to repeat the lock-in measurement for 
each probe wavelength. 

In the simultaneous measurement of electronic dynamics and vibrational 
dynamics by the ultrafast TA spectroscopy, the delay should be scanned as long 
as a few ps and the delay step should be as small as a few fs. Thus, the delay scan-
ning stage should have high accuracy as good as 10 nm which can be stabilized 
in 500–600 ms typically, and the scan up to a few ps takes about 30 min. If TA 
measurement should be repeated for each probe wavelength, 100 probe wavelengths 
take several days which does not provide reliable data because of accumulation of 
irradiation damage and intensity fluctuation of the light source. 

We have developed a multi-channel lock-in amplifier system which can perform 
TA measurement for all probe wavelengths simultaneously (see Fig. 11.13). 

11.6 TA Spectroscopy by Fast Line-Sensor 

The MLA system has enabled us to study electronic dynamics and vibrational 
dynamics simultaneously from a single scan of TA spectroscopy. The measurement 
of the all probe wavelengths could be accomplished in about 30 min of typical 
measurement time. Utilizing the lock-in amplification method, TA signal as small
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as 10−4 could be detected. However, the MLA system has three major disadvan-
tages. First disadvantage is the expensive cost as high as ~0.1 M USD (united 
states dollars). Second disadvantage is that the MLA system is home-made not 
commonly available. Third disadvantage is the bulky size of the system as large 
as 0.7m3(= 1.5× 0.8 × 0.6m3. To overcome these three advantages, we have devel-
oped a TA spectroscopy system using a fast scan rate line-sensor whose detail is 
described below and schematic figure of the system is shown in Fig. 11.14. 

The spectrum of the probe pulse was spectrally resolved by using a polychro-
mator (HORIBA, CP 140–104) which has average dispersion of 24.3 nm/mm and 
wavelength range of 250–850 nm. The spatially dispersed probe pulse was directly 
coupled on the surface of the fast scan rate line-sensor (Entwicklungsburo Stresing, 
S2000). The line-sensor has a sensor of a fast line-sensor (Hamamatsu Photonics, 
S8380-256Q) whose pixel width, pixel height, number of pixels, maximum pixel 
scan rate, and maximum line scan rate are 50μm, 2.5 mm, 256, 2 MHz, and 8 kHz, 
respectively. 

The timing of the laser irradiation at f kHz was sent from the laser controller 
unit to the camera to be used as a trigger signal, which let the camera record probe 
pulse spectrum on irradiation of each probe pulse on the line-sensor. When the probe 
spectrum was recorded on the camera, the camera also records a chopper state signal 
(running at f/2 kHz), which shows whether the chopper blade was open or closed at 
the timing of the data collection. Thus, we could know whether the recorded signal 
spectrum is for the case when the sample was excited by the pump pulse or not. The 
mechanical chopper in the pump light path switches whether the chopper blade blocks 
or not for each pump pulse. Thus, successive two probe light spectra recorded by the 
camera includes one from the sample excited by the pump pulse, T(λ, τ)+∆T(λ, τ), 
and one from the sample which was not excited by the pump pulse, T(λ, τ). From the  
two successive two probe light spectra, i.e., at f/2 kHz, transient absorption spectrum 

can be calculated as ∆A(λ, τ) = −log10
(
1 + ∆T (λ,τ ) 

T (λ)

)
. Thus, each of the calculated 

TA spectra is not affected by intensity fluctuation of T(λ, τ) and ∆T(λ, τ) whose 
typical modulation time order (~one minute) is much slower than f/2 kHz.

probe (f kHz) 

sample 

pump (f/2 kHz) 
chopper (f/2 kHz) 

fiber coupler 

fiber 

polychromator 

chopper state (f/2 kHz) 

computerline CCD 
Scan at f kHz 

trigger (f kHz) 

Fig. 11.14 Schematic figure of the TA spectroscopy system using a fast scan rate line-sensor 
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Accumulating the TA signal for half second at each delay point, we could measure 
TA spectrum as small as 10−3 using the single-shot line-sensor based TA spectroscopy 
system. Its total cost is about 10,000 USD which is about ten times less than that of 
the MLA based TA spectroscopy, and it only includes commercially available instru-
ments. Total spatial volume of this system is about 8×10−3 m3

(= 0.2 × 0.2 × 0.2m3
)

which is about 100 times smaller than the MLA based TA spectroscopy system with 
volume of 7 × 10−1 m3

(= 0.8 × 0.6 × 1.5m3
)
. 

11.7 Fastscan Ultrafast TA Spectroscopy System 

Using the ultrashort pulse lasers, both of the MLA based TA spectroscopy system 
(Sect. 11.5) and the single-shot line-sensor based TA spectroscopy system (Sect. 11.6) 
could study ultrafast electronic dynamics and ultrafast vibrational dynamics simul-
taneously by scanning the data with high delay accuracy resolving the molecular 
vibration in time domain. To scan up to a few ps using high accuracy delay stage, 
typically it takes about 30 min for single scan of measurement. 

The relatively long measurement time can cause two several troubles. First point is 
the irradiation damage on the sample irradiated by the ultrashort pulse laser. Because 
of the ultrashort duration of the laser pulse, its high peak intensity can cause serious 
irradiation damage especially for polymer film samples and protein samples. Second 
point is that the measurement data can be fluctuated by instability of the light source. 
The ultrashort laser pulses are generated by using several step of non-linear optical 
processes each of which can be affected by environmental change. Any change of 
air for temperature, humidity, flow can cause modulation of optical path length and 
light path which can affect efficiency of those non-linear optical processes, which 
results in instability appearing in time scale of minutes. 

To overcome the difficulty caused by the long measurement time, we have devel-
oped fastscan ultrafast TA spectroscopy system for the MLA based TA spectroscopy 
system as follows. The schematic figure of the optical system is shown in Fig. 11.15.

The stage to scan the optical delay is a fast-scan stage (ScanDelay-15, APE-
Berlin) whose position can be set by analog voltage sent from computer. The analog 
voltage was sent from a digital-to-analog converter (DAC) (LPC-361316, Interface 
Inc.) to scan the whole range of 1.5 ps in five seconds for 500 delay points, i.e., 10 
ms for each delay point. To obtain the data in MLA synchronized with the delay 
scanning motion, the D/A converter also sends a TTL pulse to MLA which triggers 
data collection in MLA at the timing when it sends each analog voltage to the fast-
scan stage. The data collection in MLA could be accomplished in 10 ms developing 
built-in memory in MLA which can store 4000 data points in maximum. 

This scan speed of five seconds is 360 times faster than the typical measurement 
time of 30 min; however, the data obtained in the single scan of fastscan TA spec-
troscopy do not have enough quality for analysis and have taken average of 24 scans 
of the fastscan TA spectroscopy result.
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Fig. 11.15 Schematic figure of the fastscan MLA-based TA spectroscopy system. Orange lines 
represent path way of electric signal. DAC: dignal-to-analog converter

A motorized stage (PFS-1020, Sigma-Tech Inc.) which is put in the probe light 
path of the measurement system with name of stepscan stage has positioning accuracy 
of 10 nm (1/15 fs). It can temporally resolve the signal caused by molecular vibration 
in time domain. The stepscan stage was used for calibration of the positioning of 
the fastscan stage and also for measurement of conventional TA spectroscopy to be 
compared with the fastscan TA spectroscopy result. 

Figure 11.16 shows the result of TA spectroscopy for a popular electrolumi-
nescent material of a poly[2-methoxy-5-(20-ethyl-hexyloxy)-p-phenylene vinylene] 
(MEH-PPV) measured by using the 10-fs visible pulse laser and the conventional 
TA spectroscopy.

The sample film was prepared by spin coating a chloroform solution of MEH-
PPV to form a film on a 1mm-thick quartz plate with a film thickness of 0.5–1.0 
μm. Because of poor stability of light source whose intensity modulates in the time 
scale of minutes, each of the TA traces is seriously fluctuated during the 30min-scan 
of TA spectroscopy. The result of forward scan, which scans delay in increasing 
order, and that of backward scan decreasing delay do not show reproducible result. 
The backward scan was performed after the forward scan which results in less than 
half of TA signal amplitude in the backward scan compared with that in the forward 
scan because of the irradiation damage accumulation in the forward scan. Note that 
the TA traces of both scans show periodical modulation caused by C=C stretching 
vibration mode. Fourier power spectrum of the TA traces show same peak at the C=C 
stretching frequency of 1588 cm−1. 

Using the same sample of the MEH-PPV film, we have performed fastscan TA 
spectroscopy whose result is shown in Fig. 11.17.

Each of the scan was measured in five seconds starting from the backward scan 
followed by the forward scan. The results shown in Fig. 11.17 are the average of
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(a) (b) 

(c) (d) 

(e) (f) 

Fig. 11.16 TA spectroscopy signal measured by the conventional TA spectroscopy system, which 
has scanned the delay time in a increasing order and b decreasing order. c, d are the TA trace at 
three probe wavelengths corresponding to the data of (a) and  (b), respectively. e, f are Fourier power 
spectrum at every probe wavelengths calculated from the data of (a) and  (b), respectively

24 scans for each of the forward and backward scan. The signal amplitudes of TA 
trace are reproducible between both of the scans with error smaller than 10%, which 
indicates that the damage accumulation during each of five second scan is negligible. 
TA spectra agreement in the whole delay region (see Fig. 11.17a, b) reflects that the 
stability of the light source in each of five second scan of fastscan TA spectroscopy 
is much better than that in 30 min scan of traditional TA spectroscopy. Fourier power
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(a) (b) 

(c) (d) 

(e) (f) 

Fig. 11.17 TA spectroscopy signal measured by the fastscan TA spectroscopy system, which has 
scanned the delay time in a increasing order and b decreasing order. c, d are the TA trace at three 
probe wavelengths corresponding to the data of (a) and  (b), respectively. e, f are Fourier power 
spectrum at every probe wavelengths calculated from the data of (a) and  (b), respectively

spectrum for each probe wavelength of the TA traces also shows reproducible result 
between both of the scan directions. Detail can be found in Ref. [45]. 

We also have developed the line-sensor-based fastscan TA spectroscopy system 
which uses single-shot line-sensor. In case of the MLA-based fastscan TA spec-
troscopy system, data collection trigger to MLA was sent at 10 ms period. In the 
line-sensor-based fastscan system, data collection trigger (DCT) should be sent to
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the line-sensor synchronized with the timing of the laser pulse. Generation of the 
DCT should start when each scan of the fastscan starts and end with the end of each 
scan. Repetition timing of the laser cannot be directly used as DCT because it cannot 
be set on or off depending on whether the fastscan is running or not. Therefore, we 
have used a logic AND IC (74HCT08) for sending an incoming pulse timing signal 
to line camera as DCT signal only when the gate signal is on. The gate signal was 
set on and off by the DAC board at the timing when each of scan starts and stops, 
respectively. Schematic figure of the experimental setup is shown in Fig. 11.18. 

We also have performed the measurement of the MEH-PPV sample film using 
this line-sensor-based fastscan TA spectroscopy system. The measurement results 
shows reproducibility between the forward scan result and the backward scan result 
as seen in Fig. 11.19.

Each of the scan was measured in five seconds starting from the backward scan 
followed by the forward scan. The results shown in Fig. 11.19 are also average of 
24 scans for each of the forward and backward scan. The signal amplitudes of TA 
trace and Fourier power spectrum for each probe wavelength of the TA traces shows 
reproducible result between the forward scan result and the backward scan result. 
Detail can be found in Ref. [46].
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Fig. 11.18 Schematic figure of the line-sensor-based fastscan TA spectroscopy system using single-
shot line-sensor 
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(a) (b) 

(c) (d) 

(e) (f) 

Fig. 11.19 TA spectroscopy signal measured by the line-sensor-based fastscan TA spectroscopy 
system, which has scanned the delay time in a increasing order and b decreasing order. c, d are 
the TA trace at three probe wavelengths corresponding to the data of (a) and  (b), respectively. 
e, f are Fourier power spectrum at every probe wavelengths calculated from the data of (a) and  
(b) respectively
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11.8 Ultrafast Photoisomerization in Bacteriorhodopsin 
(BR) 

We have applied the ultrashort laser pulse for the study of TA spectroscopy of bacteri-
orhodopsin (BR) [4, 47, 48]. BR is a protein in the purple membrane used by Archaea, 
which pumps a proton through the membrane to extracellular side excited by pump. 
The proton transfer produces pH gradient triggering synthesis of ATP. Because of its 
stability and ultrafast photoreaction, BR has been studied as a promising candidate 
for application of optical memory [49] and optical switch [50]. The initial reaction 
just after photoexcitation of BR is ultrafast trans–cis photoisomerization of retinal 
chromophore in femtosecond region (see Fig. 11.20a), which is similar to a light 
sensor protein, rhodopsin (RH), whose initial reaction is ultrafast cis–trans photoi-
somerization of the retinal chromophore. BR could be studied as a model protein 
of RH because ultrafast dynamics of RH is hard to be studied easily damaged by 
irradiation of the ultrashort laser pulse. Thus, initial reaction mechanism of BR has 
been studied widely in theory [6, 51] and experiment [49, 52–57].

Intermediates appear after photoexcitation of BR is named such as H, I, J, K 
intermediates. They were reported to appear 0 fs, 200 fs, 500 fs, 3 ps, respectively, 
after photoexcitation showing their specific absorption spectrum. However, assign-
ment of each intermediate is still controversial. For example, Atkinson el al. has 
claimed the isomerization is not taking place even in the J intermediate [58] mean-
while the J intermediates are often assigned to a ground-state species whose retinal 
chromophore is already photoisomerized to have cis-configuration [59]. TA spec-
troscopy of BR using ultrashort laser pulse can visualize the spectral change and 
vibrational frequency change, which was expected to clarify the above controversial 
questions. 

In the present work, we have used BR suspended in water buffered at pH 7 without 
any detergent. TA spectroscopy was performed using ultrashort visible laser pulse 
from NOPA and MLA spectroscopy system. Stationary absorption spectrum of the 
sample and laser spectrum are plotted in Fig. 11.20b. The measurement region of 
spectrum is from 505 to 664 nm, and the delay region was scanned from -400 fs to 
800 fs. Two dimensional view of the measured TA spectra is shown in Fig. 11.20c. 

TA spectra show difference in temporal and spectral behavior in four spectral 
regions; 505–530 nm (S), 540–600 nm (M), 610–630 nm (L1), and 635–664 nm 
(L2). The blue colored area observed among M, L1, L2 regions has negative signal 
(∆A < 0) reflecting two signal contributions. A main contribution is from bleaching 
by depletion of all-trans ground state whose absorption peak is around 562 nm. 
Another minor contribution is from stimulated emission of HI state, which is the 
state between H and I state. Positive signal of TA observed among S, L1, L2, regions 
represents induced absorption of probe pulse in transition from 1st electronic excited 
state to higher level of electronic excited state. 

Taking average of TA spectra for each 100 fs of delay region, delay time depen-
dence of TA spectra was plotted as shown in Fig. 11.20d which clearly shows the 
spectral change observed in femtosecond region. In S region, the TA signal partially
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All-trans 

13-cis 

(c) 

(a) 

(d) 

(b) 

Fig. 11.20 a Schematic figure of photo-isomerization of retinal chromophore. Gray: carbon atom, 
Light gray: hydrogen atom, Blue: nitrogen atom in Schiff base. Broken line is an eye guide showing 
the location where the photo-isomerization takes plate. b Stationary absorption spectrum of the 
sample (black) and laser spectrum (blue). c Two dimensional view of the measured TA spectra where 
black curves represent the point where ∆A = 0. d Delay time dependence of TA in femtosecond 
region

decays in about 200 fs corresponding to the change of induced absorption spectrum in 
transition from H state to I state. Negative TA spectrum observed in M region reflects 
ground state depletion which does not decay in femtosecond region and stimulated 
emission of HI state which decays in femtosecond region. TA component in L1 and 
L2 regions changes from negative to positive which is caused by the appearance of 
positive TA signal (induced absorption of I state) and the disappearance of negative 
TA signal (simulated emission of HI state). 

Time trace of the measured TA signal at three probe wavelegnths of 515, 585, and 
640 nm are shown in Fig. 11.21a. Slow relaxation on these TA traces reflect signal 
decay or growth on electronic transition. Fast modulation on these TA traces are 
caused by wavepacket motion at the period of molecular vibration, thus time-gated 
Fourier transform of the TA traces can visualize time dependent change of molecular 
vibration reflecting molecular structure change during the reaction. The time-gated
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(a) (b) 

Fig. 11.21 a Measured TA traces at three probe wavelegnths of 515, 585, and 640 nm, which were 
plotted taking cross-section of the data shown in Fig. 11.20a. b Time-gated Fourier transform of 
the TA trace probed at 577 nm 

Fourier power spectrum of the TA traces, called spectrogram traces [37, 39], were 
calculated applying Blackman gate function with full width half maximum of 120 fs 
(see Fig. 11.21b). 

The spectrogram trace of Fig. 11.21b shows signals at frequencies of around 1000, 
1250, 1520, and 1640 cm−1 corresponding to “the hydrogen out-of-plane (HOOP) 
mode”, “the in-plane C = C-H bending mode coupled with C–C stretching mode”, 
“C=C stretching mode”, and “C=N stretching mode”, respectively. 

The C=N stretching mode was observed just after photo-excitation with lifetime 
of about 30 fs, then the C=C stretching mode has appeared. It implies that the first 
configuration change occurs at protonated C=N bond followed by the torsion around 
the C=C bond resulting in photo-isomerization. 

The HOOP mode and the in-plane bending mode were found to mix to each 
other at around 200 fs, which separates to each other later. These two modes become 
indistinguishable when the retinal chromophore has non-planer structure by torsion 
around the C=C bond under photo-isomerization, then they become distinguish-
able when the photo-isomerization has completed transferring to J state. Thus, this 
result implies that the torsion occurs in 200 fs for the photo-isomerization. When the 
torsion around the C=C bond occurs, the bond order of the C=C bond is thought to 
decrease from double bond like to single bond like resulting in decrease of vibra-
tional frequency. We have found the C=C stretching frequency has decreased at the 
timing of mixture of the HOOP mode and the in-plane bending mode, then the C=C 
stretching frequency has recovered later, which supports the assignment that the 
ultrafast vibrational dynamics of 200 fs represents the torsion around the C=C bond. 

Detail data and discussion of this work can be found in [60].
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11.9 BR Mutants to Study Effect of Residues Around 
Chromophore 

The proton transfer channel in BR consists of two sub-channels; an extracellular 
(EC) channel and a cytoplasmic (CP) channel. The EC channel connects the Schiff 
base of the retinal chromophore with the EC medium. The CP channel connects the 
Schiff base with the cytoplasm. In BR from an archaeon of Haloquadratum walsbyi 
(HwBR), aspartic acids 93 and 104 (D93 and D104) play a central role in the proton 
transfer for the EC channel and the CP channel, respectively. D93 is deprotonated 
to accept a proton from the Schiff base and D104 works as a proton donor for the 
Schiff base. We have performed ultrafast TA spectroscopy of three kinds of HwBR 
for its wild-type, D93N mutant, and D104N mutant to elucidate the effect of D93 
and D104 on the ultrafast dynamics of the retinal chromophore. 

TA spectroscopy of the three samples of HwBR for its wild-type, D93N mutant, 
and D104N mutant were performed for femtosecond region (from -350 fs to 1450 
fs) and picosecond region (from 1 ps to 14.5 ps) using ultrashort visible laser pulse 
and the fastscan MLA-based TA spectroscopy system (see Fig. 11.22).

In each of the three samples, TA spectra shows similar spectral characters as 
follows. Negative TA signal was found in middle spectral region where the stationary 
absorption spectrum of the samples overlaps, which reflects the photo-bleaching 
single caused by ground state depletion. In both of the edge spectral region, positive 
TA signal was observed reflecting the induced absorption in transition from the first 
electronic excited state to higher electronic excited states. The decay lifetime of the 
TA signal reflects the lifetime of each intermediate states during the photo-reaction, 
which were found to be different between the three samples. The TA spectra was 
fitted by the following tri-exponential function using global fitting method:

∆A(λ, t) =∆A0(λ) + ∆A1(λ) exp
(

− 
t 

τ1

)

+ ∆A2(λ) exp
(

− 
t 

τ2

)
+ ∆A3(λ) exp

(
− 

t 

τ3

)

where τ1 < τ 2 < τ 3. The estimated lifetimes τi(i = 1, 2, 3) are plotted in Fig. 11.23.
The estimated three lifetimes of τ1, τ2, τ3 reflect the transition rate between inter-

mediate states for Hstate → Istate, Istate → Jstate, Jstate → Kstate, respectively. 
These H, I, J, K states are assigned to the Franck–Condon state, the state at the 
conical intersection between the electronic ground state and first excited state, the 
hot vibrational state formed after photoisomerization of retinal chromophores, and 
a thermalized state, respectively [61]. 

Compared with wild-type, mutation on D104 did not exhibit difference for the 
lifetimes of τ1 and τ2. It means that the elimination of negative charge on D104 does 
not affect the dynamics of ultrafast photoisomerization. 

The lifetime of τ2 of the D93N mutant was found to be ~60% longer than that of the 
wild-type and D104N mutant, implying that the photoisomerization proceeds slower
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(a) (b) 

(c) (d) 

(e) (f) 

Fig. 11.22 Two dimensional view of the measured TA spectra scanned in a, c, e femtosecond region 
and b, d, f picosecond region for the HwBR samples of (a, b) wild-type, (c, d) D93N mutant, and 
(e, f) D104N mutant. Black curves represent the point where ∆A = 0

by inactivation of D93 (the Schiff base proton acceptor). During the photoisomer-
ization of the retinal chromophore, a spatial electrostatic potential (ESP) is thought 
to show ultrafast and substantial change resulting in destabilization of hydrogen 
bonding network (HBN) [62]. The difference found on the D93N indicates that 
the negative charge from the D93 affects the substantial ultrafast change in ESP 
associated with photoisomerization process. 

Following the ultrafast ESP change, the chromophore cavity HBN is reconstructed 
in picosecond time scale. The picosecond lifetime of τ3 was found to be ~50% longer
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Fig. 11.23 Three lifetimes 
of the HwBR samples 
(wild-type, D94N mutant, 
D104 mutant) estimated by 
tri-exponential fit of the TA 
traces

in the mutants of D93N and D104N indicating that the Shiff base proton donor (D104) 
assists to reconstruct HBN when the vibrational hot state (J state) is cooled down to 
be the thermalized state (K state). 

These TA spectroscopy of HwBR samples using 10-fs visible laser pulse show 
periodical modulation on the TA traces reflecting time-dependent molecular vibration 
frequency (see Fig. 11.24).

The measured TA traces were analyzed by time-gated Fourier transform using 
the Blackman window function with FWHM of 260 fs. The result is plotted as 
spectrogram trace in Fig. 11.24. The result shows that the frequency of C=C stretching 
mode was recovered at around 300 fs in wild-type sample but the recovery takes about 
700 fs in D93N mutant. It supports that the conclusion from the electronic dynamics 
saying that the negative charge from the D93 affects the substantial ultrafast change 
in ESP associated with photoisomerization process. Note that in D104N visibility of 
the C=C stretching mode was not enough to discuss its dynamics. Detail discussion 
can be found in our published work [63]. 

11.10 Ultrafast Photodissociation in Nitric Oxide Synthase 

Concentration of nitric oxide (NO) in living organisms controls various important 
functions such as vasodilation to control blood pressure, neurotransmission to transfer 
information between synapse, and immune mechanism of macrophage [64, 65]. 
Nitric oxide synthases (NOS) in mammals biosynthesizes the NO from L-arginine 
[66]. There are known to be three isoforms of NOS [67] each of which produces NO 
for blood pressure control in endothelial NOS (eNOS) [18, 68], for neurotransimis-
sion in neuronal NOS (nNOS) [69], and for trigger of immune defense in inducible 
NOS (iNOS) [70], respectively. Each of NOS is homodimeric enzyme which contains 
heme, Flavin adenine nucleotide (FAD), Flavin mono-nucleotide (FMN), and tetrahy-
drobiopterin (BH4) [66, 68, 71–73]. In C-terminal half of NOS works as electron 
donor called reductase domain containing nicotinamide adenine dinucleotide phos-
phate, FAD, and FMN recognition sites. In N-terminal half of NOS accepts electron
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(c) (d) 

(e) (f) 

Fig. 11.24 a, c, e TA traces and b, d, f their spectrogram traces analyzed by time-gated Fourier 
transform for the HwBR samples of (a, b) wild-type, (c, d) D93N mutant, and (e, f) D104N mutant

called oxygenase domain which contains heme, BH4, and L-argine binding site [74]. 
The electron transfer from the reductase domain to the oxygenase domain proceeds 
via a Ca2+/calmodulin binding site connecting both of the two domains. 

The production of NO in NOS occurs in heme active site of the NOS oxygenase 
domain (NOS-oxy). Thiolate ligand is in proximal side of heme and the distal heme 
pocket can bind ligand or substrate. Addition of imidazole and L-arginine to NOS
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was reported to change spin state of heme as six-coordinate low-spin state and five-
coordinate high-spin state, respectively [19]. Without those additive, water molecule 
is thought to be weakly bound in the distal heme pocket. 

In the present work, we have performed ultrafast TA spectroscopy of eNOS-oxy 
for original one (eNOS-oxy), one with imidazole (eNOS-oxy/Im), and one with L-
arginine (eNOS-oxy/L-Arg). Light source is an ultrashort NIR pulse (pulse duration 
of 35 fs, center wavelength of 800 nm, repetition rate of 5 kHz) generated by a 
Ti:sapphire regenerative amplifier (Coherent Inc., Legend-USP-HP). The NIR pulse 
was focused into a 0.5mm-thick BBO crystal to generate second harmonic (SH) pulse 
at wavelength of 400 nm. Remainder of the NIR pulse was removed passing the laser 
pulse through a short pass filter transmitting wavelength shorter than 750 nm. 

The SH pulse was separated by a beam sampler with power ratio of 9:1 whose 
higher intensity pulse and lower intensity pulse were used as pump pulse and probe 
pulse, respectively, in the TA spectroscopy. The measured TA traces for the three 
samples of eNOS-oxy, eNOS-oxy/Im, and eNOS-oxy/L-Arg are plotted in Fig. 11.25 
with fitting curves. 

(a) 

(c) 

(b) 

Fig. 11.25 TA traces of a eNOS-oxy/Im, b eNOS-oxy/L-Arg and c eNOS-oxy. Blue curves and 
black curves are measured data and fitting curves
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The TA trace of eNOS-oxy/Im shows negative signal just after photoexcitation 
followed by positive signal (see Fig. 11.25a). Adding Imidazole, the heme has six-
coordinate structure binding imidazole as a ligand on the distal heme pocket. Thus, the 
photoexcitation is thought to cause photo-dissociation of imidazole from heme. The 
ultrafast lifetime of the initial negative signal was estimated to be 0.36 ps which can be 
assigned to heme-ligand dissociation changing heme structure from six-coordinate to 
five-coordinate, and the protein conformation change causes protein quake [75–77]. 
The positive signal is thought to be reflecting induced absorption of the product of 
five-coordinate heme. The estimated time constant for the heme-ligand dissociation is 
comparable with the ones previously reported for a heme protein of cytochrome(Cyt)-
c in theoretical work [78] and experiments [79–81].  The TA trace  was fitted by a  
tri-exponential function, which shows that the rapid decay in 0.36 ps is followed 
by relaxation with lifetimes of 1.2 ps and 144 ps. The former one of 1.2 ps reflects 
vibrational cooling and the latter one of 144 ps was assigned to heme-imidazole 
recombination and relaxation of the protein quake. Figure 11.26 shows the schematic 
figure of heme group binding imidazole and its relaxation dynamics estimated here. 

Cys 

(a) 

(b) 

Fig. 11.26 a Schematic figure of heme group in eNOS-oxy. Blue round square indicates the distal 
binding site of heme where ligand can be bound. Cys represents cysteine bound to the proximal 
binding site of heme. Dark gray: carbon, light gray: hydrogen, red: oxygen, blue: nitrogen, orange: 
iron atom. b Relaxation dynamics dependent on the additive (Imidazole, H2O, L-Arg). LMCT: 
ligand (porphyrin ring) to metal charge transfer
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In the TA trace of eNOS-oxy/L-Arg (see Fig. 11.25b), negative signal was observed 
for whole delay region. Fitting the TA trace by a bi-exponential function, decay 
lifetimes were estimated to be 0.35 ps and 1.4 ps fitting the TA trace by bi-exponential 
function. The additive of L-Arg does not allow ligand to be bound at the distal 
heme pocket, thus these two decay lifetimes reflect the relaxation dynamics of five-
coordinate heme. The lifetime of 0.35 ps reflects the vibrational relaxation in the 
Soret band after photo-excitation, which is followed by metal-ring charge transfer 
proceeding in 1.4 ps [82]. 

The TA trace of eNOS-oxy shown in Fig. 11.25c shows initial negative signal 
which gradually changes to positive signal. Tri-exponential function was used to fit 
the TA trace estimating the lifetimes as 0.79, 4.8, and 12 ps. In the eNOS-oxy, water 
molecule is weakly bound at the distal heme pocket and its dynamics consists that of 
six-coordinate heme (seen in eNOS-oxy/Im) and that of five-coordinate heme (seen 
in eNOS-oxy/L-Arg). Thus, the initial time constant of 0.79 ps reflects the photo-
dissociation of water molecule to produce five-coordinate heme. The second time 
constant of 4.8 ps can be assigned to the relaxation of five-coordinate via vibrational 
cooling with metal-ring charge transfer. It is comparable with the lifetime reported 
to  be  3 ps in Cyt-c  [79] and 6 ps in myoglobin [83]. The last time constant of 12 ps 
corresponds to rebinding of water molecule, which is comparable with the value of 
20 ps reported for heme-based sensor proteins [20, 84, 85]. 

Detail of this our work (NUV pump-NUV probe TA spectroscopy of eNOS-oxy 
samples with and without additives) can be found in [86]. 

After the heme protein is excited into the Soret band of NUV spectral region 
[20, 79, 82, 87, 88], it decays into Q band and CT band in visible spectral region 
[69, 89–91]. Stationary absorption spectrum studied in the present work is shown in 
Fig. 11.27 showing peaks at 405 nm (Soret band), 550 nm (Q band), and 625–675 
nm (CT band). The peak around 405 nm was found to be broader than that of five-
coordinate heme or six-coordinate heme, which indicates the coexistence of both of 
two differently coordinated heme in the system [19, 92, 93]. 

Fig. 11.27 Stationary 
absorption spectrum of the 
eNOS-oxy (black curves), 
NUV pump laser spectrum 
(blue curves), and visible 
broadband probe laser 
spectrum (green curves). 
Soret: Soret band, Q: Q band, 
CT: charge-transfer band
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(a) (b) 

Fig. 11.28 a Two-dimensional view of the TA spectroscopy of eNOS-oxy measured by NUV 
pump-visible probe measurement. b TA trace probed at 496 nm, 546 nm, and 669 nm 

To observe the ultrafast dynamics in transition from the Soret band to Q band 
and CT band, we have performed NUV pump-visible probe TA spectroscopy of 
eNOS-oxy as follows. 

The NUV pump pulse is same as the one used in the NUV pump-NUV probe 
TA spectroscopy of eNOS-oxy samples. The visible broadband pulse was generated 
as same as the seed pulse used for NOPA (in which the ultrashort NIR laser pulse 
from the Ti:sapphire regenerative amplifier was focused into a sapphire plate with 
thickness of 2 mm). The visible broadband pulse generated by the sapphire plate was 
used as a probe pulse without being amplified. Note that visible pump-visible probe 
TA spectroscopy required the visible broadband pulse to be amplified by NOPA 
because the visible pump pulse requires high intensity to excite the sample. 

The measurement result of the TA spectroscopy of eNOS-oxy is shown in 
Fig. 11.28a. 

The measured TA spectra show negative signal in the spectral region of 530–570 
nm (M) and positive signal at both sides of 450–520 nm (S) and 580–700 nm (L). 
The TA time traces for the three spectral regions probed at 496 nm, 546 nm, and 669 
nm are plotted in Fig. 11.28b. 

The observed TA traces were showing femtosecond and picosecond relaxations. 
To estimate those relaxation lifetimes and their spectral components, we have 
analyzed the measured TA traces for all probe wavelengths by global fitting method 
utilizing a software called Glotaran [94]. Before performing the global fitting, we 
have applied singular value decomposition (SVD) filter to the measured data to 
improve its signal to noise ratio. The left singular vector for the fifth singular value 
only shows contribution from coherent artifact around zero delay. The left singular 
vector for sixth and larger singular values were randomly modulating reflecting 
noise. Thus, the signal components corresponding to fifth or larger singular values 
were removed from the observed TA traces applying the SVD filter to suppress the 
coherent artifact and the noise.
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Soret band 
To Q-band 

(160 fs) 
hv 

Dissociate H2O 
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(1.2 ps) 

Decay 
of CT state 

(4.0 ps) 

Rebind H2O 
(59 ps) 

(a) 

(b) 

Fig. 11.29 a Decay associated spectra obtained by global fitting analysis of the measured TA traces 
for the whole probe wavelength region shown in Fig. 11.28a. Amplitude of ∆A4 was multiplied 
with  ten to be plotted in the  figure.  b Decay dynamics assigned for the estimated lifetimes 

The global fitting have estimated four lifetimes of (τ1, τ2, τ3, τ4) = 
(0.16, 0.94, 4.0, 59ps). A spectral component of TA signal corresponding to each 
lifetime, ∆Ai(λ)(i = 1, 2, 3, 4), is called decay associated spectra (DAS) simulta-
neously estimated in the global fitting analysis. The calculated DAS are plotted in 
Fig. 11.29. 

The DAS corresponding to τ2,∆A2, has negative signal around 550 nm coinciding 
with the peak of Q-band. The negative TA signal around 550 nm was also found in
∆A3 and ∆A4 reflecting the bleaching of the Q band. Opposite (positive) sign of 
signal around 550 nm was found in ∆A1 indicating that the negative TA signal 
grows in τ1 and decays in τ2. It shows that the electronic population excited in Soret 
band transfers to Q band in τ1 causing the decrease of absorption (the growth of the 
negative TA signal) around the absorption peak of Q band. 

Considering the result of NUV pump-NUV probe TA spectroscopy of eNOS-
oxy samples, the lifetime of τ2 could be assigned to the photo-dissociation of water 
molecule at the distal heme pocket. Thus, above assignment of τ1 (to the transition 
from Soret band to Q band) implies that the ligand dissociation proceeds in Q band. 

Metal-ring charge transfer (CT) in heme protein produces CT state. The lifetime 
of the CT state was reported to be about 3 ps and 5 ps in oxy-hemoglobin [82] and 
oxy-myoglobin [16], respectively. The estimated time constant of τ3 is thought to be 
corresponding to the lifetime of the CT state. It means that the ligand dissociation 
occurring in τ2 proceeds with the metal-ring charge transfer producing the CT state.
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The recombination of ligand to the distal heme pocket was reported to take ~40 
ps [95]. The estimated lifetime of τ4 is thought to be corresponding to the ligand 
rebinding process. 

The detail description about this work can be found in [96]. 

11.11 Summary 

We have developed ultrashort pulse lasers in visible and ultraviolet spectral region 
with broadband spectral bandwidth. Performing ultrafast TA spectroscopy in the 
whole broadband probe spectrum, primary reactions of the protein samples were 
visualized by observing the TA spectral dynamics reflecting the ultrafast electronic 
transitions in the reaction. 

Using ultrashort laser pulse whose duration is shorter than the molecular vibration 
period, the observed TA signal shows modulation reflecting the real-time motion of 
the molecular vibration in time domain. Time-gated Fourier analysis of the signal 
calculated the instantaneous frequency for the molecular vibration modes to elucidate 
molecular structure change during the photo-reaction. 

To observe fine signal modulation caused by the molecular vibration, it was neces-
sary to suppress signal fluctuation affected by environment around the light source. 
Irradiation of the ultrashort laser pulse required for the ultrafast spectroscopy gives 
serious damage accumulation especially in the protein samples, which degrades 
signal quality of the transient absorption. Both of the problems (signal fluctuation 
by environment and damage accumulation on sample) were solved by developing 
fastscan ultrafast spectroscopy system. 

In the study of the light-driven proton pump of BR and its mutants, we could eluci-
date how the ultrafast photo-isomerization dynamics of the chromophore is affected 
by the amino acid residues around the chromophore. The ultrafast TA spectroscopy of 
NOS with additives have clarified the reaction dynamics dependent on coordination 
condition of heme. 

We acknowledge that this work was supported by JPSP KAKENHI under Grant 
No. 23K03349 and by National Science and Technology Council (NSTC), R.O.C. 
under Grant No. 111–2811-M-A49 -511. 
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Chapter 12 
Time-Resolved Raman Mapping 
of Energy Flow in Proteins 

Yasuhisa Mizutani, Satoshi Yamashita, and Misao Mizuno 

Abstract We have summarized our work on time-resolved Raman mapping of 
protein energy flow. It is not yet clear how energy migrates through proteins. Anti-
Stokes ultraviolet resonance Raman (UVRR) spectroscopy has been used to develop 
techniques to address the characteristics of energy flow. One of the key advantages 
of UVRR spectroscopy is its high sensitivity to aromatic side chains due to reso-
nance Raman enhancement. This enhancement allows you to observe specific sites 
on large protein molecules at the level of a single amino acid residue. In addition, 
anti-Stokes intensity is a selective probe of vibrationally excited populations. These 
advantages make time-resolved anti-Stokes UVRR spectroscopy ideal for studying 
the vibrational energy flow of proteins. Our studies on heme proteins demonstrated 
that the major channel of the excess energy transfer is not through covalent bonds 
of the main chain but through van der Waals atomic contacts between heme and 
the probe residue. It was also shown that anti-Stokes spectra of tryptophan residues 
serve an excellent spectroscopic “thermometer” in terms of high sensitivity and 
straightforward interpretation. 

Keywords Resonance Raman spectroscopy · Anti-Stokes intensity · Vibrational 
energy transfer · Heme proteins 

12.1 Introduction 

Energy is the origin of many fascinating dynamics in nature. The energy flow in a 
condensed phase is fundamentally crucial for chemical dynamics [1–6]. It is very 
challenging to provide a microscopic picture of energy dissipation on the spatial scale 
of atoms. At the atomic scale, approximations of continuum media under Fourier’s 
law describing macroscopic heat dissipation [7] are not applicable.
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Temporally resolved mapping of energy flow on the atomic scale is a prerequisite 
for understanding the microscopic mechanism of energy flow. To elucidate the energy 
flow pathways in a condensed phase on an atomic space scale, we need an energy 
source molecule (heater molecule) and an energy probe molecule (probe molecule), 
with a well-defined intermolecular distance and relative orientation. However, in 
solution, it is difficult to control the distance and relative orientation between a pair 
of molecules. We have solved this problem by using heme proteins as the observation 
system. 

Heme proteins are ideal molecular systems to study energy flow because a 
photoexcited heme group is converted to an electronically ground state via ultrafast 
internal conversion [8], and thus excess vibrational energy as high as 25,000 cm–1 

can be deposited locally at the heme site in proteins immediately after the photoex-
citation via the Soret transition. In consequence, heme acts as a very efficient energy 
convertor. In fact, we showed that the excess energy is released in 1–2 ps from the 
heme site [9–12], demonstrating that heme acts as a heater molecule. 

To observe subsequent energy relaxation processes, we adopted anti-Stokes ultra-
violet resonance Raman (UVRR) spectroscopy [13–16]. Because of the resonance 
effect, UVRR spectroscopy probes Raman bands of aromatic amino acid residues 
with high selectivity [17–21], allowing site-selective detection of energy at the level 
of a single amino acid residue in a large protein molecule. Besides, time-resolved 
anti-Stokes Raman spectroscopy is selective for vibrationally excited populations 
and is suitable for studying vibrational energy. 

In heme proteins, the distance and relative orientation between heme and amino 
acid residues are well defined in their stable structures based on X-ray crystallo-
graphic data. Thus, the protein moiety of a heme protein is a “quasi-solvent,” with 
a well-characterized three-dimensional structure, where the distance between heme 
and the amino acid residues can be as long as 20 Å. In addition, the structure can 
be modified by site-directed mutagenesis. Therefore, studies using our methodology 
based on heme proteins can provide new insights for understanding the mechanism 
of vibrational energy transfer in condensed phases. 

In this chapter, we first described our time-resolved UVRR apparatus with 
time resolution of a picosecond and wide tunabilities both of pump and probe 
pulses. Usefulness of the apparatus to time-resolved anti-Stokes UVRR spectroscopy 
was demonstrated by our proof-of-principle experiments. Then, the enegy flow 
in heme proteins were discussed in terms of anisotropy and transfer mechanism. 
We also showed that anti-Stokes spectra of tryptophan residues serve an excel-
lent spectroscopic “thermometer” in terms of high sensitivity and straightforward 
interpretation.
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12.2 Time-Resolved UVRR Apparatus 

After successful developments of the time-resolved visible resonance Raman spec-
trometer [22, 23], we extended the wavelength region of the probe pulse to the UV 
and far UV regions by constructing an apparatus consisting of a widely tunable light 
source in the UV and far UV regions using a 1-kHz picosecond Ti:sapphire laser/ 
regenerative amplifier system [24–27]. Details of the time-resolved UVRR appa-
ratus was described elsewhere [26]. Figure 12.1a shows a schematic of the time-
resolved UVRR measurement apparatus in our laboratory. A Ti:sapphire oscillator 
(Tsunami pumped by Millennia-Vs, Spectra-Physics) and amplifier (Spitfire pumped 
by Evolution-15, Spectra-Physics) system operating at 1 kHz provided 778–820 nm 
pulses, each with an energy of about 0.8 mJ and duration of 2.5 ps under operation at 
1 kHz. In the probe arm, the second harmonic of the laser output was focused into a 
cell filled with methane or hydrogen gas to generate the first-order Stokes stimulated 
scattering in 439–494 nm. For example, a UV probe pulse at 230 nm used in the 
time-resolved UVRR measurements described in this chapter was generated with a 
BBO crystal as the second harmonic of the 460-nm output. In this way, a UV pulse 
was generated in the wavelength range of 220–247 nm. Sum frequency generation 
between the second harmonic and the stimulated Raman scattering was performed 
to produce a UV probe pulse in the range of 206–218 nm. This wide tunability is 
quite important for site-specific observation of the protein. By properly selecting the 
wavelength of the probe pulse, we can observe resonantly-enhanced Raman bands 
of aromatic side chains. The tunability of the probe pulse is shown in the right panel 
of Fig. 12.1b. In the pump arm, a pump pulse of 530–600, 439–494, and 389–410 nm 
was generated by optical parametric generation and amplification, stimulated Raman 
scattering in compressed methane or hydrogen gas, and the frequency doubling of 
the amplified laser output, respectively. The tunability of the pump pulse is shown 
in the right panel of Fig. 12.1c.

After the pump and probe beams were made co-propagating using a dichroic 
mirror, they were focused with a spherical lens onto a flowing thin film of the sample 
solution formed by a wire-guided jet nozzle [28]. Sample solution was continuously 
circulated to avoid possible damage due to laser illumination during the measure-
ments. Light components other than the probe pulse were eliminated spatially with a 
Pellin-Broca prism and spectrally with dichroic mirrors. At the sample, the energies 
of the probe and pump pulses were attenuated to 0.5 and 5 μJ, respectively, using 
Cr-coated quartz ND filters. The two beams were configured for 135° backscattering 
illumination and collection. A cross-correlation trace of the pump and probe pulses 
measured by difference frequency generation with a thin BBO crystal indicated a 
pulse width of 3.0–3.7 ps. Raman scattered light was collected by two quartz achro-
matic doublet lenses onto the entrance slit of a Czerny-Turner configured Littrow 
prism prefilter [29] coupled to a 50-cm single spectrograph (500 M, SPEX). The spec-
trograph was equipped with a 1200-grooves/mm, 500-nm blazed grating operating in 
the second order, or a 2400-grooves/mm, 250-nm blazed grating operating in the first 
order. Dispersed light in the spectrograph was detected with a liquid-nitrogen-cooled
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Fig. 12.1 Time-resolved UVRR spectrometer. a Optical setup of the spectrometer. b Optical config-
uration in the probe arm. c Optical configuration in the pump arm. BBO = β-barium borate, BS = 
beam splitter, DM = dichroic mirror, HWP = half wave plate, L = lens, LBO = lithium triborate, 
ND = neutral-density filter, PB = Pellin-Broca prism, SH = mechanical shutter. (Adapted with 
permission from M. Mizuno, Y. Mizutani, In Recent Progress in Colloid and Surface Chemistry with 
Biological Applications, American Chemical Society, 2015, Vol. 1215, Chap. 16, p. 329; Copyright 
2015 American Chemical Society.)

CCD detector (SPEC-10:400B/LN, Roper Scientific) with Unichrome UV-enhancing 
coating. 

12.3 Energy Flow in Heme Proteins 

12.3.1 Proof-of-Principle Experiments 

Anti-Stokes UVRR spectroscopy on amino acid residues has the potential ability 
to provide information on the excess energy in the residues. However, no measure-
ments were reported to probe the excess energy diffusion in the protein moiety by 
selectively observing the anti-Stokes resonance Raman spectra of Trp residues in 
the protein. In a “proof-of-principle” report, we accomplished direct observation of 
vibrational energy flow in cytochrome c and demonstrated that time-resolved anti-
Stokes UVRR Raman spectroscopy is a powerful tool for monitoring vibrational
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energy flow in proteins [14]. Cytochrome c was chosen because it has a single tryp-
tophan residue (Trp59 in bovine cytochrome c) near the heme group, as shown in 
Fig. 12.2a. Temporal evolutions of anti-Stokes UVRR intensities of Trp59 revealed 
the kinetics of energy flow from the heme group and energy release of the residue in 
cytochrome c.

Figure 12.2b shows the time-resolved anti-Stokes UVRR difference spectra 
obtained with pump and probe pulses with wavelengths of 405 and 230 nm, respec-
tively. The top trace is a probe-without-photolysis spectrum, which represents the 
anti-Stokes UVRR spectrum for ferric cytochrome c, and contains the UVRR bands 
for Trp at 759 (W18), 876 (W17), and 1015 cm–1 (W16), and a band for Tyr at 
1181 cm–1 (Y9a). The band at 1599 cm–1 was not assigned to any modes of aromatic 
amino acid residues. The band at 983 cm–1 indicated by the asterisk was due to 
the sulfate ion added as an internal standard for determining Raman intensity. The 
anti-Stokes bands in the probe-without-photolysis spectrum arouse from thermal 
populations of the vibrationally excited states at room temperature. Pump-induced 
difference spectra were obtained for cytochrome c (Fig. 12.2b). The 405-nm pump 
pulse excited the heme into an electronically excited state. The spectrum at 5 ps shows 
pump-induced positive difference bands observed for the Trp and Tyr anti-Stokes 
Raman bands, which disappeared within 30 ps in the anti-Stokes UVRR difference 
spectra. The temporal evolutions of the integrated intensity of the W18 and W16 
bands in the time-resolved difference spectra relative to those in the probe-without-
photolysis spectrum are shown in Fig. 12.2b and c, respectively. Intensity changes in 
the W16 and W18 bands were fitted by a convolution of the instrument response with 
an exponential rise and an exponential decay, I

[
exp

(−t/τdecay
) − exp(−t/τrise)

]
. 

Time constants of rise and decay for the anti-Stokes W16 band were 5.67 ± 3.0 and 
5.68 ± 3.0 ps, respectively. For the anti-Stokes W18 band, the time constants of 5.5 
± 2.5 and 5.6 ± 2.5 ps were obtained for the rise and decay, respectively. Upon the 
photoexcitation, Stokes W16 and W18 bands also changed their intensities, presum-
ably due to a hydrogen bond between heme and Trp59, indicating that the Raman 
cross-sections were temporally changed. By considering the of intensity changes of 
the Stokes W16 and W18 bands rates for inflow and outflow of the vibrational energy 
for Trp59 to be estimated to be 1–3 and ~8 ps, respectively, were obtained. The data 
demonstrated that our technique is powerful for studying vibrational energy flow in 
proteins. 

Energy dissipation from the protein to the solvent water has been studied using 
femtosecond time-resolved infrared [30] and transient phase grating techniques [31, 
32] that monitored the heating of the solvent water caused by photoexcitation of 
protein. These studies showed that the excess energy was transferred to the water 
interface through the protein matrix in less than 20 ps. The result that the time constant 
of energy release from Trp59 was smaller than that of water heating is consistent 
with the supposition that the energy released from Trp59 is transferred to the solvent 
water through the remaining protein matrix. Direct energy transfer from Trp59 to the 
solvent water was very unlikely because Trp59 has no exposed contact to the solvent.
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Fig. 12.2 Energy dissipation in ferric cytochrome c. a Crystallographic structure of bovine heart 
ferric cytochrome c. Heme and Trp59 are shown as space-filling spheres, and the protein is shown as 
a green ribbon with a grey surface representation superimposed. b Time-resolved anti-Stokes UVRR 
spectra of ferric cytochrome c for time delays from−5 ps–100 ps. Probe and pump wavelengths were 
230 and 405 nm, respectively. Top trace is the probe-without-photolysis spectrum corresponding to 
the anti-Stokes UVRR spectrum of ferric cytochrome c divided by a factor of 2. Other spectra are 
time-resolved difference spectra generated by subtracting the probe-without-photolysis spectrum 
from the pump-probe spectrum at each delay time. The asterisk represents the sulfate band at 
983 cm−1 as an intensity standard. c and d Temporal intensity changes in anti-Stokes c W16 and 
d W18 bands in the range of −5–50 ps. Circles indicate band intensity measured at each delay 
time relative to the band intensity in the probe-without-photolysis spectrum. Solid lines were fit to 
a double exponential function convoluted with the instrument response function. Lines shown in 
the panels were obtained using parameters of τ rise = 5.5 ± 2.5 ps and τ decay = 5.6 ± 2.5 ps for the 
W18 band, and τ rise = 5.67 ± 3.0 ps and τ decay = 5.68 ± 3.0 ps for the W16 band. (Adapted with 
permission from N. Fujii, M. Mizuno, Y. Mizutani, J. Phys. Chem. B 2011, 115, 13,057; copyright 
2011 American Chemical Society; Y. Mizutani, Bull. Chem. Soc. Jpn. 2017, 90, 1344; copyright 
2017 The Chemical Society of Japan.)
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12.3.2 Anisotropy in Energy Flow 

We demonstrated that time-resolved anti-Stokes UVRR spectroscopy is a powerful 
tool for monitoring vibrational energy flow in a protein. This technique was further 
improved by combining it with site-directed mutagenesis [13]. The position of a Trp 
residue in a protein can be changed by amino acid substitution. Thus, by comparing 
data from mutants with different positions of the Trp residue with respect to the heme, 
mapping energy flow in a protein is possible by moving the position of the probe 
residue. Thus, heme proteins provide significant advantages for studying energy flow 
in the condensed phase because the distance and relative orientation of the heater 
(heme) and probe groups (Trp residue) can be fixed in proteins. This is opposed to 
the solution phase where the two molecules would diffuse freely. Wild-type sperm 
whale myoglobin (Mb) has two Trp residues, Trp7 and Trp14. First, mutants devoid 
of Trp residues were prepared by replacing Trp7 and Trp14 with Tyr and Phe, respec-
tively [33]. Then, we prepared three mutants with a single Trp at a specific position. 
Figure 12.3a shows the Mb mutants prepared. One mutant had a Trp residue at posi-
tion 68, which is in the vicinity of the heme. The center-to-center distance between 
the heme and Trp68 is 6.8 Å (Protein Data Band entry, 2OH9). Another mutant has a 
Trp residue at position 28, with a distance to the heme of 12.4 Å (Protein Data Band 
entry, 2OH8). In the third mutant, Trp7 was replaced with Tyr while Trp14 remained 
unaltered; the distance from the heme to Trp14 is 15.0 Å. The Trp residues in the 
three mutants were located in a similar direction from the heme, but their distances 
from the heme differed significantly. Crystallographic data of these mutants [34] 
showed that the three-dimensional structures of the mutants are very close to that 
of wild-type Mb. Accordingly, a comparison of the data using these three mutants 
allowed examination of the distance dependence of energy flow from the heme to 
the Trp residues.

Figure 12.3b and c depict the temporal evolution of the anti-Stokes intensity of 
the W18 and W16 bands in the time-resolved difference spectra relative to that in 
the probe-without-photolysis spectrum. The anti-Stokes intensities of the mutants 
reflected the amount of energy delivered to the Trp residues at different positions in 
the protein. Data in Fig. 12.3b show that anti-Stokes intensities decreased as heme– 
Trp distance increased. This behavior can be qualitatively explained by the classical 
thermal diffusion model showing that excess energy becomes spatially less dense as 
the energy diffuses in the protein. It is interesting to compare time constants of the 
rise at the different positions. For the W18band, time constants of 3.0 ± 0.4 and 4.0 
± 0.6 ps for the rise were obtained for the Trp68 and Trp28 mutant, respectively. For 
the W16 band, time constants of the rise were 3.0 ± 0.7 and 4.9 ± 1.1 ps for the Trp68 
and Trp28 mutant, respectively. The rise time for Trp28 was consistently longer than 
that for Trp68, indicating that excess energy takes longer to arrive at position 28 
(Trp28, 12.4 Å) than at position 68 (Trp68, 6.8 Å). Thus, the observed distance 
dependence is qualitatively consistent with classical thermal diffusion. This study is 
the first example of the direct space-resolved observation of energy dissipation in a 
protein moiety with the spatial resolution of an amino acid residue.
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Fig. 12.3 Energy dissipation in Mb having the probe Trp residue at different positions. a Crystallo-
graphic structure of sperm whale Mb. Heme and probe Trp residues are represented by space-filling 
spheres in red and cyan, respectively. b and c Temporal changes in anti-Stokes b W18 and c W16 
band intensities in the range of −5–50 ps upon excitation at 405 nm. Closed blue triangles, red 
circles, and green squares indicate band intensity of the Trp68, Trp28, and Trp14 mutants, respec-
tively, measured at each delay time relative to that in the probe-without-photolysis spectrum. Solid 
lines were fit to a double exponential function convoluted with the instrument response function. 
Broken lines indicate the Boltzmann factor based on temperature calculated in the two-boundary 
classical heat transport model. Time constants of the rise and decay of the Trp68 mutant were 3.0 
± 0.4 and 9.6 ± 1.0 ps, respectively. For the Trp28 mutant, time constants of 4.0 ± 0.6 and 19.2 ± 
2.7 ps were obtained for the rise and decay, respectively. Time constants of the rise and decay of the 
Trp68 mutant were 3.0 ± 0.7 and 9.2 ± 1.8 ps, respectively. For the Trp28 mutant, time constants 
of 4.9 ± 1.1 and 14.9 ± 3.4 ps were obtained for the rise and decay, respectively. d Temperature as 
a function of position and time calculated from the two-boundary classical heat transport model for 
a solvated hemeprotein. e Temporal changes of the anti-Stokes W18 band intensities of the Trp43, 
Trp 68, and Trp89 residues in the range from −5 to 50 ps upon photoexcitation at 405 nm. Solid 
lines were fit to a double-exponential function convoluted using the instrument response function. 
f Decay rate of the photoinduced anti-Stokes W18 band intensity change of the Trp43, Trp68, and 
Trp89 residues plotted against the SASA value at each Trp position. (Adapted with permission from 
N. Fujii, M. Mizuno, H. Ishikawa, Y. Mizutani, J. Phys. Chem. Lett. 2014, 5, 3269, copyright 2014 
American Chemical Society; M. Kondoh, M. Mizuno, Y. Mizutani, J. Phys. Chem. Lett. 2016, 7, 
1950, copyright 2016 American Chemical Society; Y. Mizutani, Bull. Chem. Soc. Jpn. 2017, 90, 
1344; copyright 2017 The Chemical Society of Japan.)
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Next, these observational data were compared with quantitative data calculated 
based on a classical two-boundary thermal transport model by Li and Champion [35] 
to simulate the thermal dynamics of transient cooling in chromophoric biomolecules. 
We calculated the temperature distribution in the protein based on the two-boundary 
heat transport model. Figure 12.3e depicts the calculated temperature as a function 
of time and the heme–Trp distance. The temperature dependence of the anti-Stokes 
Raman intensity was expressed by the Boltzmann factor. Based on the calculated 
temperature, the Boltzmann factor for the W18 and W16 modes was determined to 
investigate the temporal evolution of the anti-Stokes intensities. The broken lines in 
Fig. 12.3b and c represent temporal profiles of the Boltzmann factor based on the 
model. The model reproduced the temporal evolution of the anti-Stokes intensities 
of the W16 and W18 bands for both the Trp68 and Trp28 mutants, but did not 
reproduce temporal evolution of the Trp14 mutant. Thus, the classical heat transport 
model is unable to reproduce the entire data set, suggesting that protein matrices are 
never uniform as thermal conductor. These experimental data validate a conclusion 
by theoretical work showing that energy flow is intrinsically anisotropic due to the 
geometry of proteins [36]. 

12.3.3 Atomic Contacts in Energy Transfer 

Energy transfer to amino acid residues contacting the heme group was investigated 
to examine the pathway of the heme–polypeptide energy transfer. We prepared three 
Mb mutants, F43W, V68W, and L89W. The Trp residue at position 43, 68, or 89 in 
each mutant is located close to the heme, represented by space-filling purple spheres 
in Fig. 12.3a. The distance from the heme to the Trp43, Trp68, or Trp89 residue 
in each mutant was 6–7 Å. In these Mb mutants, the original Trp residues (Trp7 
and Trp14) were not replaced because these residues made almost no contribution to 
the pump-induced anti-Stokes intensity changes and the replacements of the residues 
significantly reduced the efficiency of protein expression. The anti-Stokes W18 band 
intensities of the Trp43, Trp 68, and Trp89 residues in the time-resolved difference 
spectra of each mutant were plotted against delay time (Fig. 12.3e), to compare their 
temporal evolutions. The vertical axis represents a pump-induced change in the W18 
band intensity relative to that in the probe-without-photolysis spectrum. Temporal 
changes were similar for all mutants; band intensity increased up to 6–8 ps, and 
then decayed to almost zero within 50 ps. This implies that vibrational energy was 
transferred from the heme to the three positions (43, 68, and 89) with similar rates. 

These data give us an insight about the mechanism of energy flow in proteins. The 
heme group is linked to polypeptide chain through a histidine residue (His93). Thus, 
the distances between heme and Trp43, Trp68, and Trp89 along the main chain of the 
protein are very different. If the excess energy is transferred to Trp residues through 
the main chain, the energy transfer rate would be completely different among the 
three positions, but that was not observed. Nonbonded contacts of Trp43, Trp68, 
and Trp89 with the heme group were evident from the X-ray crystallographic data
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(Fig. 12.3a) [34, 37]. The similar rates of heme–Trp energy transfer suggest that the 
energy is transferred not through the heme–His93 covalent linkage and the protein 
main chain but through atomic contacts between the heme group and the residues. 

The three Trp residues at the different positions showed the distinctly different 
amplitudes of band intensity changes (Fig. 12.3e): amplitude was most significant 
in the order Trp68 > Trp43 > Trp89. This observed difference suggests that energy 
flow at the three positions is also different. Two possibilities exist for the origin of 
this difference: the rate of energy flow into or out of each Trp residue is different. A 
careful examination of the X-ray crystallographic structures of the mutants revealed 
that amplitude increased as Trp residue exposure to the solvent water decreased: 
Trp68 and Trp43 were buried inside the protein, while Trp89 was near the protein 
surface, facing the solvent [34, 37]. Amplitudes of the anti-Stokes band intensity 
changes (Fig. 12.3e) were inversely correlated with values for solvent accessible 
surface area (SASA): the larger the SASA value, the smaller the amplitude. This 
correlation was explained by assuming that the solvent water efficiently accepts the 
excess energy of the Trp residues. This assumption is consistent with our results on 
the role of propionate groups in vibrational energy relaxation [9, 10]. Computational 
studies indicated that the propionate groups of heme function as an efficient channel 
for energy transfer from heme to solvent water [38, 39]. The two propionate groups 
protrude on the protein surface and have contacts with the solvent water. Inspired by 
these studies, the vibrational energy relaxation of heme lacking propionate group(s) 
were investigated, with results demonstrating that the rate of the heme energy relax-
ation is decelerated upon removal of the propionate groups [9, 10]. Therefore, solvent 
water is an efficient acceptor of vibrational energy. 

The study using the mutants of Trp43, Trp68, and Trp89 proposed the importance 
of atomic contacts in vibrational energy flow in proteins. The dominant channel for 
energy flow from the heme group to the protein moiety is not through the cova-
lent linkage of heme–His93 and the protein main chain, but instead through atomic 
contacts between the heme and residues. To directly examine the contribution of the 
linkage between the heme group and the polypeptide chain to the energy transfer 
pathway, we investigated the vibrational energy flow in a Mb mutant lacking the 
covalent linkage [16]. In the Mb mutant constructed in the study, H93G(Im), His93 
is replaced by glycine. This replacement abolishes the sole covalent bond between 
the polypeptide chain and heme. The resultant cavity can be occupied by exogenous 
ligands such as imidazole (Im). H93G(Im) lacks the covalent bond between the five-
membered ring of the His93 and the polypeptide. To probe the energy flow from 
heme to the protein moiety, we introduced a Trp reside at position 68 of the protein. 
We examined the effect of the covalent linkage between heme and the polypeptide 
chain on the energy flow by comparing the data obtained for the V68W (Fig. 12.4a) 
and V68W/H93G(Im) mutants (Fig. 12.4b).

Temporal evolutions of the anti-Stokes W18 band intensities of the V68W and 
V68W/H93G(Im) mutants in the time-resolved difference spectra were indicated in 
Fig. 12.4c. The ordinate represents the ratio of the pump-induced intensity change 
of the W18 band to the band intensity in the steady-state spectrum. Following the 
photoexcitation, the anti-Stokes band intensity increased up to 8 ps and then decayed
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Fig. 12.15.4 Energy dissipation in Mb lacking His93-polypeptide covalent bond. a and 
b Schematic views around heme in the Mb mutants. In the V68W/H93G(Im) mutant (c), the prox-
imal histidine is replaced by glycine. This replacement abolishes the sole covalent connection 
between the polypeptide chain and heme and creates a cavity that can be occupied by exogenous 
ligands such as imidazole. In the V68W mutant (a), this covalent bond is intact. c Temporal profiles 
of the pump-induced anti-Stokes W18 band intensity in the range from −5 to 50 ps following  the  
photoexcitation. Solid lines show the best fits to a double-exponential function convoluted using 
the instrument response function. (Adapted with permission from S. Yamashita, M. Mizuno, D. 
P. Tran, H. Dokainish, A. Kitao, Y. Mizutani J. Phys. Chem. B 2018, 122, 5877, copyright 2018 
American Chemical Society.)

to nearly zero at 50 ps for both mutants. These results showed that the V68W and 
V68W/H93G(Im) mutants exhibited identical temporal profiles of the anti-Stokes 
intensity changes within experimental uncertainty, indicating that the covalent bond 
between the five-membered ring of His and the polypeptide chain plays negligible 
role on the energy flow from the heme group to Trp68 and the van der Waals contacts 
are the dominant pathway for energy migration from heme to the Trp residue. 

Kitao and his coworkers collaborarted with us and conducted molecular dynamics 
simulations to compare the three-dimensional structures of the V68W and V68W/ 
H93G(Im) mutants because the X-ray crystallographic data were not available for 
the V68W/H93G(Im) mutant. The calculated structures indicate that the backbone 
structures and the heme–Trp distances are very similar between the two mutants. 
Therefore, it is highly likely that the heme group in the V68W/H93G(Im) mutant 
forms van der Waals contacts to the surrounding, which is similar to those in the 
V68W mutant. Cleavage of the covalent bond between the proximal His and the 
polypeptide chain did not affect the rate of the heme relaxation. This result means 
that the van der Waals contacts between heme and its surroundings are the dominant 
pathway for the vibrational energy relaxation of heme. This situation is similar to that 
of solutions, where the excess energy in solute molecules is exchanged dynamically 
through collisions with the first solvation shell, then exchanged dynamically through 
collisions of the first solvation shell with the second layer of solvation molecules, 
and so forth [40, 41]. 

The packing density of the interior of a native protein is high much like dense 
liquid [42]. For a given protein, the polypeptide chain is folded into a characteristic 
compact structure in aqueous solution. The packing density of the protein is nearly 
maximized, as indicated by the isothermal compressibilities of proteins being one
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order of magnitude smaller than those of organic liquids [43]. In the heme pocket 
of Mb, there are many atomic contacts between the protein moiety and the heme– 
His group. The high packing density prompted the hypothesis that not only covalent 
and hydrogen bonds, but also non-bonded contacts, play essential roles in energy 
flow in proteins. The absence of internal void spaces is crucial for successive struc-
tural changes to propagate to spatially distinct sites, i.e., proteins are molecules of 
functional compactness [27]. 

It should also be pointed out that there are both regions of low density as well 
as regions that are highly compact in the protein structure. The packing density 
inside proteins was quantitatively analyzed and appeared to be inhomogeneous [44, 
45]. The inhomogeneity of the packing density in the protein structure gives rise 
to anisotropy of structural change [46] and that of energy flow [13]. The role of 
packing and non-bonded contacts in energy transfer identified in our study would 
further indicate how variation in packing within a protein regulates anisotropic energy 
flow. Energy flow in biomolecules has been studied in numerous systems using 
various computational approaches to discern the contributions from through-bond 
and through-space transport mechanisms [47–52]. We experimentally demonstrated 
that atomic contacts between heme and nearby amino acid residues are the dominant 
channel for energy flow from the heme group to the protein moiety. The results of our 
studies will stimulate theoretical investigation of the mechanism of the vibrational 
energy flow in proteins. For example, Reid et al. discussed ingenious use of time-
resolved vibrational spectroscopy to determine change in conformational entropy 
with change in protein functional state and provided an expression quantifying the 
connection [53]. 

12.4 UVRR Spectroscopic Thermometer 

Anti-Stokes intensity tells us the extent of vibrationally excited populations. So far, 
we discussed anti-Stokes intensities of particular modes. One may wonder if the 
extent of vibrational excitation in particular modes reflect the extent of excitation 
in the whole molecule. Strictly speaking, the temperature of a molecular system is 
defined only when the entire system is in thermodynamic equilibrium. However, 
the transiently excited molecules discussed in this chapter are not in thermody-
namic equilibrium. It is nontrivial to answer to what extent we are allowed to talk 
of an internal temperature after vibrational excitation of the molecules. To discuss 
these questions, we compare occupation probabilities in equilibrium and those in 
nonequilibrium. 

In equilibrium, the occupation probability N (νi ) of a vibrational state decreases 
exponentially with increasing frequency νi according to the Boltzmann factor. 

N (νi) ∝ exp
(

− 
hνi 

kBT

)
(12.1)
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For nonequilibrium state, we calculated the occupation probability in nonequilibrium 
under a set of assumptions. After excitation of a molecule, the vibrational energy is 
rapidly redistributed over a huge number of fundamental and isoenergetic combina-
tion states. Each state is assumed to have equal weight. The redistribution is faster 
than the energy exchange among the amino acid residues. 

In nonequilibrium states, the probability of finding a molecule in the range of a 
total energy between E and E + dE  in the mode i where the v = 1 level is occupied 
is given by, 

NE (νi)dE  = ρi (hνi)ρr(E−hνi) 
ρ(E)

dE . (12.2) 

ρ(E) is the density of states at the energy E . ρi (hνi) and ρr(E − hνi) are the density 
of states of the mode i and that of the rest of the modes, respectively. The occupation 
probability of the vibrational state of the mode i is given by integration of NE(νi), 
weighted by P(E) over E . 

N (νi) =
ʃ

ρi (hνi)ρr(E−hνi) 
ρ(E)

P(E)dE (12.3) 

The energy distribution P(E) is a probability of finding the molecules with a total 
energy E . 

We calculated the total occupation probability for 3-methyl indole, which is a 
model compound of the Trp side chain. Figure 12.5a shows its total energy distri-
butions. Frequencies of fundamental modes of 3-methyl indole were obtained by 
density functional theoretical calculations. The geometry optimization and normal 
mode analysis were performed at the B3LYP/6-311G(d,p) level. All the calculations 
were conducted with Gaussian16W program package. Densities of the vibrational 
sates below 6000 m–1 were calculated based on the normal mode frequencies. The 
blue line shows the total energy distribution in equilibrium at 300 K. The distribution 
was calculated as a product of the density of states and the Boltzmann distribution at 
300 K. The distribution shown in the green line is similar to the blue one but shifted 
to a higher energy side by 1000 cm–1. Red line shows the total energy distribution 
in equilibrium at 387 K. We calculated the distribution at 387 K because the intro-
duction of the 1000-cm−1 energy raises temperature of 3-methyl indole from 300 to 
387 K in equilibrium.

Figure 12.5b shows the total occupation probability in the logarithmic scale as 
a function of the vibrational frequency. The total occupation probabilities for the 
equilibrium states are identical to the Boltzmann factor at a given temperature. The 
blue and red lines show the total occupation probabilities at 300 and 387 K, respec-
tively. The green markers in Fig. 12.5b show the total occupation probabilities for 
the total energy distribution shown by the green line in Fig. 12.5a. Although this 
energy distribution is obviously in nonequilibrium, the total occupation probability 
below 2000 cm–1 is nearly identical to that in the Boltzmann distribution at 387 K. 
This means that the vibrationally excited Trp residue behaves as if it had a high 
temperature in a canonical ensemble, which is called the internal temperature of 
the excited molecules. In a large polyatomic molecule at high excitation, the partial



350 Y. Mizutani et al.

Fig. 12.15.5 Vibrational energy distributions of side chains of Trp and His. a and c Total energy 
distribution of 3-methyl indole and 4-methyl imidazole, respectively. In panel (a), the blue and red 
lines show the total energy distribution in equilibrium at 300 and 387 K, respectively. In panel (b), 
the blue and red lines show the total energy distribution in equilibrium at 300 and 387 K, respectively. 
The green line shows the total energy distribution in nonequilibrium, where the distribution has a 
same form as one shown in the blue line and is shifted to higher energy side by 1000 cm–1. b and 
d Total occupation probability of 3-methyl indole and 4-methyl imidazole, respectively. The blue 
and red lines show the total occupation probabilities at 300 and 449 K, respectively. The green 
markers show the total occupation probabilities for the total energy distribution shown by the green 
line in panel (a) and  (c). (Adapted with permission from S. Yamashita, M. Mizuno, Y. Mizutani J. 
Chem. Phys. 2022, 156, 075,101, copyright 2022 American Institute of Physics.)

energy distributions of a selected oscillator with small excitations per oscillator agree 
for microcanonical and canonical total distributions, provided that the average total 
energies are identical. Therefore, an anti-Stokes intensity is a measure of the energy 
locally deposited to Trp residues in proteins. This conclusion results from that Trp 
residues have the largest side chain and the highest density of states among the 20 
amino acids composing proteins. The situation depends on the number of funda-
mental modes or the density of states. For example, for 4-methyl imidazole, which 
is a model compound of the His side chain, the total occupation probability for the 
nonequilibrium states deviated from that in the Boltzmann distribution (Fig. 12.5c 
and d). The deviation is due to that the density of states of the His side chain is not 
high enough.
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We utilized the anti-Stokes intensities of the Trp bands to study the energy flow 
in proteins. At the initial stage of the research project, we have chosen the Trp bands 
as a probe of the vibarationally excited populations because they are most intense 
in the UVRR spectra. Recently, we found that the Trp bands are useful as the local 
temperature probe in proteins because the Trp side chain has the highest density 
of states [54, 55]. Accordingly, anti-Stokes spectra of Trp residues serve an excel-
lent spectroscopic “thermometer” in terms of high sensitivity and straightforward 
interpretation. 

12.5 Summary 

In this chapter, we described our recent work on the energy flow in the proteins using 
time-resolved UVRR spectroscopy. The technique of energy mapping based on the 
anti-Stokes UVRR intensity of Trp residues fully utilizes two unique advantages of 
Raman spectroscopy. One is site-specific observation of the resonance Raman effect 
and the other is selective observation of the vibrationally excited populations through 
anti-Stokes scattering. We further developed this technique by combining it with site-
directed mutagenesis, which allows us to map energy flow in a protein with a spatial 
resolution of a single amino acid residue. The Trp side chain has so high density 
of vibrational states that its anti-Stokes intensities provide a measure of the local 
temperature. Systematic application of the time-resolved UVRR mapping to proteins 
with different structural motifs will provide a greatly increased understanding of 
energy flow in proteins. 

Our studies provided direct experimental evidence showing that the covalent bond 
plays a negligible role and that the van der Waals contacts are the dominant pathway 
for energy migration from heme to the polypeptide. The heme group in the heme 
pocket approximates a solute in solution because it is relatively isolated from the 
rest of the protein and it has van der Waals contacts with amino acid residues. Vibra-
tional energy exchange between heme and adjacent residues occurs predominantly 
through van der Waals contacts, in analogy to solute–solvent exchange processes in 
solutions. Heme proteins have an advantage that the distance between the heater and 
the probe molecules can be maintained and accurately characterized in the stable 
protein structure. Consequently, insights obtained from studies on heme proteins 
provide a general view of vibrational energy transfer in condensed phases. 
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Chapter 13 
Ultrafast Two-Dimensional Spectroscopy 
of Photosynthetic Systems 

Donatas Zigmantas and Tomáš Mančal 

Abstract This chapter starts with a review of the theoretical foundation for under-
standing two-dimensional electronic spectroscopy (2DES) signals in molecular 
systems. We derive and motivate key properties of 2DES, demonstrating its ability 
to yield complex information about energy transfer processes and couplings within 
molecular assemblies, such as photosynthetic antennae. We continue with a discus-
sion encompassing crucial aspects of experimental implementations of 2DES, 
with particular attention to polarization-controlled experiments. Through illustrative 
applications of 2DES in studies of light-harvesting functions in isolated complexes 
and an intact photosyntetic unit in green sulfur bacteria the chapter reveals the exten-
sive insights into the photophysical functions of photosynthetic machinery that can 
be obtained. Emphasis is placed on identifying exciton coupling, delineating energy 
transfer pathways, and quantifying rates and efficiencies. The chapter concludes by 
anticipating future 2DES developments, e.g., the studies on intact photosynthetic 
units at physiological temperatures, that will contribute to a more holistic compre-
hension of primary photosynthetic functions, particularly in light harvesting and 
charge separation. 

13.1 Introduction 

13.1.1 Photosynthesis 

Photosynthesis is a biological process which directly or indirectly provides energy to 
almost all living organisms and makes our planet steaming with life. It can be there-
fore considered the most important photophysical/biochemical process on Earth.
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Photosynthesis starts with the absorption of sunlight and involves multiple photo-
physical and chemical steps, which in the end lead to the conversion of sunlight 
into chemical energy, often stored in the energy-rich molecules, such as sugars. First 
photosynthetic organisms appeared on Earth around 3.5 billion years ago, and during 
their subsequent evolution nature has diversified and optimized the ways photosyn-
thesis is carried out. Today it can be found in a variety of plants, algae and bacteria, 
and it can be assumed with a reasonable certainty that during the course of natural 
selection it has been highly optimized for the needs of photosynthetic organisms. This 
optimization includes light-conversion efficiency, robustness and ability to regulate 
the energy flow, when absorbed energy exceeds the capacity of the photosynthetic 
system to utilize it. 

The photosynthetic process can be divided into two parts: (i) primary events 
in photosynthesis which involve absorption of sunlight, transfer of the absorbed 
energy to the reaction center (RC) and charge separation inside RC, (ii) the secondary 
events involve a cascade of biochemical reactions, which use the electrochemical 
potential, created in primary events, resulting in synthesis of energy-rich molecules. 
Subsequently these molecules are used to fuel all the processes in photosynthetic 
organisms. In this chapter we focus on the studies that explore the primary processes 
in photosynthesis, and special attention is paid to the light-harvesting function and 
energy transfer phenomenon. 

13.1.2 Structure and Functions of Photosynthetic Complexes 
and Their Components 

Generally photosynthetic unit [1], where the primary functions of photosynthesis take 
place, consists of light-harvesting (LH) complexes and RC(s), which are located in 
the membrane of photosynthetic cells. Both are protein complexes, with multiple 
embedded pigment molecules. Light is usually absorbed by the LH complexes and 
its energy is then transferred to the RCs. These carry out charge separation across the 
photosynthetic membrane. Interestingly, in terms of architecture and pigment compo-
sition, photosynthetic organisms have evolved a large variety of LH complexes, but 
the basic structure of reaction centers has been preserved. 

Three classes of pigments can be found in photosynthetic organisms, namely 
chlorophyllides, carotenoids and phycobilins. These pigments are bound in pigment-
protein complexes (PPC) in specific ways that result in a composite structure, which is 
often highly optimized for energy and electron transfer. The proteins do not simply 
serve as a passive scaffold for the pigments—their additional function, together 
with the embedded water molecules is to tune the photophysical and photochemical 
properties of the pigments. This tuning includes creating polar environments, making 
hydrogen bonds with the pigments, as well as providing large number of vibrational 
degrees of freedom to facilitate energy dissipation whenever needed.
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The main roles of the photosynthetic pigments are light absorption, energy and 
electron transfer, quenching of singlet oxygen and providing structural stability to 
PPCs. The latter two functions are mostly attributable to carotenoids. In this chapter 
we focus on photosynthetic complexes containing chlorophyllides, which are the 
most abundant photosynthetic pigments, and are responsible for energy and electron 
transfer. Interestingly, these pigments do not “work” alone—in many PPCs they 
are located close to each other and form molecular dimers or larger aggregates. 
The coupling of transition dipoles between the pigments in aggregates results in 
modification of their photophysical properties. In such a situation excitations cannot 
be assigned to individual pigments, instead they are delocalized among the coupled 
molecules. Such a relation between two excitations is often referred to as coherence 
between the individual molecular excitations [2]. Together the delocalized excitations 
form quasiparticles called excitons. A molecular exciton comprises a rather closely 
bound electron–hole pair, and its delocalization is relatively small. Usually it does 
not extend over more than a few molecules, in contrast to electron delocalization in 
semiconductor crystals. Molecular aggregates support the so-called Frenkel type of 
excitons [3]. 

13.1.3 Photosynthetic Complexes as Open Quantum Systems 

To understand primary photosynthetic functions, namely the energy and electron 
transfer processes, theoretical modeling is indispensable, and a proper framework, 
in which theoretical models are set, is required. The PPC systems are formed of a large 
number of atoms and an immense number of coupled degrees of freedom, and it is 
therefore not feasible to create a full closed quantum system model based on the first 
principles. Thus the modeling using quantum theory has to be done on phenomeno-
logical level, where molecules are described as multilevel quantum systems and 
multiple degrees of freedom of the environment are treated as a collective bath. Since 
we are interested in light-triggered processes, the light-matter interaction has to be 
included in the modeling as well. This is usually done by a semiclassical approach 
(quantum molecules interacting with classical light) and perturbation theory. 

As we have seen, the electronic excitations in photosynthetic complexes have to 
be considered as Frenkel excitons. These represent, to a good approximation, the 
electronic eigenstates of the photosynthetic complexes, which interact resonantly 
with light, and which are thus revealed in optical spectra. The other essential part 
of the picture is the coupling of the excitons to their molecular environment (bath), 
leading to the phenomena of dephasing and energy dissipation, which greatly influ-
ence and condition the processes of interest to us, namely the energy and electron 
transfers. The terms bath and environment comprise all the degrees of freedom of 
the photosynthetic system, which do not directly interact with light. For instance, the 
pigment molecules possess many vibrational degrees of freedom, which contribute 
to the environment/bath of the electronic excitations in these molecules.



358 D. Zigmantas and T. Mančal

In a photosynthetic system containing multiple interacting pigments, the Frenkel 
excitons form a characteristic band structure, with individual bands corresponding 
to a given multiplicity of excitons (single-, double-, triple-exciton bands) separated 
roughly by the single pigment transition energy. Energy transfer (accompanied by a 
partial energy dissipation) between excitons occurs almost exclusively between the 
states within the same band. For the sake of simplicity, in our considerations we will 
ignore the effects of exciton-exciton annihilation, and related multi-exciton effects. 

13.2 Theory of the Nonlinear Spectroscopy Signals 

13.2.1 Nonlinearity and Perturbation Theory 

Traditional spectroscopic techniques of time-resolved spectroscopy in optical domain 
are intimately linked with the validity of perturbation theory with respect to the 
strength of the light-matter interaction. Low order perturbation theory in the light 
electric field supports a simplified theoretical picture, which enables researchers to 
intuitively predict the outcome of experiments. Interestingly, some of these approx-
imations do not represent limitations of the theoretical and conceptual description 
of the time-resolved experiments, rather, their role is to define the corresponding 
experimental techniques. When experiments using these techniques are performed, 
the experimentalists must ensure that the conditions required for the validity of the 
defining approximations are fulfilled. For example, when a theorist calculates linear 
absorption coefficient, she can be absolutely sure that by applying first order (i.e. 
linear) perturbation theory, she provides the complete description of the experiment 
with respect to its dependence on the electric field of the light. 

The two-dimensional electronic spectroscopy (2DES) discussed in this chapter, 
belongs to the class of the third order nonlinear optical experiments. Just like the 
(linear) absorption, this class of experiments is defined by its specific order of depen-
dence on the light field. In the third order experiments, the interesting spectroscopic 
signal is of the third order in the electric field of light, and its intensity therefore 
depends on the third power of the intensity of the exciting light-field. The experi-
ments are performed with short laser pulses (typically 10s of femtoseconds in dura-
tion), which can be represented with a high degree of precision by their classical 
time-dependent electric fields. The light-matter interaction Hamiltonian operator of 
a molecular system at the position r in a diluted sample of molecules is then assumed 
to be of the form 

HI (r, t) = −μ · E(r, t), (13.1) 

where E(r, t) is the classical electric field of the exciting light (expectation value of the 
electric field), and μ is the transition dipole moment operator of the molecular system 
found at the position r. Most importantly, this operator comprises the transition dipole
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moment for the optical transitions of the studied molecular system. The incident 
electric field E0(r, t) will be, in general, assumed to be composed of several laser 
pulses with different envelops En(t), polarization vectors en, carrier frequencies ωn 

and directions of propagation sn such that the pulse wave vectors read kn = ωnn(ωn) 
c sn 

with the refraction index n(ω): 

E0(r, t) = 
Np∑

n=1 

enEn(t − τn)
(
e−iωn(t−τn)+ikn·r + eiωn(t−τn)−ikn·r). (13.2) 

The semiclassical theory of non-liner response of the material containing 
molecules of interest is formulated using classical Maxwell equations. These link 
self-consistently the macroscopic electric field E(r, t) and the macroscopic polariza-
tion P(r, t). The latter is induced by the incident fields. Nonlinear signals of certain 
order are linked to a nonlinear polarization of the same order in the exciting field. 

13.2.2 Linear Absorption of an Ultrashort Pulse 

To set up the stage, it is worth discussing the well-known linear absorption exper-
iment. To measure the absorption coefficient, we may apply monochromatic light 
of varying wavelength to a sample of molecules and record absorption at one wave-
length at a time. Because of the linearity of the problem (we measure linear absorption 
coefficient), we can just as well apply the field, which contains all wavelength in a 
single ultrashort shot, and decompose afterwards the signal into individual compo-
nents in a spectrometer. The idealized field of an ultrashort pulse containing all 
wavelengths of light in phase has the Dirac delta-function as its time-dependent 
envelop, E0(r, t) = eE0δ(t − t0)eik·r−iω0(t−t0). As is usual in the theory of linear 
optical phenomena, we work with the complex fields, assuming that the results are 
obtained by taking their real parts. The Fourier decomposition of the ultrashort pulse 
into frequency components reads as 

E0(r, ω) = 
∞ʃ

−∞ 

dtE0(r, t)eiωt = eE0e
ik·r+iω0t0 , (13.3) 

and, as a function of the frequency ω, the field E0(r, ω) is constant. We will assume 
a field propagating along the y-axis of the Cartesian coordinate. For simplicity we 
ignore the vectorial character of the field, assuming that its polarization remains 
intact during the propagation. We can therefore discuss propagation of a scalar field 
E(y, t) = e·E(t), and link it through the Maxwell equations to the scalar polarization 
P(y, t) = e·P(y, t) of the material. The polarization is induced by the external electric 
field, and it feeds back into the propagation of this field through the material. It is
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this polarization that provides for us the doorway, through which we will introduce 
microscopic (quantum) theory of light-matter interaction into our description. 

We can formally decompose the total electric field E(y, t) into the exciting field, 
which is assumed to propagate in the medium without loss (only influenced by the 
refraction index n(ω)), and the field generated by the polarization (which is itself 
generated in the material by the exciting field). By definition, the total field thus reads 
E(y, t) = E0(y, t) + E(1) (y, t). The boundary condition of the problem is such that 
at y = 0, i.e. when the external field enters the sample (contained e.g. in an optical 
cell), E(y = 0, t) = E0(y = 0, t), so that E(1) (y = 0, t) = 0. The field E(1) (y, t) is 
generated by the polarization, and interferes with the exciting field. In an absorption 
experiment, when the intensity of the total field is detected in a frequency resolved 
manner (by a square-law detector) after light passes a layer of material with the 
thickness h, we get 

I (h, ω) ≈ |E0(h, ω)|2 + 2ReE∗ 
0(h, ω)E(1) (h, ω) +  · · ·  . (13.4) 

We neglected the term containing the square of the weak first order field E(1) (y, t). 
The detected change in the light intensity is therefore a result of interference between 
the exciting incident field and the newly generated field. Equation (13.4) forms the  
basis of signal detection in the 2DES we discuss in this chapter. 

To discuss the absorption, we switch to frequency domain by applying the Fourier 
transform (Eq. 13.3) to the wave equation for the electric field (see e.g. [4]). We 
will assume that the polarization has a leading term, which is a linear function 
of the electric field. In the frequency domain, the relation is extremely simple 
P(r, ω) = ϵ0χ(ω)E(r, ω)  +P(nl) (r, ω), where P(nl) (r, ω)  represents nonlinear polar-
ization (neglected in the linear experiments). For our particular problem of absorption 
of a field travelling along the y-axis, we will assume 

P(y, ω) = ϵ0χ (ω)E(y, ω) + P(nl) (r, ω)|y, (13.5) 

where P(nl) (r, ω)  is allowed to have a wavevector pointing in direction different from 
the y-axis and P(nl) (r, ω) |y represents the component of this polarization traveling 
into the direction of the y-axis. We assume that linear susceptibility χ(ω)  is a complex 
quantity, and it can be written using its real and imaginary parts χ (ω) = χ '(ω) + 
iχ ''(ω). For later use, we can define the index of refraction n(ω) = √

1 + χ '(ω). 
Because the absorption is assumed to be weak, the amplitude of the field E(1) (y, ω) 
changes only very slowly along the coordinate y, and correspondingly, when 

E(1) (y, ω) = Ẽ(y, ω)eiky , (13.6) 

the quantity Ẽ(y, ω) has a negligible second derivative according to the coordinate 
y. The Maxwell equations then yield an equation for the slowly changing amplitude 
Ẽ(y, ω) in the form of
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∂ ̃E(y, ω) 
∂y

= −γ (ω)
(
E0 + Ẽ(y, ω)

) + iω 
2ϵ0cn(ω) 

P(nl) (r, ω)|ye−iky , (13.7) 

where γ (ω) = ω 
2cn(ω) χ

''(ω). According to Eq. (13.7), the total field E0(y, ω) + 
E(1) (y, ω) decays with the rate γ (ω), and the amplitude of the new field E(1) (y, ω) 
changes due to the nonlinear polarization term P(nl) (r, ω). In the case of linear exper-
iments, we assume the latter to be negligible. The solution of Eq. (13.7) without 
the nonlinear term can be easily found in a form of Ẽ(y, ω) = E0(e−γ (ω)y − 1), 
which yields E(1) (y, ω) = E0(e−γ (ω)y − 1)eiky according to Eq. (13.6). The total field 
propagating through the material reads then as 

E(y, t) = E0e
−γ (ω)y−iky . (13.8) 

Assuming that the initial intensity of the light is I0 ≈ |E0|2 , after passing a slab 
of the thickness h, we have the intensity I (h, ω) = I0e−2γ (ω)h. For the absorption 
coefficient defined by Lambert–Beer law as α(ω) = − 1 

h ln 
I 
I0 
we finally get: 

α(ω) = ω 
cn(ω) 

χ ''(ω). (13.9) 

Equation (13.9) links the absorption coefficient to the imaginary part of the linear 
susceptibility. 

13.2.3 Reaction of a Molecular System to an Ultrashort Pulse 

So far, we avoided almost all details of the molecules excited by light. In this section, 
we will look at a very much simplified picture of a molecular system, and we refine 
the notion of resonance between the exciting field and the molecular transitions. 
Nonlinear spectroscopy is a technique, which measures the response of molecular 
systems to manipulation by light. With the nonlinear spectroscopy in mind, we will 
look at a change induced by an ultrashort pulse to a system, which starts from an 
arbitrary state, not necessarily a ground state. Photosynthetic systems exhibit a series 
of excitonic bands (see Fig. 13.1a), of which the single- and two-exciton bands are 
relevant for the spectroscopic signals discussed here.

Let us consider a three-state system (see Fig. 13.1b) with energy gaps nearly reso-
nant with carrier frequency of the excitation field Eex(t) = E(t)

(
e−iωt+ik·r + eiωt−ik·r). 

We are preparing to enter the nonlinear realm, where we need to consider both 
complex conjugated components of the real fields. The function E(t) represents 
the field envelop, which does not need to be very short. The state of the system 
is described by the coefficients cg(t), ce(t) and cf (t) of the state vector |ψ(t) ⟩ =  
cg(t)|g ⟩ +  ce(t)|e ⟩ +  cf (t)|f ⟩, which evolves according to the Schrödinger equation 
(see Fig. 13.1c). For simplicity, we ignore the polarization of light and the fact that
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a b c  

d 

Fig. 13.1 a Photosynthetic systems exhibit a number of bands of states separated by a charac-
teristic frequency corresponding to the transition frequency of the individual pigments. b Three 
state model contains the ground state |g⟩ and representative states |e⟩ and |f ⟩ of the single- and 
two-exciton bands, respectively. Section c summarizes the Hamiltonian, dipole moment operator 
and the governing Schrödinger equation. d Starting from the state |e⟩, the perturbation leads to tran-
sitions into states |g⟩ and |f ⟩ characterized by specific phase factors eik·r and e−ik·r (also depicted 
in part b of the figure)

the transition dipole moment operator μ is a vector. With the electric field absent, 
the coefficients evolve as 

cg(t) = c0 g, ce(t) = c0 ee
−iωeg t and cf (t) = c0 f e

−iωfg t . (13.10) 

Let us assume that the system starts from the excited state |ψ(0) ⟩ = |e⟩, i.e. 
cg(0) = 0, ce(0) = 1 and cf (0) = 0. After external field was switch on, we expect 
the general oscillating character of the time evolution to be preserved, with the 
coefficients c0 g , c

0 
e and c

0 
f of Eq. (13.10) now becoming time dependent. At the short 

time t, when almost no changes of population of the three states have occurred, 
the Schrödinger equation leads to the following approximate expressions for the 
coefficients c0 i (t): 

∂ 
∂t 
c0 g(t) = 

i

 
dgeEex(t)c

0 
e (t)e

−iωeg t , (13.11) 

∂ 
∂t 
c0 e (t) = 0, (13.12) 

∂ 
∂t 
c0 f (t) = 

i

 
dfeEex(t)e

iωfg t c0 e (t)e
−iωeg t = 

i

 
dfeEex(t)e

iωfe t c0 e (t). (13.13) 

In all three equations we neglected terms containing c0 g(t) and c0 f (t) on the right-
hand-side as they are nearly zero. The solutions of Eqs. (13.11–13.13) can be obtained 
simply by integrating them, leading e.g. to c0 g(t) = i

 
dge

ʃ t 
0d τ Eex(τ )e−iωeg τ c0 e (0),
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where we assumed that c0 e does not evolve in time (see Eq. (13.12)). The electric 
field contains two oscillating terms. Assuming that all the frequencies involved are 
approximately equal ω ≈ ωeg ≈ ωfe we get 

tʃ

0 

d τ Eex(τ )e−iωeg τ ≈ 
tʃ

0 

d τ E(t)
(
e−i2ωt+ik·r + e−ik·r) ≈ e−ik·r 

tʃ

0 

d τ E(t). 

(13.14) 

The integral thus occurs over a function oscillating with twice the optical 
frequency, and over the field envelop alone. The former term can be neglected, 
because the integral is itself oscillating (it does not grow), while the latter inte-
grates into a finite value, depending on the shape of the envelop. Interestingly, in 
Eq. (13.13), we have the opposite frequency under the integral and correspondingly 
we get a complex conjugated phase factor for c0 f (t). After the pulse is over, the 
coefficients read (assuming the overall change is only small) 

c0 g(t) = e−ik·r i
 
dge 

tʃ

0 

d τ E(t), c0 e (t) = c0 e , c
0 
f (t) = eik·r 

i

 
dfe 

tʃ

0 

dτ E(t), (13.15) 

We can conclude that both the ground state |g ⟩ and the second excited state |f ⟩
received an equal share of population (up to a different value of the transition dipole 
moment), and the “deexcitation” and “excitation” processes carry different phase 
factors, namely eik·r for “excitation” and e−ik·r for “deexcitation”. In the rest of this 
Chapter, we will assume that the pulses are so short that no dynamics occurs during 
their duration, and they are spectrally broad so that all the states in the excited state 
manifold are covered by their spectrum. The most important conclusion we make 
here is that a short light pulse imprints its spatial phase factors eik·r and e−ik·r onto 
the state of the system. 

13.2.4 Multi-level Systems Embedded in an Environment 

Generalization of the above rules for a photosynthetic system, i.e. a molecular system 
with many levels in each band, separated roughly by the optical frequency, is straight-
forward. To have our description suitable for real-world spectroscopic experiments, 
we need to include the fact that electronic states of the photosynthetic systems interact 
with many molecular degrees of freedom, both in the molecules and in their protein 
environment. For the sake of clarity, we will adopt a phenomenological descrip-
tion of the protein influence on the signals detected in nonlinear spectroscopy. As a 
consequence, only the electronic degrees of freedom, which are directly addressed 
by light in a spectroscopic experiment, will be included in the Hamiltonian and
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the Schrödinger equation. The quantum expressions for the polarization of the 
material, foundational to our microscopic theory of spectroscopic signals, will be 
corrected phenomenologically to reflect the effects of dephasing and decoherence. 
These effects originate from the interaction of the pigment molecules with their 
protein environment, as well as their vibrational degrees of freedom. Both processes 
contribute to the decay of polarization. 

The initial state of the system can be characterized by a single electronic state |g⟩, 
because thermal excitation is highly unlikely for optical energy gaps (see Fig. 13.1a 
for comparison with the thermal energy kBT ). The light-induced transitions between 
electronic states are mediated by the transition dipole vectors dng = ⟨n|μ|g⟩ and 
dMn = ⟨M |μ|n⟩ for the transition between the ground state |g⟩ and the excited state 
|n ⟩, and between |n ⟩ and the states |M ⟩ of the second band of states, respectively. 
When the transition dipole moment operator acts on the ground state, it projects on 
an excited state (with the weight given by the transition dipole moment), and when 
it acts on an excited state, it projects both back on the ground state and on the second 
excited state, analogously. 

The action of a pulse with the wave-vector k, arriving at the time t0 results in a 
perturbed state with a small probability of being excited, and with an appropriate 
phase factor 

|ψ(t < t0)⟩ = |φ0⟩|g⟩ → |ψ(t0)⟩ = |φ0⟩|g⟩ + 
i

 

N∑

n=1 

dng · E0e
ik·r|φ0⟩|n⟩ +  · · ·  . 

(13.16) 

Here |φ0⟩ is the initial environment state and N is the number of the singly excited 
states, the dots represent higher order contributions. The system state then evolves 
(t > t0) according to the Schrödinger equation into 

|ψ(t)⟩ = Ug(t − t0)|φ0⟩|g⟩ + 
N∑

n=1 

an(t − t0)Un(t − t0) 
i

 
dng · E0e

ik·r|φ0⟩|n⟩ +  · · ·  , 

(13.17) 

where Un(t) represents the free evolution operator of the state |n⟩. It contains the phase 
factor e−iωng (t−t0) and the propagation of the initial state of the protein environment 
|φ0⟩. This propagation leads to the effects of dephasing and decoherence, which 
we will account for phenomenologically. The evolution operators will only function 
here as labels to keep track of the information about the environment effect that 
we need to account for later. The coefficients an(t) keep track of the redistribution 
of the excitation among the excited states should it occur, and their squares give 
relative probability of finding the system in a state |n⟩, after it was excited. We have 
an(0) = 1, while the probability pn(t0) of initially populating the state |n ⟩ reads as 
pn(t0) = |dng ·E0|2

 
2 .
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13.2.5 Microscopic Theory of a Linear Absorption Coefficient 

In order to construct a theory of the spectroscopic signals, we need to be able to 
calculate the polarization created by the pulse at the position r. The polarization is 
given by the expectation value of the polarization (dipole moment) operator of a 
molecule residing at the position r, which reads as 

P(r, t > t0) = ⟨ψ(t)|μr|ψ(t)⟩. (13.18) 

If we write Eq. (13.17) as an expansion in orders of the field, i.e. |ψ(t) ⟩ =  
|ψ(0) (t)⟩+ |ψ(1) (t)⟩+ |ψ(2) (t)⟩+ · · ·  , we get two complex conjugated terms for the 
linear polarization, namelyP(1) (r, t) = ⟨ψ(0)|μr|ψ(1)⟩ + ⟨ψ(1)|μr|ψ(0)⟩, where the 
first term reads as

⟨
ψ(0)

||μr

||ψ(1)
⟩ = 

i

 
dgn

(
dng · E0

)
eik·r⟨φ0|U + 

g (t)Un(t)|φ0⟩. (13.19) 

The scalar product ⟨φ0|U + 
g (t)Un(t)|φ0 ⟩ decays rather rapidly, and it determines 

the absorption lineshape. The decay process can be in general captured by a formula 
involving the so-called line shape function gn(t) (n refers to the electronic state):

⟨φ0|U + 
g (t)Un(t)|φ0⟩ = e−gn(t)−iωng t; t > 0. (13.20) 

Taking a Fourier transform of the polarization we obtain 

P(r, ω) = 
i

 

∑

n 

dgn
(
dng · E0

)
eik·r 

∞ʃ

0 

d τ e−gn(τ )+i(ω−ωng)τ + c.c. 

= ϵ0
←→χ (ω)E0e

ik·r + c.c.. (13.21) 

Here, c.c. represents complex conjugated term. The quantity ←→χ (ω) is the tensor of 
linear susceptibility 

←→χ (ω) = 
i

 ϵ0

∑

n 

dgn 

∞ʃ

0 

d τ e−gn(τ )+i(ω−ωng)τ dng ·, (13.22) 

where the dot at the end of Eq. (13.22) represents the scalar product, which is 
taken with the vector on which the tensor ←→χ (ω) acts. The imaginary part of the 
susceptibility enters the absorption coefficient α(ω), Eq.  (13.9), which then reads as 

α(ω) = ω

 ϵ0cn(ω)

∑
n
⟨dgndng ·⟩ΩRe

ʃ ∞ 

0 
d τ e−gn(τ )+i(ω−ωng)τ . (13.23)
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Here, ⟨dgndng ·⟩Ω is the projection dgndng · e, where e is the polarization vector of the 
exciting field, back on e, averaged over isotropic random distribution of the orienta-
tions of the vector dgn. Such an averaging yields ⟨dgndng ·⟩Ω = 1 3

||dgn
||2 . To complete 

the microscopic derivation of absorption spectrum, we would need to provide the 
theory of the line-shape functions gn(t). The line-shape function is related to the 
so-called energy gap correlation function Cn(t), which describes the fluctuations of 
the energy gap between the ground state and the state |n⟩. We will, however, avoid 
discussion of microscopic models of the bath by pointing to specialized literature 
[5]. For later use, we will denote the integral in Eq. (13.23) as  Gn(ω − ωng), i.e. 

Gn(ω) = 
∞ʃ

0 

d τ e−gn(τ )−iωτ . (13.24) 

The absorption coefficient now reads as 

α(ω) = ω 
3 ϵ0cn(ω)

∑

n

||dgn
||2 ReGn(ω − ωn), (13.25) 

where the real part of the function Gn(ω) represents the absorption line shape. 

13.2.6 Nonlinear Generalization 

Time resolution in spectroscopy can only be achieved by applying more than one 
pulse. The time axis on which we perform the measurement is defined by the delay 
between the pulses. An intuitive nonlinear spectroscopy extension of the linear 
absorption measurement, is the so-called transient absorption (TA). The idea is that 
the first pulse induces certain changes in the studied molecular system—by exciting 
it—and a second pulse measures the absorption of the system with varying delay 
after the first pulse. Subtracting from this signal the absorption measured without the 
first exciting pulse, we isolate the change in absorption due to the presence of the 
first pulse. Despite the intuitive character of this line of thought, we will not follow 
it directly. We will rather continue thinking in terms of manipulations performed on 
the state of a photosynthetic system by weak short pulses. 

We know now that if we act with a short pulse on a molecular system, the phase 
factor eik·r will be imprinted on its state. This factor will transfer to the polarization 
(see Eq. (13.21)) which acts as a source of a new electric field, which then interferes 
with the one exciting the material. The nonlinear polarization in Eq. (13.7) acts as a 
source of nonlinear fields. The setting in which an experimenter has the most control 
over the nonlinear signal would be the one in which each pulse contributed a single 
order of nonlinearity. The nonlinear polarization P(nl) would therefore ideally be a 
result of several linear contributions originating from different pulses, traveling in
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different directions. Let us assume a sequence of three pulses traveling in directions 
given by wave-vectors k1, k2 and k3. For simplicity, let us assume that the pulses 
have the same carrier frequencies ωp = ω1 = ω2 = ω3. The nonlinear polarization 
generated by these three pulses has all possible orders n = 2, 3, . . ., but  let us  
concentrate on the third order, and let us require that the polarization oscillates on 
the same optical frequency ω as the three pulses. As each spatial phase factor comes 
with a corresponding time-dependent phase factor—there is always eik·r−iωpt and 
e−ik·r+iωpt—we can assume that the polarization with a phase factor ks = ±k1 ± 
k2 ± k3 will be generating a field with a frequency ωs = ±ω1 ± ω2 ± ω3. To obtain 
a signal frequency equal to ω we need to combine the directions so that there is one 
minus contribution, e.g. 

ks = −k1 + k2 + k3. (13.26) 

This direction is generally different from any of the directions of the exciting 
field, and we can therefore arrange Eq. (13.7) for the generation of a new field 
Ẽ(3) (y, ω; t2, t1) in a form  

∂ ̃E(3) (y, ω; t2, t1) 
∂y

+ γ (ω) ̃E(3) (y, ω; t2, t1) = iω 
2ϵ0cn(ω) 

P̃(3) (ω; t2, t1)ei(ks−k)y . 

(13.27) 

Here, ks = ks · yɅ (with y
Ʌ

representing a unit vector in the direction of the axis y) 
and P̃(3) (ω; t2, t1) is the amplitude of the third order polarization P(3) (r, ω; t2, t1) = 
P̃(3) (ω; t2, t1)eik·r. In all the expressions above we explicitly denoted the parametric 
dependence of the polarization on the delays between exciting pulses. It can be 
shown [4] that the generated field Ẽ(3) (y, ω; t2, t1) peaks sharply when the direction 
of the y-axis is chosen along the wave-vector ks. Very little or no field is generated 
in directions other than the given phase matching condition, Eq. (13.26). The class 
of experiments in which three pulses are used to generate a fourth field in a new 
direction is often denoted as four-wave-mixing experiments. If we orient the y-axis 
along ks and neglect the absorption (by setting γ (ω) = 0), Eq. (13.27) yields 

Ẽ(3) (y, ω; t2, t1) = iω 
2ϵ0cn(ω) 

P̃(3) (ω; t2, t1)y. (13.28) 

We assume that P̃(3) (ω; t2, t1) does not depend on the location (phase factor has 
already been accounted for), because we neglect the absorption of the exciting fields, 
too. The third order field Ẽ(3) (y, ω; t2, t1) thus grows with the distance travelled 
through the sample (note the factor y in Eq. (13.28)). The frequency dependence of 
the pre-factor can usually be neglected for the relatively narrow frequency interval 
defined by the laser pulse width, and we can assume that we measure the third order 
field Ẽ(3) (y, ω; t2, t1), which is a function of detection frequency ω, and the two delays 
t1 and t2 between the three exciting pulses, and which is directly proportional to the
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third order polarization as 

Ẽ(3) (h, ω; t2, t1) ≈ i P̃(3) (ω; t2, t1)h. (13.29) 

The signal field defined in Eq. (13.29) can indeed be experimentally determined 
and detected as a function of ω, which is conventionally denoted as ω3. It travels in 
a background free direction given by Eq. (13.26), where it is detected as a field with 
its phase and amplitude resolved in a scheme similar to Eq. (13.4) with the field E0 

replaced by a controlled field ELO, the so-called local oscillator. The remaining ques-
tion of the spectroscopic method outlined here is therefore: what kind of information 
is carried by the third order polarization P̃(3) (ω; t2, t1), and how to best represent this 
three-dimensional quantity, to make its content more obvious and useful. To answer 
these questions, let us first study its microscopic origin. 

13.2.7 Third-Order Response 

We have chosen to investigate the third-order polarization generating a field in the 
direction given by the combination of wave-vectors, Eq. (13.26). We will assume that 
the pulses are characterized by delta-like envelops centered at times τ1 = −t2 − t1, 
τ2 = −t2 and τ3 = 0. Because the signal is generated only after the third pulse 
arrives, setting time zero to the arrival of the third pulse ensures that the signal starts 
at t = 0. For simplicity, we assume equal amplitudes E1 = E2 = E3 = E0, equal 
frequencies ωp = ω1 = ω2 = ω3 and different wave-vectors k1, k2 and k3 for the 
three pulses. The delays t1 and t2 between the pulses are positive, i.e. the pulses 
arrived at the order 1 − 2 − 3. Let us now generate the state of the system up to the 
third order in electric field. 

The zero order state is the initial state of the system before any exciting field 
arrives, and it reads |ψ0(t) ⟩ =  Ug(t)|φ0 ⟩|g⟩. It is denoted in the upper left corner 
of Fig. 13.2 by its electronic part |g⟩ only. After the first pulse arrives, we obtain a 
state vector in the form of Eq. (13.17), composed of the zero order and the first order 
in the pulse with the wave-vector k1. The time t0 equals to t0 = −t2 − t1. The first 
pulse can only excite the system from the ground-state and correspondingly, only 
the factor eik1·r can appear. The state of the system after the action of the first pulse is 
depicted by the first grey layer (labelled 1) of the Fig. 13.2. When the second pulse 
arrives at the molecular system, it will perturb the zero-order term of the layer 1, and 
it will create a first order term with the same structure as in Eq. (13.17) in the layer 
labelled 2. We need to keep track of the fact that between the two pulses, the corre-
sponding state evolved on the electronic ground state. This fact can be expressed by 
two consecutive evolution operators, in this case Un(t + t2)Ug(t1)|φ0⟩, each repre-
senting the system evolving in a different electronic state. Evolution operators are also 
denoted in Fig. 13.2. We will continue building the theory of spectroscopic signals as 
if no spontaneous transitions between eigenstates of the molecular system occurred 
and we will fix the lack of such transitions phenomenologically, once the theory is



13 Ultrafast Two-Dimensional Spectroscopy of Photosynthetic Systems 369

complete. From now on, we will therefore use evolution operators Ug , Un and UM 

to describe evolution of the protein environment, when the system is in electronic 
states |g⟩, |n⟩ and |M ⟩, respectively, assuming e.g. that U (t)|e ⟩ =  Ue(t)|e ⟩. 

In the perturbed wavefunction, every occurrence of the wavevector with the posi-
tive sign means an excitation to the higher state, every occurrence of the wavevector 
with the negative sign means a deexcitation to a lower lying state. We will keep track 
of time as an argument of the wavefunction, and we will separate the time intervals 
between instances, in which the system was excited/deexcited to different electronic 
states, by a semicolon. After two interactions with light, we get several contribu-
tions, including the two second order ones |ψk1+k2 

2 (t + t2; t1)⟩ and |ψk1−k2 
2 (t + t2; t1)⟩

corresponding to excitation into the second excited manifold (phase factor ei(k1+k2)·r), 
and deexcitation back into the ground state (phase factor ei(k1−k2)·r), respectively. 

The last pulse with the wave-vector k3 arrives at t = 0, and it will produce 
the third grey layer of Fig. 13.2, which contains 12 numbered contributions. 
There are seven new contributions created by the third pulse, one first order 
term |ψk3 

1 (t; t1 + t2)⟩ (contribution 2 in Fig. 13.2), four second order contributions 
|ψk1+k3 

2 (t; t1 + t2)⟩, |ψk1−k3 
2 (t; t1 + t2)⟩, |ψk2+k3 

2 (t; t2; t1)⟩ and |ψk2−k3 
2 (t; t2; t1)⟩ (4, 

5, 7 and 8 in Fig. 13.2), and also two relevant third order contributions, both finishing 
in the first exciting band state |e⟩ and carrying the total phase factors ei(k1−k2+k3)·r 
and ei(k1+k2−k3)·r (contributions 10 and 12). The state of the system after interaction 
with three pulses up to the third order reads

Fig. 13.2 Construction of a three-times perturbed wavefunction of a molecular system. Three 
interactions with the electric field occur at times t = −t2 − t1, −t2 and 0. Initial state corresponds 
the electronic ground state and the corresponding initial state of the bath, i.e. it reads as |φ0⟩|g⟩. 
Each interaction adds a perturbed term to the original state, where the electronic state is shifted 
and a corresponding phase factor is added. In a three-level system of Fig. 13.1 there are twelve 
different contributions. Between the interactions, the state evolves by the evolution operator U (t). 
The response function of Eq. (13.33) is constructed by the contributions 2 and 11, which are stated 
explicitly including the evolution operators, but without spatial phase factors 
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|ψ3(t)⟩ =|ψ0(t + t1 + t2)⟩ +
|||ψk1 

1 (t + t1 + t2)
⟩

+
|||ψk2 

1 (t + t2; t1)
⟩

+
|||ψk3 

1 (t; t1 + t2)
⟩

+
|||ψk1+k2 

2 (t + t2; t1)
⟩
+

|||ψk1−k2 
2 (t + t2; t1)

⟩

+
|||ψk1+k3 

2 (t; t1 + t2)
⟩
+

|||ψk2+k3 
2 (t; t2; t1)

⟩

+
|||ψk1−k3 

2 (t; t1 + t2)
⟩
+

|||ψk2−k3 
2 (t; t2; t1)

⟩

+
|||ψk1−k2+k3 

3 (t; t1; t2)
⟩
+

|||ψk1+k2+k3 
3 (t; t1; t2)

⟩
+  · · ·  , (13.30) 

where the dots represent third order terms, where any of the pulses contributes twice or 
three times. Our task now is to calculate the component of the third order polarization 

P̃(3) (t; t2, t1) = ⟨ψ3(t)|μ|ψ3(t)⟩, (13.31) 

which has the correct phase factor given by Eq. (13.26). Because the first pulse must 
occur as −k1, and all other wave-vectors occur with a plus sign, we have only three 
possible terms of Eq. (13.30), which could be placed on the left of the operator μ in 
Eq. (13.31), namely ⟨ψk1 

1 (t + t1 + t2)|, ⟨ψk1−k3 
2 (t; t1 + t2)| and ⟨ψk1−k2 

2 (t + t2; t1)| 
(contributions 6, 7 and 11). These terms have to be complemented by other terms to 
form the required phase factor. The required component of the third order polarization 
therefore reads: 

P−k1+k2+k2 (t; t2, t1) =
⟨
ψ

k1 
1 (t + t1 + t2)

|||μ
|||ψk2+k3 

2 (t; t2)
⟩

+
⟨
ψ

k1−k3 
2 (t; t1 + t2)

|||μ
|||ψk2 

1 (t + t2)
⟩

+
⟨
ψ

k1−k2 
2 (t + t2; t1)

|||μ
|||ψk3 

1 (t)
⟩
. (13.32) 

The signal that we expect to appear in the direction kS (Eq. (13.26)) has three 
distinct components, which we will analyze in detail. All terms contain the factor E3 

0 
and the phase factor eiks·r. Just like the linear susceptibility, its nonlinear version is 
a tensor. It contains four dipole moment elements (three from the interactions with 
the fields and one because we take an expectation value of the dipole moment oper-
ator). The third order susceptibility (and the response function) is a tensor, which 
is multiplied by three vectors (three electric fields) to produce a single resulting 
polarization vector. If we assume that the molecules in each macroscopic point are 
randomly oriented, we can average over their random orientations. This produces 
a scalar factor, which depends on the polarizations of the incident pulses, and the 
polarization at which the signal is detected. The dependence of this factor on polar-
ization of the pulses can be utilized to selectively enhance or suppress contributions 
to the nonlinear response (see Polarization control in 2DES section below). For now, 
we will just assume that such factor Ω(e1, e2, e3, ed ), or simply Ω, exists. The last
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factor, which needs to be accounted for, is the imaginary factor i
 
, which comes 

with a plus sign when it belongs to the ket vector of the first order (like in |ψk3 
1 (t)⟩) 

and with a minus sign, when it belongs to a bra vector (such as ⟨ψk1 
1 (t + t1 + t2)|). 

Second order vectors always come with the factors − 1
 2 . For the first analysis, we 

will limit the number N of states in the first excited state band to one (n = e), and 
we will start with the response function: 

R2(t, t2, t1) =
⟨⟨

ψ
k1−k2 
2 (t + t2; t1)

|||μ · ed
|||ψk3 

1 (t)
⟩⟩

Ω
e−iks·r /E3 

0 , (13.33) 

where ⟨· · · ⟩Ω denotes averaging over the random distribution of molecular orienta-
tions. In Eq. (13.33), we divided the polarization by electric field, which yields the 
so-called response function, related by Fourier transform to the nonlinear suscepti-
bility. One can show that there are four types of response functions, conventionally 
denoted as R1, R2, R3 and R4. Equation (13.32) comprises three of four types of 
response. 

Before we look in detail to the other two contributions to the third order field in 
the direction ks, we will try to understand and interpret the response function R2. 

The wave-vectors kn in Eq. (13.33) reflect the history of interactions between the 
molecular system and light. First pulse, represented by the vector k1, excites the 
system from the electronic ground state |g⟩, second pulse deexcites the system back 
to the ground state, third pulse excites to the excited state and the polarization is 
generated by the transition dipole moment μge = dgenge between the ground- and 
excited states |g⟩ and |e⟩, respectively. Here, nge is a unity vector in the direction of 
the transition dipole and dge is its length. Different field interactions, however, enter 
the expression for the expectation value of the polarization from different “sides”. 
In order to understand the sequence of interactions, we will construct a diagram 
(Fig. 13.3a) visualizing the response function R2 of Eq. (13.33). In this diagram, the 
time runs from bottom to top. Each interaction on the left- and the right-hand sides 
of the diagram is marked by an arrow and a corresponding final state. The state is 
propagated by the corresponding evolution operator U (tn), which is also denoted in 
the diagram. Each arrow representing excitation, or deexcitation is labeled with the 
corresponding phase factor. At the top of the diagram, we form the expectation value 
of the dipole moment operator. The whole diagram, which represents the polarization, 
gets one more imaginary unity to produce the electric field (see Eq. 13.29). Collecting 
all these factors we can calculate the overall sign of the contribution, which turns out 
to be +1 for the response function R2g . We added an index g to distinguish pathways 
involving only state |g⟩ and |e⟩ from those involving the state |f ⟩ in addition to them. 
The latter pathway would be denoted as R2f .

Adding the factors a(t), which track the relative probabilities of finding the system 
in a particular electronic state, the response function of Eq. (13.33) reads as 

R2g(t, t2, t1) = −  
i

 3

||dge
||4 a∗ 

e (t1)ae(t)Ω⟨φ0|U + 
e (t1)U 

+ 
g (t2) 

U + 
g (t)Ue(t)Ug(t2 + t1)|φ0⟩, (13.34)
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a b  

Fig. 13.3 Diagrams corresponding to the rephasing response function R2 a and its non-rephasing 
counterpart, the response function R4 (introduced in the Rephasing and Non-rephasing Signals 
section below) b. The diagrams share the same spatial phase factor ks = −k1 + k2 + k3, in both the 
middle interval t2 (grey) corresponds to the evolution of the system on the electronic ground state, 
they differ however, in the order of the first two pulses

where we defined Ω = ⟨(nge · e1
)(
neg · e2

)(
nge · ed

)(
neg · e3

)⟩
Ω
. The influence of 

the environment can be evaluated exactly with a specific model of the environment 
[4]. Here, we will only try to understand the overall time dependence of R2 in order 
to provide an interpretation of nonlinear spectra. During the interval t1 the first pulse 
is absorbed. The dependence of the function R2g on t1 resembles a complex conju-
gated version of Eq. (13.20), from which we eventually calculated the absorption 
coefficient. The Fourier transform of Gn(t1) yields the absorption line shape Gn(ω1). 
The dependence of the factor R2g on t2 corresponds to the change of probability of 
finding the system in the excited state. We assumed preliminarily that no transitions 
between the states occur, and consequently we will assume that R2g does not depend 
on t2. Finally, the dependence of R2g on t resembles again Eq. (13.20), which enters 
the absorption coefficient, this time with the time dependent function Ge(t). This  
leads to a simplified expression for the response function R2g 

R2g(t, t2, t1) ≈ −  
i

 3

||deg
||4 a∗ 

e (t1)ae(t)Ge(t)G
∗ 
e (t1)e

−iωeg (t−t1) . (13.35) 

For the rest of our discussion, we will stay at this level of approximation. 
The other two response functions, which form the signal travelling into the direc-

tion kS are usually denoted as R3g(t, t3, t1) and R∗ 
1f (t, t3, t1), where the star is a part 

of the standard notation (see e.g. [6]), and it denotes complex conjugation. At our 
level of approximation, these response functions yield 

R3g(t, t2, t1) ≈ −  
i

 3

||deg
||4 a∗ 

e (t1)|ae(t2)|2 ae(t)Ge(t)G
∗ 
e (t1)e

−iωeg (t−t1) , (13.36) 

and 

R∗ 
1f (t, t2, t1) ≈ 

i

 3

||deg
||2||dfe

||2 a∗ 
f (t1)|ae(t2)|2 ae(t)Gfe(t)G

∗ 
e (t1)e

−iωfe t+iωeg t1 , (13.37)
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where Gfe(t) is connected by the Fourier transform with the line-shape Gfe(ω) of the 
absorption from the excited state |e⟩ into a higher excited state |f ⟩. 

The three contributions we have identified can be given an interpretation by iden-
tifying their overall signs and the excitation and deexcitation processes they describe. 
The responses R3g and R∗ 

1f originate from the excited state, the former adding to the 
signal and the latter subtracting from it, in other words, the former is in phase and the 
latter is out of phase with the generating field. Given the states, into which the system 
is promoted after the interval t2 by the action of the third pulse, (the ground state in 
the case of R3g and the higher excited state in the case of R∗ 

1f ), we can interpret the 
contribution R3g as a stimulated emission (SE). This yields a field which adds to the 
generating field. The response R∗ 

1f has a negative sign and therefore removes signal, 
i.e. it yields more absorption. It is correspondingly interpreted as an absorption into 
a higher excited state, the so-called excited state absorption (ESA). The remaining 
contribution, the response R2g , also adds to the exciting field, just like the stimulated 
emission, but it involves the ground state. It turns out that it can be interpreted as the 
so-called ground state bleach (GSB), i.e. the diminished absorption due to depletion 
of the ground state. SE, GSB and ESA are three basic types of signals known in third 
order nonlinear spectroscopy. 

We said that the response functions R3g and R∗ 
1f depend on time t2 only weakly, but 

this was conditioned by the requirement that there are no transfers between the states. 
If such transfers occur, the coefficients an(t) do change in time. If a state |n⟩ loses its 
population by a rate K , the probability of Pn(t) = |an(t)|2 decreases exponentially as 
Pn(t) = Pn(0)e−Kt . This means that an(t) must decay as an(t) = e−Kt/2(we defined 
an(t) so that an(0) = 1). We assume that such a process leads to a dephasing between 
different electronic states and correspondingly, if it occurs during the time interval 
t1 or t, it leads to an irreversible loss of the signal. When the transfer occurs during 
the interval characterized by time t2, it is assumed to occur simultaneously on both 
bra and ket sides of the response. The signal is lost from the state |n⟩, but it rises 
at a state |m⟩, if this is the state to which the system transferred. Assuming that the 
populations Pk (t) of excited states follow some set of rate equations with Kkl , the  
rate of energy transfer from |l⟩ to state |k⟩, we can define conditional populations 
Gkl(t2) = Pk (t2; Pl(0) = 1) that a state |k⟩ is populated at time t2 when the state 
|l⟩ was populated at t2 = 0 with probability 1. Using this quantity, we can account 
for the change of the excited state, from which the signal originates during the time 
interval t2. For the total probability to remain normalized, the rate Kkk (the case 
when k = l) must correspond to the negative sum of the rates from |k⟩ to all other 
states. We will use it to express coefficients an(t), as discussed above. To simplify 
our formulae, we absorb the corresponding decay factor into the function G. This  
results in an absorption lineshape, broadened by energy transfer processes, defined 
as G̃ng(t) = Gng(t)an(t) = Gng(t)e−Knnt/2. 

Now we will have a set of response functions for each pair of the excited states 
|n⟩ and |m⟩, e.g.  

Rnm 
3 (t, t2, t1) ≈ −  

i

 3

||dmg
||2||dng

||2 G̃m(t)Gmn(t2) ̃G∗ 
n (t1)e

−iωmg t+iωng t1 . (13.38)
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Similarly, for the excited state absorption response we get 

R∗nm 
1f (t, t2, t1) ≈ 

i

 3

||dng
||2||dfm

||2 G̃fm(t)Gmn(t2) ̃G∗ 
n (t1)e

−iωfmt+iωng t1 , (13.39) 

where f represents any of the two-exciton states |M ⟩. As we can see, the excited state 
absorption signal is also influenced by energy transfer in the excited state manifold. 
Equations (13.35), (13.38) and (13.39) give the polarization divided by the exciting 
field. According to Eq. (13.29), when this is multiplied by imaginary unit it yields 
the third order electric field, divided by the exciting field. This is how we define our 
time dependent signal: 

S(t, t2, t1) = Ẽ(3) (t, t2, t1) 
e−iks·r 

E3 
0 

= i
(
R2g(t, t2, t1) + R3g(t, t2, t1) + R∗ 

1f (t, t2, t1)
)
, 

(13.40) 

where the Ẽ(3) (t, t2, t1) is the time domain version of the field defined in Eq. (13.29) 
and the R functions represent the responses summed over all available excited states 
|n⟩ and |M ⟩. To single out individual contributions to the signal S, we will denote its 
parts using the same notation as for the responses, e.g. Snm 

2g = iRnm 
2g . In order to best 

represent the signal, Eq. (13.40), we consider its frequency-resolved detection 

S(ω3, t2, t1) = 2Re 
∞ʃ

0 

dtS(t, t2, t3)eiω3t , (13.41) 

in the so-called heterodyne detection scheme (see Description of the 2DES exper-
iment section). This Fourier transform yields absorption line-shapes Gn(ω3). Inter-
estingly, Fourier transform according to time t1 would yield a complex conjugated 
line-shape G∗

n (ω1), if we define 

S(ω3, t2, ω1) = 2Re 
∞ʃ

0 

dt 

∞ʃ

0 

dt1S(t, t2, t3)eiω3t−iω1t1 . (13.42) 

The signal component Snm 
3 now reads as 

Snm 
3g (ω3, t2, ω1) = 

1

 3

||dmg
||2||dng

||2 2ReGm(ω3)Gnm(t2)G
∗ 
n (ω1). (13.43) 

This is very close to be interpreted as a product of two absorption lineshapes 
(see for example Eq. 13.25). However, the fact that Gn appears in Eq. (13.43) in  
a complex conjugated form means that in the real part of the expression for Snm 

3g , 
we have contributions from imaginary parts of both complex line-shapes Gn and 
Gm. The components of the signal S3g(ω3, t2, ω1) do not look like products of two
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absorption lineshapes, and without further knowledge, the two lineshapes derived 
from Gn and Gm cannot be disentangled from Eq. (13.43). The problem would be 
solved, however, if we could find a signal contribution, which would look exactly the 
same as Eq. (13.43), except for the complex conjugation in Gn. Remarkably, such 
signal exists among the fields generated in the very same experiment, except for the 
reversed order of the first and the second pulses. Without going into details, we notice 
that reversing the order of the first and second pulses in the diagram of Fig. 13.3a 
leads to diagrams of Fig. 13.3b. The two diagrams differ in the complex conjugation 
on interval t1, only. Every signal contribution we discussed so far has its counterpart 
with the complex conjugated first t1 interval. 

We interpreted S3g signal corresponding to the response R3g as the stimulated 
emission (SE). Among all the available signal contributions, we can find a signal S1g 
(originating from the response function conventionally denoted R1g) which has the 
same stimulated emission interpretation, but carries a complex conjugated lineshape 
in the variable t1, so that we obtain a quantity such as 

S3,SE(ω3, t2, ω1) =
∑

nm

(
Snm 
3g (ω3, t2, ω1) + Snm 

1g (ω3, t2, ω1)
)

=
∑

nm 

1

 3

||dmg
||2||dng

||2 2ReGm(ω3)Gnm(t2)2ReGn(ω1) 

≈
∑

nm 

αm(ω3)Gnm(t2)αn(ω1). (13.44) 

This newly formed signal can be interpreted as a product of two absorption line-
shapes, although it represents a process of absorption on frequency ω1, followed by a 
SE on frequency ω3. Similarly, we get a signal for the GSB and ESA, by combining 
the signals from the directions kS with the order of pulses 1–2–3 and 2–1–3. The 
line-shapes αm(ω3) and αn(ω1) are connected by the conditional probability Gnm(t2) 
for the transfer of population from the state |m⟩ to |n⟩. The signal S3,SE(ω3, t2, ω1) 
thus correlates the absorption and emission frequencies, and allows us to observe 
excitation transfer as a function of the delay time t2. We often refer to the spectrum 
defined by Eq. (13.44) as the absorptive spectrum. If in Eq. (13.42), instead of the 
real part, we take the imaginary part of the response functions, we obtain a spectrum 
corresponding to the product of the absorptive lineshape αn(ω1) and a refractive 
(related to the refraction index n(ω) instead of absorption) lineshape ImGm(ω3). 
This spectrum is often denoted as the refractive spectrum. 

13.2.8 Rephasing and Non-rephasing Signals 

We have noticed in the previous section that only a spectrum constructed as a special 
combination of the third-order signals can be interpreted as an absorption–emission 
correlation plot. Only when each of the GSB, SE and ESA contributions to the signal
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in the direction of kS where combined with conjugated contributions travelling in 
the same directions except for the reverse order of the first two pulses, we obtained 
the signal as a product of two absorption spectra. The signal corresponding to the 
reversed order of pulses is obtained by substituting the negative of the time delay t1 
into Eqs. (13.36), (13.39) and (13.40). The signal in the direction kS , corresponding 
to the pulse k1 arriving first, is characterized by an overall time-dependent phase 
factore−iωmt+iωnt1 , in which the two phases evolve in the opposite direction. This 
type of signal is usually termed rephasing signal. It is responsible for the well-
known optical photon echo, because signals from molecules with different transition 
frequencies behave at the time t = t1 as if they all had the phase equal to zero. The 
signal measured in the direction kS , with the pulse k2 arriving first, is characterized by 
an overall time-dependent phase factore−iωmt−iωnt1 , which does not have the rephasing 
character, and it is correspondingly termed non-rephasing signal. We now have at 
least two possible classifications of nonlinear signals: a) three physical types of 
signals (GSB, SE and ESA), and b) the rephasing and non-rephasing signals. The 
latter two can be measured separately as they correspond to different ordering of 
pulses, but they have to be added in order to yield a spectrum with a suitable physical 
interpretation. The real part of the so-called total 2D spectrum (rephasing and non-
rephasing parts added) can be interpreted as an absorption–emission correlation plot. 
The word emission comprises also the effects of ground state bleach and excited 
state absorption, because they also correspond to a generated nonlinear signal with 
a specific phase. Furthermore, total 2D spectrum can be directly compared to more 
familiar TA spectrum (more about it in the Two-dimensional Electronic Spectroscopy 
section). 

13.2.9 Additivity of 2D Spectrum 

Linear signals, such as linear absorption have an important property that signals 
produced by many non-interacting systems are additive. This means that a spectrum 
of a mixture of two molecular species will correspond to a spectrum obtained by 
adding (with appropriate weights) the spectra of individual species. In a nonlinear 
signal, this cannot be in general expected. Nevertheless, it can be shown that 2D 
spectrum as conceived here is perfectly additive for non-interacting systems. The 
non-additivity can in fact be interpreted as a sign of interaction. One important 
consequence of additivity and an advantage gained by the 2D character of the spectra 
is the ability of 2D spectrum to reveal and to some extent overcome the inhomogeneity 
of the molecular ensemble on which we perform the measurement. Let us assume, 
for simplicity, a molecule with one transition |g ⟩ → |e⟩ with frequency ωeg . In a 
macroscopic molecular sample it is likely that individual molecules will differ slightly 
by their transition frequencies (following some distribution around the characteristic 
frequency ωeg). According to the theory presented here, the molecule which absorbs 
with frequency ωeg+δω will also emit on the same frequency. In fact, if we set t2 = 0 
this will be true also for molecules, which have more than one excited state, and could
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in principle undergo a transition to a different state for t2 > 0. Correspondingly, if the 
distribution of frequencies has the width comparable or larger than the lineshape of 
individual molecules, the 2D spectrum of an ensemble will become elongated along 
its diagonal line ω1 = ω3. Unlike in absorption spectrum, in the 2D spectrum one 
can distinguish the so-called homogeneous line-width originating from individual 
molecules, from the so-called inhomogeneous line-width which is produced by the 
disorder in an ensemble of molecules. The homogeneous lineshape can be read 
from the spectrum by looking at its anti-diagonal width, while the inhomogeneous 
lineshape is characterized by the diagonal width. This applies to both the positive 
(GSB and SE) and the negative (ESA) signals. 

13.2.10 Cross-Peaks for Monitoring Excitonic Energy 
Transfer 

Let us finally consider a molecular system, such as a photosynthetic antenna, 
composed of interacting pigment molecules. By interaction we mean mutual influ-
ence of molecular electronic transitions. We will roughly divide these interactions 
into two classes: first, the molecules interact weakly, so that their optical transitions 
are only weakly affected (we actually assume that they are not affected at all) but the 
molecules can exchange energy by some relatively slow energy transfer process. A 
typical example of this type of interaction is Förster resonance energy transfer. As a 
consequence of the weakness of interaction, the 2D spectrum at t2 = 0 will look like 
a spectrum of non-interacting molecules, but at t2 > 0, we will observe effects of 
energy transfer between the molecules. The second class of interactions will comprise 
all situations, in which the molecules interact strongly, such that the electronic tran-
sitions on the individual molecules are significantly affected by the interaction. We 
will discuss the situation frequently occurring in photosynthetic systems, namely 
that the individual molecular transitions combine to form delocalized excitons, i.e., 
states shared across several molecules. 

We will first discuss the weak coupling situation in a Donor–Acceptor dimer (see 
Fig. 13.4).

At t2 = 0 the spectra of two molecular species, which form the dimer, are additive, 
and we see only two diagonal peaks. To understand properly the origin of 2D spectra 
features marking the energy transfer in both the weak and the strong coupling limits, 
we need to explain in more detail, how the spectrum in a dimer case comes about. 
Figure 13.4 presents the dimer of molecules by two equivalent state diagrams. The 
diagram Fig. 13.4a represents the two molecules by their molecular states, while 
Fig. 13.4b shows  the  collective states of the dimer. By generalization of the problem 
to N molecules, we arrive at the band structure shown in Fig. 13.1a. The collective 
states can be always defined, no matter whether we work with states of interacting 
or non-interacting entities. A collective ground state is a state of the dimer, in which 
both molecules are in their ground states. The two collective singly excited states
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a b c d  

Fig. 13.4 Weakly coupled Donor–Acceptor dimer in the molecular states diagram a and the collec-
tive states diagram b. Throughout the figures we denote the Donor transition by blue arrow and the 
Acceptor transition by orange arrow. Different molecular states in both molecular and collective 
state diagrams are represented by different colors. At the bottom part of parts a and b: absorption 
spectrum and t2 = 0 2D spectrum of the dimer, and the t2 > 0 2D spectrum with a relaxation cross-
peak. In part c we demonstrate that the ground state bleach (GSB) and the excited state absorption 
(ESA) signals are composed from exactly the same transitions, leading to two signals, which differ 
only by the overall sign, and correspondingly they cancel each other—bottom section of part c. In  
Part d, energy transfer occurs with the energy transfer rate KAD (see Parts a and b), which leads 
to a new SE signal (left-hand-side of the Part d and a new ESA signal (right-hand-side of the Part 
d). Bottom section of Part d shows the composition of the Donor diagonal peak, and the transfer 
cross-peak. The grey arrows in the 2D spectrum denotes the tendencies of the signals to rise (arrow 
pointing up) or decay (arrow pointing down) with time

are states, in which one (or the other) molecule is excited, and there is also a doubly 
excited state, in which both molecules are excited. Such states can be formally formed 
by any number of molecules, however distant, interacting or non-interacting. Using 
the collective and the molecular state diagrams is completely equivalent in the non-
interacting case, however, the advantages of the collective picture become apparent 
when applied to strongly interacting systems, where the molecular state diagrams 
lose their validity entirely. 

Let us concentrate on the time t2 = 0 and the rephasing signal only. We have 
three contributions to the signal (GSB, ESA and SE), and we are interested in the 
contributions, which combine the two molecules (signal originating from one of the 
two molecules exclusively are already additive, and of no concern here). The GSB 
signal, for instance, can be formed from excitation and deexcitation on frequency ωD 

(pulses k1 and k2) and an excitation at the frequency ωA (pulse k3). This is denoted
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in Fig. 13.4c. The transition, which produces the signal, originates on the Acceptor 
molecule. Similarly, there is an excited state absorption contribution, which starts 
with two excitations on the Donor molecule at frequency ωD and ends with the 
Acceptor transition at frequency ωA. This contribution involves precisely the same 
transitions, and it yields the signal with the opposite sign to the one of the GSB. As 
a consequence, the two signals cancel. No cross-peak therefore appears in the 2D 
spectrum as presented at the bottom section of Fig. 13.4c. This cancellation of signals 
is exact and occurs for all combined diagrams involving any pair of non-interacting 
molecules. One might be inclined to conclude that these signals are therefore only 
a product of our theoretical apparatus, and have no reality on their own. However, 
recent experiments with fluorescence-detected 2DES experiment strongly suggests 
that we indeed deal with true cancelling signals [7, 8]. 

When energy transfer takes place in a system with weak coupling, the signal 
contributions involving the excited state (ESA and SE) decay. Simultaneously, new 
pathways emerge, generating SE and ESA from the state to which the system is 
transferred. The 2D spectrum with energy transfer at t2 > 0 is depicted in Fig. 13.4b, 
bottom section. Figure 13.4d presents the corresponding signals in a collective state 
diagram, from which we can see that the new signals occur on different detec-
tion frequency than the original ones (before the energy transfer). They therefore 
contribute to different ω3 frequencies. Bottom section of Fig. 13.4d demonstrates the 
composition of the energy transfer cross-peak, where there was originally a cancel-
lation between GSB and ESA signals. With the rise of the cross-peak, we can see 
a decay of the Donor diagonal peak. If the energy transfer is such that the Donor 
gets completely depleted at very long times, t2 → ∞, the Donor diagonal peak 
will be composed of the GSB and the completely transferred ESA. These signals 
will perfectly cancel, and the diagonal peak disappears, being effectively completely 
transfers into the cross-peak. 

13.2.11 Cross-Peaks for Monitoring Excitonic Coupling 

As we have seen, energy transfer in the weak coupling regime results in a cross-peak 
at t2 > 0. The absence of a signal combining the two molecules was a result of 
cancellation of certain GSB and ESA contributions. The cross-peak can also appear, 
if this cancellation is perturbed by the interaction between the molecules. Figure 13.5 
depicts just such a situation. Due to the strong resonance interaction, the transition 
dipole moments between the collective transitions are redistributed, and the ESA and 
the GSB on the cross-peaks both above and below diagonal do not cancel any more 
at t2 = 0 From now on, we will refer to the two states of the system as Upper and 
Lower states as the collective states cannot be strictly identified with the molecular 
states of the Donor nor the Acceptor and both correspond to their superpositions. The 
amplitude of the cross-peaks depends on the strengths and the mutual orientation of 
the transition dipole moments involved in the transitions. In general, however, one 
can conclude that the stronger the cross-peak, the stronger the coupling. 2D electronic
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spectroscopy observes the eigenstates of the system, and correspondingly the cross-
peaks do not directly reflect the coupling between the observed states, but rather their 
mutual correlation due to the fact that they are composed of the coupled localized 
electronic transitions. 

As the time t2 progresses, the peaks redistribute in a similar way as in the case 
of the weakly coupled molecules. In the case of weakly coupled molecules, all 
diagonal peaks corresponding to molecules, which lose their excitation either due to 
deexcitation or due to excitation transfer, will be absent at t2 → ∞. For a strongly 
coupled system, however, cross-peaks due to the exciton coupling remain present 
also at very long t2 times. 

In Fig. 13.6 we present all rephasing diagrams that lead to four peaks, assuming 
that there was a complete transfer of energy to the lower lying state. To gauge the 
relative strengths of the cross-peaks at long times, let us assume that the Upper 
state transition, which is strengthened in our case, has twice stronger absorption 
than the Lower state, i.e. it has a transition dipole moment by the factor of square 
root of two larger. The diagonal peak at the Lower state spectral region has the 
GSB and SE contributions, both produced by the dipole which was weakened by the 
coupling between the molecules. Let us assume this peak has a weight of one. The 
diagonal peak at the Upper state region has two contributions: ESA, composed of 
one strengthened and one weakened transition and a GSB contribution, produced by 
two strengthened transitions. The ESA will be twice as strong in absolute value as 
the Lower state peak on the diagonal, and the GSB will be four times as strong as 
the Lower state diagonal peak. The total positive amplitude of the Upper state peak

a b c  

Fig. 13.5 Strongly coupled dimer of molecules. a The resonance coupling between the molecular 
transitions (red double-sided arrow) leads to a level repulsion and formation of new collective 
eigenstates |e1⟩ and |e2⟩ of the dimer with new shifted transition frequencies ωe1 and ωe2 . Also  
the transition dipole moments of the transitions are redistributed depending on the strength of the 
coupling and the mutual orientation of the transition dipole moments of the involved molecules. We 
have chosen the situation in which the transition into the upper state is enhanced. In this case the 
ESA from the upper state is also enhanced. All enhancements are depicted by thicker arrows. The 
positions of the absorption and 2D diagonal peaks are shifted with respect to the uncoupled situation 
(depicted in Part b by dashed lines), and their amplitudes are changed. Part c shows the transitions 
corresponding to the lower-left cross-peak (ω1 roughly corresponding to Donor frequency). Clearly 
the ESA contribution is stronger than the GSB contribution to the cross-peak therefore it is negative 
(the cross-peak below the diagonal in b) 
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Fig. 13.6 Cross-peak amplitudes at very long t2 times for strong resonance coupling case. 
Assuming that the Upper state transition dipole moment was strengthened by the resonance inter-
action between Donor and Acceptor by a factor of

√
2 we obtain four positive peaks at very long t2 

times. The peaks in the upper row (Donor detection frequency ω3 ≈ ωD) are of excitonic origin, 
similarly to the cross-peaks appearing at t2 = 0 

will be (4–2 = 2) twice as large as the one of the diagonal Lower state peak. The 
cross-peak excited at the Upper state and emitted at the Lower state frequency has two 
positive contributions (GSB and SE), both twice as large as the Lower state peak. The 
total relative amplitude of this cross-peak is therefore four. Finally, the cross-peak 
excited at the Lower state and emitted at the Upper state frequency consists of ESA 
with a relative weight of one, and GSB with a relative weight of two. This cross-peak 
will have a total relative amplitude of one. In contrast to the weak resonant coupling 
case, we have non-zero cross-peaks at the Upper state detection (ω3) frequency, while 
assuming that the Upper state is entirely depopulated. The effect is clearly originating 
in the excitonic coupling between the molecules. The dependence of the cross-peak 
magnitude on the coupling between the pigments in the photosynthetic complex is 
highly non-trivial and we can only hope to determine the couplings indirectly by 
fitting the spectra to specific structural models. 

We have discussed in detail how the 2D spectrum reflects the energy transfer 
between individual electronic states in a molecular system. We have seen that not 
only the states and their time-dependent populations are revealed by the 2D spectra, 
but also certain correlations between the states, which originate in the delocalization 
of the observed states, due to the interaction between spatially distinct molecules. 
There are further details which can be learned from the spectrum. We can, for instance, 
follow the time evolution of the photo-induced time-dependent electronic coherence 
between the delocalized excited states of the photosynthetic system. The influence 
of these coherences on the 2D spectrum can be incorporated into our formalism by 
considering special types of nonlinear response, which involves a superposition of a 
pair of states during the delay t2 (unlike the responses considered here, which always 
correspond to a single state populated during the time interval t2). An important 
distinction is that the time evolution of a coherence between the two states leads 
to oscillations in the 2D spectra as a function the delay t2. Such nonlinear signals
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have been a subject of intense study in recent years [9, 10]. Their interpretation is, 
however, beyond the scope of this chapter. 

13.3 Two-Dimensional Electronic Spectroscopy 

2DES allows for a full determination of the third-order polarization induced by 
the excitation pulses in the sample. Thus both absorptive and refractive properties 
of the sample can be studied simultaneously. In the applications of the technique 
to investigate photosynthetic systems, only absorptive part of the signal is usually 
analyzed (the imaginary part of dielectric permittivity), because it directly relates to 
the molecular properties of the system under investigation, e.g. reveals populations 
of the electronic states. 

Even though 2DES is a third-order nonlinear optical spectroscopy technique, just 
like the more-standard TA, what distinguishes 2DES from other nonlinear spec-
troscopy techniques is that it provides an access to unprecedented amount of detail 
about the system under investigation [11]. 2DES has been inspired by the tremendous 
success of the multidimensional nuclear magnetic resonance spectroscopy [12], and 
similarly represents the measured signals on the 2D dimensional maps with excitation 
and detection frequency axes. Most importantly, this representation enables facile 
determination of correlations between different transitions (or resonances) detected 
in the system under investigation. These transitions can be excited both from the 
ground and higher states of the molecules. Another important aspect of the technique 
is that the correlation maps are obtained in a single experiment, and thus 2D spectra 
provide an overview of all the transitions present in the frequency range accessible 
in the experiment. In comparison, TA can usually provide the same information, but 
it requires measuring multiple spectra with tuned narrow-band excitation pulses. We 
are largely interested in observing dynamics of the system, following excitation by 
light, and this is revealed in 2DES by obtaining a sequence of the 2D spectra with 
changing population time, in analogy to TA measurements. Thus, the evolution of 
each spectral feature on the 2D map, related to the population of states and correla-
tions between the states, can be followed. This is arguably the most useful feature 
when studying PPCs. 

Besides studying population of different electronic states, another major applica-
tion of 2DES in photosynthesis research, as well as in molecular studies in general, 
is recording coherence signals. Coherences, which report on the degree of superpo-
sition of quantum states, appear in 2DES (and any other third-order nonlinear spec-
troscopy) measurements as spectral signatures oscillating with increasing population 
time. Because signals are spectrally resolved on excitation and detection frequency 
axes in 2DES, the spectral shapes and patterns of the coherence signals can be readily 
analyzed. This type of information is not accessible in TA or time-resolved fluores-
cence measurements. Analysis of these patterns allows, for example, for determining 
the physical origin of coherences. A reader interested in learning more about the 
potential role of coherences (especially electronic coherences) are referred to [10].
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Another advantage of the 2DES spectroscopy is that, in some implementations, 
polarization of each of the three excitation pulses, as well as of the detected signal 
can be controlled. In TA, in contrast, polarization of only two pulses, pump and 
probe, can be separately set. Thus intricate polarization schemes can be arranged in 
2DES permitting a range of different anisotropy measurements. These, in turn, enable 
reducing the number of signals contributing to 2D spectra, which otherwise can be 
highly congested. Applications of polarization-controlled 2DES include filtering out 
only certain coherence signals, or enhancing correlation signals (see Polarization 
control in 2DES section below). 

13.3.1 Implementations of 2DES 

There are several implementations of 2DES, some of which use direct detection of 
the optical field. Others rely on measuring the so-called action signal of one kind 
or other (for an overview see [13]). In the most common implementation of the 
action-detected 2DES, fluorescence signal is measured [14], however, detection of 
photocurrent [15], photo emitted electrons [16] and ions [17] have been realized 
as well. In terms of generating necessary time delays between the pulses, some 
2DES techniques use mechanical delay stages, others use pulse-shapers. There are 
also different implementations with respect to the geometrical arrangement of the 
exciting beams: collinear, pump-probe geometry (involving two beam directions), 
and fully non-collinear. In this chapter we will focus on the 2DES implementation, 
which detects coherent optical signal and exploits fully non-collinear geometry of a 
four-wave-mixing experiment. This is the type of 2DES technique, which is employed 
very broadly for studying photosynthetic and other molecular systems. 

13.3.2 Description of a 2DES Experiment 

In standard 2DES experiments, three pulses are used for the excitation of the sample 
and provide three interactions with the system (Fig. 13.7, also see  Third order 
response section). The fourth pulse, the so-called local oscillator (LO), is used for 
implementing heterodyne detection of the emitted signal. First, two pulses are gener-
ated by making a pulse replica with the help of a plate beamsplitter, and then a trans-
mission grating (or alternatively another plate beamsplitter) is employed to split each 
of these pulses into further two, thus generating two pulse pairs k1&k2 and k3&kLO. 
The direction of the generated signal in the sample is dictated by the phase matching 
condition ks = −k1 + k2 + k3. The LO pulse is send collinearly (usually through 
the sample) with the signal (Fig. 13.7).

The LO and the signal are then spectrally dispersed in a spectrometer and their 
interference is recorded by a multichannel detector, such as a CCD. Spectral inter-
ferometry is used to extract full information about the signal, i.e. its amplitude and
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Fig. 13.7 Arrangement of the pulses in time and in space in the standard non-collinear 2DES 
experiment

phase. Two time delays, denoted as coherence time, t1, and population time, t2, are  
varied during the experiment (Fig. 13.7). In spectral interferometry procedure, back 
and forward Fourier transforms are carried out with an appropriate windowing in 
the time domain to extract signal dependence on the detection frequency ω3 . The  
excitation frequency, ω1, dependence is obtained by scanning coherence time t1 and 
performing Fourier transform along it. In any 2DES experiment there is a stringent 
requirement regarding the accuracy of the time delays t1 and tLO. The former is 
often scanned by gradually inserting a glass wedge into the beam path, which can 
provide attosecond resolution. The phase stability between pulses in pairs k1&k2 and 
k3&kLO is assured by the geometry of the setup and the use of a transmission grating 
beamsplitter [6]. 

To obtain the total 2D spectrum, which is the sum of the rephasing and non-
rephasing parts [4] (see also  Rephasing and non-rephasing signals section) the coher-
ence time, t1, has to be scanned to both negative and positive ranges. It is important 
to note that only the total absorptive 2D spectra provide intuitive presentation of the 
signals, and allows for straight forward comparison to TA signals. For 2DES studies 
of photosynthetic systems the coherence time t1 is typically scanned in the range of 
±50 (ambient temperature) to ±500 fs (cryogenic temperature). Population time is 
usually scanned with the help of a mechanical translation stage, which can easily 
achieve accuracy of <2 fs and a scanning range of 1 ns. The time resolution of the 
2DES experiment depends on the length of the pulses employed and typically is <20 
fs. The frequency range covered in 2DES depends on the bandwidth of the pulses and 
often spans the wavenumber range of >1000 cm−1. In most experiments, replicas of 
a pulse with the same spectrum are used, but two-color 2DES has also been imple-
mented [18], where k1&k2 pulses have one spectrum and k3&kLO another. In this
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way carrying out several single-color and two-color 2DES experiments enables for 
correlating optical transitions in any spectral region of interest. 

The spectral resolution on the excitation frequency axis, ω1, in the 2DES experi-
ment is given by the scanning range of the coherence time, whereas resolution of the 
detection frequency axis, ω3 is usually limited by the windowing function applied in 
the time domain to reject noise and to extract the signal from spectral interferograms. 
Typical resolution on the two frequency axes is in the range of 20 – 80 cm−1. The  
common practice in the 2DES community is to use Fourier zero padding interpo-
lation to upscale the true resolution, which produces smooth 2D spectra, which are 
visually more appealing. 

Since 2DES is a phase-sensitive technique and the phases of laser pulses are 
imprinted on to the signal (see the Reaction of a molecular system to an ultrashort 
pulse section), the absolute phase of the signal has to be known to extract the real 
(absorptive) and imaginary (refractive) parts of the signal. To obtain the absolute 
phase of the signal the time delays t1 and tLO have to be known with the absolute 
accuracy, which is highly challenging. Therefore, 2D spectra are generally “phased” 
by comparing to a signal which is intrinsically phased. The projection-slice theorem 
of multidimensional Fourier analysis is used [19] and appropriate projection of the 2D 
spectrum is compared to the TA signal measured under the same conditions. TA is a 
self-heterodyne technique, where, in the response functions formalism language, the 
first two interactions come from the pump pulse and therefore have the same phase, 
and the third interaction together with the LO are provided by the probe pulse, again 
having the same phase. Thus TA reports absorptive part of the signal in a manner 
similar to linear absorption (see Eq. (13.4)). 

2DES is not self-normalizing technique and therefore each of the three interactions 
with laser pulses “imprints” the laser spectrum on the signal. In principle, this can be 
corrected for, but a common practice is to report the 2D spectra without normalization 
and in the electric field units. Thus care has to be taken when comparing 2D spectrum 
projections to TA signals, which are independent of the probe spectrum and are 
reported as unitless differential absorption or transmission. 

13.3.3 Polarization Control in 2DES 

As already mentioned, 2DES allows for individual control of polarizations of all 
four interactions with the field. Setting different linear polarization can help to 
suppress and enhance different signals that correspond to certain interaction path-
ways. The signal selection principle is based on the orientational averaging over all 
the molecules or molecular systems present in the sample, which is usually isotropic. 
This averaging results in different orientational factors for different response func-
tions, some of which can be enhanced, suppressed or even eliminated. If polarization 
of four pulses (fields) are a, b, c, d, and orientation of transition dipole moments 
that each fields interact with for any response signal are α, β, γ, δ , the orientational 
factor Ω (in Third-order response section, Eq. (13.33) we introduced this factor for
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a special case of a = e1, b = e2, c = e3, d = ed and α = β = γ = δ = neg) 
of a particular signal will be Ω = ⟨aαbβcγ dδ⟩ [20]. It can be expressed in terms 
of projections between relative polarization orientations of laser pulses and relative 
polarization between transition dipole moments as

⟨
aαbβcγ dδ

⟩ = 
1 

30

{⟨
cosθαβcosθγ δ

⟩
(4cosθabcosθcd − cosθaccosθbd − cosθad cosθbc) 

+ ⟨
cosθαγ cosθβδ

⟩
(4cosθaccosθbd − cosθabcosθcd − cosθad cosθbc) 

+ ⟨
cosθαδcosθβγ

⟩
(4cosθad cosθbc − cosθabcosθcd − cosθaccosθbd )

}

Here θij are the angles between any of the corresponding vector directions and ⟨⟩
denotes the orientational averaging. This equation allows for determining the orien-
tational factor for any signal. The most useful observation here is that depending on 
the polarization sequence used in the experiment, some of the signals will have the 
orientational factor equal to zero, and thus can be completely suppressed. 

Let us assume two weakly coupled transition dipoles (1 and 2). In this situation 
we excite localized molecular energy states. Let us consider only a few sequences 
of transition dipoles interrogated by pulses, namely: (1111), (1122), (1212) and 
(1221), and also the ones that can be obtained by exchanging all 1s to 2s and 2s to 1s. 
Considering the order of pulse-matter interactions in the nonlinear responses (see e.g. 
Figure 13.4 in the Cross-peaks for monitoring excitonic energy transfer section), it is 
easy to see that (1111) corresponds to the diagonal peaks, including both GSB and SE 
contributions, as well as purely vibrational coherences [21]. (1122) corresponds to 
energy transfer and correlation cross-peaks, whereas (1212) and (1221) correspond 
to coherence signals, which require first two interactions to be of different frequency 
and with different transition dipole moment orientations. 

Using considerations regarding symmetries of the signals, some laser polariza-
tion sequences can be identified, which are the most useful for obtaining targeted 
information. The most commonly used polarization sequence is (0° 0° 0° 0°). Since 
in the standard experiment polarizations of all laser pulses are anyway parallel to 
each other, it is easy to set and usually results in the strongest signals in 2D spectra. 
However, this polarization sequence does not provide any signal selectivity and the 
measured signal is sensitive to depolarization of the signal, for example due to the 
rotation of the molecules in solution. Better polarization sequence to study popu-
lation dynamics is the magic angle set (54.7° 54.7° 0 °0°), which does not provide 
any signal selectivity either, but does not suffer from the sensitivity to depolarization 
effects. 

We list a couple of polarization sequences, which provide selectivity for particular 
signals: the cross-peak specific SCPS = (60° −60° 0° 0°) and the double crossed 
polarization SDC = (45° −45° 90° 0°). SCPS removes all (1111) type contributions, 
and therefore only cross-peaks should preferentially remain in the spectra [22]. It 
should be noted that the same signal can be reconstructed from the two standard 
measurements (0° 0° 0° 0°) and (90° 90° 0° 0°) [23]. Unlike SCPS, which does 
not have a clear phasing procedure (see the Description of the 2DES experiment
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section), the latter two are straightforward to phase. However, the challenge when 
using two or even more different polarization sequences, which are then used in a 
linear combination, is to keep the relative amplitude of each measured sequence the 
same. 

The SDC polarization sequence is even more selective, as it additionally removes 
the (1122) contributions and only the (1212) and (1221) type signals remain [22, 24]. 
Closer inspection reveals that only electronic coherences or coherences excited via 
vibronically coupled transitions contribute to the signal in these experiments. Any 
monotonously decaying signals, corresponding to population dynamics, or purely 
vibrational coherences are strongly suppressed. This polarization sequence is espe-
cially well suited for studies of inter-exciton coherences and vibronic coupling in the 
molecules and molecular systems. 

13.3.4 Potential Challenges for 2DES 

It should come as no surprise that such a complex spectroscopy technique, as 2DES, 
comes with a whole array of potential artefacts, and only the most common will 
be mention here. First, even though 2DES is a background free method, scattering 
from the exciting pulses poses a serious problem, since measured signals are usually 
orders of magnitude weaker. One method which has been successfully employed to 
enable measurements of scattering media, such as whole cells, is double-frequency 
lock-in detection technique [25]. 

Another challenge is the presence of contributions from the signals coming from 
“incorrect” ordering of pulses during the pulse overlap. These signals can be much 
stronger than the “proper” ones from the correct pulse ordering, especially when 
detecting very week signals in polarization-selected sequences (see the section above) 
[26]. Contribution from the incorrect pulse ordering artefacts dominates in the pulse 
overlap region. However, because of often unfavorable relative signal amplitudes, 
as well as pulses having wings in their temporal profile, they can be detected well 
outside the pulse overlap window. Prominent presence of such signals in the negative 
population time range (usually within the optical dephasing time of the system), 
also means that there is no clean onset of the signals of interest when crossing the 
population time zero, whereas such signal onset is clearly seen in TA or time-resolved 
fluorescence measurements. The possible way to deal with incorrect pulse sequence 
signals is to explicitly take them into account when modeling 2DES signals. 

The third challenge is the presence of the so-called non-resonant nonlinear signals 
in the pulse overlap range [27]. These are dominated by the cross-phase modulation 
signals from the solvent and glass walls of the optical cell. These artefacts are third-
order nonlinear signals and therefore scale in the same way as 2DES signals. Thus 
reducing intensity of laser pulses does not result in their suppression. Fortunately, 
because of their non-resonant nature, these signals are not present at all in the action-
detected 2DES.
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The common way of dealing with incorrect pulse ordering and non-resonant 
signals in coherent 2DES is by removing the pulse overlap region from consid-
eration. This, of course, then excludes studying dynamic processes on the time scale 
comparable with the pulse length. 

13.4 2DES Application Examples to Photosynthetic 
Aparatus of Green Sulfur Bacteria 

We have described theoretical background and experimental details of carrying out 
2DES studies of molecular systems. In the following we provide a couple of illus-
trative applications of 2DES to the studies of photosynthetic systems. Here we will 
focus on photosynthetic apparatus of green sulfur bacteria (GrSB) Chlorobaculum 
tepidum, which is an anoxygenic photoautotroph found in hot springs. Represen-
tatives of GrSB thrive at the see bottom near the back smokers, where light levels 
are extremely low, and therefore it can be assumed that these organisms evolved to 
capture and utilize scarcely available light very efficiently. Photosynthetic apparatus 
of these organisms, schematically depicted in Fig. 13.8 comprise light-harvesting 
antenna chlorosome, energy-transfer complex Fenna-Matthews-Olson (FMO) and 
RC. It has been estimated that about 30 RCs and 60 FMO complexes are connected 
to one chlorosome [28]. 

Fig. 13.8 Schematic depiction of the photosynthetic apparatus found in green sulfur bacteria. 
The chlorosome is located on the cytoplasmic side of the membrane. The electron shuttles that 
complement the electron transfer chain, ferredoxin and cytochrome c, are not shown. Adapted with 
permission from Zigmantas et al. 2022. Copyright (2022) AIP Publishing
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Chlorosome is the biggest light-harvesting antenna found in nature as it contains 
hundreds of thousands of bacteriochlorophyll (Bchl) molecules, which are self-
aggregated in lamella and rod-like structures. Since the choromophores are tightly 
packed, excitations in chlorosome form excitons delocalized over multiple Bchl 
molecules. Because of the high density of molecules, chlorosome features a very 
high absorption cross section and serves as extremely efficient antenna. At the side of 
the chlorosome facing the FMO complexes, a semi-two-dimensional structure, called 
baseplate, is found. The structure of baseplate is comprised of the monomeric protein 
units binding Bchl a molecules. Since the states found in the baseplate are lower in 
energy than those found in the chlorosome aggregate, light absorbed anywhere in 
the chlorosome aggregate is eventually transferred to the baseplate. 

Electron microscopy studies indicate that the FMO complexes are found just 
above the membrane in between the baseplate and the RCs [28, 29]. From FMO 
the excitation energy is transferred to the RC, where the charge separation takes 
place. Whereas the primary electron donor in the reaction center is the “special pair” 
formed by two Bchl a molecules, the final electron acceptors are iron-sulfur clusters. 
Electron donor and acceptor are located at the opposite sides of the photosynthetic 
membrane. 

One of the goals of the primary photosynthetic functions studies is to track the 
energy transfer through the whole photosynthetic apparatus. This entails resolving 
the energy transfer rates and efficiencies both inside each of the constituting parts 
and in between them. During the past few decades each subunit of the photosyn-
thetic machinery of GrSB has been extensively studied using various spectroscopic 
techniques. Here we highlight 2DES studies of the FMO complex and of the intact 
photosynthetic unit at cryogenic temperatures. 

13.4.1 Excitonic Structure and Energy Transfer in the FMO 
Complex 

Owning to the fact that the FMO complex structure has been determined in seventies, 
and due to its relatively small size amendable to modeling, it has been one of the 
favorite objects for time-resolved spectroscopy studies in photosynthesis. Perhaps 
not surprisingly the first 2DES measurements on the biological systems were carried 
out on FMO. This study demonstrated the ability of 2DES to clearly show correlations 
between excitonic transitions [30]. 

The FMO complex comprises three identical protein units, each binding eight 
Bchl a molecules (Fig. 13.9a). The distances between the pigments in FMO are 11 
Å and larger, which are short enough for Bchls to form a manifold of exciton states 
with transition energies found in the rage of 780 to 835 nm (11,980–12,820 cm−1) 
(Fig. 13.9b).

In a more recent FMO 2DES study at 77 K, polarization sequences and global 
analysis of the 2D data were employed with the aim to gain more accurate electronic
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Fig. 13.9 a arrangement of the Bchl a molecules in an FMO monomer. Ellipses indicate the delo-
calization of the exciton states. b: absorption spectrum of FMO at 77 K c: Absorptive magic angle 
2D spectra measured at 77 K at indicated population delays. Dashed lines indicate excitonic ener-
gies. Adapted with permission from Thyrhaug et al. 2016. Copyright (2016) American Chemical 
Society

structure and the full network of energy transfer pathways [23]. Representative 2D 
spectra measured at 100 fs, 5 ps, and 1 ns are shown in Fig. 13.9c. Some information 
about the FMO complex can be gained directly by inspecting these 2D spectra. We 
recall here that the signals, which are seen in the 2D spectra, correspond to the 
electronic Hamiltonian eigenstates, which are exciton states in the case of FMO (see 
the Photosynthetic complexes as open quantum systems section). First, the abundance 
of the cross-peaks shows ubiquitous correlations between different exciton states, 
which implies presence of the coupling between the Bchl molecules (see the Cross-
peaks for monitoring excitonic coupling section). In particular, occurrence of the 
positive cross-peaks above the diagonal directly reports on exciton correlation. In any 
of the shown 2D spectra, these cross-peaks are clearly visible between exciton states 
1–2, 1–4 and 2–4. Additionally, excitonic coupling can be explored by inspecting 
the late population time, when all the energy relaxation within the exciton manifold 
is finished (~3 ps in the case of FMO). If there was no excitonic coupling, the only 
positive signals present in the 1 ns 2D spectrum would be GSB and SE contributions 
on the lowest row, corresponding to the detection frequency, ω3 of the 1st exciton. 
The clearly visible multiple peaks both on and off the diagonal again point to the 
appreciable excitonic coupling between the molecules. We would like to note here 
that presently a direct quantitative evaluation of the excitonic coupling from the
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amplitudes in 2D spectra is not attainable. However, coupling strength could be in 
principle estimated by carrying out full modelling of the system and fitting 2D spectra 
(see Cross-peaks for monitoring excitonic coupling section). 

The second question regarding the FMO complex addresses electronic structure. 
Using excitonic calculations of FMO, absorption spectrum has been modelled and 
exciton state energies extracted [31]. This can be refined using 2DES data, because 
the presence of multiple correlation peaks allows for reading out of the energy states 
directly. For this purpose, cross-peak specific polarization sequence SCPS has been 
employed (see the Polarization Control in 2DES section), which removes strong 
diagonal peak contributions and allows for more clear “triangulation” of the cross-
peaks. Analysis of both the diagonal and off-diagonal peaks in the 2D spectra obtained 
with different polarization sequences enabled determination of all the exciton states. 
This includes the eighth exciton (corresponding mostly to the 8th Bchl a), which 
was elusive for a long time. Via the correlation of the 8th exciton transition to the 
exciton 3, it was found that its energy is the highest of all the transitions in FMO, 
and is found at 12,750 cm−1 (784 nm). 

Finally, with the exciton energies and their correlations in place, energy transfer 
network through the FMO complex could be determined. This information is encoded 
in the evolution of the 2D spectrum with the population time t2 from which one could 
in principle determine the complete information on the excited state dynamics. Even 
after a quick glance at the three 2D spectra presented in Fig. 13.9c, the downhill 
energy transfer can be recognized as weakening of the diagonal peaks and appear-
ance of the cross-peaks below the diagonal. The latter peaks originate for the SE 
signals from the lower exciton states being populated by the energy transfer from 
the initially excited higher energy states. Tracing evolution of various peaks in the 
2D spectra provides energy transfer rates and pathways. The best way to analyze 
the energy transfer network is to apply global analysis to the complete sequence of 
the measured 2D spectra. In [23] it was done by carrying out the global fitting of 
kinetic rate equations connecting each exciton state with all others. This procedure 
requires data with good signal-to-noise ratio, and, if successful, provides unique 
solution to the kinetic problem. For the FMO complex full energy transfer network 
was thus determined using global fitting. It should be mentioned that most of the 
energy transfer rates have been obtained earlier by TA spectroscopy. However, in 
[23] a full energy transfer network was obtained for the first time for any light-
harvesting complex. The pairwise energy transfer rates between exciton pairs were 
found to proceed largely on sub-picosecond timescales, and ranged from 16 to 0.7 
ps−1. “Multi-branching”, interconnected network of energy transfer pathways, where 
each state may transfer its population to a number of other states, was revealed. The 
energy flow branching is governed by the spatial location of excitons in the complex 
and their overlap. Knowing full energy transfer network, energy flow through space 
in the FMO complex can be visualized [10]. 

Yet another piece of information regarding the energy transfer was gained by 
observing the change of the lineshape of the lowest exciton peak. FMO complexes 
form trimers, where the distance between pigments in different monomers are larger 
than closest distances inside each monomer. Still, excitation energy can equilibrate
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between the different monomers in the trimer. By closely inspecting 2D spectra in 
Fig. 13.9c it can be seen that the lowest exciton diagonal peak in the 1 ns 2D spectrum 
is much more round than in the 100 fs or 5 ps spectra. The loss of diagonal elongation 
indicates the loss of excitation frequency memory, and this is exactly what is expected 
when energy is exchanged between the FMO monomers in the trimer, because each 
can have slightly different lowest exciton energy. From the lineshape dynamics it 
was estimated that the internal energy equilibration within the trimer was ~25 ps. 

13.4.2 Energy Flow Through the Intact Photosynthetic Unit 
of Green Sulfur Bacteria 

The ultimate goal of the spectroscopic studies of photosynthetic light-harvesting is to 
obtain the full information about the energy transfer pathways, rates and efficiencies 
in the intact photosynthetic apparatus. This is a daunting task for any spectroscopic 
method, because it entails measuring the whole photosynthetic organism or intact and 
fully-functioning parts of it. Because cells are opaque and contain many organelles, 
which have dimensions comparable to the wavelength of light, they are infamous 
for their scattering properties. Time-resolved fluorescence spectroscopy is tolerant 
to scattering and was therefore previously employed for measuring either the intact 
photosynthetic cells or photosynthetic membranes containing most of the photosyn-
thetic apparatus [32, 33]. However, in this method the excitation frequency reso-
lution is poor, only emitting species are detected, and time resolution is limited. 
These shortcomings restrict the information that can be obtained on energy transfer 
processes. 

2DES spectroscopy has the ability to correlate all the (allowed) transitions covered 
by the laser spectrum, thus each energy transfer pathway can be resolved inside 
the photosynthetic complexes and between them, if they have spectrally separable 
features. The scattering problem of the intact cells can be overcome by implementing 
scatter-resistant 2DES techniques (see for example [25]). Here we present an example 
of the 2DES study at 77 K of intact cells of GrSB Chlorobaculum tepidum [34], the 
photosynthetic unit of which is depicted in Fig. 13.8. The 2D spectra measured at 
selected population times from this study are shown in Fig. 13.10.

First, the 2D spectrum at early population time (30 fs) can be inspected. Here 
mostly diagonal features are observed, which correspond to absorption bands of 
the intact cells. The transitions that can be clearly identified correspond to a broad 
band of the chlorosome aggregate, three transitions of the FMO complexes and one 
peak of RC. Thus in photosynthetic unit of GrSB (Fig. 13.8) all major complexes 
connected in the energy transfer chain are spectrally separable. We note that the 
chlorosome baseplate signal “hides” below the FMO transitions, and thus cannot be 
probed separately. Additionally, besides the lowest energy transition seen at 11,950 
cm−1 in Fig. 13.10, RC features several more transitions from the RC antenna part, 
which overlap with stronger transitions of the FMO complex.
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Fig. 13.10 Normalized absorptive 2D spectra of the intact GrBS cells at indicated population times 
measured at 77 K. The horizontal and vertical lines indicate the distinct peaks, corresponding to 
transitions in the reaction center (A), FMO complex (B–D) and chlorosome (E). The excitation 
energy transfer is seen with increasing population times as a decay of the diagonal peaks and rise 
of the cross-peaks below the diagonal. Adapted with permission from Dostál et al. 2016. Copyright 
(2016) Macmillan Publishers Limited

By inspecting 2D spectra at different population times the energy transfer can 
be mapped through the whole photosynthetic unit. Note that the sequence of 2DES 
allows for simultaneous tracking of energy transfer after excitation to any of the 
subunits. For example, if the FMO excitation range is explored (excitation frequen-
cies B, C, D in Fig. 13.10) similar exciton relaxation dynamics can be observed as 
presented in the 2DES study of isolated FMO complexes above. However, in addition 
to that, energy transfer to the RC can be observed as the appearance of weak cross-
peaks at B1, C1 and D1. To follow the energy flow through the whole system, the 
2D spectral range where the chlorosome is excited (excitation frequency E) has to be 
explored. Here, with increasing population time, it can be seen how the chlorosome 
diagonal peak disappears and the cross-peaks at FMO detection frequencies (2,3,4) 
appear. The final energy transfer step from FMO to RC is obscured here. 

To get the clearer picture of all the energy transfer steps and rates, global analysis 
has to be employed. Here decay associate spectra (DAS) analysis was carried out 
[35]. This type of analysis globally fits all points in the 2D spectra by a sum of expo-
nential functions. The outcome is that for each exponential decay or rise component 
an amplitude is assigned for each point in the 2D spectra, which together form a 
DAS spectrum. Thus one gets several 2D DAS, with corresponding exponential time 
constants. By applying DAS analysis to separate 2D spectral regions of the intact 
cells data the following energy transfer steps have been identified and characterized: 

(1) Energy relaxation within the chlorosome aggregates: 100 fs – 1 ps. 
(2) Chlorosome aggregate → baseplate → FMO energy transfer: ~70 ps.
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(3) Energy relaxation within FMO: 0.1–25 ps. 
(4) Energy transfer FMO → RC: ~17 ps. 
(5) Charge separation and other processes in RC: <1 ps. 

Thus the full picture of the energy transfer through the photosynthetic unit has 
been revealed. It was ascertained that energy transfer within the complexes is much 
faster than in between them, which identified potential energy flow bottlenecks. 
Substantial part of the information, especially regarding the energy transfer within 
the complexes has been known from previous studies, only the transfer steps marked 
in bold were revealed for the first time. 

One interesting observation regarding the energy transfer in the photosynthetic 
unit of GrSB is that while energy is transferred with efficiency close to unity from 
the chlorosome to FMO, 25% of excitations get “stuck” on the FMO complexes 
and do not transfer to RC. This is puzzling, because in the organism that evolved 
to survive in extremely low-light conditions it is expected that the energy transfer 
processes are highly optimized. Interestingly, in all the other studies of energy 
transfer between FMO and RC, mostly in FMO-RC complexes, estimated energy 
transfer efficiency has been similar or even lower, see for example [36]. This raises 
an intriguing question – how important was for photosynthetic organisms to develop 
highly-efficient energy harvesting machinery during evolutionary process. Perhaps 
other evolutionary drives ensuring survival of species have been more important. 

13.5 Summary and Outlook 

In this chapter we provided theoretical background for the description and under-
standing of 2DES signals from molecular systems. We also discussed aspects of 
experimental implementation of 2DES. By providing a couple of examples of appli-
cation of 2DES to study photosynthetic systems we demonstrated the wealth of 
information that can be learned about the functions of photosynthetic machinery. This 
includes identifying exciton coupling between pigments, energy transfer pathways, 
rates and efficiencies. We focused on the studies of population dynamics directly 
related to the understanding of the energy harvesting function of photosynthesis. 
Even though coherence studies in photosynthesis garnered a lot of attention recently, 
we left them out of the present discussion, because their direct role for photosynthetic 
functions is highly uncertain [10]. 

Theory, experimental implementations and analysis tools of 2DES are constantly 
developing. This spectroscopic method will certainly keep revealing new infor-
mation about photosynthetic systems in the future. Novel developments of 2DES 
include microscopy applications, which enable studies of inhomogeneous properties 
of photosynthetic complexes. Polarization control schemes in 2DES will be likely 
more widely employed to reduce the congestion and reveal weaker, but more infor-
mative signals. We also think that detection and analysis of coherence signals will 
be used more as a tool for learning subtle properties of biological systems, such as
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identifying [37] and eventually quantifying mixing of electronic and nuclear degrees 
of freedom (vibronic mixing) and understanding its role for energy and electron 
transfer processes. Future 2DES studies of intact photosynthetic units, preferably at 
physiological temperatures, will help us to obtain more holistic picture of primary 
photosynthetic functions of light harvesting and charge separation. 
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Chapter 14 
Vibrational Coherence and Tunneling 
in Proteins 

Abdelkrim Benabbas and Paul M. Champion 

Abstract This chapter discusses the use of vibrational coherence and ultrafast 
wide-dynamic-range population kinetics to probe biological molecules. We show 
how impulsive stimulated Raman scattering can be used to develop the method of 
vibrational coherence spectroscopy, which reveals both the structural and functional 
aspects of the difficult to detect low-frequency modes (hν  kB T ) in proteins. Studies 
of electron tunneling in cytochrome c as well as the kinetics of the methionine-heme 
binding reaction are emphasized. Several ultrafast kinetic studies of heme proteins are 
used to infer the adiabaticity of ligand-heme binding reactions as well as the potential 
role of heavy atom tunneling (at temperatures below ~60 K). We also examine vibra-
tional coherence and its potential participation in the excited state proton transfer 
of green fluorescent protein (GFP). We compare three independent observations of 
vibrational coherence in GFP and conclude that coherent motion does not affect the 
excited state proton transfer rate that occurs on the ps timescale. For the ground state 
proton back-transfer reaction, we find that (incoherent) vibrationally assisted proton 
tunneling is the dominant transport channel and that the tunneling rate is ~400 ps at 
room temperature. These studies suggest how serine and/or threonine residues may 
play an important role in controlling biological proton transport along water-based 
proton wires. 
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14.1 Introduction 

Protein dynamics extend over a broad time window (fs to ms) [1] with many of 
the associated motions playing essential roles in function [2] and folding [3]. An 
important experimental and theoretical challenge is to unravel the structural reorga-
nizations and time scales that are relevant to the biological function of a given protein, 
i.e., “functionally important dynamics” [4]. Sub-Ångstrom motions that take place 
on sub-picosecond timescales at a protein active site can be crucial in facilitating 
a wide range of chemical reactions. Common examples include proton tunneling 
[5–10], photoisomerization [11, 12] electron transfer [13–15], and bond cleavage or 
formation [16–20]. Within the protein interior, these rapid and small length-scale fluc-
tuations are often underdamped and are best described as low-frequency molecular 
vibrations. Thus, the analysis of the thermally accessible ( 200 cm−1) vibrational 
modes at the active site, and their interaction with the surrounding amino acids, is 
key to determining the mechanisms of chemical reaction in proteins and to under-
standing how dynamic structures relate to the protein’s function. Infrared and reso-
nance Raman spectroscopy cannot reliably detect protein modes below ∼150 cm−1 

in the aqueous phase, owing to the strong absorption of water and its quasi-elastic 
light scattering as well as to intense resonance Rayleigh scattering from the resonant 
chromophore [21]. In contrast, impulsive stimulated Raman scattering [12, 22–24] 
or vibrational coherence spectroscopy (VCS) [17, 20, 25–29] makes it possible to 
extract low-frequency vibrational modulations of the third-order polarization of the 
target molecule or resonant chromophore. This technique, which is briefly discussed 
in Sect. 14.2, provides access to the relatively unexplored region involving vibra-
tional modes below 200 cm−1 that undergo significant thermal excitation and, there-
fore, potentially play important functional roles. An ancillary goal of this chapter 
is to examine how quantum mechanical tunneling in proteins (including electrons, 
protons, and heavy atoms) can be modulated by these low-frequency vibrations and 
associated structural distortions. 

It is worth noting at the outset that, although the excitation of coherent vibra-
tional motions is utilized to probe the spectral content at low frequency, this by no 
means implies that vibrational coherence should necessarily be associated with func-
tionality. Although there are conceivable exceptions for certain photoreactions with 
timescales shorter than the decoherence time (which is typically ~ps in the condensed 
phase), most low-frequency functional vibrations (and certainly all those associated 
with “dark” reactions) are excited non-coherently by stochastic interactions with the 
thermal bath. 

Proton transfer (PT) is widespread in biology and it underpins many funda-
mental life processes [30–39] such as oxidative phosphorylation, photosynthesis, 
catalysis, and acid–base reactions. Some proton transfer processes in proteins or 
protein complexes occur by means of “proton wires”, but such wires contain fluc-
tuating or transient water molecules, and their composition can thus be difficult to 
resolve using traditional structural methods. These wires are often modeled using 
classical methods so that ionization-resistant amino acid residues, such as serine and
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threonine, with their large barriers for proton dissociation, are rarely (if ever) included 
as active transport elements. On the other hand, if these residues have sufficiently 
fast vibrationally assisted proton tunneling rates, they can be gainfully included in 
proton wire motifs as active transport elements. This suggests novel functional possi-
bilities for serine and threonine going beyond their more traditional role as structural 
components that simply help to stabilize water molecules. 

Surprisingly fast (sub-ns) proton tunneling rates at room temperature, even in the 
presence of the high potential energy barrier presented by serine, have recently been 
predicted [8] and observed [5] for the ground state proton back-reaction of the green 
fluorescent protein (GFP). Thermally excited low-frequency donor–acceptor (D-A) 
vibrational motions play a dynamical role that leads to time-dependent variations in 
the D-A hydrogen bond length, transiently reducing the proton tunneling distance 
and enhancing the tunneling rate by orders of magnitude [5–8, 40, 41]. Because 
of this, the GFP system offers an important model for the investigation of proton 
transfer within or through proteins via proton wires. One of GFP’s most important 
properties arises from its internal tri-peptide (Thr-Tyr-Gly) chromophore that can be 
used to optically trigger PT on a structurally well-characterized proton wire [5, 42, 
43]. This allows both the forward, non-equilibrium, excited state PT reaction, as well 
as the thermally equilibrated ground state PT “reset” back-reaction, to be monitored 
over a wide range of time and temperature [5]. 

The proton wire in GFP includes the chromophore Tyr residue along with water 
and glutamate, which are also common to other biological proton wires [44]. Addi-
tionally, the wire in GFP includes a high-pKa serine residue (Ser205) which nature 
has clearly included as an active proton transport element. The detailed experiments 
and theoretical investigations presented in Sect. 14.3 provide insight into the structure 
and function of such wires and they highlight the central role of low-frequency D-A 
vibrational motion in boosting the proton tunneling rate into the sub-nanosecond 
regime at room temperature, even though the equilibrium structure involves typical 
OH···O D-A distances (~2.7–2.8 Å). 

Sections 14.4 and 14.5 of this chapter are devoted to the investigation of low-
frequency vibrations and the mechanisms of electron transport and ligand binding 
in heme proteins. The active site of this class of proteins consists of a heme chro-
mophore (iron protoporphyrin IX, or FePPIX). For the “b-type” heme (e.g., as found 
in myoglobin and hemoglobin), the iron atom is covalently linked to the protein 
only through the axial ligand(s) to the heme iron. For the “c-type” heme (found in 
cytochrome c), there are two additional thioether bonds from the heme periphery to 
the protein amino acid backbone. 

One of the major outstanding issues in our understanding of heme proteins 
concerns how they structurally tune the properties of a given type of heme to effi-
ciently carry out their broad range of biological functions. Although heme liga-
tion and the protein structure surrounding the heme are undoubtedly important, 
protein-induced distortions of the heme plane along the low-frequency out-of-plane 
vibrational normal modes characterized as “doming”, “ruffling” and “saddling” can 
also play an important role in tuning reduction potentials and various reaction
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rates (including electron tunneling), thus helping to optimize heme functionality 
[18, 25, 45, 46]. 

Systematic analysis of X-ray crystal structures of heme proteins has shown that 
the proteins belonging to the same functional class share similar out-of-plane (OOP) 
heme distortions [45, 47, 48]. These protein-induced OOP distortions are energeti-
cally unfavorable for the heme, and their evolutionary conservation indicates that they 
have biological significance. For example, doming and ruffling have been reasonably 
well characterized and correlated with protein functions [18, 45, 46, 49]. In Sect. 14.4 
we will demonstrate how heme ruffling modulates electron tunneling in the photore-
duction of ferric c-type cytochromes [46]. Doming is typically observed in ligand 
storage or transport proteins such as hemoglobin [50, 51] and myoglobin [52] and 
we will discuss in Sect. 14.5 how the distribution of heme doming geometries leads 
to kinetic inhomogeneity, strongly affecting the rebinding of carbon monoxide (CO) 
in heme systems [18, 49, 53–55]. We will also present evidence that ligand binding 
in heme proteins is adiabatic [53, 56], rather than non-adiabatic, and that reaction 
control by spin-selection rules, which is often assumed [57–59], does not appear to 
play an essential or particularly important role. 

More specifically, we examine in detail the case of CO rebinding to bare protoheme 
as well as to the CO oxidation activator heme protein (CooA), which is the sensor 
responsible for inducing transcription of the proteins that certain bacteria utilize to 
oxidize CO as an energy source. We also investigate the photolysis of Met80, the 
endogenous methionine-heme ligand in ferrous cytochrome c (cyt c), and analyze 
its ultrafast rebinding kinetics. In addition, we report on the geminate rebinding 
kinetics of several heme ligands at very low temperature, which do not seem to 
follow the expected over-barrier classical predictions. The analysis suggests that 
quantum mechanical tunneling involving the heme doming coordinate may be an 
active channel for ligand binding at very low temperature [53, 56]. 

14.2 Vibrational Coherence Spectroscopy 

Vibrational coherence spectroscopy (VCS) [20, 27–29, 60, 61] is an ultrafast pump– 
probe technique that is equivalent to impulsive stimulated Raman scattering [22–24, 
62] whereby coherent vibrational states of molecules or resonant chromophores 
can be excited and studied. Due to the large spectral bandwidth of the ultrafast 
optical pump pulse, electric fields of different frequencies within the pulse interact 
with the molecular system to generate non-stationary superpositions of vibrational 
eigenstates. The subsequent coherent nuclear dynamics modulates the third-order 
polarization of the target molecule, which induces damped oscillatory changes in 
the temporal evolution of the optical response, as detected by the self-heterodyned 
probe pulse [60, 63, 64]. 

A diagram of a degenerate pump-probe VCS setup used in some of the work 
presented here is shown in Fig. 14.1. The laser system consists of a tunable (750– 
960 nm) Ti–Sapphire oscillator (MIRA 900; Coherent, Santa Clara, CA) pumped by
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a diode laser (Verdi 10; Coherent). Laser pulses of 50–100 fs duration and 76 MHz 
repetition rate, with an energy of ~10 nJ/pulse are generated by the oscillator. The 
pulses are usually frequency-doubled in a 250 μm β-barium borate crystal and then 
chirp-compensated by a pair of SF10 prisms. Subsequently, the laser light is split 
with a ratio of 2:1 for the pump and probe beams respectively. An acousto-optic 
modulator (NEOS Technologies, Melbourne, FL) is used to modulate the pump beam 
at 1.5 MHz. Before entering the sample, the pump and probe beam polarizations are 
adjusted to be perpendicular to one another. The time delay between the pump and 
probe pulse is controlled by a translation stage. After the sample, the beams are re-
collimated and the pump light is spatially blocked (using a pinhole) and extinguished 
by a polarization analyzer so that only the probe light is detected. 

Two common methods are used for detection: the “open band” and the “detuned” 
scheme [27, 29]. In the open-band experimental scheme, the detected signal is the 
temporal evolution of the differential transmission of the full bandwidth of the probe 
light passing through the sample; whereas in the detuned measurement, we evaluate 
the temporal evolution of a spectral slice within the probe bandwidth by using a 
monochromator just prior to the photon detector. The open-band measurements are 
more effective for the identification of very low-frequency modes but they are also 
affected by the presence of low-frequency quasi-elastic interactions and ultrafast 
non-radiative population decay, which sometimes make the signal analysis more 
challenging. The higher frequency coherences are significantly attenuated relative 
to the lower frequencies within the open-band detected signal. On the other hand,

Fig. 14.1 Schematic diagram of the vibrational coherence spectroscopy setup. The spinning sample 
can also be replaced by a stationary sample and the combined beams can be rapidly scanned across 
the sample using a set of x–y galvo mirrors 



402 A. Benabbas and P. M. Champion

in the detuned scheme, the lower frequencies in the measured signal are attenuated 
relative to the somewhat higher frequencies that correspond to the monochromator 
detuning from the optical carrier frequency of the laser pulse. Thus, the two detection 
schemes are complementary and help resolve different ranges of frequencies below 
200 cm−1. 

When the detuned measurement is Fourier transformed or analyzed with linear 
predictive singular value decomposition (LPSVD) [61], the highest frequencies in 
the detuned VCS measurement can be correlated with the lowest frequencies in the 
traditional frequency domain resonance Raman spectrum. Usually good correspon-
dence is obtained, and this gives confidence in the time domain data analysis protocol. 
During a normal set of measurements, the detuned VCS data act as a bridge between 
the very low-frequency open-band VCS data and the higher frequency resonance 
Raman results. There can be significant spectral overlap with the various types of 
experiment, as can be seen in Fig. 14.2. In general, there is a very good correlation 
between the results of frequency domain techniques and the time domain measure-
ments (when using both the open-band and detuned configurations) [17, 25, 46, 
65].

14.3 Vibrational Coherence Measurements and Proton 
Tunneling in GFP 

In this section, studies of GFP are presented as a prototypical example of proton 
transfer in proteins. GFP is an excellent experimental system for study because near-
uv pulsed excitation of its chromophore initiates a photocycle (Fig. 14.3a) that starts 
with excited state proton transfer (ESPT). This is followed by green fluorescence 
decay to the ground electronic state and a thermally equilibrated “reset” reaction 
that involves ground state proton transfer (GSPT) along a well-characterized proton 
wire [5, 42, 43]. The GSPT is particularly interesting because it takes place under 
the “dark” thermal equilibrium conditions that are common to most biological PT 
reactions. As a result, we focus primarily on GSPT in this section, although we also 
offer some perspectives related to ESPT.

The proton wire in GFP (Fig. 14.3b) consists of phenolic oxygen on the chro-
mophore, a water molecule, plus the serine and glutamate residues [66]. To describe 
the GFP photocycle, we start in the ground state (A) where photon absorption leads to 
the excited electronic state (A∗). This photoexcitation is immediately (within ~10 ps) 
followed by an excited state proton transfer reaction through a hydrogen-bonded 
proton wire to the glutamate (Fig. 14.3c), forming the I ∗-state. Green fluorescence 
from I ∗ to I takes place with a typical radiative time constant of 3 ns. The protons 
(with the system now in the ground electronic state) then reset to their initial A-state 
from the I -state. Near room temperature (~300 K) the proton reset reaction takes 
place on a time scale that is faster than the fluorescence lifetime, although the deuteron 
reset reaction is much slower. It turns out that this back-transfer reset reaction involves
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Fig. 14.2 Correlation between frequency domain (resonance Raman) and time domain (VCS) 
spectra for ferric myoglobin (metMb). Resonance Raman, open band, and detuned VCS spectra 
are represented by red, green, and blue curves, respectively. The inset displays the corresponding 
real-time VCS oscillatory signals (open circles) and the LPSVD fits (solid lines). The wavelength 
for the resonance Raman spectrum is 413 nm and the carrier wavelength for the VCS measurements 
is 418 nm and the monochromator is set to 413 nm for the detuned VCS measurement. Reprinted 
from reference [65] with permission from Elsevier

tunneling that is driven by thermally equilibrated vibrational excitations. At lower 
temperatures, the vibrational excited state populations are reduced and the rate of 
proton tunneling from the I -state to the A-state slows so that it can be differentiated 
from the temperature-independent fluorescent population decay [5, 42]. 

14.3.1 Low-Frequency Vibrational Coherence in GFP 

Recently there has been interest in the low-frequency modes of GFP because of 
their potential role in distorting the chromophore and optimizing the system for 
ESPT [67]. Low-frequency modes are usually anharmonic, and they can couple to 
the reaction coordinates of biological processes. In the case of GFP, Fang et al. 
[68], used femtosecond stimulated Raman spectroscopy (FSRS) to study the time-
resolved Raman spectra of the excited state, A∗, and they proposed that a 120 ±
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Fig. 14.3 The photocycle 
and chemical structure of 
GFP. a Upon excitation of 
the absorption band 
associated with the A − A∗ 

transition using 398 nm light, 
the chromophore undergoes 
picosecond ESPT to form an 
intermediate state, I ∗, with  
an anionic chromophore (this 
is a bi-exponential ultrafast 
process denoted here simply 
as kA∗ I ∗ ). After fluorescence 
emission to the anionic 
ground state, I , the  
chromophore is reprotonated 
via ground state proton 
transfer with a rate denoted 
as kI A. b Chemical structure 
of the A state with a 
protonated chromophore. 
c Chemical structure of the I 
state with an anionic 
chromophore. Reprinted 
from reference [5] with 
permission

20 cm−1 mode is impulsively excited and optimizes the chromophore geometry for 
ESPT. It was suggested that this mode is associated with the wagging motion of 
the phenolic chromophore ring, which modulates the hydrogen-bonding geometry 
along the proton wire, making proton transfer possible. In their measurement [68] the  
120 cm−1 mode was not measured directly, rather it was inferred from the frequency 
modulation of multiple high-frequency bands. In contrast, VCS measurements can 
be used to directly probe low-frequency vibrational modes and when applied to GFP, 
such modes are clearly observed. 

VCS spectra of GFP at 300 K are shown in Fig. 14.4 with data that was collected in 
the open-band configuration. Spectra are presented using carrier frequency excitation 
at 405, 420, and 435 nm, located on the red side of the 395 nm A-state absorption band, 
and multiple modes in the region below 300 cm−1 are observed. The strong feature 
seen at ~120 cm−1 is consistent with the anharmonic modulation of high-frequency 
modes observed previously [68]. Interestingly, another study [69] using somewhat 
different excitation conditions found this mode at a lower frequency (104 cm−1) and 
showed that it modulated the intensity of the 1142 cm−1 phenolic CH bending mode 
in the A∗ state. The spectra in Fig. 14.4 display a subset of VCS data obtained at 
various excitation wavelengths within the A-state absorption band. In contrast to 
methods that monitor modulations of high-frequency modes, the VCS data yield a
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Fig. 14.4 Coherent response (left) and spectral content (right) of GFP at 295 K with pump-probe 
excitation at 405 nm, 420 nm, and 435 nm, respectively. The solid red lines are the linear predic-
tive singular value decomposition (LPSVD) that fits the oscillatory content. The frequencies and 
damping of these oscillations are plotted in the right panels. Reprinted from reference [67] with 
permission 

direct readout of all Raman active, thermally accessible, low-frequency modes that 
can potentially aid ESPT in GFP [67]. 

Density functional theory (DFT) can be used to better understand the normal 
modes of the GFP chromophore, hydroxybenzylidene imidazolinone (HBDI). The 
normally planar chromophore is modified in the protein by conformational forces 
and the ensuing distortions can be analyzed by normal coordinate structural decom-
position (NSD) [48]. NSD is based on the structural change between the distorted 
and undistorted chromophore that can be found in the X-ray structure. This differ-
ence can be expressed as a linear combination of displacements along the orthogonal 
low-frequency normal modes. The low-frequency normal mode activity in VCS is 
expected to scale roughly quadratically with the magnitude of its displacement in the 
NSD analysis [25]. 

The NSD results for the HBDI chromophore in GFP are shown in Fig. 14.5 
where distortions extracted from the protein crystal structure [70] have been projected 
along the six lowest frequency DFT normal modes of HBDI. Diagrams showing the 
displacement vectors for some of the modes are shown on the right side of Fig. 14.5. 
Comparing Figs. 14.4 and 14.5, we find a reasonable agreement between the calcu-
lated mode frequencies (given in parentheses) and the experimental observations. 
For example, the mode at 106 cm−1 involves the wagging motion of the phenol ring 
that was previously suggested to have functional significance [68].
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Fig. 14.5 NSD analysis of 
GFP (left) and the HBDI 
normal mode diagrams 
(right). The frequencies of 
modes m1-m12 are given in 
parentheses 

Additional comparisons between the DFT calculations and the various low-
frequency spectra using open band, detuned, and traditional Raman measurements 
reveal a reasonable set of matching frequencies. However, the fact that the VCS and 
Raman measurements are carried out under optical resonance conditions means that 
only a subset of the DFT derived mode frequencies is expected to show correlations 
with the experimental spectra (i.e., those modes that are “coupled” to the resonant 
electronic transition). Resonance excitation profile effects [60, 63] can be clearly 
observed in Fig. 14.4, where coherent activity near ~50 cm−1 at 405 nm diminishes 
as the excitation moves to 435 nm and the mode near 80 cm−1 increases. In the 
Raman spectrum taken at 356 nm (not shown), a weak vibrational mode is observed 
at 110 cm−1, which might correlate (given the resonance excitation difference) with 
the coherences that have been observed at 104 cm−1 and 120 cm−1 in prior work [68, 
69] and in Fig. 14.4. It is also noteworthy that there is a clearly defined vibrational 
band near 145 cm−1, in the room temperature Raman spectrum taken at 356 nm, that 
may be related to features at ~135–150 cm−1 that appear in the VCS spectrum of 
GFP at low temperature (120 K). 

Importantly, the VCS measurements are consistent with the existence of a low-
frequency mode near ~120 cm−1, confirming the earlier report, where this mode 
was extracted based on modulation of high-frequency modes [68]. As mentioned 
above, a more recent study [69] on GFP using time-resolved impulsive stimu-
lated Raman spectroscopy (TR-ISRS) has also probed the dynamic evolution of
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the A∗ and I ∗ states and found anharmonic vibrational coupling between the high-
frequency phenolic CH bending mode of the chromophore and a low-frequency 
mode at ~104 cm−1 (which was suggested to be analogous to the mode at 120 cm−1). 
Going beyond spectral characterization, this investigation [69] directly addresses the 
issue of whether such a low-frequency mode might actually have an effect on the 
efficiency and rate of ESPT. It was shown that the intensity of the high-frequency 
phenolate CO stretching band, which is a measure of I ∗ population development, 
is not modulated by any low-frequency mode. This experiment demonstrates that 
the coherence of the 104 cm−1 mode (or the 120 cm−1 mode) does not significantly 
affect ESPT efficiency during the formation of the I ∗-state. An alternative hypothesis 
suggested that the ESPT is driven by incoherent thermally excited motions, including 
those of the proton wire components, rather than by a single low-frequency mode 
of the chromophore [69]. In addition, we must also acknowledge that the incoherent 
thermal excitations will likely also involve non-equilibrium thermal transients arising 
from the redistribution of excess photon energy that is deposited in the vibrational 
manifold of the A∗ state. 

Finally, we note that, at 295 K, the coherence of the ~120 cm−1 mode shown in 
Fig. 14.4 has almost completely dissipated within ~1–2 ps. This coherence decay 
timescale is faster than the ~3 ps and ~10 ps ESPT transition from A∗ → I ∗. Thus, the 
suggestion [68] that coherent motion of the ~120 cm−1 mode has an important effect 
on the ESPT reaction appears unlikely. The differences in the reported frequency 
(120 cm−1 vs 104 cm−1) obtained in these three separate experiments (i.e., the results 
shown in Fig. 14.4 and references [68, 69]) remain unresolved. 

In related earlier work, Leiderman et al. [71]. proposed a vibrationally assisted 
tunneling model for ESPT in GFP by invoking a ~200 cm−1 promoting mode. In 
principle, the promoting “mode” may represent a combination of coherently excited, 
as well as incoherently excited, motions of the chromophore and the surrounding 
hydrogen-bonded residues. These vibrational motions lead to compression of the 
distance between the donor and acceptor atoms that helps to efficiently drive the 
proton transport. Although the temperature dependence of the kinetics of the ESPT 
process has been measured [5], a complete kinetic analysis has not yet been reported. 
Assuming over-barrier transport, we note that at T = 295 K there is an enthalpic 
barrier of ~2.4 kJ/mol associated with the slower ~10 ps kinetic phase, while the faster 
~3 ps (T = 295 K) kinetic phase would have a significantly smaller barrier (~0.5 kJ/ 
mol). The presence of the two kinetic phases is not fully understood, but the relative 
amplitudes are nearly temperature independent, suggesting parallel processes. The 
possibility of non-equilibrium thermal excitation by excess photon energy compli-
cates the excited state analysis, but the possibility of excited state tunneling cannot 
be excluded [67]. In the following section, we present a proton tunneling analysis 
of the ground state GFP kinetics that describes the thermally equilibrated I → A 
proton reset reaction.



408 A. Benabbas and P. M. Champion

14.3.2 Kinetics of the GFP Photocycle 

The kinetics of the GFP photocycle was measured using a unique ultrafast two-
color pump-probe setup [5, 72]. This instrument is based on two synchronized ultra-
fast lasers, and it has the capability to monitor the temperature-dependent kinetics 
of biomolecules over a broad time range extending from ~100 fs to hundreds of 
microseconds [5, 72]. The kinetics of the GFP photocycle are displayed in Fig. 14.6, 
which presents the absorption changes as a function of temperature on a logarithmic 
time scale. At lower temperatures, the thermally driven ground state proton transfer 
from I to A can be clearly observed at the longer timescales. The absorbance 
in Fig. 14.6 is probed at the 420 nm A∗–A isosbestic point so that the cycle 
A∗ → I ∗ → I → A is observed. The absorbance changes were also followed 
by using the I ∗–A isosbestic point near 405 nm, confirming the observed population 
dynamics [5]. 

Fig. 14.6 Transient absorption measurements as a function of temperature for GFP in a H2O and  
b D2O. A 150 fs pump pulse at 405 nm was used to excite the sample and a 3 ps pulse tuned to 
420 nm, the isosbestic point10 between A and A∗, was used to probe the sample. The red lines fit 
to the data over the full photocycle using exponentials to account for the two phases of decay from 
A∗ → I ∗ the radiative decay from I ∗ → I , and the slightly non-exponential proton transport from 
I → A. A Gaussian instrument function (~3 ps) was also included in the fits and the system time-
zero is denoted as t0 (the data have been shifted by 3 ps to allow visualization of probe-before-pump 
times on the logarithmic time plot). Reproduced from reference [5] with permission
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Exited state proton transfer A∗ → I ∗ is fit with a bi-exponential, which is most 
evident at lower temperatures. Similar amplitudes of the two exponentials are main-
tained at all temperatures, which suggests (as noted above) that two parallel chan-
nels of excited state transport are involved. The extracted time constants at room 
temperature are ~3 ps and ~10 ps, consistent with other studies [5, 42, 43]. At lower 
temperatures, the slower decay rate is reduced by an order of magnitude leading to 
a decay time of ~100 ps at ~120 K, while the ~3 ps decay remains nearly indepen-
dent of temperature. The I ∗ state decay to the I -state is governed by temperature-
independent spontaneous green fluorescence with a time constant of ~3 ns [5, 42]. 
At 295 K, the I ∗ → I process overlaps with the oppositely signed I → A process 
making detection of the ground state proton transfer rate quite difficult. However, 
by inducing stimulated emission from I ∗ → I , it is possible to move the population 
from I ∗ to the I -state more rapidly, so that the I → A process can be exposed at room 
temperature using a “pump-dump-probe” protocol [42]. Such an experiment leads to 
the rate, kI A, that is shown in Fig. 14.7 as an open diamond [42]. Because kI A  slows 
at lower temperatures, it no-longer overlaps with the temperature-independent decay 
of I ∗ by spontaneous emission. Thus, it can be measured at lower temperatures. 
Similarly, when deuterons are exchanged for protons, the heavier mass dramatically 
slows kI A  over the whole temperature range, demonstrating that this kinetic step is 
due to a tunneling reaction [5].

14.3.3 Ground State Proton Tunneling in GFP 

An Arrhenius plot of kI A  is shown in Fig. 14.7 with black symbols for the proton 
(triangles) and deuteron (squares) rates. The green dots depict the temperature-
independent kI ∗ I resulting from the fluorescent decay. The full proton kinetic cycle 
is extracted by using a global fit to the time-dependent absorbance change at each 
temperature (global fit shown as red lines). A slight decrease in kI ∗ I at higher temper-
atures (T >200 K) is observed for what should be a temperature-independent spon-
taneous emission rate (green dots). This apparent decrease is due to the inability of 
the fitting program to resolve the oppositely signed I → A process that temporally 
overlaps I ∗ → I at these higher temperatures. At lower temperatures, the kinetic 
cycle and the I → A process is more clearly resolved. Between 295 K (where the 
timescale for I → A proton transfer was found to be ~400 ps [42]) and 160 K we 
find a large kinetic isotope effect (KIE) for kI A, which varies from ~40 to 73. 

Prior proton tunneling studies on enzymes have demonstrated temperature-
dependent KIEs that involve proton-coupled electron transfer (PCET) [73–76]. The 
much smaller temperature range near room temperature that has been accessed in 
these pioneering proton tunneling experiments is shaded gray in Fig. 14.7. Although 
classical D-A distributions can often be used near room temperature to account for 
the quasi-linear temperature dependence of the KIE within this narrow range [40, 74, 
77], at lower temperatures a quantum description is required [8]. The enzyme studies 
also generally involve much slower rates [74] and often involve a non-adiabatic
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Fig. 14.7 Arrhenius plot of the ground state (I → A) proton transfer rates in GFP. The associated 
error bars are smaller than the data points and are not shown. The typical temperature range for 
studies of biological proton transport is shaded in gray. The rate for the H2O samples (in 50% 
glycerol buffer) increases at higher temperature and becomes inseparable from the 3 ns I ∗ → I 
population transfer due to fluorescence decay (green points). The apparent decrease in the I ∗ → I 
rates at higher temperature in H2O is due to the underlying oppositely signed I → A process. A 
measurement [42] of the rate at room temperature in pure buffer (0% glycerol) using the pump-
dump-probe protocol is shown with the open diamond and has been scaled by a small factor to 
correct for the measured solvent differences. The experimental KIEs of 73 (160 K) and 40 (295 K), 
are depicted by the blue dashed lines. The global fits to the kinetic data are shown as the red lines 
and the fitting parameters are listed in Table 6.4. Reproduced from reference [5] by permission

PCET mechanism [41]. The rate expression for enzymes is further complicated by 
the presence of low probability conformational interconversions that are needed to 
find “tunnel ready” states with a donor–acceptor hydrogen-bonding distance that is 
small enough to allow tunneling [77, 78]. Nevertheless, when this is considered, the 
underlying tunneling process of the enzyme system at room temperature turns out to 
have a timescale (~1 ns) that is similar to that found for GFP (~400 ps). In contrast 
to the enzyme system, the GFP beta barrel structure is rigidly fixed, and the D-A 
hydrogen bonding is structurally stabilized. Thus, the I → A process in GFP directly 
monitors the tunneling reaction rate, without the need to consider the conformational 
interconversions found in an enzyme system. 

Due to the wide experimental temperature range utilized in the GFP experiments 
(Fig. 14.7), the D-A vibrational motion must be treated using a quantized approach 
[5–8]. The effective D-A vibrational frequency involves all protein normal modes 
[5] and relies on an Einstein oscillator approximation, ωDA  

∼= ωE . Moreover, the 
rate limiting event for the GSPT reaction in GFP involves tunneling between only 
one of the three pairs of OH–-O atoms in the GFP “wire” [5, 78]. It appears that 
the remaining two protons immediately follow the tunneling step via an over-barrier 
hopping mechanism. This can be characterized as a concerted asynchronous reaction 
(i.e., tunneling with asynchronous hopping) [5, 78]. This scenario is inferred, based
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on the longer effective tunnel distances and the lower frequencies associated with 
the four body correlated oxygen motions that would be required to account for a 
simultaneous (i.e., synchronous) three-proton tunneling event [5, 78]. Attempts to 
fit the GFP data set using an increased effective tunnel distance, associated with a 
synchronous three-proton tunneling model, were not able to account for both the 
absolute magnitude and temperature dependence of the experimental tunneling rates 
[5]. 

An electronically adiabatic tunneling expression was used to globally fit the H 
and D tunneling data in Fig. 14.7 (red lines), which is appropriate for a single isolated 
double well electronic potential. The proton level tunnel splitting was calculated in 
closed form using the WKB approach and was found to be much smaller than kB T . 
This allows the use of an electronically adiabatic and proton level non-adiabatic 
tunneling rate expression [5, 8, 78]. For a quantized D-A coordinate this is given by 
the following Golden Rule expression: 
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The quantity ∆nm 
0 is the tunnel splitting for a degenerate pair of reactant and 

product D-A vibrational states (n, m). The free energy of the reaction including 
the surrounding environmental coordinate is given by ∆G0 and the barrier to reach 
degeneracy for a given pair of states is denoted by∆G† 

nm. The overall reorganization 
energy of the reaction is denoted by λs . 

Many of the parameters that are needed for fitting the GFP data using Eqs. 14.1 and 
14.2 can be extracted from other independent measurements. For example, the free 
energy of the GFP proton reset reaction is determined by monitoring the absorption 
bands to find the temperature-dependent equilibrium populations of reactant and 
product states. This leads to∆G0 

I A  = −  665 cm−1 [5]. The O–H mode frequency, ω1, 
which is used to find the tunnel splitting, is found from an experimentally determined 
correlation between ω1 and the OH–-O oxygen separation [79]. Given that the OH 
covalent bond length is 0.99 Å, this directly links ω1 to the equilibrium tunneling 
distance,  0.

A quasi-harmonic potential with a cusp was employed for the WKB calculation, 
but the barrier height dictated by the cusp plays only a minor role because the barrier 
width near the degenerate zero-point states is the primary factor in determining the 
tunnel splitting. The global least squares fitting results for GFP are given in Table 14.1 
where only three independent parameters (ωDA,  0, and λs) are needed to provide an 
excellent simultaneous fit to all (H and D) tunneling data. Additionally, it should be 
noted that both  0 and ωDA  are tightly constrained by other independent experiments.
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Table 14.1 Parameters for ground state proton transfer kinetics in GFP 

Unconstrained Value Description 

λs 1165 ± 20 cm−1 Reorganization energy 

Constraineda 

ωDA/2πc 273 ± 7 cm−1 D-A mode frequency (fit)

 0 0.78Å (σ 0= 0.02Å) Equilibrium tunnel distance 

Fixedb 

2b0/d0 <0.2 Relative width of parabolic cusp

∆G0 −665 cm−1 Free energy of I → A reaction 
ω1(H )/2πc 3330 cm−1 OH mode frequency 

μDA 8.5 ± 0.5 amu Reduced mass of D-A mode 

θH 19.2° ± 0.5° Duschinsky rotation for H 

θD 26.5° ± 0.7° Duschinsky rotation for D 

χ 2 red 8.0 × 10–3 Reduced chi-squared 
a The value of  0 is constrained by X-ray data and I-state ONIOM minimization and σ 0 is the 

width of  0 distribution. The value of ωDA  ∼= ωE is constrained to 264–289 cm−1 based on 
normal mode analysis [5] 
b The O–H frequency of the proton, ω1(H ), was correlated [79] to the O–-O distance and fixed 
by the value of  0. The parameter b0 locates the attachment of a continuous inverted parabola at 
the top of the barrier. The effect is negligible on the other fitting parameters if 2b0/d0 < 0.25 
(d0 = √

μL 0). The effective mass for the D-A oxygen motion is μDA  ∼= 8.5 ± 0.5 amu. The 
Duschinsky rotation angles between the reactant and product potential energy surfaces are given 

by θL ∼= √
μL /μDA. The uncertainty in μDA  generates uncertainty in the other parameters. The 

tunnel particle reduced mass is μL (L=D or H ). Table 14.1 is reprinted from reference [5] by  
permission

For example, the value determined for  0 = 0.78 Å dictates an equilibrium D-A 
distance of R0=2.76Å, which is very close to both the X-ray [70] and the DFT energy 
minimized I -state [80] values (R0 ∼ 2.7Å). The magnitude of ωDA  is constrained 
by an independent analysis of the I -state normal modes in GFP obtained using a 
Gaussian hybrid ONIOM(QM/MM) approach [80]. This theoretical study generates 
an Einstein oscillator mode with frequency ωE /2πc ∼= 285 cm−1 and reduced mass 
μDA  = 8.5 ± 0.5 amu for the D-A coordinate involving the serine and water oxygen 
atoms [5]. This protein-driven D-A atomic motion controls proton tunneling in GFP 
and the calculated Einstein frequency compares well with the experimental result 
ωDA  = 273 cm−1 found from the kinetic data. Within this analytical model, the 
reorganization energy, λs = 1165 cm−1, is the only completely free fitting parameter. 

Proton tunneling in GFP near room temperature is surprisingly fast (~400 ps), 
particularly upon realizing that typical values for the H-bonding distance and the 
OH–-O vibrational frequency are involved. In the GFP system, we have assigned 
[5] the rate limiting I → A kinetic step to proton tunneling from the oxygen on the 
serine residue (considered to be un-ionizable with a pKa ~ 16) to the adjoining water
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molecule (see Fig. 14.3c). The other protons in the GFP wire immediately follow 
(“asynchronously”) via an over-barrier concerted hopping process. 

Serine and threonine residues are often found in close proximity to biological 
proton “water wires” in proteins [38, 39, 81–84]. Based on the GFP tunneling results, 
this has led us to suggest [5, 78] that these residues can play a direct and more 
general role in biological proton transfer processes. Serine and threonine residues 
are normally not included classical molecular dynamics (MD) simulations of proton 
water wires [82, 83, 85–87] because their classical ionization potential is so energet-
ically costly. However, tunneling can overcome this problem and the rapid serine-
to-water tunneling timescale (~400 ps) at room temperature for the GFP proton wire 
[5] suggests that quantum tunneling makes these residues particularly relevant for 
PT in biology. 

Although the proton tunneling rate is much slower than the ps timescale of proton 
hopping in water, ionization-resistant residues like serine and threonine can be used 
as control elements that utilize tunneling to bias the direction of proton flow [5, 
78]. Proton wire tunneling involving serine has been experimentally observed in the 
GFP system. This is based on both the X-ray analysis of the wire structure [70] 
and the very large temperature-dependent KIE that is observed for GSPT [5]. It 
was previously suggested [87] that alternative water wires may be present in GFP 
that do not include the serine, and would therefore transfer protons via a traditional 
hopping mechanism. However, such a wire is not consistent with the large KIE that 
is experimentally observed [5] or with the room temperature Laue crystal structures 
that do not show additional water molecules in the vicinity of the wire (J. van Thor, 
private communication). 

Thus, we suggest that serine and threonine residues can play a role in protein 
water wires that go beyond simply “stabilizing” the water molecules. They can also 
act as control elements within the “wire” by kinetically trapping each proton after it 
has tunneled to the “downstream” water molecule adjacent to the serine in the wire. 
Proton pumping directionality can be maintained if the tunneling rate from the serine 
oxygen in the preferred “downstream” direction is significantly larger (via a smaller
 0 and ωDA) than the tunneling rate back to the preceding water molecule on the 
“upstream” side of the serine oxygen. The differential (upstream vs downstream) 
conditions on the relative values of  0 and ωDA  only need to hold during a timescale 
that is longer than the ps hopping times of the non-serine protons that do not engage 
in tunneling. The kinetic trapping can become even more robust if the upstream 
tunneling reaction timescale becomes longer than the hydrogen bond reorientation 
reaction [78]. These ideas are depicted in Fig. 14.8.

The tunneling-based kinetic trapping is realized because the water molecules, 
located on either side of the serine residue, interact with different sp3 orbitals of 
the serine oxygen. In the forward or downstream direction, the water molecule acts 
as a proton acceptor from the protonated serine oxygen orbital, while the water 
molecule on the upstream side is initially a proton donor (via concerted hopping) to 
a different (initially unprotonated) serine oxygen orbital (i.e., the proton transferring 
from water hops to an unprotonated lone pair oxygen orbital on the serine just as 
the proton on the serine orbital pointing downstream tunnels forward to the adjacent
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Fig. 14.8 Model for kinetic trapping in protein-based water wires. Concerted asynchronous proton 
tunneling and hopping can bias transport in the forward direction (green) vs the backward direction 
(red). The differential tunnel lengths  f and  b are shown explicitly, but the relative D-A vibrational 
frequencies in the forward and backward direction can also play a major role in biasing the tunneling 
rates. Parts (a) and (b) depict the forward and backward steps, respectively. When hopping rates 
are much faster than the backward tunneling rate, the proton is kinetically trapped so that the 
proton (yellow shading) moves forward. Part (c) depicts the semi-collective H-bond reorientation 
step, which is relatively slow and is the overall rate limiting step for continuous proton pumping. 
This “masks” the KIE associated with the ~400 ps tunneling step, making it difficult to detect 
experimentally

hydrogen-bonded water molecule [78]). This transport process can be characterized 
as “concerted asynchronous tunneling and hopping”. 

For the reverse process, the upstream water oxygen becomes the proton acceptor 
for the serine proton, which (after the initial step) now points in the upstream direc-
tion. However, the upstream tunneling rate can be orders of magnitude slower, even
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if there is only a small (~tenths of Å) increase in the average upstream tunneling 
distance, or if the effective D-A frequency of the upstream oxygen pair is higher. 
The latter condition holds because a higher ωDA  frequency serves to narrow the 
width of the D-A distance distribution

(
σ 2 DA  

∼= kB T /μDAω
2 
DA

)
, which also slows 

tunneling. If a significant disparity in the forward and reverse tunneling rates persists 
for time scales that are longer than the downstream ps proton hopping time, the serine 
tunneling step acts as a kinetic trap that helps to bias the proton movement in the 
preferred (downstream) direction. 

Finally, it is also noteworthy that a longer H-bond pointing in the upstream direc-
tion also indicates a less stable serine orientation, which would presumably facilitate 
H-bonding reorientation and the formation of the stronger H-bond that points in 
the forward downstream direction. It is known that collective water reorientation 
and reorganization can be hindered by reduced mobility within the protein inte-
rior [88]. This reorientation reaction is usually considered to be the overall rate 
limiting step for continuous proton pumping because the H-bonds of the serine and 
the water molecules in the wire must return to their preferred forward proton pumping 
orientations so that repetitive proton pumping can take place. 

Thus, concerted asynchronous proton tunneling and hopping that involves serine 
(or threonine) would extend the traditional “hop-and-turn” proton pumping mecha-
nism [88, 89] to a “tunnel-hop-and-turn” scenario. Importantly, when the “turn” (i.e., 
H-bond reorientation) becomes the rate limiting step (as is very likely), the KIE of the 
overall continuous proton pumping process will be “masked” because the ~400 ps 
tunneling process is not the rate limiting step. This means that the crucial underlying 
role of tunneling-based kinetic trapping, which can act to bias the proton transport 
direction in protein water wires [78], would not be detected by isotope-dependent 
rate measurements. 

14.4 Heme Ruffling and Electron Transfer in Cytochrome c 

Cytochrome c (cyt c) is primarily known as an electron-carrying mitochondrial 
protein. The transition of cytochrome c between the ferrous and ferric states within 
the cell makes it an efficient biological electron-transporter and it plays a vital role in 
cellular oxidation/reduction reactions in both plants and animals. Its main function in 
cellular respiration is to transport electrons from cytochrome c reductase (Complex 
III) to cytochrome oxidase (Complex IV). The c-type heme group is the functional 
center of cyt c and, in the solution state of the native protein, the heme iron is axially 
coordinated to His18 and Met80. The periphery of the c-type heme is also cova-
lently anchored to the cyt c protein material by two thioether linkages (Cys-14 and 
Cys-17) found within a Cys-X-X-Cys-His (CXXCH) pentapeptide motif that is a 
distinguishing feature shared by nearly all c-type heme proteins.
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14.4.1 Heme Ruffling Mode 

This CXXCH motif, in conjunction with the protein fold, leads to the heme in cyt c 
having a geometry that is dominated by a large ruffling distortion where the pyrrole-
ring is twisted about the Fe–N bond [46, 90, 91]. This tilts the pz orbitals of the 
porphyrin nitrogen atoms away from the heme normal, increasing the overlap of the 
porphyrin a2u and iron dxy orbitals. Both NMR experiments and DFT calculations 
[92] have demonstrated that heme ruffling increases the electron density in the dπ 
(dxz, dyz) orbitals of the heme iron. Ruffling also reduces porphyrin meso-carbon 
electron donation to the iron dxy  orbital [92]. All three occupied Fe 3d-based molec-
ular orbitals in the t2g subset are destabilized by ruffling and this reduces the respec-
tive positive and negative spin density on the β-pyrrole and meso-carbons [92]. The 
resulting ruffling-induced electron localization at the iron atom suggests that both 
the electron tunneling rate from an external reductant to the heme periphery and its 
reduction potential will be anti-correlated with the magnitude of the ruffling distor-
tion [46, 92]. This suggestion is consistent with observations showing that increased 
ruffling reduces the reduction potential of ferric cyt c [93–95]. 

To quantitatively investigate the correlation between heme distortion and electron 
transfer in this class of proteins, Pseudomonas aeruginosa (Pa) cyt c551 and its F7A 
mutant were studied using absorption spectroscopy, resonance Raman spectroscopy, 
and VCS [46]. Pa cyt c551 and its F7A mutant have very similar crystal structures but 
a significant structural difference is found in the heme out-of-plane (OOP) distor-
tion along the ruffling coordinate. This difference is revealed by using the normal 
coordinate structural decomposition (NSD) method [45, 47, 48], as discussed above 
and applied to GFP. For application to heme systems, the central iron atom must 
be included along with a reference structure that is based on the optimized planar 
structure of the D4h iron-based porphine [25]. 

As can be seen from Fig. 14.9, the native wild type (WT) cyt c551 shows a strong 
ruffling distortion of 1.6 amu1/2 Å; whereas, its distortions along the other normal 
coordinates are less than 0.5 amu1/2 Å. The F7A mutation generates a 1.4 amu1/2 Å 
increase in the ruffling distortion compared to the WT. The difference along the 
ruffling coordinate accounts for ∼90% of the overall difference between WT and the 
F7A mutant, and this offers an excellent way to quantitatively assess the effect of 
ruffling on electron transfer in c-type hemes. In Fig. 14.9 we also display the NSD 
analysis of the hh cyt c distortions where we observe even more ruffling than found 
in the F7A mutant of cyt c551.

Figure 14.10 displays a comparison between the low-frequency open-band VCS 
spectra of WT and the F7A mutant of Pa cyt c551 as well as the VCS spectrum 
of hh cyt c [46]. We previously showed that the LPSVD spectra derived from the 
time domain data agree well with frequency domain resonance Raman spectra in the 
region of overlap between 200–400 cm−1. As can be seen in the figure, the modes 
γb, γc, 155 cm−1, 183 cm−1, 240 cm−1 (γ24), and 350 cm−1 (v8), are in excellent 
agreement among the three proteins [46]. It has also been suggested that the lowest 
frequency mode, labeled γa in Fig. 14.10, has significant ruffling content [90] and
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Fig. 14.9 Crystal structure and NSD analysis of hemes in ferric Pa cyt c551 and its F7A mutant are 
compared with hh cyt c. The minus sign of displacement is defined only for doming and inverse 
doming to indicate the direction of Fe displacement (+, proximal; −, distal). The ruffling mode is 
shown at the lower left part of the figure and the arrows indicate the rotation of pyrrole rings with 
respect to the Fe–N axis (dotted black lines). Reproduced from reference [46] with permission

the amplitude ratios γa(WT  )/γa(F7A) and γb(WT  )/γb(F7A) were found to be 0.2 
and 0.9, respectively, under the same experimental conditions [90]. The amplitude 
ratio of γb near unity is consistent with other studies where γb was found to be 
insensitive to heme structural changes along the ruffling coordinate as the protein 
unfolds [90]. Thus, it is assumed that γb has very little or no ruffling content. The 
ratio of γa(WT  )/γa(F7A) = 0.2 is close to what is obtained by squaring the relative 
ruffling distortion of WT and F7A (∼0.52 = 0.25). This supports the assignment of 
γa as primarily a ruffling mode and is also consistent with VCS Raman activity of 
“soft” low-frequency modes [25] that is proportional to the square of the protein-
induced distortion from the planar reference state. As can be seen from Fig. 14.10 the
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Fig. 14.10 Open-band VCS spectra of ferric Pa cyt c551 WT and its F7A mutant at 412 nm. 
LPSVD fits (Left) and LPSVD power spectra (Right) are shown. Reproduced from reference [46] 
with permission 

frequency of γa and the magnitude of the ruffling distortion are anti-correlated. For the 
less ruffled WT cyt c551 heme, γa is located at 58 cm−1 and it shifts down to 52 cm−1 

and increases its intensity in the F7A mutant with a more ruffled heme. In hh cyt c, 
with its even more ruffled heme, γa is located at a still lower frequency (44 cm−1) 
and it displays much stronger intensity. A detailed analysis [46] of the proposed 
anharmonic heme potential, and its coupling to external protein forces, leads naturally 
to an inverse correlation between the magnitude of the ruffling distortion and its 
observed frequency. 

14.4.2 Heme Ruffling Modulates Photoreduction Tunneling 
Distance 

In Fig. 14.11a we plot kinetic measurements [46] of photoreduction in cyt c551 and cyt 
c. The photoreduction cross section as a function of the ruffling distortion, denoted 
asq0, is shown in Fig. 14.11b. This figure demonstrates that the photoreduction cross 
section of Pa cyt c551 is nearly two orders of magnitude larger than that of hh cyt c. The 
heme ruffling distortion in hh cyt c is over two times larger than that of WT Pa cyt c551, 
but it is only ∼17% larger than the F7A mutant [46]. This suggests an exponential 
dependence on the electron transport rate and the magnitude of the protein-induced 
ruffling. The photoreduction cross sections, obtained from the kinetic data, were 
therefore fit using an exponential function that has the form, σr = Ce−γ q0 , where γ
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includes the factors that scale the exponential dependence of the rate as a function 
of the ruffling distortion. The electron transfer rate,ket , can be written as: 

ket = 
2π

 
T 2 DA  

1 √
4λskB T 

e−(∆G0 
red+λs)

2 
/4λs kB T (14.3) 

where TDA  is the electron tunneling overlap matrix element and ∆G0 
red  and λs are 

the free energy of reduction and reorganization energy, respectively. This expression 
contains several factors that might be affected by a change in the ruffling distortion.

Fig. 14.11 a Kinetic measurements of photoreduction. The reduced population, Nr (t), increases 
with irradiation time and is fitted with Nr (t) = Nr (∞)

[
1 − e−σ J t ] and Nr (∞) = σr /σ with 

σ = σr + σo. The quantities σr and σo are the photoreduction and photooxidation cross sections, 
respectively. The data for Pa cyt c551 WT, F7A, and cyt c are shown as circles, triangles, and squares, 
respectively. The fitted curves are shown in red. b The photoreduction cross-sections are plotted as a 
function of ruffling distortion and fit using an exponential function (solid line) for all three samples 
(including hh cyt c) and when hh cyt c is excluded (dashed line). Reproduced from reference [46] 
with permission 
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The most important factor is the tunneling matrix element [96]: 

TDA  ∼ (nDnA)
−1/2 T0e

−β(r0+αq0)/2 , (14.4) 

where the effect of the tunneling distortion, αq0, on the total tunneling distance, 
r0+αq0, is explicitly shown and α, which maps the mass-weighted ruffling distortion 
into an effective cartesian distance, is explicitly introduced. 

In the ferric heme, the three t2g orbitals of the iron atom are occupied by 5 d-
electrons and the single t2g orbital that remains unoccupied is the final (acceptor) 
state of the tunneling electron during the heme iron reduction process. This orbital 
vacancy is sometimes denoted as a “hole” state. Thus, when the heme is planar, 
the “hole” acceptor state is delocalized to the heme periphery via the iron dxz  and 
dyz (i.e., dπ ) orbitals and their interaction with the π-orbitals of the porphyrin. This 
spatially extends the acceptor state to the edge of the heme and leads to a tunneling 
distance, from the donor orbital state to the heme edge, which we denote as r0. The  
exponent in Eq. 14.4 is written to expose the possibility that an extra “effective” 
tunneling distance αq0, beyond the distance (r0) between the electron donor orbital 
and the heme edge, will result from hole state and electron density localization onto 
the central iron atom as the heme becomes more ruffled and the Fe (dπ )-porphyrin(π ) 
overlap is disrupted. It is noteworthy that, because the ruffling mode can effectively 
modulate the donor–acceptor tunneling distance, its vibrational excitation by the 
thermal bath can also affect the temperature dependence of the electron tunneling 
rate. 

The normalization factor, (nDnA)
−1/2 , in Eq.  14.4 takes into account [96] the  

delocalization of the electron wavefunction over the number of donor atoms (nD) 
and acceptor atoms (nA) that can be affected by ruffling. However, this factor does 
not have an exponential dependence. Another factor that can depend upon ruffling, 
but which might have a weak exponential effect, is the environmental reorganization 
energy, λs . This parameter could increase to some degree in response to increased 
charge localization on the iron atom when the heme is ruffled. For a fixed reduction 
free energy,∆G0 

red , the increased λs would act to increase the semiclassical Marcus 

barrier, ∆G‡ 
s =

(
∆G0 

red  + λs
)2 
/4λs , assuming the electron transfer process occurs 

in the “normal” region [97]. The quantity, ∆G0 
red  may also become less negative as 

the heme ruffles, consistent with the cyt c551 reduction potentials [93]. Both of these 
effects could lead to a weak exponential decrease in the electron transport rate as the 
ruffling distortion is increased. 

Because there are additional factors in Eqs. 14.3 and 14.4, beyond the total 
tunneling distance, r0 + αq0, that might reduce the rate as the ruffling distortion 
(q0) is increased, we proceed to estimate an upper limit for the maximum allowed 
tunnel distance increase due to ruffling. We denote this maximum distance change 
as αmaxq0, and proceed to determine if it falls within the range of the heme radial 
dimension ( 5 Å). To do this, we assume that the full exponential decrease in the 
photoreduction rate arises from the increased tunneling distance that occurs due to 
hole localization from the ruffling distortion. We choose a value for β ∼2.0 Å−1 in
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Eq. 14.4 that is typical for through space aromatic donor-acceptor systems [98–100] 
although certain ionic donors and covalent bonding can lead to smaller values for 
β ∼ 1.0–1.5 Å−1 [101]. If we choose a value of β∼1.5 Å−1, it increases the upper 
limit, αmaxq0, by a factor of 1.33 and therefore we consider a range for β ∼1.5–2.0 
Å−1 in our estimate. The photoreduction rate is found from the cross section, σr , and 
the laser flux (J) so that a fit of the data [46] using Eqs. 14.3 and 14.4 (Fig. 14.11b) 
depends only on the choice of αmax . This leads to αmax = [1.6–1.2] amu−1/2 for β 
= [1.5–2.0] Å−1. When the β-dependent range of αmax is used to evaluate αmaxq0, 
we can extract the maximum possible ruffling-induced tunneling distance changes 
for each sample. This leads to the following ranges: [1.9–2.5] Å for Pa cyt c551, 
[3.6–4.8] Å for F7A Pa cyt c551, and [4.2–5.6] Å hh cyt c,. Remarkably, these upper 
limit values for the change in the tunnel distance are on the order of the ~5 Å distance 
between the Fe atom and the β carbons on the edge of the heme. Thus, the experimen-
tally extracted distance changes are consistent with the hypothesis that the d-orbital 
hole associated with the ferric iron (which is the acceptor for the tunneling elec-
tron) becomes more localized on the iron atom as the ruffling distortion increases. 
Because of the complexity of the tunneling expression, these can only be consid-
ered as order-of-magnitude estimates. However, they demonstrate that the observed 
changes in the photoreduction rate are consistent with hole delocalization on a length 
scale that does not significantly exceed and, in fact, seems to be surprisingly similar 
to the heme dimension. Moreover, if (as expected) ruffling also increases the envi-
ronmental barrier, ∆G‡ 

s , to some degree, the estimates will be reduced so that they 
lie fully within the heme dimension. 

14.5 Adiabatic Ligand Binding and Heavy Atom Tunneling 
in Heme Proteins 

Ligand binding to heme systems belongs to a large and important class of chemical 
reactions called “spin-forbidden reactions” [58, 59, 102–115] where the total spin-
state of the system changes (∆S /= 0) in going from reactant to product. Spin-
forbidden reactions are quite common among the many reactions that involve open 
shell transition metals and are found widely in catalysis and bioorganic chemistry. 
However, the current computational methods that deal with these reactions are still 
not as well established as for the (∆S = 0) spin-conserving reactions. One difficulty 
in the theoretical understanding of spin-changing reactions arises from the need 
for complicated electronic structure calculations in which spin–orbit coupling and 
electron correlations must be accurately included. The calculation of the spin–orbit 
coupling matrix elements Vsoc, using ab-initio methods, is still quite challenging. 
Thus, most current theoretical approaches simply treat these reactions [58, 59, 102– 
111] as non-adiabatic, particularly those that involve ligand binding to heme proteins 
[58, 59, 102, 109, 116].
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However, there is no strong experimental evidence that justifies this assump-
tion for heme proteins except for the unusually small Arrhenius prefactor that has 
been observed in the reaction where CO binds to the heme of myoglobin (Mb) 
[49, 117–119]. Non-adiabatic calculations usually focus on locating the geometry 
of the lowest energy crossing point between the diabatic spin-state potential energy 
surfaces (PESs) of the reactant and the product. As depicted in Fig. 14.12, this is  
called the minimum energy crossing point (MECP) [58, 59, 102–111]. These treat-
ments, generally minimize the role of spin-orbit coupling, which can lead to mixed 
and/or intermediate spin ground states having a lowered energy barrier that allows the 
reaction to proceed adiabatically as it passes through the transition state region. The 
saddle point on a mixed-spin adiabatic ground state with a large Vsoc can be consid-
erably lower than the MECP that is found at the intersection of the two diabatic spin 
PESs (Fig. 14.12). This can introduce errors in the estimation of the activation energy 
barrier and, consequently, a significant underestimation of the reaction rate. Spin-
changing reactions are mainly governed by: (i) the amount of energy needed for the 
system to reach a configuration where the potential energies of two spin states along 
the reaction path are close: i.e., the activation energy barrier, and (ii) the magnitude 
of spin-orbit coupling between the spin states, Vsoc. If  Vsoc is weak compared to kB T 
the reaction will continue on a non-adiabatic trajectory; whereas, if it is sufficiently 
strong, the reaction becomes adiabatic. In this later case, the Arrhenius prefactor 
of the reaction no-longer includes Vsoc and the reaction becomes independent of 
spin-selection rules. Theoretical models [120, 121] for “spin-forbidden” reactions 
that include spin–orbit coupling and electronic correlation effects have only been 
developed very recently and applied to small molecules. Hopefully, these promising 
techniques will mature in the near future so they can be applied to larger systems 
such as ligand binding to heme proteins.

We have recently investigated the temperature dependence of ultrafast CO binding 
to heme proteins [53] and heme model compounds [18], as well as the ultrafast 
rebinding of Met80 in cyt c [56], over broad temperature ranges. Analysis of the 
experimental data has demonstrated that ligand binding to heme, in contrast to the 
commonly held view [57–59, 102, 109, 116, 122], is an adiabatic reaction with a 
spin-independent prefactor. Instead of resulting from spin selection, the much smaller 
prefactor found for CO binding to Mb is attributed to the effect of the histidine in the 
distal binding pocket of the protein. This “distal histidine” increases the enthalpic 
barrier for CO rebinding to the heme iron and slows the reaction to the point that 
entropy development, associated with the orientational disorder of the CO ligand 
and its position in the distal pocket, becomes a major factor. Entropy production on 
these longer timescales generates an additional entropic barrier to CO rebinding that 
reduces the prefactor by about two orders of magnitude compared to heme proteins 
without histidine in the distal pocket [18, 54]. Our studies of heme systems with 
ultrafast room temperature CO rebinding kinetics clearly demonstrate that the often 
assumed “spin-forbidden” nature of the CO-heme binding reaction does not affect the 
rate. During these same studies, we also found several systems where the temperature 
dependence of the rebinding rate becomes anomalous at very low temperature ( 
60 K). One possible explanation for the anomalous temperature dependence is that
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Fig. 14.12 Typical PES for a spin-forbidden reaction with a spin change from S = 1 to S  = 0. The 
diabatic PESs are red dashed lines and the corresponding adiabatic PESs are shown as black solid 
lines. Reproduced from reference [53] with permission of the American Chemical Society

heavy atom quantum mechanical tunneling becomes an important reaction channel 
at these temperatures [53, 56]. 

Figure 14.13 displays CO geminate rebinding kinetics to the carbon monoxide 
oxidation activator heme protein from the thermophilic anaerobic bacterium 
Carboxydothermus hydrogenoformans (ChCooA) at temperatures above the glass 
transition, Tg ∼ 180 K. The kinetic response at each temperature was fit (solid 
lines) using a model based on the relaxation of an inhomogeneous ensemble of heme 
doming geometries, which has been described in detail elsewhere [18, 49, 53]. In this 
temperature range, CO rebinding kinetics slows down as the temperature increases. 
This anti-Arrhenius behavior is indicative of an increase in the average rebinding 
barrier that arises from protein relaxation processes that begin to occur following 
photolysis when T ≥ Tg . The relaxation leads to an increase in the equilibrium posi-
tion of the heme doming coordinate at higher temperatures. The non-exponential 
kinetic response observed for CO rebinding to ChCooA at temperatures above Tg 
is attributed to rebinding of the photolyzed CO molecules to an ensemble of heme 
doming geometries that is interconverting more slowly than the rebinding timescales. 
There is an increase in the average heme doming displacement as the temperature is 
raised above Tg , but the ensemble still remains heterogeneous on the ultrafast time 
scale of the rebinding kinetics [18, 49].

Similar non-exponential CO rebinding on ultrafast timescales has been observed 
for the bare heme chromophore (FePPIX) [18] where temperature-dependent anhar-
monic effects also lead to a more domed heme geometry at elevated temperatures 
[18]. The evolution of the heme photoproduct ensemble leads to the iron atom moving 
out-of-plane to a more domed position with an average value denoted as, a0(T ).
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Fig. 14.13 Geminate 
rebinding kinetics of CO in 
ChCooA above Tg . 
Reproduced from reference 
[53] with permission of the 
American Chemical Society

As the temperature is raised, the evolution of a0(T ) has also been correlated with 
the position of the structure-sensitive Band III (~760 nm) of the heme group [18]. 
Myoglobin has much slower CO rebinding kinetics than FePPIX due to the presence 
of the distal histidine, and it also shows anti-Arrhenius behavior at temperatures 
above the glass transition. However, the kinetic inhomogeneities within the MbCO 
ensemble, arising from differing protein conformers, are thermodynamically aver-
aged because of the slower rebinding timescale so that a single exponential rebinding 
response is observed above Tg [117, 123]. 

In ferrous cyt c, high quantum yield photolysis of the endogenous Met80 ligand is 
observed, followed by ultrafast geminate rebinding [124]. The kinetics of this process 
above Tg are displayed in Fig. 14.14. At these higher temperatures, the Met80 gemi-
nate recombination is only weakly temperature dependent and the kinetics can be fit 
[56] using a single exponential having a time constant of ~7 ps, in very good agree-
ment with other investigations [124–127]. Spectroscopic [124, 126, 127] and ultra-
fast X-ray absorption [125] have shown that methionine dissociation and rebinding 
involve a ∆S = 2 spin transition, which is the same as CO binding to heme except 
for cyt c the sulfur atom of Met80 binds in the sixth ligand position.

However, the analysis used in the X-ray work [125] contains serious flaws [56]. 
These arise from the erroneous assumption that the ligand-bound and unbound popu-
lations are in full thermodynamic equilibrium on the ps timescale. Non-equilibrium 
population changes due to the ligand rebinding that follows photolysis are not consid-
ered. Instead, a time-dependent effective temperature [125] is used to attribute all 
the observed ps population changes to transient cooling of the system temperature, 
which alters “equilibrium” populations of the ligand-bound and unbound states. 
These populations, along with estimates of the time-dependent system tempera-
ture are then used to create a Van’t Hoff plot that reflects the free energy difference 
between the methionine bound and unbound states within the protein structure [125]. 
This analysis is incorrect because non-equilibrium unidirectional ligand binding is 
clearly taking place on the 1–10 ps timescale. It is the free energy barrier to the
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Fig. 14.14 Geminate rebinding kinetics of Met80 in ferrous cyt c above Tg . Reproduced from 
reference [56] with permission of the American Chemical Society

ligand binding reaction that is crucially important in determining the relative bound 
and unbound populations on this timescale, not the overall reaction free energy. 

In order to explain the nearly temperature-independent Met80 rebinding kinetics 
of cyt c, we have suggested that the endogenous nature of the Met80 ligand 
could affect the reaction coordinate and reduce the proximal enthalpic barrier, 
HP , by tightly constraining the iron-ligand distance [56]. The enthalpic barrier is 
related to the energy needed to vacate the two (eg) d-orbitals as the heme iron 
is driven from a domed high-spin (t2g)

4 (eg)
2 = (dxy)2 (dxz)1 (dyz)1 (dz2 )1 (dx2−y2 )

1 

quintet configuration to the planar ligand-bound low-spin singlet (t2g)
6 (eg)

0 = 
(dxy)

2 (dxz)
2 (dyz)

2 (dz2 )
0 (dx2−y2 )

0 where the d-orbital t2g subset is filled. During the 
binding reaction, there are at least two possible intermediate-state triplet config-
urations: (t2g)

5 (dz2 )
1 (dx2−y2 )

0 and (t2g)
5 (dz2 )

0 (dx2−y2 )
1 , which we abbreviate as 

(dx2−y2 )
0 and (dz2 )

0 , respectively. The intervention of an intermediate triplet state 
configuration means that the state mixing can be governed by a first-order, rather 
than by a second order, spin–orbit coupling (the latter is needed for a direct∆S = 2 
transition). The first-order spin–orbit matrix element is much larger and can be strong 
enough to generate an adiabatic reaction surface, leading to spin-independent selec-
tion rules, as recently observed experimentally [18, 53, 56]. Moreover, because there 
can be a strong dependence of the transition metal spin-state on relatively small 
structural perturbations under biologically relevant circumstances, it is likely that 
spin-state entanglement occurs [128–130]. In this treatment, we invoke only simple 
crystal field concepts, but we note that the interplay of Coulomb and Hund’s rule
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interactions must be carefully considered when attempting to develop an accurate 
theoretical picture [129]. 

Many studies have shown that CO rebinding to heme proteins and heme model 
compounds, at both room- and low temperature, is consistent with a distribution of 
transition state enthalpic barriers that are quasi-static on the CO rebinding timescale 
[49, 117, 119, 131]. The resulting kinetic heterogeneity is quantitatively consistent 
with a distribution of out-of-plane heme doming conformations,P(a), where a is the 
heme doming equilibrium position [18, 49, 53, 54]. On the other hand, the endoge-
nous Met80 rebinding of cyt c has an unusually low, and nearly constant, rebinding 
barrier at higher temperatures [56]. Because of this, we have suggested that the cova-
lent connection of the c-type heme and the Met80 to the folded protein leaves the 
endogenous Met80 in tight proximity to the heme iron following photo-dissociation. 
The on-axis Met80 sulfur electron density so close to the iron atom may lead to 
a relatively high dz2 orbital energy, even in the transient 5C domed photoproduct. 
This would allow for the formation of a more “reactant-like” transition state [132, 
133], where the (dz2 )0 triplet is able to mix with the singlet and quintet states. Such a 
scenario could lead to a substantial reduction of the enthalpic energy barrier relative 
to an exogenous ligand like CO, which is free to move into the distal pocket away 
from the iron atom. The ultrafast X-ray absorption measurements [125] find the Fe-
SMet80 distance in the high-spin photoproduct state of cyt c to be only 3.04 Å. Based 
on the 1.8 Å van der Waals radius of sulfur and the 1.4 Å atomic radius (or the 2.05 Å 
van der Waals radius [134]) of iron, this indicates very close contact without bond 
formation. 

Below Tg , the solvent is frozen and protein interconversions that might affect the 
structural conformation of the embedded heme are suppressed. In this temperature 
range, the kinetics of CO rebinding to ChCooA, as well as Met80 ligand rebinding in 
cyt c, follows the expected thermodynamic behavior where the rebinding slows down 
as the temperature decreases (Fig. 14.15). However, the kinetics of the rebinding 
process are distinctly non-exponential, reflecting a quenched distribution of rebinding 
barriers.

As can be seen from Fig. 14.16, the values of both the first (a0) and second 
(σa) moments of the heme doming distribution, P(a), which are used to describe 
the ensemble of heme conformations following CO dissociation, are only weakly 
dependent on temperature from ~180 K to ~80 K. This behavior is observed for CO 
binding to both ChCooA and to the bare heme (FePPIX) [18] as shown in Fig. 14.16. 
As noted above, the CO binding kinetic response of these heme systems is analogous 
to what is observed for CO binding to Mb, but on a much faster time scale [49, 
119]. The Arrhenius prefactors for CO rebinding to ChCooA and for Met80 to cyt 
c are  k0 = 1.2 × 1011 s−1 [53] and 1.6 × 1011 s−1 [56], respectively. Such values 
of k0 are very similar to that found for CO binding to the bare protoheme (1.5 × 
1011 s−1) with either 2-methyl imidazole (2MeIm) or water as the heme proximal 
ligand [18]. Significantly, these k0 values are over two orders of magnitude larger 
than the prefactor observed for CO binding to Mb (k0 ∼ 109 s−1) [49, 117–119].
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Fig. 14.15 Geminate rebinding kinetics of a CO to ChCooA and b Met80 to ferrous cyt c below 
Tg . Reproduced from references [53, 56] with permission of the American Chemical Society

Within an adiabatic model for heme-CO binding, the Arrhenius prefactor includes 

an entropic barrier,∆S†, and can be written as: k0 ∝ ν0exp
(

∆S† 

kB

)
= ν0 Ω†

Ω0 
where ν0 

is an attempt frequency andΩ0 andΩ† are the number of protein–ligand micro-states 
in the dissociated system and in the rebinding transition state, respectively. Because 
the overall electronic spin-state transition (∆S = 2) is the same for the CO binding 
reaction in ChCooA, protoheme, and Mb, the large difference in their prefactors 
cannot be due to spin-selection rules as is often suggested [57–59, 102, 116, 122]. 
Instead, the differences are explained by changes in eitherΩ0 andΩ†, or both. In the 
case of ChCooA and bare protoheme, the entropic barriers for CO rebinding must 
be much lower in comparison to that of Mb. This means that the activation entropy
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Fig. 14.16 Temperature 
dependence of the average 
iron out-of-plane 
displacement a0 and its 
variance σa as a function of 
temperature for CO 
rebinding to ChCooA (black) 
and H2O-FePPIX (red). 
Reproduced from reference 
[53] with permission of the 
American Chemical Society

can strongly affect the CO rebinding rate of heme proteins, and this will depend on 
the architecture of the heme distal pocket. 

Moreover, the large reduction in the activation entropy for CO binding to ChCooA 
and protoheme compared to Mb is also dependent on the relative timescales of the 
reactions. The entropic barrier is synergistically dependent on the enthalpic barrier 
for ligand binding. This occurs because, as the enthalpic barrier is increased, the 
reaction slows and this allows more time for the entropic barrier to develop [18]. 
Due to the absence of the distal histidine, which must be moved for CO binding to 
occur in Mb, the average enthalpic barrier for ChCooA (found [56] to be ⟨H⟩ = 
7.5 kJ/mol at 300 K and ⟨H⟩ = 3 kJ/mol below Tg) is much smaller than for Mb 
(found [56] to be ⟨H⟩ = 18 kJ/mol at room T and ⟨H⟩ = 12 kJ/mol below Tg). The 
absence of the distal histidine greatly speeds up CO geminate rebinding in ChCooA, 
and there is not enough time for entropy production to significantly increaseΩ0(t) in 
the ChCooA distal pocket. This significantly reduces the size of the entropic barrier, 
which is a non-equilibrium, time-dependent, variable on these ultrafast timescales. 
Basically, because CO rebinds so fast following the photolysis of ChCooA-CO, the 
system is unable to fully sample the entire range of possible dissociated states. Thus, 
in situations where the rebinding time scale is faster than the dissociated state entropy 
production time, the entropic barrier will be significantly reduced and the observed 
Arrhenius prefactor will be substantially increased [18]. 

14.5.1 Spin–Orbit Coupling and the Non-adiabatic Reaction 
Model 

When a non-adiabatic model is used to explain the heme-ligand binding reaction, the 
Arrhenius prefactor will depend strongly on the spin-selection rules that govern the
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reaction [116]. Such a model can be applied when friction is low [118] and the matrix 
elements, involving spin–orbit coupling between different spin states of the reacting 
system, are small (i.e., Vsoc  kB T ). Several quantum calculations that focus on CO 
binding to heme have been carried out in order to better understand how changes in the 
heme doming structure and the ligand position will lead to intersections of the various 
electronic spin-state surfaces in these systems [58, 59, 102]. The outcome depends 
to some degree on the DFT functionals and basis sets that are employed [58, 102]. 
A “direct” two-state (∆S = 2) non-adiabatic heme-ligand binding model is often 
taken as the scenario for rebinding; however, given the entropy-based explanation 
for the small prefactor observed for the MbCO rebinding reaction, it is by no means 
obvious that a direct ∆S = 2 reaction is the appropriate reaction pathway. 

If the non-adiabatic reaction mechanism is to be taken as a starting point for 
CO binding in heme proteins, the calculations must also somehow account for the 
ultrafast reaction channel that has been observed for ChCooA [53, 54] and the bare 
heme (FePPIX) [18], as well as in a variety of other heme systems [135, 136]. One 
possible ultrafast non-adiabatic mechanism involves sequential (∆S = 1) transitions 
where the iron triplet (S = 1) spin-state is a weakly coupled intermediate (see 
Fig. 14.17). As suggested by others [57–59, 102, 116, 122], the explanation for 
the slower CO rebinding observed for Mb and Hb can be ascribed to a “direct” non-
adiabatic∆S = 2 transition. The action of a second-order spin–orbit coupling matrix 
element [116] at the diabatic crossing point between the S = 2 and the S = 0 states 
significantly reduces the prefactor relative to the first-order matrix elements that 
are depicted in Fig. 14.17 (small circles). However, to properly explain the ultrafast 
heme-CO rebinding reactions, the barrier between the S = 1 and the S = 0 states 
must be small, as shown in Fig. 14.17a. This is necessary in order to account for 
the absence of any detectible optical intermediate other than the quintet and singlet 
states in the ultrafast CO rebinding reaction, where a clean isosbestic point in the 
rebinding reaction is observed [18]. Within the model presented in Fig. 14.17a, a 
vanishing barrier between the S = 1 and the S = 0 states will eliminate any transient 
triplet state population so that the rate limiting step involves only the initial first-order 
(∆S = 1) iron transition between the S = 2 and the S = 1 states.

However, DFT-based calculations that evaluate the minimum energies for the 
quintet-triplet, triplet-singlet, and quintet-singlet crossing points have found [58, 
102] that the direct (∆S = 2) quintet-singlet crossing is the lowest energy surface 
crossing. Thus, the ∆S = 2 reaction has been assigned as the primary route for 
heme-CO rebinding using the non-adiabatic reaction model [58, 102]. Such a choice 
conveniently explains the small prefactors that are observed for Mb and Hb [49, 
117–119], but it does not address the much larger prefactors that are observed in 
most other heme-CO reactions [53, 55, 56]. 

Importantly, the DFT results also find that the minimum energy crossing point 
between the S = 1 and the S = 0 states lies at a higher energy than the minimum 
energy crossing point of the S = 2 and the S = 1 states [109]. This situation is 
depicted schematically in Fig. 14.17b and it presents a serious problem for the 
sequential non-adiabatic model that has been established based on DFT calculations. 
Under the condition shown in Fig. 14.17b, some population in the triplet state should
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Fig. 14.17 Schematic 
representation of the diabatic 
electronic spin states for the 
heme-CO system along the 
doming coordinate. a The 
barrier for the transition 2 → 
1 is greater than that for 1 → 
0 so that the first transition 
becomes rate limiting and no 
intermediate S = 1 
population can be detected; 
b The barrier for the 
transition 2 → 1 is smaller 
than that for 1 → 0 so that  
the population in the S = 1 
state should be detectable. 
Reproduced from reference 
[53] with the permission of 
the American Chemical 
Society

be observable as an intermediate during the ultrafast heme-CO rebinding reaction. 
However, optical experiments reveal no evidence of a potential S = 1 intermediate 
when the ultrafast rebinding is followed using a broad spectral bandwidth probe [18, 
135, 136]. Instead, a clear isosbestic point is observed [18, 135, 136] between the 
reactant (S = 2 quintet state) and the product (S = 0 singlet state). Thus, the non-
adiabatic sequential model, based on currently available DFT calculations, is not 
consistent with observed measurements of the ultrafast heme-CO rebinding reaction 
in multiple systems. 

Alternatively, an adiabatic model can describe the ultrafast CO rebinding of these 
heme systems as well as the slower CO rebinding in Mb and Hb. The adiabatic 
model introduces an entropic barrier to CO binding,∆S†, which develops on longer 
timescales and is synergistic with the size of the enthalpic barrier and the rebinding 
timescale. The adiabatic model, in contrast to non-adiabatic models based on spin-
selection rules, self-consistently accounts for both the reduced prefactors of Mb 
and Hb [49, 117–119, 123] and the much larger prefactors observed in many other 
heme-CO reactions [18, 53, 55, 56].
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14.5.2 Ligand Binding Models for Heme Proteins 

As suggested above, CO binding to the heme iron appears to be an adiabatic process 
[53], which shifts the commonly held paradigm that CO rebinding is non-adiabatic 
due to spin-forbidden (∆S = 2) selection rules [57, 59, 102, 109, 116, 122]. In 
addition to CO, the binding of endogenous heme ligands also involves a ∆S = 2 
reaction and, for the case of the endogenous Met80 ligand in cyt c, it has been 
demonstrated [56] that the Arrhenius prefactor is k0 ~1.5 × 1011 s−1. This is very 
close to the value found for CO [18, 53] and NO [18, 132] binding in a variety 
of other heme proteins. The notable exceptions are MbCO and HbCO, where the 
prefactor is reduced [49, 117–119] due to the suggested development of an entropic 
barrier [18] that has time to develop because of the added enthalpic barrier from 
the distal histidine, which slows the rebinding significantly. The rebinding of NO, 
which has a spin of S = 1 

2 that combines with the S = 2 spin of the iron atom 
(Stot  = 3 

2 , 
5 
2 ), can take place through an obvious a first-order spin–orbit coupling 

channel ( 3 2 → 1 2 ) where∆S = 1. This fast channel for the NO reaction [132] has an 
Arrhenius prefactor (∼ 1011 s−1) that is very similar to what is found for the (∆S = 2) 
CO binding reaction of heme systems lacking the distal histidine. This comparison 
provides additional evidence that the heme-ligand binding reaction is independent of 
spin-selection rules. Other heme rebinding reactions with endogenous ligands also 
involve a∆S = 2 transition and they also display a dominant and universal ultrafast 
time constant of ~5–7 ps at room temperature [54, 56, 126, 137]. It is likely that 
all endogenous ligand rebinding reactions are analogous to what has been found for 
Met80 rebinding in cyt c and their generic Arrhenius prefactors are ~1011 s−1. These 
various kinetic observations appear to be completely consistent with the proposition 
that ligand binding in ferrous heme proteins is an adiabatic process with essentially 
no dependence on spin-selection rules [53, 56]. 

For the case of endogenous ligand binding, the proximity of the endogenous ligand 
to the iron tends to increase the spin–orbit coupling matrix elements [100, 138] and, 
for first-order intersections (between S = 2 and S = 1 or S  = 0 and S = 1), the 
reacting states are mixed more strongly, leading to an adiabatic reaction surface. 
In this situation, the electronic state is nearly instantaneously following the nuclear 
motion during the reaction. Finally, it is noteworthy that a variety of other effects can 
also serve to move the ligand binding reaction of heme proteins toward the adiabatic 
limit [118]. 

As an example, a schematic adiabatic surface [56] is shown in Fig. 14.18 where a 
“reactant-like” transition state is shown at the intersection of the quintet and triplet 
state. Relatively strong spin-state mixing, which is first-order in spin–orbit coupling, 
leads to the adiabatic ground state reaction surface. In the absence of the triplet state 
intersection, much weaker non-adiabatic coupling is expected for the direct ∆S = 
2 reaction because only second-order spin–orbit coupling is available to mix the 
reacting states. Because there are two possible triplet states, (dz2 )

0 and
(
dx2−y2

)0 
as 

noted above, Fig. 14.18 shows how different intersections might occur, depending 
on the relative energies of these states. This suggests how the CO (exogenous) and
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Fig. 14.18 A proposed potential energy surface where the iron triplet state intersects along the 
reaction coordinate so that first-order spin–orbit coupling strongly mixes the spin states and leads 
to an ultrafast binding reaction that proceeds exclusively along the ground state adiabatic potential 
energy surface shown as the lower black solid line (not to scale). Reproduced from reference [56] 
with the permission of the American Chemical Society 

methionine (endogenous) ligand rebinding reactions can both remain adiabatic but 
have different reaction barriers and electronic state compositions along the reaction 
path. At a minimum, the reaction path involves both heme doming and the iron-ligand 
distance, which means that the binding of an endogenous ligand that is structurally 
positioned very near to the heme iron may lead to a different energetic ordering of 
the iron triplet states relative to the situation where a diatomic ligand resides at, and 
rebinds from, a more distant location. 

For Met80 binding in cyt c, the sulfur ligand will be held in close proximity to the 
iron atom by the protein structure and its thioether bonds to the heme periphery. This 
could enhance the depopulation of the dz2 orbital so that the (dz2 )

0 triplet intersects 
with the quintet surface at lower energy compared to the

(
dx2−y2

)0 
triplet. A lower 

reaction barrier would likely result for the endogenous methionine ligand because 
the heme can remain more domed in the transition state. Only a small fluctuation 
along the doming coordinate is needed to reduce the distance between the iron and 
the endogenous Met80 ligand, allowing covalent bond formation to take place. This 
scenario is analogous to the temperature-independent ultrafast rebinding reaction for 
NO that has been described elsewhere [132]. 

On the other hand, the
(
dx2−y2

)0 
triplet may be more relevant to the adiabatic CO 

rebinding reaction. In this case, the photolyzed ligand can move to a more distant 
docking site allowing the dz2 orbital to drop in energy so that the

(
dx2−y2

)0 
triplet 

configuration intersects the quintet surface. In this situation, more in-plane heme 
motion along the doming coordinate is required to reach the transition state. Because
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it requires more energy to reach the planar transition state, a larger enthalpic barrier 
would be observed for the exogenous ligand compared to the endogenous ligand. 
Here we want to re-emphasize that ultrafast optical studies have so far not revealed 
any evidence for the transient population of an independent triplet state [18, 124, 127, 
135, 136]. However, in the adiabatic picture, the triplet state should not be considered 
as a separate, or independent, state. Rather, it is positioned and strongly admixed in 
the transition state region, as indicated by Fig. 14.18, so that, in effect, only two-state 
behavior is observed. 

14.5.3 Quantum Tunneling at Low Temperature 

When the sample temperature decreases below ~60 K, the non-exponential kinetic 
responses of CO rebinding to ChCooA [53] and Met80 rebinding to cyt c [56] are  
much faster than what is predicted using the classical heme doming model with a 
quenched barrier distribution [49, 53, 56]. It is possible that the faster than expected 
low-temperature kinetics could be related to incomplete heme photoproduct relax-
ation at very low temperature or to the existence of a quantum mechanical tunneling 
channel that competes with the classical over-barrier process [53, 56]. Previous 
studies have also invoked tunneling effects [116] to explain CO [139, 140] and 
water [141] binding to Mb and heme at temperatures below 25 K. 

The tunneling process in heme proteins that involves ligand binding to the heme 
iron (with an overall∆S = 2 spin-state change) can be considered as a combination 
of ligand tunneling through the distal barrier of height, HD, and tunneling of the 
iron through the proximal barrier, HP, from the domed out-of-plane position to the 
final planar position. These tunneling processes can be either concerted or sequential. 
When a significant barrier exists due to the distal histidine, as observed for CO binding 
to myoglobin, CO tunneling through the distal barrier becomes the dominant low-
temperature tunneling process [140]. On the other hand, for heme proteins where 
the distal reaction barrier is small or non-existent (HD ∼ 0), such as CO binding to 
ChCooA [53] or Met80 binding to cyt c [56], iron tunneling from an out-of-plane to an 
in-plane heme position can also potentially take place at low temperature [53, 116]. 

When an adiabatic reaction surface is used to describe ligand binding to heme, 
the Bell tunneling model [142] can be used to crudely estimate the temperature, Tt , 
where the quantum mechanical tunneling rate starts to compete with the classical 
over-barrier process. The high-temperature heme-CO binding rate for a classical 
transition,kc, is assumed to be given by an Arrhenius expression kc = k0e−H/kB T , 
where H is the enthalpic barrier height. At very low temperatures, the rate is assumed 
to be dominated by tunneling and is approximated [142] as:  kt = k0e(−π a 

√
2μH/2 ), 

where a and μ are the tunneling distance and the reduced mass of the tunneling 
particle, respectively. In the absence of a distal barrier (HD), as found for Met80 
binding to cyt c and for CO binding to ChCooA and PPIX, only the possibility of 
tunneling along the doming coordinate needs to be considered. In such a situation, 
the tunneling distance (a) can be taken as the heme out-of-plane displacement and μ
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is the reduced mass of the nuclei involved in the doming motion (this may involve the 
proximal histidine ligand, the iron atom, the porphyrin, and potentially even some of 
the surrounding protein residues). Although the rate can be calculated numerically 
[142], we simply assume the total rate at any temperature is the sum of the tunneling 
and classical channels,k≈ kc + kt . The crossover temperature,Tt , where the rates for 
the two channels are equal is then given as 

Tt =  

πakB 

/
2H 

μ 
(14.5) 

and, if we take [53] H = Hp 
∼= 1 2 Ka2, we find 

Tt =  

πkB 

/
K 

μ 
=  ω 

πkB 
(14.6) 

where the effective force constant for the doming mode is K and ω is its frequency. 
It is important to note that, along with μ, the parameter, a, the heme out-of-plane 
equilibrium position, drops out of the expression for Tt . This means that even in a 
heterogeneous ensemble, where a is a distributed parameter, the entire distribution 
will have roughly the same crossover temperature. This may explain why there is 
such a rapid onset of the anomalously fast rebinding kinetics as temperatures fall 
below ∼60 K. 

We note that the doming frequency of photolyzed hemes at low temperature is 
potentially somewhat higher than the value found at room temperature because the 
heme photoproduct is not able to fully relax. As observed in VCS studies of ligand 
photolysis in Mb [28], there is a strong coherence amplitude at both ∼80 cm–1 and 
∼40 cm–1 that is attributed to heme doming motions. Only the latter frequency is 
observed for the fully relaxed deoxy Mb heme. The higher frequency component has 
been suggested to arise from the photoproduct, Mb*, where photolysis has taken place 
but the protein is not able to fully relax on the ultrafast timescale [28]. At temperatures 
below T g, photolysis will also generate an unrelaxed species because the frozen 
protein cannot rearrange its conformation to accommodate the photolyzed heme. 
Thus, an increased heme doming frequency, relative to the equilibrium value at room 
temperature, may apply when the heme is photolyzed at low temperature. Analogous 
to what is observed for Mb, VCS measurements of ChCooA-CO [17] reveal a mode 
at ∼100 cm–1 following CO photolysis in addition to the ∼50 cm–1 mode that has 
been assigned to the relaxed heme doming frequency in the VCS spectrum of un-
photolyzed ChCooA. Thus, we take the frequency for the ChCooA doming mode 
following photolysis at low temperature to be on the order of ∼100 cm–1. Using this 
value for the doming frequency, ω, in Eq.  14.6 leads to a crossover temperature Tt ∼ 
45 K where the tunneling rate is roughly the same as the adiabatic barrier crossing 
rate. This very simplified analysis suggests that iron tunneling along the doming 
coordinate of the heme may begin to play a significant role in the ligand binding
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process as the temperatures begin to approach ~45 K. In addition, tunneling can be 
enhanced by thermally driven oscillations of the doming mode around its out-of-
plane equilibrium position, a. These vibrationally enhanced tunneling effects have 
been ignored here in order to obtain a simple estimate of the crossover temperature 
using the Bell model. Their inclusion would serve to increase the effect of tunneling 
on the ligand binding rate and increase the crossover temperature. We conclude 
that heavy atom tunneling could potentially help to account for deviations from the 
classical rebinding model, and the more rapid than expected rates observed at low 
temperature ( 60 K) for both CO binding in ChCooA [53] and Met 80 binding in 
cyt c [56]. Thus, it is possible that heavy atom tunneling at low temperature is a more 
widespread phenomenon in biomolecules than is currently assumed. 
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Proteins change their conformations in a sophisticated manner when they perform 
their functions. Time-resolved serial femtosecond crystallography is a potent tool 
for determining protein dynamic structures. In this chapter, we introduce the princi-
ples of time-resolved serial femtosecond crystallography and actual analyses using 
the technique. Section 15.1 is the introduction by Allen M. Orville. In Sect. 15.2, 
Eriko Nango and So Iwata describe time-resolved studies of bacteriorhodopsin. In 
Sect. 15.3, Sandra Mous, Joerg Standfuss, and Przemyslaw Nogly introduce time-
resolved studies on the ultrafast dynamics of bacteriorhodopsin. Michihiro Suga and 
Jian-Ren Shen explain time-resolved studies of photosystem II in Sect. 15.4. Finally, 
Minoru Kubo describes time-resolved studies of cytochrome P450nor with caged 
substrate. 

15.1 Introduction 

Crystallographers frequently observe microcrystal showers measuring only a few 
microns on a side that arise from sparse matrix screens used early in most projects. 
These conditions are “optimized” to yield large single crystals typically measuring 
~25–100 s μm or more on at least two sides. During typical data collection at 
synchrotrons with samples held at 100 K, the X-ray dose is distributed throughout 
the entire crystal volume by combinations of rotation and translation [1–8]. And so, 
although microcrystals are ubiquitous, they are frequently overlooked because they 
can be difficult to use and/or perceived to be inappropriate for structural analysis. 

However, the characteristics of XFELs change the sample requirements for macro-
molecular crystallography (MX). Indeed, showers of microcrystals are ideal for 
XFELs that deliver hard X-rays with high flux density in a very well-focused fs-long 
pulse. Consequently, XFELs offer new opportunities in structural biology, espe-
cially for samples at near-physiological conditions and for time-resolved studies 
that link together the analysis of structure and function within the same samples 
[9–12]. The unparalleled XFEL intensity reduces the crystal size requirements such 
that even submicron crystals can yield high-quality diffraction data [13, 14]. The fs 
pulse duration also provides sharp temporal resolution, without sufficient time for 
radiation-induced alterations in most cases. 

Serial femtosecond crystallography (SFX) is a new technique developed to exploit 
the fs pulses from XFELs and to use thousands of micron-size crystals or smaller 
[9–12]. It is the dominant method in life sciences at all five hard X-ray energy XFEL 
sources since it was first reported in 2011 by Chapman and colleagues at the LCLS 
[15, 16]. The impact of SFX is summarized in Table 15.1, wherein atomic models 
released by the protein databank (PDB) are a measure of impact [17]. These atomic 
models are almost always accompanied by a primary citation. It is noteworthy that 
~60% of the primary citations since 2011 were in high profile publications such as 
Science, Nature or Cell, etc. These results often highlight the unique characteristics 
of SFX methods afforded by XFEL facilities. This includes an almost complete 
lack of radiation-induced alterations in the atomic models, exploitation of micron to
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submicron-size crystals, and exquisitely sharp temporal resolution in time-resolved 
studies. However, under some conditions, samples are clearly perturbed by the intense 
X-ray photon beam, especially in metalloenzymes and at heavy atoms sites within 
macromolecules [18–22]. Together, these demonstrate impressive advances in only 
a few years of operations; not surprisingly, the biology community is very eager for 
more XFEL access. 

SFX studies are very often conducted at room temperature, from which one still 
diffraction pattern is recorded from each microcrystal in a random orientation. XFEL 
beams are typically well-focused to deliver submicron or 1–3 μm spot size at the 
sample and are about nine orders of magnitude brighter than synchrotrons. Because 
so much energy is deposited into the sample, it explodes [23]. Consequently, SFX 
methods require a unique sample for each diffraction pattern and the whole dataset is 
merged from thousands of still images. To these ends, research and development in 
sample delivery is a very active effort in the field. The aim is to rapidly and efficiently

Table 15.1 Macromolecular atomic models linked to data collected at an XFEL released by the 
PDBa 

LCLS (USA, 2011 to date; CXI, XPP, MFX beamlines)

• 322 atomic models released

• 122 primary citations

• 77 high profile citationsb 

SACLA (Japan, 2014 to date; BL2, BL3 beamlines)

• 256 atomic models released

• 73 primary citations

• 27 high profile citationsb 

European XFEL (Germany, 2018 to date; SPB/SFX or FXE instruments)

• 35 atomic models released

• 11 primary citations

• 8 high profile citationsb 

PAL-XFEL (South Korea, 2019 to date; NCI—SFX beamline)

• 31 atomic models released

• 15 primary citations

• 2 high profile citationsb 

SwissFEL (Switzerland, 2019 to date; Aramis, Bernina beamlines)

• 126 atomic model released

• 13 primary citations

• 10 high profile citationsb 

a Compiled on 20 May 2024 
b Primary citation appeared in either Science, Nature, Cell, Proc Nat Acad Sci USA, Nature Methods, 
Nature Communications, Nature Chemistry, or Structure 
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deliver sample, without wasting precious material, at a rate that matches the XFEL 
pulse frequency and/or the detector characteristics. 

A variety of methods have been developed to deliver a slurry of microcrystals 
into the XFEL interaction region, which includes flow-focusing gas dynamic virtual 
nozzles (ff-GDVN) and liquid jets [15, 24–27], viscous media extruders [28–31], a 
concentric-flow electrokinetic injector [14, 32, 33], on-demand micro-droplets that 
may be coupled to a conveyor belt transport system [34–43], fixed targets that raster 
a sample array through the X-ray beam [39, 44–53], and goniometer-based methods 
[54–58]. Many of these methods are readily adaptable to time-resolve studies in 
which the reaction is triggered by either light or mixing as discussed below. 

Time-resolved serial MX naturally blends functional and structural analyses into 
the same sample and experiment. This is sometimes described as Dynamic Structural 
Biology. It exploits slurries of microcrystals at room temperature and is increasingly 
prevalent at XFELs and synchrotrons. Although relatively rare in biology, light-
activated systems are easy to initiate and many have the potential to probe isomer-
ization rates from fs and slower. Many scientists differentiate ultrafast applications 
from more general time-resolved SFX experiments by the observational time scales 
and the fact that decoherence of the experiment/sample is typically completed within 
a few picoseconds. 

Ultrafast time-resolved spectroscopic experiments performed on photoactive 
proteins in solution have provided many important mechanistic insights into the very 
early events after absorbing a photon. Because XFELs are still relatively new, analo-
gous time-resolved SFX experiments are still emerging. It is common for authors to 
compare time-resolved SFX and spectroscopic results. However, although the two 
methods may have used similar pump-probe delay times, the comparisons frequently 
do not yield one-to-one correlations. One possible explanation is that the crystal 
versus solution conditions are sufficiently different that ultrafast spectroscopic exper-
iments have not been performed at the same pH, viscosity, ionic strength, among many 
other potential variables that were present in the SFX experiments. Furthermore, 
the desire of structural biologists to observe and maximize illumination-dependent 
differences in electron density maps has often pushed experimental conditions into 
the multiphoton regime [59]. Recently it has become clear that visible light power 
dependence studies are critically important to nearly all light-activated time-resolved 
SFX experiments. Unfortunately, in part because XFEL beamtime is so rare, scien-
tists may underprioritize these “control” experiments, and as a result these types of 
data may be sacrificed under time-pressure situations. 

Examples of XFEL experiments involving light-activated systems include photo-
system I [16, 60–64], photosystem II [32, 34, 36, 37, 43, 56, 65–76], photoactive 
yellow protein [77–79], human rhodopsin [80, 81], bacteriorhodopsins [82–88], 
light-activated ion channels [89], fluorescent proteins [90–93], several phytochromes 
[36, 94, 95], and photo-dissociation studies of myoglobin-CO [96] or cytochrome c 
oxidase-CO [97, 98]. Of these systems, photosystems I and II have evolved mech-
anisms to diffuse the excess energy absorbed in multiphoton events through the 
network of internal chromophores. Therefore, they are less susceptible to the impact 
of single versus multiphoton time-resolved SFX studies. The photo-dissociation of
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CO from metalloproteins can be considered outside their normal function and less 
constrained by illumination conditions. The remaining systems evolved to react to 
visible photons, and single photon methods are likely to be the most physiological. 
Moreover, many of these systems experience photo-driven conformational changes 
that are often linked to photoisomerization of the chromophore. Such events are often 
very fast and require timing tools to help coordinate the pump-probe experiment 
[99–102]. 

Light-driven strategies to initiate catalysis in systems that are not naturally light 
sensitive include: (a) caged compounds, (b) caged proteins, (c) ligand exchange, or 
(d) temperature jump methods [68, 103–119]. Each of these must satisfy the require-
ments of high selectivity, high quantum yield, and temporal resolution. To these 
ends, o-nitrobenzyl moieties are among the most common photocaging groups for 
substrates and amino acids, but their decaging photochemistry may not be as fast 
nor as clean as p-hydroxyphenacyl or coumarylmethyl derivatives. Caged substrates 
are either co-crystallized with the target macromollecule or soaked into slurries of 
microcrystals. Incorporation of non-natural amino acids that convert a given protein 
into a caged protein is more difficult. Consequently, caged protein approaches typi-
cally include a computational evaluation stage, followed by protein translation using 
amber TAG codon-suppression methods, or post-translational modification strate-
gies. The photoactive moiety is most often linked to thio, amino, carboxy, or hydroxy 
groups of proteins or substrate ligands, and is then cleaved by irradiation with UV to 
visible light. Photo-cleavage of the caging group varies in rate (ps–μs) and quantum 
yield (<0.2–1), which then generates: (i) authentic substrate in the active site vicinity, 
(ii) a rapid pH shift, (iii) a temperature jump, (iv) removes an active site barrier and 
enables substrate binding, or (v) eliminates a dynamic or conformational restraint 
required for catalysis. Ligand exchange methods include photolabile metal-CO or 
NO complexes that mimic metal-O2 intermediates in a reaction cycle. Photodis-
sociation of the blocking diatomic molecules then allows for O2 binding and the 
ensuing reaction. All of these methods are experiencing a resurgence of research and 
development activity and provide important opportunities for time-resolved struc-
tural biology at XFELs. Some of these techniques will require careful coordination 
of the timing between the visible light pump laser and the XFEL probe pulse. 

A remaining frontier challenge in structural biology is to determine time-resolved 
structures at atomic resolution directly from systems engaged in function at physi-
ological temperatures and pressures. To this end, Dynamic Structural Biology is as 
much a philosophy as a set of tools to collect as much data as possible, from every 
sample and every X-ray pulse, at physiological temperature and pressure, with an aim 
to create time-resolved molecular movies of macromolecules engaged in function. 
XFEL methods coupled with pump-probe strategies are making important advances 
toward this goal. This chapter highlights recent results in time-resolved SFX. In the 
first two subsections, Nango, Iwata, Mous, Standfuss, and Nogly describe the struc-
ture, function, and dynamics of the light-driven proton pump, bacteriorhodopsin. 
Next Suga and Shen summarize results from photosystem II, perhaps the best bench-
mark system for time-resolved SFX studies. Kubo concludes the chapter with an
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example of a caged nitric oxide compound driving the P450nor enzyme reaction, 
which is an unusual member of the P450 superfamily of heme-dependent proteins. 

15.2 A Three-Dimensional Movie of Structural Changes 
in Bacteriorhodopsin Captured by X-Ray 
Free-Electron Lasers 

15.2.1 Introduction 

Bacteriorhodopsin (bR) is a light-driven proton pump found in the cell membrane of 
the salt-tolerant microorganism, Halobacterium salinarum. bR is one of the microbial 
rhodopsins, such as halorhodopsin and channelrhodopsin, which are used as a tool 
for optogenetics. It also serves as a simple model for G-protein coupled receptors, 
including visual rhodopsin, located in the retina of the eye. bR uses light as a trigger 
to transport protons from the cytoplasmic side to the extracellular side against the 
electrochemical potential. The resulting proton gradient across the cell membrane is 
converted into chemical energy by the activity of adenosine triphosphate synthase. 
How does bR pump protons out without the backflow of protons? The proton transfer 
mechanism has been investigated across various research fields, including biochem-
istry, biophysics, and structural biology, since its discovery in the 1960s and still 
attracts interest. 

The bR structure is composed of seven transmembrane helices, with a buried 
all-trans-retinal chromophore that is covalently bound to Lys216 via a protonated 
Schiff-base linkage (Fig. 15.1a). Upon light absorption, the all-trans-retinal isomer-
izes to the 13-cis conformation, which initiates the photocycle, forming several 
intermediates (K, L, M, N, and O) with different maximum absorption wavelengths 
(Fig. 15.1b, c). Primary proton transfer occurs between the protonated Schiff-base 
and Asp85 [120]. In the resting state (bR structure before light exposure), the proto-
nated Schiff-base forms a hydrogen bond with one water molecule (W402), which 
further forms a pentagonal hydrogen-bond cluster with Asp85, Asp212, and two 
other water molecules (Fig. 15.2). The hydrogen-bonded network results in a differ-
ence of 11 orders of magnitude between the proton affinities of the primary donor 
and acceptor [121, 122], which prevents the leakage of protons from the extracellular 
medium to the cytoplasm. After light excitation, these proton affinities close together 
to facilitate spontaneous proton exchange, raising the question of what brings about 
the change in proton affinities. It is also puzzling why primary proton transfer occurs 
in microseconds although the Schiff-base and Asp85 are separated by only 4 Å and 
the water-mediated proton exchange pathway between the Schiff-base and Asp85 is 
in the resting state. In addition, retinal isomerization redirects the Schiff-base proton 
away from the extracellular side and toward the cytoplasmic side, which seems to be 
an unfavorable orientation for proton transfer.
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Fig. 15.1 Structure and function of bacteriorhodopsin (bR). a An overall structure of bR. Trans-
retinal is shown linked to Lys216. The black arrows indicate the proton transfer pathway. b A 
schematic representation of the bR photocycle. c A schematic illustration of retinal bound to Lys216 
through a protonated Schiff-base (SB) in an all-trans and a 13-cis configuration. From [127]. 
Reprinted with permission from AAAS

Many research groups have reported X-ray crystal structures to reveal both 
light- and mutation-induced structural changes in bR that has been trapped at cryo-
genic temperature. However, these results have been controversial for the following 
reasons: Firstly, the reported structures show considerable variation. For instance, 
three crystal structures [123–125] of the K-intermediate of bR have been reported, 
which propose structural changes in the retinal and the periphery of the retinal; 
however, the three models are not in agreement with each other. A water molecule 
(W402) bound to the Schiff-base in the ground state is displaced in one K-structure 
[123], whereas the same water molecule is retained with different hydrogen-bond 
distances between W402 and the Schiff-base in the other two K-structures [124, 125]. 
Secondly, intermediate structures trapped at cryogenic temperature or by mutation 
do not correlate directly with time-dependent structural changes in wild-type bR. 
Thirdly, bR is very sensitive to X-ray induced radiation damage; even a very low dose 
of X-ray radiation—less than 0.06 MGy—may cause structural alterations around 
the retina [126]. Therefore, the mechanism of proton transfer in bR is debatable. 

We overcame these barriers by using time-resolved serial femtosecond crystal-
lography (TR-SFX) at an X-ray free-electron laser to record a three-dimensional
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Fig. 15.2 bR structure in resting state. The 2Fo − Fc electron density map (gray) is contoured at 
1.3σ. W400, W401, and W402 denote water molecules. The dotted lines indicate hydrogen-bond 
interactions. From [127]. Reprinted with permission from AAAS

movie of structural changes in bR at room temperature at 2.1-Å resolution [127]. 
Extremely intense, ultra-short X-ray pulses from X-ray free-electron lasers (XFEL) 
enable the acquisition of diffraction data prior to the onset of radiation damage [128]. 
Furthermore, TR-SFX can help observe the structural dynamics of a protein molecule 
at atomic resolution due to femtosecond X-ray pulses. We successfully captured a 
series of structural changes during proton transfer in bR from 16 ns to 1.7 ms, which 
reveals a mechanism of how bR achieves unidirectional membrane transport.
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15.2.2 TR-SFX Experiment 

In serial femtosecond crystallography (SFX), microcrystals, which are suspended in 
a carrier media such as a buffer, are continuously delivered into an intersection point 
with XFEL, using an injector, at room temperature [16]. For SFX, several sample 
delivery methods have been used: a gas dynamic virtual nozzle utilizing gas flow 
for focusing the liquid-jet [27]; a microfluidic electrokinetic sample holder, based 
on the principle of electrospinning [129]; and a highly viscous carrier media, such 
as lipidic cubic phase (LCP), allowing sample extrusion with a slow flow rate [130, 
131]. As bR crystals grown in LCP diffract over 2 Å [123, 132], sample injection 
using LCP crystals was applied to TR-SFX. 

TR-SFX requires the trigger for a reaction in a protein before XFEL irradiation. 
The retinal in bR is excited by light and the first proton transfer occurs microsec-
onds after light absorption [133]. Therefore, a nanosecond pump laser installed into 
an optical-fiber-based setup [134] was used for triggering the photocycle. In the 
TR-SFX experiment, light-adapted bR crystals in LCP were loaded into a high-
viscosity cartridge-type injector [135] and injected from a nozzle, with an inner 
diameter of 75 μm, to an interacting point of an XFEL pulse, with a pulse duration 
of <10 fs and a repetition rate of 30 Hz, at the SPring-8 Angstrom Compact free-
electron Laser (SACLA) (Fig. 15.3a). A nanosecond laser beam with a 532 nm wave-
length was focused to 40 μm (full width at half maximum) and operated at 15 Hz to 
provide ‘light’ and ‘dark’ interleaved images (Fig. 15.3b). The delay between sample 
photoexcitation and the arrival of an XFEL pulse was controlled by a delay generator. 
Finally, TR-SFX data were collected from bR microcrystals after photoactivation by 
a pump laser pulse at ∆t = 16 ns, 40 ns, 110 ns, 290 ns, 760 ns, 2 μs, 5.25 μs, 
13.8 μs, 36.2 μs, 95.2 μs, 250 μs, 657 μs, and 1.725 ms, yielding 13 snapshots of 
the bR photoreaction.

15.2.3 Early Structural Changes in the Photocycle 

Structural changes were clustered at the retinal and its binding site at the earliest time 
point,∆t = 16 ns, which corresponds to essentially the K-intermediate. The retinal is 
initially tilted toward helix G. By ∆t = 290 ns, the retinal conformation straightens, 
which results in the displacement of Trp182 toward the cytoplasmic side (Fig. 15.4a). 
Lys216 also indicates a large movement associated with retinal isomerization.

A water molecule (W402), which forms a hydrogen bond with the Schiff base, 
is displaced in response to photoisomerization (Fig. 15.4a). Trapping intermediate 
studies by cryo-crystallography have suggested that retinal photoisomerization disor-
ders W402. However, this is controversial because X-ray-induced radiation damage 
also shows similar results [125, 126, 136]. On the other hand, no effects of radiation 
damage are visible when using XFEL pulses with a duration of <10 fs. Therefore, the 
TR-SFX data provides a conclusion to this debate. Interestingly, one cryo-trapped
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Fig. 15.3 Time-resolved serial femtosecond crystallography (TR-SFX) of bR. a A schematic view 
of the experimental setup. A lipidic cubic phase microstream continuously transports microcrystals 
across the focused X-ray free-electron laser (XFEL) beam. X-ray diffraction is recorded on a detector 
for every XFEL exposure. A green ns laser is used to activate the bR microcrystals prior to the arrival 
of an XFEL pulse (red arrow). b A data collection sequence illustrating how X-ray diffraction data 
were collected at 30 Hz from photoactivated (green laser flash, 15 Hz) and dark (no laser flash) 
states in an interleaved fashion. From [127]. Reprinted with permission from AAAS

Fig. 15.4 Structural changes in bR observed at ∆t = 16, 290, and 760 ns. a Early structural 
changes in the bR photocycle. Crystallographic models for∆t = 16 ns (blue) and∆t = 290 ns (red) 
superimposed upon the resting bR structure (purple). b The retinal binding site of bR is shown as 
a Fo(light) − Fo(dark) difference Fourier electron density map (contoured at ±3.1σ) for ∆t = 760 
ns. Blue indicates a positive difference in electron density. Yellow denotes a negative difference 
in electron density. A positive difference feature (black arrow) suggests the ordering of a water 
molecule (W452). c Crystallographic model for bR at ∆t = 760 ns (red) superimposed upon the 
resting bR structure (purple). W452 denotes the water molecule, Wat452. From [127]. Reprinted 
with permission from AAAS

K-intermediate structure [123] showed the disordering of W402 but did not indicate 
a twist of the retinal C20 methyl toward helix G, whereas another K-state model 
captured this twist but maintained W402. The third K-intermediate structure showed 
neither change [124].
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15.2.4 Unidirectional Proton Transfer Mechanism 

The key step in achieving unidirectional proton transport by bR is the primary transfer 
event from the Schiff-base to Asp85 [120], which occurs during the transition from 
the L-intermediate to the M-intermediate. For ∆t = 760 ns, the side chain of Leu93, 
near Trp182, moves toward the cytoplasmic side and a positive difference in electron 
density arises between the retinal, Leu93, and Thr89 (Fig. 15.4b). This positive elec-
tron density is observed from ∆t = 40 ns up to ∆t = 13.8 μs and is strongest 
at ∆t = 760 ns. This timescale is consistent with the L-to-M transition shown 
in our time-resolved difference absorption spectra from bR crystals in LCP. We 
modeled this feature as a transient water molecule (W452 in Fig. 15.4c). W452 forms 
weak hydrogen-bond interactions with the Schiff-base and Thr89, which creates a 
pathway for proton transfer from the Schiff-base to Asp85. A proton from the Schiff-
base accesses Asp85 via hydrogen-bond interactions even though the Schiff-base 
has turned toward the cytoplasmic side by photoisomerization. Previously, a water 
molecule has been observed at the W452 location in one cryo-trapped L-intermediate 
structure [137] but has not been captured in other L-state structures [138, 139]. 

On the extracellular side of the retinal, the disordering of W402 triggers water rear-
rangements between Asp85 and Asp212. From ∆t ≥ 13.8 μs, two water molecules 
(W400 and W401) were found to be disordered, and a new water molecule (W451) 
was found to be ordered (Fig. 15.5), which raises the pKa of Asp85 to the point 
such that it may spontaneously accept a proton from the Schiff-base. The collapse of 
the hydrogen-bond networks allows helix C to bend toward helix G, approximately 
10 μs after photoactivation. The inward movement of helix C progresses until the 
Schiff-base is deprotonated (to ∆t ≤ 36.2 μs). Consequently, the time required for 
helix movement is the rate-limiting step that controls primary proton transfer.

Proton transfer from the Schiff-base to Asp85 effects a structural change within the 
retinal, which is modeled as a subtle displacement of the Schiff-base toward the cyto-
plasmic side and of the C20 methyl, over the 760 ns ≤ ∆t ≤ 36.2 μs interval. These 
changes may be due to a conformational change caused by deprotonation [140] or an  
electrostatic effect induced by proton transfer [141]. After primary proton transfer 
(∆t ≥ 36.2 μs), the transient water molecule, W452, is not visible; a hydrogen-bond 
interaction connecting Thr89 to Asp85 is also lost with significant negative difference 
electron density appearing between Oγ of Thr89 and Oδ of Asp85. These structural 
changes hinder reverse proton transfer from Asp85 to the Schiff-base. Furthermore, 
Thr89 moves closer to the retinal to form a tighter hydrogen-bond interaction with 
the deprotonated Schiff-base, which allows the Asp85 side chain to rotate and break 
its linkage to Thr89, while forming a new hydrogen-bond interaction with W451 
(Fig. 15.5). 

The TR-SFX data, spanning five orders of magnitude in time, captured structural 
changes arising for a moment, including a transient water molecule, which reveals 
how bR controls proton transport from the extracellular side to the cytoplasmic side 
without reversing proton-flow. Nogly et al. have successfully recorded a sequence 
of snapshots for photoisomerization of the retinal in bR which occurs from fs to ps
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Fig. 15.5 A crystallographic model for bR at∆t = 36.2 μs (orange) superimposed upon the resting 
bR structure (purple). The dotted lines indicate hydrogen-bond interactions

[84], as shown in the next section. Recently, Weinert et al. have captured structural 
changes in bR over 200 ms by serial millisecond crystallography using synchrotrons 
[86]. The data reveal large structural rearrangements, up to 9 Å, on the cytoplasmic 
side and reorganizations of water-mediated networks for proton uptake. Thus, TR 
crystallography has contributed to elucidating the mechanism of the bR photocycle, 
which has been debated for many years. These methods developed at the XFELs and 
synchrotrons should provide a powerful tool to solve enigmas in structural biology.
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15.3 Ultrafast Structural Dynamics of Bacteriorhodopsin 

15.3.1 Retinal Chromophore 

The light-induced isomerization of retinal is an ultrafast process implicated in 
fundamental biological processes such as light sensing, energy conversion, and ion 
pumping. Retinal binding proteins are activated through the absorption of a photon 
by the conjugated double-bond system of the retinal chromophore (Fig. 15.6a). Once 
the reaction is initiated, the proteins progress through characteristic photocycles that 
reflect different functional stages. High interest in the mechanism of retinal isomer-
ization and the resulting molecular motions in the connected proteins led to many 
studies on bacteriorhodopsin (bR), an archetypical proton pump. The tight retinal 
binding pocket in bR (Fig. 15.6b, [142]) guides a stereoselective isomerization of 
the chromophore from all-trans to 13-cis conformation with a quantum yield of up 
to 64% [143], while in comparison illumination in solution results in a mixture of 
7-cis, 9-cis, 11-cis and 13-cis isomers [144]. Further spectroscopic studies on bR 
in solution identified the rise and decay of the I excited state intermediate, forming 
200 fs after photoexcitation [145], and the J ‘tumbling state’ intermediate, evolving 
after 500 fs, which then relaxes into the isomerized K-state within a few picoseconds 
[146]. Compared to the isomerization of the chromophore in a protein environment, 
photoisomerization of free retinal in solution has a slower excited state decay time 
of 2.0 ps (50%) and 7.2 ps (50%) [147]. Together, the high quantum yield, stereo-
selectivity, and altered dynamics suggest that the isomerization process is somewhat 
catalyzed by the opsin pocket [148].

15.3.2 Structural Dynamics of Retinal 

The development of time-resolved serial femtosecond crystallography (TR-SFX) at 
X-ray free-electron lasers (XFEL) made it possible to study such ultrafast structural 
changes in proteins [78, 96]. Applying this powerful method to bR has allowed to 
directly probe the structural dynamics of the primary photoresponse at 1.5 Å spatial 
and around 200 fs temporal resolution [84]. Using different time delays between an 
activating optical laser pulse and the probing X-ray pulse of the XFEL, diffraction 
data of bR crystals were collected for 19 different time intervals from the femtosecond 
to the picosecond temporal regime. Merging data from 6 consecutive time bins (time 
delay ∆t = 49–406 fs and 457–646 fs) enabled the refinement of two ultrafast 
structural bR intermediates [84], which approximately correlate to the accumulation 
of the spectroscopic I and J intermediates in solubilized bR [145, 146] and bR crystals 
[149]. In addition, two structures were solved from data collected at a time delay of
∆t = 10 ps and 8.33 ms [84], which correlate with the accumulation of the K and M 
intermediates.
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Fig. 15.6 Retinal chromophore mediating bacteriorhodopsin activation. a Schematic structure of 
all-trans and 13-cis retinal (K intermediate after photoexcitation). The chromophore is covalently 
bound to the Lys216 residue of bR via a protonated Schiff base. b The schematic illustrates between 
retinal and its binding pocket within the protein. Amino acids are numbered and hydrophobic 
contacts within 2.9–3.9 Å distance to the retinal are indicated with red lines

The time-resolved X-ray diffraction data showed that changes in the electron 
density already occurred during the earliest measured time point (∆t = 0–142 fs) 
along the retinal polyene backbone. These changes were also observed in the first 
structural intermediate at ∆t = 49–406 fs, which showed strong features in the 
difference Fourier electron density map (Fobs 

light − Fobs 
dark) at a contour level of 

4.0σ (root mean square deviation of the electron density) [84]. The changes in the 
electron density along the backbone were interpreted as an out-of-plane distortion, 
which may accompany the inversion of the bond length alternation, as predicted in 
the excited state retinal by quantum chemical computations [150]. It appears that 
in the high energy state, the conjugated double-bond system undergoes sampling of 
potential isomerization pathways, most of which are sterically prevented by the tight 
binding pocket (Fig. 15.6b). 

15.3.3 Response of the Counterion 

Interestingly, the ultrafast changes in bR upon photoactivation are not constrained to 
the chromophore. The protonated Schiff-base (PSB) and the associated counterion 
network (formed by the residues Asp85, Asp212, and Tyr57 together with the water 
molecules Wat402, Wat401, and Wat400) move even before retinal isomerization has 
begun (Fig. 15.7). This counterintuitive observation could be explained in terms of the 
response to the charge redistribution in the excited state retinal. It has been proposed
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Fig. 15.7 Structural intermediates of the bacteriorhodopsin photocycle. Refined structures at pump-
probe delays of t = 49–406 fs, 457–646 fs, 10 ps and 8.33 ms (PDB accession codes 6G7I, 6G7J, 
6G7K, and 6G7L, respectively) show rearrangements of the retinal chromophore and counterion 
network (indicated by the green arrows) as bacteriorhodopsin progresses through the photocycle. 
Distances of the hydrogen bonds in the resting state structure (PDB accession code 6G7H) are given 
in Å 

that the positive charge from the PSB in the dark state relocates toward the β-ionone 
ring in the excited state [145]. The change in the retinal dipole moment weakens the 
interaction with the counterion cluster, resulting in the shift of water molecules and 
residues in this region. Quantum chemical calculation of the difference in electron 
density between the ground and excited state retinal validates that the changes in 
the electron density immediately after photoexcitation extend to Wat402 [84]. In 
addition, the ultrafast response of the protein environment to photoexcitation before 
isomerization was shown by Raman spectroscopy for bR [151] and IR spectroscopy 
for the homologous Channelrhodopsin-2 protein [152]. 

15.3.4 Trans-cis Retinal Transition 

The structural intermediate at ∆t = 457–646 fs corresponds to the accumulation of 
the J intermediate, during which the isomerization reaction is initiated [84, 146]. This
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intermediate is modeled with a C13 = C14 torsion angle of −82°, representing an 
intermediate state between the 13-trans and 13-cis isomers (with a torsion angle of 
−165° and 2°, respectively). Analysis of the twist of the C15 = Nζ, C13  = C14, and 
C11 = C12 torsion angles in the ∆t = 49–406 fs and ∆t = 457–646 fs structures 
(−159° to 178° (∆° = +23), −135° to −82° (∆° = −53), and 179°–166° (∆° 
= +13), respectively) reveal that the observed geometry is in agreement with the 
aborted bicycle-pedal model describing the evolution of the retinal in the I and J 
intermediates [153, 154]. This specific geometry minimizes the spatial requirements 
for the isomerization to take place. After the first ultrafast structural intermediates 
of bR were published [84], further insight into the ultrafast dynamics were provided 
by additional time-resolved crystallographic data obtained at the XFEL [149] as  
well as quantum chemical calculations [155]. These independent studies described 
similar structural changes of the retinal chromophore and counterion cluster and are in 
agreement with the initial ultrafast time-resolved crystallography experiment on bR. 
Moreover, the TR-SFX studies described oscillatory behavior upon photoexcitation, 
either in the difference electron density (showing peak fluctuations at W402, Y57, 
and the retinal C20) [84], the torsion angles of the retinal skeleton, Lys216 χ4, 
Asp212 χ2, Trp86 χ2, Tyr185 χ1, and Met118 χ2, and the distances PSB-Wat402 
and Asp212-Wat402. The torsional oscillations in the residues around the retinal 
suggest that the chromophore and surrounding residues form a vibrationally coupled 
network [149]. 

The aforementioned sub-picosecond structural intermediates and complemen-
tary quantum chemical calculations show that the sudden polarization in the excited 
state eventually causes the hydrogen bond between Wat402 and the PSB to break 
[84]. Changes in the hydrogen bonding pattern in the sub-picosecond timescale have 
also been observed by independent spectroscopy studies [156, 157].  The loss of the  
hydrogen bond between the PSB and Wat402 is thought to lower the energy barrier 
for structural rearrangements in the vicinity of the PSB, allowing full trans-to-cis 
isomerization of the C13 = C14 bond at ∆t = 10 ps (Fig. 15.7). However, other 
studies [149, 155] suggest that the elongation of the hydrogen bond between Wat402 
and the PSB may be less pronounced. Based on these results, breaking this hydrogen 
bond may be unnecessary to complete the isomerization of the retinal chromophore 
to 13-cis conformation. The refined structure at ∆t = 10 ps still displays an out-
of-plane twisted C20 methyl group, which is likely the result of steric hindrance 
by residue Trp182, which did not have enough time to respond to the new retinal 
geometry. Finally, for comparison, at∆t = 8.33 ms, bR features a fully planar 13-cis 
retinal [84], analogous to the retinal conformation observed in all the later photocycle 
intermediates [127]. 

15.3.5 Long-Range Protein Response to Light Absorption 

The fast movement observed in the retinal binding pocket was found to propagate 
through the entire structure [84], causing what has been previously described as a
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protein quake [158]. The earthquake-like motions are thought to be a mechanism to 
release the excess energy that is generated by the decay of the excited state of the 
retinal to the ground state. These changes start early at the retinal chromophore, the 
epicenter of the protein, and coherent structural changes gradually expand up to a 
distance of 12 Å away from the PSB within 600 fs, progressing with a speed that is on 
the same order of magnitude as the speed of sound in water [84]. Recently, concerns 
were raised about the high optical laser pump power density used for the activation 
of bR in both TR-SFX studies. It has been suggested that high photoexcitation inten-
sities result in multiphoton excitation [149]. This mode of excitation could influence 
the dynamics of bR, result in ionization effects, and possibly cause the oscillatory 
behavior and quake-like motions in the protein as the system finds a way to quickly 
dissipate energy. It was therefore recommended to investigate ultrafast dynamics in 
bR further using a lower laser excitation intensity. 

The proton pump bR has proven to be a useful model system for studying a 
fundamental photochemical reaction occurring in a protein environment. A better 
understanding of the ultrafast electronic and structural dynamics of the retinal chro-
mophore advances the understanding of homologue retinal binding proteins, impli-
cated in diverse processes such as future optogenetic tools or the photoreceptors that 
enable our vision. Furthermore, the recent studies on the retinal isomerization in bR 
are an excellent example of how time-resolved serial crystallography can be used 
to answer challenging questions in biology and the research paves the way for the 
study of other photochemical reactions at XFELs. 

15.4 Time-Resolved Studies of Photosystem II Reveal 
Intermediate Si-State Structures in Photosynthetic 
Water Oxidation 

15.4.1 Photosystem II 

Plants and algae synthesize biomass in the form of sugars from water molecules and 
carbon dioxide by utilizing light energy from the sun. This process is called oxygenic 
photosynthesis, which is achieved by a chain of electron transport, a series of proton 
transfer events and enzymatic reactions cooperatively catalyzed by many proteins. 
The initial step of oxygenic photosynthesis is the light-driven water oxidation reaction 
of photosystem II (PSII), in which four electrons and protons are extracted from two 
water molecules, and dioxygen molecules are released into the atmosphere. This 
reaction is catalyzed at the catalytic center of PSII, namely, the oxygen-evolving 
complex (OEC), through five oxidation steps of the Si-state (i = 0–4) where the S4 
state is the most oxidized transient state that releases dioxygen and successively turns 
back to the ground S0 state. Unveiling the mechanism of nature’s water oxidation 
is of considerable importance as it may have great potential in the application for 
developing a clean, renewable energy source; in other words, a framework for the
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Fig. 15.8 Structure of PSII (a) and structure of the OEC and its ligand environment (b). Reprinted 
from [68] 

Si-state may provide a structural basis for the bio-inspired catalysts capable of water 
oxidation by visible light. 

The X-ray structure of PSII in the S1 state under dark-adapted condition was 
analyzed at 1.9 Å resolution at a synchrotron source, which revealed the detailed 
organization of the OEC [159]. The OEC is a Mn4CaO5 cluster with a shape resem-
bling a distorted chair, located at the lumenal surface of the thylakoid membrane and 
linked to four hydrogen-bonded water channels (Fig. 15.8). The first high-resolution 
structure of PSII advanced our understanding of the reaction mechanism of water 
oxidation greatly and served as the standard model for theoretical calculations and 
spectroscopy [160, 161]. However, two critical issues remained unresolved: First, 
irradiation by strong X-rays of synchrotron radiation (SR) could damage the OEC 
[162], and therefore it remained to be confirmed if the reported structure reflects 
the native structure of OEC or not. Second, the crystal structures in the intermediate 
Si-states were not reported, but these structures are indispensable for elucidating the 
full mechanism of water splitting. Here, we review how XFEL has been utilized to 
bring solutions to these challenges [68]. 

15.4.2 Radiation Damage-Free Structure of PSII in the S1 
State 

In the Mn4CaO5 cluster of the OEC, three Mn atoms and one Ca atom form the 
Mn3CaO4 cuboid cluster and the fourth Mn atom is connected at the outside of the 
cuboid by two oxo-bridges (Fig. 15.8). The Mn–Mn distances determined are slightly 
longer (0.1–0.2 Å) than those obtained by extended X-ray absorption fine structures 
(EXAFS) [163] or theoretical calculations based on the SR structure [164–166]. For 
instance, the three shortest Mn–Mn distances are 2.8, 2.9, and 3.0 Å in the SR struc-
ture (PDB 3WU2), whereas three short Mn–Mn distances of 2.7, 2.7, and 2.8 Å have
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been reported by EXAFS [163]. Since Mn ions are in the III and IV oxidation states 
in OEC, they are easily damaged and reduced by strong X-rays, resulting in elonga-
tions of the Mn–Mn distances. EXAFS indeed showed that the X-ray dose used for 
analyzing the SR structure reduces 25% of the Mn atoms of OEC to Mn2+ ions [162]. 
Therefore, the discrepancy in the Mn–Mn distances between the SR structure and 
those determined by EXAFS could be due to radiation damage during the X-ray data 
collection for solving the SR structure. In order to eliminate the possible effects of 
radiation damage, we collected diffraction images using femtosecond XFEL pulses 
and analyzed the structure at 1.95 Å resolution [167]. Since PSII is a large membrane 
protein complex of 700-kDa in a dimeric form and its crystals diffract weakly, large 
crystals with a maximum length of 1 mm were used to ensure the collection of high-
resolution data. For collecting a full dataset from such large crystals, a fixed-target 
serial femtosecond rotational crystallography (SF-ROX) approach [168] was used. 
In this approach, a large crystal was fixed at low temperature, and an XFEL pulse 
was irradiated at one point of the crystal to collect the first diffraction image, then 
the crystal was immediately moved to a next point separated by 50 μm with a simul-
taneous rotation of the crystal by 0.2° to collect the next diffraction image. This 
approach allowed the collection of several tens of diffraction images from one large 
crystal and 100–200 crystals were used to collect one full dataset. Two independent 
datasets were obtained from two different preparations of the crystals and the struc-
ture was analyzed at 1.95 Å resolution from both datasets (PDB 4UB6 and 4UB8). 
The structure of OEC was determined independently in two non-crystallographic 
symmetry-related PSII monomers, providing some indications of the agreement of 
OEC structure across different monomers and datasets. 

The overall structure of PSII determined by XFEL is similar to the SR structure. 
The orientation of the side chains except for some side chains in the vicinity of 
metal-binding sites, as well as most of the water molecules found in each structure, 
are almost identical, indicating that X-ray diffraction using continuous X-rays of 
SR is sufficient to determine the overall protein environment. However, despite the 
similarity, clear differences are found in the interatomic distances of the Mn atoms 
within the Mn4CaO5 cluster (Fig. 15.9). All the interatomic distances between the 
Mn atoms are shorter by 0.1–0.2 Å compared with the SR structure, and they are 
mostly consistent with the results of EXAFS. This comparison suggests that the 
XFEL structure is radiation damage free and the previous SR structure has suffered 
some radiation damage, leading to a partial reduction of the Mn atoms and therefore 
causing elongations of the distances between the Mn atoms. The XFEL structure 
confirmed the presence of a unique central oxo-bridged oxygen (O5) located in 
between two manganese atoms, Mn1 and Mn4, which was originally found in the 
SR structure [159], with unusually long distances to the two Mn atoms. The bond 
distances between the Mn atoms and O5 are 2.7 Å (Mn1–O5), 2.2 Å (Mn3–O5), 
and 2.3 Å (Mn4–O5), respectively, whereas the other Mn–O distances are within 
1.8–2.1 Å (Fig. 15.9) that are typical for Mn oxides. This feature suggests a weak 
binding of O5 with the nearby Mn ions and therefore possible participation of O5 
in the dioxygen formation. Furthermore, the valances of the four Mn atoms were 
estimated to be (Mn1, Mn2, Mn3, Mn4) = (+3, +4, +4, +3) in the S1 state based on
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Fig. 15.9 Radiation damage-free structure of PSII in the S1 state determined by the SF-ROX 
method. a Structure of the Mn4CaO5 cluster shown with electron density maps of individual atoms. 
The 2mFo − DFc map and the oxygen-omit mFo − DFc map are shown as gray and brown meshes 
and contoured at 7σ and 6σ levels, respectively. b and c Interatomic distances (Å) between Mn 
atoms and M–O (b) and Ca–O (c). Numbers in bracket indicate the corresponding distances in the 
SR structure. Reprinted from [68] 

the metal–ligand distances as well as the existence of the Jahn–Teller distortion on the 
Mn+3 atoms in the XFEL structure. This is consistent with estimations by previous 
electron-nuclear double resonance results and theoretical calculations [169, 170]. 
Thus, the high-resolution XFEL structure of PSII provides a vital understanding of 
the relationship between the structure of the OEC and its physical properties. 

15.4.3 Structures of PSII in the Intermediate Si-State 

Although the XFEL structure in the S1 state provides important implications for 
water oxidation in PSII, detailed structural changes that occur during the reaction 
cycle remain unknown, but they are indispensable for fully resolving the mechanism 
of water oxidation. Such structural changes have been implicated by spectroscopy 
and electron paramagnetic resonance measurements showing that all Mn atoms of 
the OEC are six-coordinated in the S3 state whereas one of the Mn atoms is five-
coordinated in the S2 state, suggesting insertion and binding of a possible substrate 
water molecule into the OEC during S2 to S3 transition [171]. Pump-probe time-
resolved serial femtosecond crystallography (TR-SFX) using XFEL pulses is a robust 
method for analyzing the structural dynamics of enzymes at room temperature. While 
there have been several reports on the structural analysis of the intermediate Si-states 
by using TR-SFX with simultaneous measurements of X-ray spectroscopy, showing 
that Mn ions remain intact during the data collection using the intense XFEL pulses 
[65, 74, 172], those works were not conclusive for the dioxygen formation mechanism 
due to the insufficient resolution of the diffraction data. For example, no insertion 
of new water during the Si-state transition was observed; thus, we analyzed the 
structures of PSII in the intermediate state by using TR-SFX at higher resolutions. 

The PSII microcrystals were excited by two pump laser flashes separated by 10 ms 
to advance the dark-adapted S1 state to the S3 state, followed by exposure to the probe 
XFEL pulses 10 ms after the second pump flash. The structures of the S1 and doubly
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flashed S3 dominant state were analyzed at 2.35 Å resolutions [67]. The results 
showed that the overall structure of PSII in the S3 state is almost identical to the 
S1 state structure. In such TR-SFX studies, an isomorphous Fourier difference map 
between the two datasets with a reasonably high isomorphicity is an excellent indi-
cator to detect subtle structural changes. The S3–S1 Fourier difference map obtained 
showed pairs of positive and negative peaks covering the region around the OEC, 
indicating the occurrence of light-induced structural changes within the crystals. The 
difference map revealed six substantial structural changes around the OEC during the 
S1–S3 transition and provided important implications for the mechanism of dioxygen 
formation (Fig. 15.10). They are: (i) The Mn4 atom moves slightly outward from the 
OEC, resulting in an elongation of the interatomic distance between Mn4 and Mn1 
by 0.1–0.2 Å. (ii) The Ca atom of the OEC moves slightly away from Mn4. (iii) A 
sharp electron density appeared at a position near the O5 atom, which was modeled 
as a new water molecule O6. (iv) The side chain of Glu189 flips away from the OEC, 
providing a space that can accommodate the O6 between Mn1 and O5. (v) The water 
molecule W665 that existed in the O4 channel becomes disordered. (vi) As a result of 
the above structural changes, other ligands to the OEC (Asp61, Asp170, His332, and 
Ala344) slightly moved from their original positions or changed their orientations. 
Among these structural changes, the insertion of O6 provides novel insights into the 
dioxygen formation, that is, the OEC changes to a Mn4CaO6 cluster in the S3 state. 
The distance between O6 and O5 is around 1.5–2.0 Å, which is suitable for the O=O 
bond formation. The possible chemical structures of the O6 and O5 are (i) superoxide 
(1.3 Å), (ii) peroxo (1.5 Å), (iii) oxyl/oxo (2.0 Å), and (iv) hydro-oxo/oxo (2.4 Å), 
and the structure fits well with either peroxo and oxyl/oxo, but the assignment was 
still not conclusive due to the limited resolution.

To distinguish among these chemical species and determine the exact chemical 
structure of the species responsible for O=O bond formation, we further analyzed 
the XFEL structures of PSII in the S1, S2, and S3 states by using the fixed-target SFX 
method with XFELs and PSII microcrystals. In this method, the S2 and S3 states 
were generated by excitations with one or two flashes at room temperature with PSII 
microcrystals evenly sprayed on a mesh, and trapped immediately at 77 K. Single-
shot diffraction images were collected in a fixed-target data collection manner at 
cryogenic temperature. Compared with the previous TR-SFX approach, this method 
reduced the sample consumption by one order of magnitude and ensured low back-
ground images, allowing us to analyze the structure of multiple intermediate states at 
2.15 Å resolutions [173]. The results showed that no insertion of water occurs in the 
S2 state, but upon transition to the S3 state, flipping of Glu189, the only monodentate 
carboxyl ligand of OEC, provides a space for incorporation of the additional oxygen 
O6, and the Mn4CaO5 cluster remains in the open-cubane form (Fig. 15.11). Four 
possible chemical species, namely, superoxo, peroxo, oxyl/oxo, and oxyl/hydroxo 
were examined to determine the exact chemical structure of the species of O5–O6 
as described above (Fig. 15.11). By altering the O5–O6 distance and examining the 
residual densities in the difference map, a distance of 1.9 Å between O5 and O6 
resulted in the weakest residual densities. The insertion of O6 at the S3 state and 
a similar distance of 2.0 Å between O5 and O6 (Ox) has been reported by another
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Fig. 15.10 Structural changes around the OEC during the transition from the S1 to S3 state deter-
mined by the SFX method. a, b The structure in the S1 and the S3 states are shown with the 
isomorphous difference Fourier map contoured at ±5σ levels in turquoise (positive) and magenta 
(negative). The S1 state structure where changes occurred during the progress of the Si-state cycle 
are shown in a transparent presentation and black arrows indicate corresponding structural changes. 
Blue arrows indicate the positions of O6 and W665. Reprinted from [68]

group [34]. These results suggest an oxyl/oxo coupling mechanism for the dioxygen 
formation in OEC. Moreover, the flipping of the Glu189 induces van der Waals repul-
sion between the carbonyl oxygen of Glu189 and CP43-Ala411, which moves a short 
loop of the CP43 subunit that restricts the size of the water channel connecting the 
O1 oxygen of the OEC (O1 channel), leading to the widening of this channel. The 
O1 channel thus likely functions in delivering the substrate water to the Mn-cluster 
during the S2 to S3 transition. These structural changes revealed the mechanism of 
photosynthetic water oxidation by the cooperative action of substrate water access, 
proton release, and O=O bond formation (Fig. 15.12).

15.4.4 Structural Insights into the Mechanism of Nature’s 
Water Oxidation Revealed by XFEL 

Since the first demonstration of successful structural analysis of photosystem I using 
XFEL pulses [16], XFEL has provided the new opportunity to study the structural 
dynamics of PSII at room temperature [34, 67] as well as its radiation damage-free 
structure. The radiation damage-free structure in the S1 state confirmed the distorted 
chair form of OEC with its unique, long μ-oxo-bridged O5 atom, and the structure 
in the S3 state analyzed by TR-SFX revealed the insertion of a new water molecule 
(O6) into the catalyst in a vicinity of the O5 atom. The high-resolution structures 
in the S1, S2, and S3 states analyzed by fixed-target SFX identified the chemical 
structure of O5 and O6 and revealed an oxyl/oxo coupling mechanism between them
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Fig. 15.11 Structural changes of the OEC during the Si-state determined by the SF-ROX method. 
a, b OEC structures superposed with Fo − Fo isomorphous difference Fourier maps of a 1F minus 
dark, b 2F minus 1F, and c 2F minus dark datasets. Structures before and after Si-state transition 
are shown in gray and color, respectively. Isomorphous difference Fourier maps are contoured at 
±3σ levels in cyan (positive) and red (negative). Structural changes consistent with isomorphous 
difference Fourier maps are represented by black arrows, where larger arrowheads represent the 
larger changes. d–f Interatomic distances (Å) of the OECs in the d S1, e S2, and  f S3 states. 
Blue and red lines indicate elongation and shorting of the interatomic distances compared with 
the structure in the precedent Si state. Presumed Mn (+4) and Mn (+3) cations are shown. g The 
Fo − Fc difference Fourier maps contoured at ±2.2σ levels in cyan (positive) and red (negative) 
after structural refinement by fixing the distance between O5 and O6 at 1.3 Å (superoxide), 1.5 Å 
(peroxide), 1.7 Å, 1.9 Å (oxyl/oxo), and 2.4 Å (hydroxo/oxo), respectively. Reprinted from [69] 
with permission from AAAS 

Fig. 15.12 Schematic structures of OEC during the S1–S3 state transition. Reprinted from [69] 
with permission from AAAS
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for the O=O bond formation. These results provide important bases for the catalytic 
mechanism of OEC, one of the essential catalysts in nature, that is, the OEC adjusts 
its structure finely during the catalytic cycle to ensure the water oxidation reaction 
to proceed under the mild environmental conditions. 

15.5 TR-SFX of Cytochrome P450nor with Caged 
Substrate 

15.5.1 Introduction 

The pump–probe technique for TR-SFX has been successfully applied for visual-
izing the structural dynamics of various photo-driven proteins, including bacteri-
orhodopsin and PSII. For further applications of TR-SFX, it is important to establish 
methods for dealing with non-photo-driven proteins, such as enzymes. Mixing-type 
TR-SFX is useful for this purpose [174–178]. On the other hand, another method is 
the pump-probe TR-SFX used with photosensitive caged compounds. Very recently, 
the application of TR-SFX using a photosensitive caged substrate was demonstrated 
at SACLA by employing cytochrome P450nor from Fusarium oxysporum [103]. 

P450nor is an unusual member of the P450 superfamily. This enzyme catalyzes 
the reduction of NO to N2O using NADH as part of the nitrogen cycle (2NO+ NADH 
+ H+ → N2O + H2O) [179]. Because the product N2O is the main ozone-depleting 
substance and a greenhouse gas [180], the NO reduction mechanism catalyzed by 
P450nor has received increasing attention. In the resting state of P450nor, a water 
molecule is bound to the ferric heme active site with Cys as a trans axial ligand 
(Fig. 15.13a). In the NO reduction reaction, one NO molecule first displaces the 
water molecule to form the ferric NO complex as an initial intermediate. Then, the 
ferric NO complex is two-electron reduced with hydride (H−) from NADH to form 
intermediate I. Finally, I reacts with a second NO to generate N2O. These reaction 
steps are known based on various spectroscopic and theoretical studies [181–185]; 
however, the structural basis for understanding the reaction mechanism of P450nor 
remains to be elucidated.

To initiate the reaction of P450nor in TR-SFX, [N,N'-bis-(carboxymethyl)-N,N'-
dinitroso-p-phenylenediamine] was used as caged NO, which quantitatively releases 
two NO molecules on the μs time scale upon UV illumination (Fig. 15.13b) [186]. 
The quantum yield of the caged NO upon excitation at 308 nm is 1.4, as determined by 
UV–visible absorption spectroscopy [103]. TR UV–visible absorption spectroscopy 
and IR spectroscopy were successfully used in conjunction with TR-SFX for evalu-
ating in crystallo reactivity of P450nor, which were key to the success of observing 
the intermediate state. In the following subchapters, we will review the TR-SFX 
study combined with in crystallo spectroscopies of P450nor, using caged NO as an 
enzymatic reaction trigger.
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Fig. 15.13 a Reaction cycle of P450nor. b Caged NO photolysis. This figure is modified from 
Tosha et al. Nat. Commun. 8, 1585 (2017)

15.5.2 TR UV–Visible Microspectroscopy for P450nor 
Microcrystals 

The rate-limiting steps of enzymatic reactions, and thus the rates of intermediate 
formation and decomposition, generally depend on experimental conditions, such 
as temperature, pH, pressure, solvent viscosity, etc. Therefore, the kinetics and 
detectable reaction intermediates in microcrystals are not necessarily identical to 
those in solution. In the study of P450nor, a TR visible absorption microspectrom-
eter was used to evaluate the in crystallo reaction of P450nor [103]. The slurries of 
P450nor microcrystals, pre-soaked with caged NO and NADH, were packed with 
an SFX carrying medium between two CaF2 windows with a 100 μm spacer and 
mounted on the pump-probe focal spot in the spectrometer.
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Fig. 15.14 a In crystallo TR UV–visible absorption spectra of P450nor during the catalytic reac-
tion. The difference was calculated by subtracting the spectrum recorded prior to photolysis. b In 
crystallo IR spectrum of P450nor after the catalytic reaction. This figure is modified from Tosha 
et al. Nat. Commun. 8, 1585 (2017) 

TR UV–visible absorption spectra of the P450nor microcrystal upon caged NO 
photolysis are shown in Fig. 15.14a. The Soret difference peak appears at 437 nm, 
which subsequently shifts to 450 nm, as previously reported for the solution sample 
[181], indicating that the ferric NO complex and I are formed following caged NO 
photolysis. This demonstrates that the reaction pathway in the crystalline phase is 
the same as in solution. However, the time scale of the intermediate formation is 
significantly different. Because the TR spectra of microcrystals were measured with 
a minimum delay time of 20 ms, the NO binding time (<20 ms) in the microcrystal 
remains unknown. However, the I formation in the microcrystal is significantly 
slower than in solution, by about three orders of magnitude [181]. This was attributed 
to the crystal packing contact occurring near the NADH channel in the microcrys-
tals [103], which might have affected NADH access to the heme pocket from the 
solvent region. Based on the TR spectroscopic results on microcrystals, TR-SFX for 
P450nor was first performed with a delay time of 20 ms in order to analyze the ferric 
NO complex. 

15.5.3 IR Microspectroscopy for P450nor Microcrystals 

IR spectroscopy is more informative and useful for chemical analyses than UV– 
visible absorption spectroscopy. In crystallo TR-IR spectroscopy has been previ-
ously applied to photocyclic systems [98, 187], but is yet to be technically estab-
lished for enzymatic systems due to the difficulties in single-shot measurements. 
For studying P450nor, static IR microspectroscopy was applied using a synchrotron-
based IR microspectrometer at SPring-8/BL43IR [103]. First, a functional analysis 
was performed by detecting N2O production within microcrystals. To this end, the 
slurries of P450nor microcrystals, pre-soaked with caged NO and NADH, were 
packed with an SFX carrying medium between two CaF2 windows with a 100 μm
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spacer, and mounted on the IR focal spot after UV illumination at 308 nm. The 
measured IR spectrum showed an N–N stretching IR band of N2O at 2228 cm−1, 
indicating that P450nor was functional in microcrystals (Fig. 15.14b). 

IR microspectroscopy was further performed for analyzing the electronic state of 
the ferric NO complex. The NO-bound sample was prepared by UV illumination to 
microcrystals soaked with caged NO, in the absence of NADH. A N–O stretching IR 
band corresponding to the heme-bound NO was observed at 1853 cm−1, suggesting 
that the bound NO existed in almost a neutral radical state with a N–O bond length 
of 1.15 Å [188]. This IR result was used for the refinement of the TR-SFX result as 
described later. 

15.5.4 TR-SFX for Capturing the Initial Intermediate 
of P450nor 

Based on the TR spectroscopic analysis of the in crystallo kinetics, TR-SFX for 
P450nor microcrystals, pre-soaked with caged NO and NADH, was performed with 
a delay time of 20 ms to capture the substrate NO binding. A structure of P450nor 
was thus obtained, shown in Fig. 15.15a. The difference Fourier map before and after 
caged NO photolysis shows a strong positive electron density at the heme moiety, 
which is assigned to the bound NO. During the refinement of the NO coordination 
structure, a restraint was imposed on the N–O bond length of 1.15 Å, which was 
based on the IR microspectroscopic result. This restraint helped in the refinement 
of other geometric parameters, such as the Fe–N bond length (1.67 Å) and the Fe– 
N–O angle (158°), leading to the NO coordination structure adopting a slightly bent 
form [103]. For comparison, the NO-bound structures determined at SPring-8 in 
the absence of NADH are also shown in Fig. 15.15b, c, where the Fe–N–O angle 
was reduced due to the inevitable radiation damage. It is evident that the TR-SFX 
experiment successfully clarified the intact ferric Fe–N–O coordination geometry 
of P450nor with no radiation damage, based on the diffraction-before-destruction 
principle.

The slightly bent form (with a radical character) of the bound NO as revealed by 
TR-SFX and IR spectroscopic analyses would be functionally important for P450nor. 
The ferric NO heme complexes with a linear Fe–N–O geometry have a Fe2+–NO+ 

electronic character and are easily decomposed by reductive nitrosylation (Fe2+–NO+ 

+ OH− → Fe2+ + NO2
− + H+) [189]. The slight bending of the Fe–NO unit avoids 

such decomposition despite the fact that the heme pocket of P450nor is exposed to 
the solvent for NADH accommodation.
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Fig. 15.15 Structures of the ferric NO complex of P450nor obtained by a TR-SFX and b, 
c synchrotron X-ray crystallography. The X-ray doses in the synchrotron data collection were 
b 0.72 and c 5.7 MGy. The synchrotron data were taken at 100 K in the absence of NADH. This 
figure is modified from Tosha et al. Nat. Commun. 8, 1585 (2017)

15.5.5 Future Directions 

Various caged compounds, such as caged ATP, caged O2, and photosensitive elec-
tron donors are available for use [190–192]. An engineered enzyme that is cova-
lently bound with a photosensitive electron donor has also been developed recently 
[193]. Therefore, TR-SFX with photosensitive caged compounds will be increasingly 
applied over the next decade. Here, it should be stressed that this technique should 
ideally be used in combination with in crystallo spectroscopy. The combination of TR 
visible absorption spectroscopy and static IR spectroscopy with TR-SFX in the case 
of P450nor was paramount to the success of TR-SFX measurements and analyses. 
So far, TR X-ray emission spectroscopy has also been combined to TR-SFX [34, 36], 
where the electronic state of metal sites was assigned using spectroscopy. A combi-
nation of TR X-ray crystallography and TR in crystallo spectroscopies realizes the 
tracking of catalytic reactions of enzymes at atomic and electronic levels at ambient 
temperature, which has been a long-desired feature in structural enzymology. 

However, one technical limitation of TR-SFX became apparent during the course 
of the P450nor study. TR observations with a delay time (∆t) beyond tens of ms 
are difficult, because pump-illuminated crystals flow downstream from the XFEL 
spot during the period of ∆t under the sample flow speed (~5–10 mm/s) with a 
high-viscosity sample injector used at SACLA [135]. To overcome this problem, 
if the pump illumination area is set upstream and distant from the XFEL spot, the 
accuracy of the sample flow speed would be strictly required for positioning a pump-
illuminated crystal at the XFEL spot at t = ∆t. For this reason, TR X-ray crystallog-
raphy for capturing the intermediate I of P450nor is not yet successful. Tape-based 
and/or chip-based “fixed-target” sample delivery systems would be more suitable 
for the observation of late intermediates of enzymes [36, 47, 53]. Such fixed-target 
systems may also be useful for various TR in crystallo spectroscopies as sample 
exchange schemes.
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