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Preface

The first International Conference on Applied Intelligence (ICAI 2023) was held dur-
ing December 8–12, 2023, in Nanning, Guangxi, China. The conference was started
to provide an annual forum dedicated to emerging and challenging topics in artificial
intelligence, machine learning, pattern recognition, bioinformatics, and computational
biology. It aimed to bring together researchers and practitioners from both academia and
industry to share ideas, problems, and solutions related to the multifaceted aspects of
Applied Intelligence.

This year, the conference concentrated mainly on the theories and methodologies as
well as the emerging applications of Applied Intelligence. Its aimwas to unify the picture
of contemporary Applied Intelligence techniques as an integral concept that highlights
the trends in advanced computational intelligence and bridges theoretical research with
applications. Therefore, the theme for this conference was “Advanced Applied Intelli-
gence Technology and Applications”. Papers that focused on this theme were solicited,
addressing theories, methodologies, and applications in science and technology.

ICAI 2023 received 228 submissions from 10 countries and regions. All papers went
through a rigorous peer-review procedure and each paper received at least three review
reports. Based on the review reports, the Program Committee finally selected 64 high-
quality papers for presentation at ICAI 2023, and inclusion in the proceedings published
by Springer: two volumes of Communications in Computer and Information Science
(CCIS).

The organizers of ICAI 2023, including Eastern Institute of Technology andGuangxi
Academy of Sciences, China, made an enormous effort to ensure the success of the
conference. We hereby would like to thank the members of the Program Committee
and the referees for their collective effort in reviewing the papers. In particular, we
would like to thank all the authors for contributing their papers. Without the high-
quality submissions from the authors, the success of the conference would not have
been possible. Finally, we are especially grateful to the International Neural Network
Society and the National Science Foundation of China for their sponsorship.

December 2023 Changan Yuan
De-Shuang Huang

Prashan Premaratne
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Abstract. Traffic congestion prediction has already become a significant aspect
of modern transportation systems. By predicting traffic congestion, transportation
planners and traffic management agencies can take steps to reduce congestion
and improve traffic flow, and also inform the public about expected delays and
suggest alternative routes, helping people to make more informed decisions about
their travel plans. A growing body of literature has provided different methods in
order to improve congestion management abilities to intelligent traffic systems,
it is a trending research topic facilitating the development of transportation sys-
tem prediction. This paper reviews and analyzes broadband of published articles
regarding different approaches focusing on short-term real-time traffic predictions;
then stresses on five core methodologies for a detailed analysis and provides a dis-
cussion on the pros and cons among different approaches with test results. In
addition, this paper develops a perspective synthesis of the current status quo that
could be the next steps for a more accurate, more efficient prediction. In the end,
the paper yields conclusions about possible future research endeavors.

Keywords: Intelligence Traffic Systems · Real-time Modeling · Traffic Flow
Prediction · Neural Networks · Deep Learning

1 Introduction

The majority of the early research focused on the relationships between highway traffic
volume and vehicle occupancy times. This relationship was then cultivated into a time-
series model that been used to predict a short-term traffic condition on highways. After
this period, some researchers used averaging techniques on historical data to estimate
traffic conditions in the same location and time period [20]. This method is data-based
showing a simple linear time-invariant traffic system regardless of fluctuations in the real-
time event. This estimation method cannot be called prediction since it overlooked too
much information on traffic, some informationwould fundamentally affect the prediction
results. Therefore, researchers have begun to study a variety of traffic flow prediction
methods and proposed different traffic forecast strategies.
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With the considerations of the above-mentioned categories, this paper mainly intro-
duces survey work on short-term traffic flow prediction. The models used are mainly
based on neural network (NN) methods, especially the Bayesian network, You Only
Look Once (YOLO), Kalman filter, and deep learning.

For the remainder of this paper, Sect. 2 is a detailed discussion and analysis of
various methods and algorithms. This includes proposed methods, algorithms, and their
improvements as well as advantages and disadvantages. Section 3 is the synthesis of the
core ideas, which provides an overall assessment of the existing works based on their
commonality and differences. In addition, Sect. 4 generalizes all the potential approaches
in a comprehensive fashion. This section provides the common and unique features of
methods proposed in different papers and then explains accordingly in length. Section 5
yields discussions and conclusions on future pathways in traffic prediction and proposes
a method that the author would use for a higher prediction efficiency and accuracy.

2 Analysis of Core Methodologies

The primary goal of this research is to find an optimal goal in accurately predicting traf-
fic flows using neural networks and other computational tools. With regards to the most
recent accomplishments in traffic flow prediction, the author recognized core method-
ologies that represent the seminal works and closely related to the field of study. In this
section, those works will be reviewed and discussed in length for their attributes. Each
method will be analyzed in two aspects: 1) key motivation of particular topics in traf-
fic prediction area; 2) core methodologies and main seminal work in the area of traffic
prediction.

2.1 Short-Term Traffic Flow Prediction

The major challenge of predicting traffic flows are sharp non-linearities. These are often
the results during road condition transitions among free flow, congestion, breakdown,
and recovery. Non-linearity problems are difficult to model directly due to the vast
volume of variables and operation conditions, however, after careful measurements and
variable selection, non-linearity can still be modeled using linear tools combined with
deep learning techniques. In [19], Polson et al. develop an architecture that combines a
linear model fitted using �1 regularization and a sequence of tanh layers. By providing
an extreme case study, the proposed deep learning method yields a precise short-term
traffic flow prediction.

In order to use deep learning for traffic congestion prediction under non-ideal events
such as low visibility weather or special occasions, it is important toconstruct a learn-
ing architecture where the model recognizes the traffic flow condition, sorts out data
irregularities, analyzes data recursiveness, and yields proper prediction result.

(a) Predictor selection problem. Proper selection ofmodel predictors facilitates a reliable
performance for the deep learning model. More than often the predictors together
give an overall grasp on the basis of themodel forecasting environment. Sincemost of
the commercial traffic flow speed detectors are based on real-time Spatio-temporal
(RTST) measurements, the goal is to find an algorithm to identity RTST in the
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collected data [21]. Amongst all options, a hierarchical linear vector autoregressive
(HLVAR) model is developed such that -

xtt+40 = Axt + εt, εt ∼ N (0,V ) (1)

where A is the target sparse matrix, k is the number of previous measurements used to
develop a forecast [19]. In addition, the optimal network is implemented from the SGD
method [8, 14], and the hyper-parameters are found by RS. At this point, the model has
everything it needs to begin the data training process.

(b) �1 regularization and trend filtering. For deep learning problems, typically a �2 norm
square function is used as a loss function. �2 regularization has the advantages of
preventing overfitting. Intuitively speaking, �2 is able to initialize early stopping
with a growing potential of function overfitting with higher iterations. However for
SGD, Polson et al. finds that �2 with ridge penalty could result into poor treatment of
multi-modality and slow convergence. By comparison, �1 penalization outperforms
�2 in better capturing the spatio-temporal relations [15], which is the characteristics
of the measured traffic dataset. Furthermore, �1 works better in delivering scal-
able results, which is an appropriate technique for faster training convergence and
hyper-parameter search time. A brief comparison between �1 and �2 is shown in
Table 1. Another traffic flow modeling requirement is filtering out noisy data from
measurements.

Table 1. Key features comparison between �1 and �2 regularization.

�1 regularization �2 regularization

Penalize �|weights| penalize �(weights)2

sparse outputs non-sparse outputs

possibly multiple solutions always one solution

robust to outliers not robust to outliers

2.2 Bayesian Network Optimization

Bayesian network is another modeling efforts for traffic flows among adjacent road
links in a transportation networks [13]. Bayesian network is constructed using the joint
probability distribution (JPD)between the causenodes and the effect nodes, usually cause
nodes are the data for forecasting, while effect nodes are the data to be forecasted [22].
This cause-effect linage is normally facilitated by the Gaussian mixture model (GMM),
whose parameters are estimated via the competitive expectation-maximization (CEM)
algorithm. Taken all the nodes in the network into consideration, the goal is to output
the optimal solution under the criterion of minimum mean square error (MMSE). From
[13], the paper showed that the Bayesian network combined with principal component
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analysis (PCA) is able to outperform other short-term predictions methods for both
complete and incomplete sets of data.

(a) Adjacent road conditional independent. The Bayesian network can be considered
to be the combination of probability theory and graph theory, with the help of this
conditional independence, the Bayesian network is good for parameter estimations
and variable forecasting. By applying this into the traffic prediction realm, there are
only two categories of parameters to be taken into calculations: 1) time series, which
serve as timestamps in the datasets, and 2) traffic flows, which indicate the direction,
speed, volume information of the targeted road links. The prediction process can be
carried out by JPD using GMM [9, 22]. Several benefits of GMM are mentioned in
[10], but here the focus should be on its convenience in the mathematical deduc-
tion. For the parameter estimation, a competitive expectation-maximization (CEM)
algorithm for the analytical solutions of the GMM parameters can be applied [3].

(b) Traffic prediction. The traffic prediction problem is similar to the Bayesian inference
problem. The main goal of inference in Bayesian networks is to estimate the values
of target nodes given the values of the observed nodes. Since the parameters of GMM
are used to describe the JPD in the Bayesian network. The justification criterion for
the prediction result is determined byMMSE. Let (E,F) be a partitioning of the node
indices of a Bayesian network into disjoint subsets and (xE , xF) be a partitioning of
the corresponding random variables/vectors, the optimal forecasting X̂F under the
criterion of MMSE can be derived as -

x
∧

F = E(xF |xE) =
∫

xFp(xF |xE)dxF

=
M∑

l=1

βl

∫

xFG
(
xF ;μlF |E, �lF |E

)
dxF =

M∑

l=1

βlμlF |E (2)

where p(xF |xE) denotes the conditional probability density function according to
Bayesian theory [2]; G(x; µ, �) denotes a a multidimensional normal density func-
tion with mean µ and covariance matrix �. The relationship between input and output
of Bayesian network is rather concise, which is convenient for practical applications.

2.3 Stacked Autoencoders

With the explosion of traffic data collections, learning speed is of the essence in the
process. In [16], Neelakandan et al. proposed a deep learning approach with stacked
autoencoders (SAEs) for congestion prediction, especially under the cases when the
road is fully occupied. Unlike short-term prediction methods, SAEs are desirable for
generic traffic flow features. It considers the spatial and temporal correlations inherently
such that the deep learning model can be constructed with multiple logistic regression
layers, the model is trained in a greedy layer-wise unsupervised learning algorithm, each
layer is directing to a more precise prediction leading to a better result. SAEs were firstly
been used in traffic prediction and its results were beyond expectations comparing to
other control groups.
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(a) Autoencoders.Autoencoder attempts to reproduce the dimension of the target output.
An autoencoder includes a single input layer, one hidden layer, and one output layer.
In order to minimize the reconstruction error and obtain the model parameters, the
size comparison between hidden layer and input layer are crucial for learning speed
and prediction result. For example, when the hidden layer has the same or larger
dimensions, the identity function need to be learned.

(b) Stacked autoencoders. To use the SAE model network for traffic flow prediction,
Kashyap et al. added a standard predictor on the top layer [8], where a logistic
regression layer was put on top of the network for supervised traffic flow prediction.
The whole deep architecture model consists of the SAEs and the predictor comprise
of traffic flow prediction. An SAE model is used to extract traffic flow features, and
a logistic regression layer is applied for prediction.

(c) Training Algorithm. A greedy layer-wise unsupervised learning algorithm that pre-
training the deep network layer by layer in a bottom-up fashion is proposed. After the
pretraining phase, the model is fine-tuned using back-propagation (BP) algorithm,
it can be applied to tune the model’s parameters in a top-down direction to obtain
better results at the same time.

2.4 Adaptive Kalman Filter for Stochastic Traffic Detection

Traffic management and control systems are expected to perform with certain reliability
aswell as abundant safety features. As a consequence of this trend, passive traffic systems
such as rigid infrastructure are gradually superseded by more proactive systems. Typical
features of proactive systems include dynamic surveillance, crest, and trough adjustment
ability to real-time traffic flows. Proactive traffic patterns are harder to model and even
harder to enforce high accuracy at all times, yet this is where deep learning techniques
shine. A hybridmodel consists of autoregression and state space (SS) representationwith
Kalman filtering (KF) technique is proposed and validated by [4]. A stochastic seasonal
autoregressive integrated moving average plus generalized autoregressive conditional
heteroscedasticity (SARIMA + GARCH) structure is realized with adaptive Kalman
filter. The method is proven effective in 15-min forecasting and some improvement
compared to conventional Kalman filter.

In [7], the formation and representation of SARIMA+GARCH structure are elabo-
rated, then this structure is equipped with AKF in order to set up a deep learning model
for the 15-min targeted traffic flow data.

(a) SARIMA+GARCHstructure. In this structure, the SARIMAcaptures the dynamics
of traffic flow levels, and theGARCHcaptures the dynamics of traffic flowvariances.
This structure is defined as -

SARIMA(p, d , q)(P,D,Q)s + GARCH(u, v) (3)

(b) SARIMA(1, 0, 1)(0, 1, 1)672 can be used to represent traffic flow rates aggregated
at a certain time interval, where the SARIMA can be decomposed into a seasonal
integrated moving average operator and a short-term autoregressive moving average
operator. Here, IMA and ARMA operators work in a cascade manner such that the
seasonal IMA can capture the recursive pattern in traffic flows. For the GARCH
process, GARCH(1, 1) is selected for simplicity.
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(c) State space representation. SARIMA model can be interpreted as a cascade of a
seasonal operator and a short-term operator. The SARIMA + GARCH structure
can be executed in sequence using 1) the seasonal exponential smoothing operator,
2) distinct SS representations ARMA and GARCH. Since IMA is recursive as an
intrinsic attribute, while the two SS models can be solved recursively, the forecast
model now has everything needed to become a real-time monitoring system.

(d) Adaptive Kalman filter. As mentioned earlier, AKF can update the process variances
during recursion. The adaptation mechanism uses memory for observation and state
estimation errors in order to fine-tune the process variances. By converting time
series into SS, the error rate is no longer regress but return in a form of accumulative
result. By evaluating errors in each iteration, the memory size of AKF is updated for
the next incoming error return. With a reasonable kickoff percentage, each iteration
will push the system closer to the optimal operating point. Once the significant level
is reached, the system can supervise traffic flow data in real-time.

2.5 Image-Based Real-Time Regression Methods

It is important for traffic prediction tools to collect enoughuseful resources for implemen-
tation. With the wide application of the ITS, more and more video and image processing
materials are applied for detecting traffic flow. In order to conveniently process collected
data, surveillance videos are typically conveniently converted into frames of images. In
this case, the images are processed through classification and positioning in order for the
system to extract necessary information. Among many features of classification, target
detection is of most interest for researchers. YOLO, for example, is one of the popular
target detectionmethods. [6] proposed amethod that improves the limitation ofYOLOv3
detection of a single-vehicle and used a first-level network architecture to detect irreg-
ular quadrilateral vehicle congestion areas. A novel SIGHTA regression network was
proposed that can recognize real-time traffic conditions through video streams.

The non-maximum suppression (NMS) module is adapted to YOLO architecture for
quadrilateral box outputs. The cost function is reconstructed in a sense that the misshape
of images are compensated using Darknet53 as the backbone. Core methodologies of
[6] are listed below.

(a) Quadrilateral object boxing. For a irregular quadrilateral, the expression of the ver-
tices of a rectangle is identified to calculate offset between the center point and each
vertex. For congestion detection, based on the appearance of the quadrilateral, four
core features are used to describe the detected target: width, height, target credibility,
and target type. The versatility is preserved for multi-class target detection so that
the box changes while the target changes. As can be seen from (4):

Q = (wr, hr, po, pc, x0, y0,�xi,�yi) (4)

where wr and hr are the height and width of the outer rectangle; po and pc represent
the credibility and the category of the target, respectively; x0 and y0 is the center point
of the quadrilateral;�xi and�yi (I =1, 2, 3, 4) denote the offset value from the vertex
to the center point [6]. In the training process, after representing the quadrilateral
object as above, the anchor with the largest intersection ratio with the ground truth is
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used to predict the center position of the target. The eight-dimensional information
of the four vertices obtained by the regression is compared with the ground truth
values.

(b) Loss Function. In order to calculate the location of the target, and determine the target
type and the credibility of the target, In [24], Zhu et al. used the Darknet-based One
Stage framework to process the data. In addition, the classification and regression
multi-task loss were applied such that -

Loss = s∗ + Lreg(y, y
∗) (5)

The loss function Lreg(y, y∗) represents the classification error in two aspects: 1)
prediction confidence, and 2) the prediction from the category. The regression loss
s∗ represents the weight coefficient accounting for the effects of distortion, mis-
shape, positioning and tilting errors. The output target is delivered by the predicted
quadrilateral from a calculation of fitting information of the inputs.

3 Synthesis of Literature Reviews

In this section, the author first specified the working condition that under investigation;
then proposed a synthetic methodology from the mentioned works, finally, an overall
summary regarding the synthesis will be drawn as an open thought in the field of ITS.
The feasibility and reliability of this synthesis will require future implementation.

3.1 Online Prediction Features and Predictor Selection

The feasibility of traffic flow prediction depends on the data processing ability of the
deep learning model. To construct a working model, the predictor selection is consid-
ered to be one of the crucial steps since this process can directly affect the outcomes
of the model. The key features that constitute congestion are understood differently.
However, one feature that is agreed to by all is vehicle speed. It is understandable since
congestion indicates slower traffic, and traffic is the most direct information that can be
extracted from the data. In [19], the vehicle speed is detected using HLVAR model with
�1 regularizationmethod. Thismethod has advantages on non-recurrent events and faster
convergence rate, which means it can be applied online with a small reaction time. In
[16], the vehicle speed is described as a traffic flow rate, which is the output of the SAE
model. SAE model uses logistic regression as the first layer for supervised learning, and
the prediction accuracy is tied to the number of hidden layers and hidden units. Although
the accuracy looked promising, the model solely relied on traffic volume as input, which
is not friendly to non-recurrent events. In [13], although the vehicle speed is not heav-
ily relied on, the Bayesian method also yields a good forecasting result by comparing
traffic flow (vehicle/h) to ground truth. Luan et al. provides a novel way to work on
traffic prediction, which is to treat the congestion on a scale of road link networks with
multiple entry and egress. Thus, the vehicle speed is the foremost characteristics that
can be easily recognized as the indicator of congestion.

As for the predictor selection, regressive algorithms are favored by most. This is
because regressive algorithms help to control the modeling of feature variables. In addi-
tion, if properly tuned, regressive algorithms also help to detect anomalies in the data.
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[11] features the HLVAR model for several reasons: 1) Vector autoregressive model can
be used as sequence interval estimation and abnormal analysis, which is a perfect fit
for the traffic flow prediction problem; 2) Hierarchical linear model uses data nesting
such that it can independently analyze individual and group variables simultaneously;
3) HLVAR model is the integration of both, it is designed specifically to identify the
Spatio-temporal relations in the traffic data [19]. In this case, collected data is expected
to be fully used for a comprehensive output result with fewer residuals.

3.2 Accuracy Under Recurrent/Non-recurrent Events

Typical traffic flows are following recurrent trends determined by morning and evening
peak times. During those peaks, the vehicle speed is expected to be lower and traffic
volume is expected to be higher. Besides the mentioned two, other features such as flow
rate between different directions and data density over time are also good indicators
for researchers to properly understand and model real-world traffic scenarios. There are
different triggers for traffic congestion, recurrent events, and non-recurrent events. Both
lead to the same traffic pattern with the mentioned features, however, recurrent events
are comparably far easier to predict since the historical data can put into use. Under this
circumstance, predictions under normal peak hours are shown with better agreements
with ground truths. When turning this online, the accuracy is mostly dependent on the
responsive rate of each method. As for the non-recurrent events such as bad weather,
large-gathered venues, or accident, the importance of historical data is vastly diminished.

Non-recurrent events and online monitoring are two players chasing the same goal
because both require a fast reaction onwhat happeningon the road. In this case, prediction
accuracy is dependent on the versatility of the traffic flow. In [4], Guo et al. proposed
the SARIMA+GARCH structure which specialized in highly versatile traffic flow. It is
shown from the result that AKF helps the model to achieve acceptable prediction results
at the compromise of losing the ability to turn online. In addition, in [19], SGD + RS is
able to identify non-recurrent events with fast convergence rate. The result shows that
the quick response rate of SGD outperforms the other controlled groups in the special
event prediction. Not only the trend prediction is promising, but the error rate index is
also the lowest amongst the rest. This proves the feasibility of the SGD + RS model to
be used online for both recurrent and non-recurrent traffic flow predictions.

4 The Current State of Art

As mentioned in Sect. 3, the core methodologies analyzed are all based on time series
and various traffic flow prediction methods proposed by neural networks, such as DL,
SAE, BN, AKF, and YOLOv3, which analyzed traffic conditions in similar scenar-
ios. In addition to these articles, researchers studied a variety of traffic flow prediction
methods and proposed different traffic forecast strategies. Those prediction methods
can be divided into four major categories, namely 1) time-series models, 2) neural-
networks-based methods, 3) integration methods, and 4) simulations. The time-series
models mainly include autoregressive integrated moving average (ARIMA) model and
its adaptive (ARIMA-like) models. Neural-networks-based methods include artificial
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neural network (ANN), CNN, k-nearest neighbor (k-NN) method, Bayesian Network,
Support Vector Regression (SVR), Sparse auto-encoders (SAE), long short-term mem-
ory (LSTM). The integration method is mainly a combination of various models. And
the simulation method uses traffic simulation tools to predict traffic flow.

4.1 Neural-Networks-Based Methods

Neural-network-based methods are widely used in traffic network traffic prediction sys-
tems. Those methods are essentially machine learning (ML) methods that have been
validated by many research experiments for their accuracy and efficiency of prediction.
In [17], Olayode et al. proposed a new neural network (NN) method that uses hybrid
method of exponential smoothing (ES) to parse traffic flow data, and then use Levenberg-
Marquardt (LM) algorithm to variant training model, thus improves the generalization
ability of short-term prediction.

The ANNs can be very suitable for complex data processing tasks, thus is adapted
here for predicting traffic network traffic. In [12], an adaptive NN architecture is pro-
posed. The model was used as traffic predictor during network traffic modeling and also
as video generator during network design phase. In addition, [18] proposed a dynamic
multi-interval traffic volume predictionmodel based on k-NN non-parametric regression
(KNN-NPR) method. When the time series data shows fluctuations or sudden changes,
the KNN-NPR model can still be independent of its prediction accuracy.

In addition, researchers have proposed network traffic prediction methods based on
deep learning and spatio-temporal compressed methods. There are some general ML
tools applicable for traffic prediction. For example, SVR and online SVR regression
machine application of supervised statistical learning technology can be used to predict
atypical conditions, such as vehicle collision, severe weather and work on short-term
highway traffic flows by region and holidays [1]. Also in [25], a Bayesian network is
established, which can consider the random characteristics of the total average traf-
fic level and the variability of the traffic, then predict the traffic and update these by
combining the traffic distribution rules with the Bayesian network model.

4.2 Integration Methods

There are no algorithms that can be fit into any scenarios. This statement is especially true
when it comes to traffic predictions. The existence of prediction flaws could easily cause
erroneous traffic administrative maneuvering, unrealistic signaling as well as increasing
traffic accidents [5]. In preventing this from happening, researchers have made ways in
congregating different methods together. Methods that would compensate each other are
beneficial to integrate, this process has becoming the most favorite path for improving
prediction accuracy. For instance, [23] proposed a traffic flow prediction aggregation
method based on the hybrid of moving average (MA), ES, ARIMA and NNmodels. The
prediction results are used as baseline for the aggregation stage NN, and the output of
the trained NN is used as the final prediction. The results show that the data aggregation
(DA) model can obtain more accurate predictions than any single model alone.



12 C. Wang et al.

5 Conclusion

This paper analyzed different methodologies focusing on the real-time short-term traffic
predictionmethods and proposed a possible solution for future researchworks. Through-
out this literature study, different deep learning approaches have been introduced with
how to set up structures, how to process collected data, how to verify the results under
different testing cases. The prediction method has to be robust enough for high ver-
satility. Traditional history-based learning methods are no longer valid since it is not
feasibility to predict non-recurrent events. This also means the method with a relatively
slow learning rate will be cut loose as well. Offline network structures will need to be
converted into online fashion for faster convergence and higher efficiency. Adapting
existing methods for online working conditions is necessary once the learning curves
can be steepened, which is achievable potentially by dimension reduction techniques.
The integration of different detection methods constitutes a more informed prediction
system. Such integration could be data analysis and visualization. Each of the detection
methods could result from the integration of multiple theories and/or algorithms.
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Abstract. The paper studies the problem of designing interval observers for
discrete-time linear dynamic systems under the external disturbances, measure-
ment noises, and unknown system parameters. To construct such observers, we
use not the original system but its reduced-order model of the original system of
minimal dimension which is insensitive to the disturbances. The observers are
designed in such a way to estimate the prescribed linear function of the original
system state vector. Canonical form of the observer is used that allows to simplify
the design procedure. The obtained results are displayed by example of the electric
servoactuator.

Keywords: Linear systems · estimation · interval observers · uncertainties ·
canonical form

1 Introduction

In [1], a concept of intelligent control-emergency systemswas proposedusingknowledge
bases for a comprehensive analysis of autonomous underwater vehiclesmalfunctions and
developing solutions to adapt to them. Knowledge bases allow obtaining formal descrip-
tion of malfunctions and attributes to identify them. Besides, an ontological approach
to construction of these databases makes it possible to unify their structure and include
domain experts in the development process who provide its qualitative content. For
realization of intelligent control-emergency systems, it is necessary to promptly receive
information about the correct functioning and operability of individual subsystems of
the underwater vehicles. This can be done by using interval observers.

The problem to estimate the system vector of state is very important for many
practical applications. The main difficulties in designing an estimator are the system
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complexity and uncertainty (unknown parameters, measurement noises, and external
disturbances). It is known that sliding mode observers can solve this problem [2–4];
under uncertainties, however, the estimation error is not equal to zero. Recently, this
problem has been successfully solved on the basis of interval observers evaluating the
state of system. An advantage of such observers is that they allow to consider many
types of the system uncertainties: measurement noise, external disturbances, parametric
uncertainties.

Such an approach can be used to deal with significant disturbances and provide
component-wise information on possible solutions. Therefore, this approach is funda-
mentally different from conventional techniques of robust stability analysis or control
law construction for different perturbed processes. An advantage of interval observer
is that it allows to take into account many types of uncertainties in the system. The
main peculiarity of interval observation is that it is necessary to ensure positivity of the
estimation error dynamics in addition to their stability.

For many types of dynamic systems different interval observers have been devel-
oped in many papers: for linear and non-linear continuous-time [5–15], discrete-time
linear and non-linear [16, 17], for time-delay systems [18, 19], for Takagi-Sugeno fuzzy
systems [20], for switched systems [21–23], and singular systems [19]. Many practical
problems also successfully have been solved [24–26]. Exhaustive reviews are in [18, 27,
28].

Note that the above-mentioned papers solve the problem of estimation of full state
vector.Contrary to these papers, the interval observers in the present paper are designed to
estimate the prescribed linear function of the original system state vector. Such a solution
may be useful in some practical applications. Our approach is closed to that based on the
functional interval observers developed in [29–31] which enable estimating some linear
function of the state vector. In comparison with [30, 31], we take into account system
parametric uncertainties; unlike [29], our approach considers measurement noise.

The main contribution of the paper is that interval observers estimate not the state
vector but its some prescribed linear function. The suggested solution is based on the
reduced order model of minimal dimension which is invariant with respect to the dis-
turbances. This allows to reduce the interval width and the dimension of observer in
comparison with [11, 16, 18] and similar papers. Besides, in Sect. 2 we design interval
observers insensitive to the external disturbances and parametric uncertainties. In com-
parison with [32] where measurement noise and external disturbances are considered,
the present paper takes into account parametric uncertainties additionally. Based on the
reduced order model, one can obtain more precise estimates for the full state vector.
Besides, a new method to design such observers on the basis of the identification canon-
ical form is suggested. As a result, this enables designing such observers for broadened
class of dynamic systems.

2 The Main Models

Consider the following model of a linear system

x(t + 1) = A(μ)x(t) + Bu(t) + Qρ(t),
y(t) = Cx(t) + w(t)

(1)
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with states x ∈ Rn, inputs u ∈ Rm, and outputs y ∈ Rl ; the matrix A(μ) is of the form
A(μ) = (A + �A(μ(t))),whereA ∈ Rn×n is constantmatrix, thematrix function�A(μ)

is known for a given value of μ, μ(t) ∈ � ⊂ Rs is the bounded vector of parameters
where � is known; it is assumed by analogy with [18] that the values of μ(t) cannot
be measured. The matrices B ∈ Rn×l , C ∈ Rl×n, and Q ∈ Rn×p are known constant
matrices; ρ(t) ∈ Rp is a bounded unknown function with ‖ρ(t)‖ ≤ ρ∗ describing the
unmatched disturbance; w(t) ∈ Rl is a bounded unknown function with ‖w(t)‖ ≤ w∗
describing the measurement noise.

The objective is to develop the method of interval observer design generating func-
tions v(t) and v(t) under the condition v(t) ≤ v(t) ≤ v(t) for all t ≥ 0 where v(t) is such
that v(t) = Mx(t) for known matrixM . For matrices A(1),A(2) and vectors x(1), x(2), the
inequalities A(1) ≤ A(2) and x(1) ≤ x(2) one understands elementwise.

In comparisonwith [11, 16, 18] where the problem of estimation of full state vector is
studied, the suggested solution is based on the reduced ordermodel ofminimal dimension
which is invariant with respect to the disturbances. This allows to reduce the interval
width and the dimension of interval observer.

Note that the problem when the parametric uncertainties are absent, that is
�A(μ(t)) = 0 was solved in [32]. Recall briefly the main results of this solution.

The solution is based on the reduced-order model of the initial system:

η(t + 1) = A∗η(t) + B∗u(t) + G∗Cx(t) + Q∗ρ(t),
v(t) = C∗η(t) + P∗y0(t).

(2)

Here η ∈ Rk is the vector of state, thematrixA∗ is specified in the identification canonical
form

A∗ =

⎛
⎜⎜⎝

0 1 0 ... 0
0 0 1 ... 0
... ... ... ...

0 0 0 ... 0

⎞
⎟⎟⎠, (3)

thematricesB∗,G∗,Q∗,P∗, andC∗ of the appropriate dimensions have to be determined,
y0(t) will be determined later. Since the matrix A∗ is stable and nonnegative, system (2)
is cooperative [18].

Remark 1. The term G∗Cx(t) in the model (2) is used instead of G∗y(t) due to the
necessity to account measurement noise since y(t) = Cx(t)+w(t). We will use the term
G∗y(t) in the interval observers (10) and (17).

We assume that x∗(t) = �x(t) for some matrix � satisfying the conditions [4, 34]

�A = A∗� + G∗C,B∗ = �B,Q∗ = �Q. (4)

The variable y0(t) in (2) must be free of the disturbance ρ(t). The method to obtain
such a variable was suggested in [32]; it is based on the equation

(N1 − N2)

(
Q0

C

)
= 0



Interval Observers Design for Discrete-Time Linear Systems with Uncertainties 17

for some matrices N1 and N2 of maximal rank. Solution of this equation produces
y0 = N2y(t) = N2Cx. Here Q0 is the maximal rank matrix satisfying the condition
Q0Q = 0.

The relation v(t) = Mx(t) and (2) result in

M = C∗� + P∗N2H = (C∗ P∗)
(

�

N2C

)
. (5)

This equation is solvable if

rank

(
�

N2C

)
= rank

⎛
⎝

�

N2C
M

⎞
⎠. (6)

The best observer generating the minimal interval width is when the model is free
of the parametric uncertainties �A(μ(t)) and the disturbance ρ(t). Such a model can be
designed based on the equation

(
�1 −G∗1 ... −G∗k

)(
W (k) Q(k) �(k)

)
= 0, (7)

generalizing the equation suggested in [4, 34] where

W (k) =

⎛
⎜⎜⎝

Ak

CAk−1

...

C

⎞
⎟⎟⎠,

Q(k) =

⎛
⎜⎜⎝

Q AQ ... Ak−1Q
0 CQ ... CAk−2Q
... ... ... ...

0 0 ... 0

⎞
⎟⎟⎠,

�(k) =

⎛
⎜⎜⎝

�A(μ) A�A(μ) ... Ak−1�A(μ)

0 C�A(μ) ... CAk−2�A(μ)

... ... ... ...

0 0 ... 0

⎞
⎟⎟⎠,

G∗i is the i-th row of the matrixG∗. The matricesQ(k) and�(k) guarantee invariance
of the model with respect to the disturbance and parametric uncertainties, respectively,
W (k) enables to design the model (2). The Eq. (7) is solvable when

rank
(
W (k) Q(k) �(k)

)
< n + lk. (8)

To design the model, one has to find minimal k from (8); the matrix
(�1 − G∗1 ... − G∗k) is determined from (7) and the rows of the matrix � are found
from the equations

�iA = �i+1 + G∗iC, i = 1, ..., k − 1,�kA = G∗kC (9)
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which can be obtained based on (3) and (4). Finally, the matrices B∗, C∗, and P∗ are
found from (5) and (4).

Based on the model (2), the interval observer is designed:

η
_
(t + 1) = A∗η

_
(t) + B∗u(t) + G∗y(t) − |G∗|Elw∗ − |Q∗|Epρ∗,

η(t + 1) = A∗η(t) + B∗u(t) + G∗y(t) + |G∗|Elv∗ + |Q∗|Epρ∗,
η
_
(0) = η

_0
, η(0) = η0.

(10)

HereEk is (k × 1)-matrix:Ek = (1 1 ... 1)T , thematrix |G∗| contains the absolute values
of the corresponding entries of G∗.

Theorem 1. [32] When η
_
(0) ≤ η(0) ≤ η(0), then it follows for all t ≥ 0.

η(t) ≤ η(t) ≤ η(t), v(t) ≤ v(t) ≤ v(t), (11)

where

v(t) = C∗η(t) + P∗y0(t), v(t) = C∗η(t) + P∗y0(t) (12)

if C∗ ≥ 0 and

v(t) = C∗η(t) + P∗y0(t), v(t) = C∗η(t) + P∗y0(t) (13)

if C∗ ≤ 0.
Note that when (8) is true for some k, then Q∗ = 0 in (10) and the interval width is

minimal. If (8) is not true for all k, one has to check the condition

rank
(
W (k) �(k)

)
< n + lk. (14)

If it is satisfied, then Q∗ �= 0, that is the disturbance affects the model, and the
interval width becomes greater. It can be reduced by applying robust method based on
singular value decomposition described in [32]. If (14) is not satisfied for all k, one has
to use the method developed in Sect. 3.

3 Parametric Uncertainty

Assume that (14) is not satisfied for all k and �A
_

≤ �A(μ(t)) ≤ �A for all μ(t) ∈ �

with some �A
_

,�A ∈ Rn×n. The interval

(
�A
_

,�A

)
can be calculated for known �

and �A(μ) [18]. To simplify the procedure, assume initially that w = 0 and ρ = 0.
The model estimating the variable v(t) is based on the model

η(t + 1) = (A∗ + �A∗)η(t) + B∗u(t) + (
G∗ + G′)y(t),

v(t) = Cvη(t) + Py0(t).
(15)
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The matrices �A∗ and G′ can be found as follows. It follows from (1) and (15)

�(A + �A(μ)) = (A∗ + �A∗)� + G∗C + G′C.

Since � satisfies (4), one obtains ��A(μ) = �A∗� + G′C, or

��A(μ) = (
�A∗ G′)

(
�

C

)
. (16)

After obtaining the matrix � we find �A∗ and G′ from (16). Generally, the matrix
G′ depends on �A. Assume for simplicity that G′ does not depend on �A.

Assumption. �A
_ ∗

≤ �A∗ ≤ �A∗For some �A
_ ∗

and �A∗.
Given a matrix �A, define by analogy with [18] �A+ = max(0,�A) and �A− =

�A+ − �A; clearly, �A+ ≥ 0 and �A− ≥ 0.

Lemma 1. [19] If �A∗ ∈ Rk×k is constant and η
_

≤ η ≤ η, then

�A+∗ η
_

− �A−∗ η ≤ �A∗η ≤ �A+∗ η − �A−∗ η
_
.

If �A
_ ∗

≤ �A∗ ≤ �A∗ for some �A
_ ∗

, �A∗, �A∗ and η
_

≤ η ≤ η, then

�A
_

+
∗
η
_

+ − �A
+
∗ η
_

− − �A
_

−
∗
η+ + �A

−
∗ η− ≤ �A∗η

≤ �A
+
∗ η+ − �A

_
+
∗
η− − �A

−
∗ η
_

+ + �A
_

−
∗
η
_

−.

The interval observer is given by

η
_
(t + 1) = A∗η

_
(t) +

(
�A
_

+
∗
η
_

+ − �A
+
∗ η
_

− − �A
_

−
∗
η+ + �A

−
∗ η−

)

+B∗u(t) + (
G∗ + G′)y(t),

η(t + 1) = A∗η(t) +
(

�A
+
∗ η+ − �A

_
+
∗
η− − �A

−
∗ η
_

+ + �A
_

−
∗
η
_

−
)

+B∗u(t) + (
G∗ + G′)y(t),

η
_
(0) = η

_0
, η(0) = η0,

(17)

The estimation errors are as follows:

e∗(t + 1) = A∗e∗(t) + �A∗η(t) − (�A
_

+
∗
x+(t) − �A

+
∗ η
_

−(t)

−�A
_

−
∗
η+(t) + �A

−
∗ η−(t)),

e∗(t + 1) = A∗e∗(t) + (�A
+
∗ η+(t) − �A

_
+
∗
η−(t) − �F

−
∗ η
_

+(t)

+�A
_

−
∗
η
_

−(t)) − �A∗η(t).
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Theorem 2. If �A
_ ∗

≤ �A∗ ≤ �A∗ and η
_
(0) ≤ η(0) ≤ η(0), then the relations (11)

with (12) and (13) are true for the observer (17) and all t ≥ 0.

Proof. The condition η
_
(0) ≤ η(0) ≤ η(0) implies ex(0), ex(0) ≥ 0. Since A∗ ≥ 0 and

ex(0) ≥ 0, it follows from Lemma that ex(1) ≥ 0 that is η
_
(1) ≤ η(1). It can be shown

by induction that η
_
(t) ≤ η(t) is true for all t ≥ 0. The relation η(t) ≤ η(t) one can prove

analogously.
If C∗ ≥ 0, it follows from (12)

ev(t) = v(t) − v(t) = C∗η(t) + P∗y0(t) −
(
C∗η

_
(t) + P∗y0(t)

)
= C∗e∗(t),

ev(t) = v(t) − v(t) = C∗η(t) + P∗y0(t) − (C∗η(t) + P∗y0(t)) = C∗e∗(t).

Since ex(t), ex(t) ≥ 0, one obtains ev(t), ev(t) ≥ 0 which is equivalent to v(t) ≤
v(t) ≤ v(t). If C∗ ≤ 0, one has from (13)

ev(t) = v(t) − v(t) = C∗η(t) + P∗y0(t) − (C∗η(t) + P∗y0(t)) = −C∗e∗(t),
ev(t) = v(t) − v∗(t) = C∗η

_
(t) + P∗y0(t) − (C∗η(t) + P∗y0(t)) = −C∗e∗(t).

Taking into account C∗ ≤ 0, the relations ev(t), ev(t) ≥ 0 can be obtained as well.
Theorem has been proved. �

The case when w �= 0 and ρ �= 0 can be taken into account by additional addends
−|G∗|Elw∗ − |Q∗|Epρ∗ and |G∗|Elw∗ + |Q∗|Epρ∗ in (17) by analogy with (10).

4 Example

Consider the control system

x1(t + 1) = γ1x2(t) + x1(t),
x2(t + 1) = (γ2 + δ1(t))x2(t) + γ3x3(t) + ρ(t),
x3(t + 1) = γ4x2(t) + (γ5 + δ2(t))x3(t) + γ6u(t),
y1(t) = x1(t) + w1(t),
y2(t) = x3(t) + w2(t).

(18)

Equation (18) constitute the sampled-data model of the robot electric servoactuator.
The coefficients γ1 ÷ γ6 depend on the servoactuator parameters and the sampling time;
the function ρ(t) is induced by the external loading moment; the uncertainty δ1(t) is due
to change of inertia properties, δ2(t) is due to change of active resistances.

The matrices describing the system are given by

A =
⎛
⎝
1 γ1 0
0 γ2 γ3

0 γ4 γ5

⎞
⎠,B =

⎛
⎝

0
0
γ6

⎞
⎠,C =

(
1 0 0
0 0 1

)
,

Q =
⎛
⎝
0
1
0

⎞
⎠,�1A(t) =

⎛
⎝
0 0 0
0 δ1(t) 0
0 0 0

⎞
⎠,�2A(t) =

⎛
⎝
0 0 0
0 0 0
0 0 δ2(t)

⎞
⎠.
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The problem is to estimate the variables x1(t), x2(t), and x3(t) that is

M =
⎛
⎝
1 0 0
0 1 0
0 0 1

⎞
⎠.

It should be noted that to solve this problem, the approaches suggested in [11, 16,
18] and similar papers design full-order interval observer. Our approach allows reducing
the observer dimension and interval width.

Since y1(t) = x1(t) + w1(t) and y2(t) = x3(t) + w2(t), then

x1(t) = y1(t) − w∗1, x1(t) = y1(t) + w∗1

and

x3(t) = y2(t) − w∗2, x3(t) = y2(t) + w∗2.

To estimate the variables x2(t), solve the Eq. (7) with k = 1:

(� − G∗)

⎛
⎜⎜⎜⎜⎜⎝

1 γ1 0
0 γ2 γ3

0 γ4 γ5

1 0 0
0 0 1

⎞
⎟⎟⎟⎟⎟⎠

= 0.

Its solution is � = (1/γ1 − 1/γ2 0) and G∗ = (1/γ1 − γ3/γ2) that gives B∗ = 0
and Q∗ = −1/γ2. Clearly, C∗ = −γ2, P∗ = (γ2/γ1 0), �A∗1(t) = δ1(t), G′

1 =
(−δ1(t)/γ2 0); �A∗2(t) = 0 and G′

2 = 0 according to (16).
The reduced order model is given by

η(t + 1) = δ1(t)η(t) + (1/γ1 − δ1(t)/γ2)C1x(t) − (γ3/γ2)C2x(t) − ρ(t)/γ2,
v(t) = −γ2η(t) + (γ2/γ1)y1(t).

The observer has the following description:

η
_
(t + 1) = δ1

_
η
_
(t) +

(
1/γ1 + Sg/γ2

)
y1(t) − (γ3/γ2)y2(t)

−(
1/γ1 + δ1

)
w∗1 − (γ3/γ2)w∗2 − ρ∗/γ2,

η(t + 1) = δ1η(t) + (
1/γ1 + Sg/γ2

)
y1(t) − (γ3/γ2)y2(t)

+(
1/γ1 + δ1

)
w∗1 + (γ3/γ2)w∗2 + ρ∗/γ2,

v(t) = −γ2η(t) + (γ2/γ1)y1(t),
v(t) = −γ2η

_
(t) + (γ2/γ1)y1(t),

(19)

where

Sg = 0.5
(
(1 − sign(y1(t)))δ1 + (1 + sign(y1(t)))δ1

)
,

Sg = 0.5
(
(1 − sign(y1(t)))δ1 + (1 + sign(y1(t)))δ1

)
.



22 A. Zhirabok et al.

Comparing the obtained results and the resultswhich can be obtained for this example
by methods developed in [11, 16, 18] and similar papers, we may conclude that the
dimension of the observer (19) is fewer than that in [11, 16, 18] and the suggested
approach produces the estimations with smaller interval width since the ones for x1(t)
and x3(t) do not contain the disturbance ρ∗ and the uncertainties. Besides, the observer
(19) does not contain the uncertainty δ2(t).

For simulation consider the model (18) and the observer (19); the measurement
noises w1(t) are w2(t) are random processes evenly distributed on [−0.01, 0.01], the
parametric uncertainty δ1 is modeled as δ1 = 0.03(1 + sin(10t)). Set for simplicity γ1 =
γ2 = γ5 = γ6 = 1, γ3 = γ4 = −1; set δ1 = 0 and δ1 = 0.06; w∗1 = w∗2 = ρ∗ = 0.01.
Figures 1 and 2 illustrate simulation results, where v(t), v(t), and x2(t) are presented for
η(0) = 0, η(0) = −0.05, and η(0) = 0.05. In Fig. 1, the control u(t) = 0.2; in Fig. 2,
u(t) = 0.2sin(t/20).

Fig. 1. Behavior of x2(t) and v(t) and v(t) with u(t) = 0.2

Fig. 2. Behavior of x2(t) and v(t) and v(t) with u(t) = 0.2sin(t/20)
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5 Conclusion

The paper has studied the problemof interval observer design for linear discrete-time sys-
tems under the disturbance, measurement noise, and unknown parameters. The reduced-
order model which does not depend on the disturbances or has minimal sensitivity to
them and is realized in identification canonical form has been used to solve the problem.
The designed interval observer has minimal dimension and estimates the prescribed
linear function of the original system state vector with the reduced interval width. The
limitation of the proposed approach is that it can be applied for limited class of nonlinear
systems; nonlinearities should satisfy some requirements. A future research direction is
the interval observer design for hybrid dynamic systems.
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Abstract. The accuracy of electricity demand forecasting is closely related to the
correctness of decision-making in the power system, ensuring stable energy sup-
ply. Stable energy supply is a necessary guarantee for socioeconomic development
and normal human life. Accurate electricity demand forecasting can provide reli-
able guidance for electricity production and supply dispatch, improve the power
system’s supply quality, and ultimately enhance the security and cost-effectiveness
of power grid operation, which is crucial for boosting economic and social ben-
efits. Currently, research on electricity demand forecasting mainly focuses on
the single-factor relationship between power consumption and economic growth,
industrial development, etc., while neglecting the study of multiple influencing
factors and considering different time dependencies.

To address this challenge, we propose a transformer-based forecasting model
that utilizes transformer networks and fully connected neural networks (FC) for
electricity demand forecasting in different industries within a city. The model
employs the encoder part of the transformer to capture the dependencies between
different influencing factors and uses FC to capture time dependencies. We eval-
uate our approach on electricity demand forecasting datasets from multiple cities
and industries using various metrics. The experimental results demonstrate that
our proposed method outperforms state-of-the-art methods in terms of accuracy
and robustness. Overall, we provide a valuable framework in the field of electricity
demand forecasting, which holds practical significance for stable power system
operations.

Keywords: Electricity Demand Forecasting · Time Series Prediction ·
Transformer

1 Introduction

Electricity demand forecasting is crucial for optimizing power supply-demand structures
[1]. With the evolving power industry, renewable energy growth, and unpredictable
weather events, accurately predicting demand across regions and industries is essen-
tial. Recent research, shifting from traditional statistical methods to machine and deep
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learning models, has improved accuracy and service provision [2]. Common methods
include grey system analysis [3] and regression [1], while innovative deep learning
models like LSTM [4] and GRU [5] show promising results. However, these models
lack interpretability. Decision trees and gradient boosting algorithms enhance accuracy
by learning complex patterns within time series [6]. Feature selection and processing,
including dimensionality reduction, are crucial during forecasting. This paper builds on
advanced time series prediction models, capturing dependencies between influencing
factors and improving prediction accuracy by analyzing historical data dependencies.
This paper contributes to electricity demand forecasting in the following aspects:

1. Firstly, the transformermodel can capture the dependency relationship betweendiffer-
ent positions in a sequence, achieving context awareness. We leverage the advantages
of the transformer model to analyze the dependencies between different feature fac-
tors, effectively capturing the complex relationships between multiple input variables
and the target variable. This is crucial for improving the performance of the model.

2. Secondly, we capture the time dependencies between different historical time series
through the decoder layer composed of fully connected networks. This can potentially
improve the accuracy of the prediction results.

3. Finally, we have validated our proposed method on electricity demand datasets from
different cities and industries in the real world to demonstrate its effectiveness in
predicting city electricity consumption.

2 Related Work

2.1 Classical Statistical Methods

In the past century, classical statistical methods dominated time series prediction, relying
on experts’ experience and simple relationships, resulting in lower accuracy. Methods
included time series analysis, regression, exponential smoothing, and grey forecast-
ing. Time series analysis uses historical data to model power load changes, divided into
autoregressive, moving average, and integrated processes [7]. It has fast convergence but
overlooks internal factors. Regression predicts future electricity levels based on histori-
cal data, offering simplicity and generalization but limited adaptability [8]. Exponential
smoothing averages past sequences to predict future trends but struggles with unstable
sequences and complex factors [9]. Grey forecasting suits uncertainty, with ordinary
models for exponential growth and optimized models for fluctuating sequences. Advan-
tages include simplicity, fewer parameters, and strong mathematical foundations, but
they struggle with longer forecasts [10]. Classical methods require small datasets and
lack adaptability to complex relationships, making them suitable formonthly predictions
but challenging for practical applications involving temporal and spatial aspects [11].

2.2 Machine Learning Methods

With the development ofmachine learning, a series of classical algorithms have emerged.
Compared to traditional statisticalmethods,machine learning-based time series forecast-
ing has the advantage of powerful nonlinear fitting capabilities, resulting in higher pre-
diction accuracy. One of the most popular time series techniques for electricity demand
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forecasting is Long Short-Term Memory (LSTM). Recurrent Neural Network (RNN) is
a typical type of recurrent neural network that incorporates internal feedback connec-
tions and feedforward connections between processing units in different layers, enabling
it to associate past information with present tasks. However, as the length of the time
series increases, RNN struggles to learn long-term dependencies across distant time
steps. LSTM, a special type of RNN, overcomes this limitation by incorporating three
gates within the units to control internal states, thus addressing the vanishing gradient
problem. As a result, it not only possesses the short-term dependency learning capabil-
ity of RNN but also learns long-term dependencies. In literature [12], an algorithm for
load forecasting is proposed based on the integration of LGBM and LSTM. In literature
[13], the gate structure of LSTM is adjusted to reduce model parameters and improve
computing speed. In literature [14], the strengths of both RNN and LSTM are combined
for prediction, and an Attention mechanism is used to aggregate the prediction results
of the two models, applied to small-scale monthly electricity sales datasets.

Transformer is a neural network model based on attention mechanisms, originally
proposed by Google for natural language processing tasks such as machine transla-
tion, text summarization, and speech recognition. Compared to recurrent neural network
models such as LSTM and GRU, which are representative of RNN and its variants, the
Transformer model exhibits better parallelization and shorter training time. It performs
well not only in processing long sequences but also in capturing contextual dependencies
within sequences and internal dependencies between different sequences. As a result, it
has found wide applications in various fields. The DehazeFormer approach proposed by
Song et al. [15] modifies the Transformer model for image dehazing tasks. VideoBERT
is a joint representation model based on Transformer for extracting representations from
both image and language data, achieving excellent results in video content recognition
datasets and serving as a fundamental architecture for multimodal fusion tasks [16].
Radford et al. proposed CLIP, a zero-shot learning method based on the ViT network,
which combines language and image data and achieved promising results in various
tasks [17]. Roy et al. introduced a multimodal fusion attention mechanism for extracting
class labels from multimodal data using Transformer with cross-attention weights on
input labels, and verified its performance on multimodal remote sensing classification
tasks [18]. The relatively simple structure and outstanding performance of Transformer
greatly enhance its application potential in the field of machine learning.

3 Proposed Method

This section provides a detailed description of the method proposed in this paper for
predicting the electricity demand of different industries in cities. Firstly, we propose
a general model framework for performing this task. Then, we analyze the different
variables that influence the prediction of city electricity demand based on time series
theory and select relevant covariance features. Finally, we provide a detailed descrip-
tion of the transformer-based model prediction framework and validate it on real-world
datasets. Through this research, we aim to provide an accurate method for forecasting
city electricity demand to support relevant decision-making and planning.
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3.1 Overall Framework

In this article, we employ the combination of transformers and fully connected neural
networks, making full use of the contextual learning ability of transformers, and consid-
ering the dependency among multiple time series. Our algorithm framework, as shown
in Fig. 1, consists of two main parts. The encoder layer of the transformer is mainly
responsible for capturing the spatial dependencies between different features, while the
fully connected neural network primarily captures the temporal dependencies among
different time series.

Fig. 1. Prediction model framework

Our proposed algorithm framework for electricity demand forecasting can be viewed
as two stages: feature aggregation using the encoder layer of the transformer to learn the
relationship between features and past electricity demand values, and prediction using
the fully connected neural network layer. The encoder layer of the transformer is used
to aggregate various features from the input time series data and learn their nonlinear
relationship with electricity demand. The fully connected neural network layer then uses
the aggregated features to predict future electricity demand values.

A high-dimensional time series regarding electricity consumption across various
dimensions is as follows:

{Yt = (
yt1, yt2, . . . , ytp

)
, t = 1, 2, . . . ,N } (1)

as well as time series data for related covariates:

{Xt = (
xt1, xt2, . . . , xtp

)
, t = 1, 2, . . . ,N } (2)

In this context, ‘t’ represents the time step, and ‘p’ represents different dimensions
of time series.
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3.2 Feature Extraction Module

In this section, we analyze and address the factors affecting electricity demand from
meteorological and social perspectives and construct relevant covariates.

From a social perspective, residential electricity consumption levels are generally
lower during working days compared to holidays. The age distribution of the population
in a given region also affects electricity demand. For instance, regions with a higher
number of students during summer vacation experience a significant increase in elec-
tricity demand. Therefore, it is necessary to quantify holidays and summer vacation.
Holidays are non-numeric data and need to be encoded to transform them into numer-
ical values. For the “day of the week” data, we use one-hot encoding. For the data on
“whether it is a holiday” and “festival type,” we use 0–1 encoding, where 1 represents
a holiday, 0 represents a working day, and 1 represents a specific festival, while the rest
are represented as 0.

From a meteorological perspective, weather is the most important factor influencing
electricity demand. Therefore, studying and analyzing meteorological conditions is an
important step in improving the accuracy of the forecasting model.

From the mechanism of variation, it is known that temperature has the most sig-
nificant impact among all meteorological factors, especially in some extreme natural
environments. During cold winters and hot summers, electricity generation is signifi-
cantly higher than in other seasons. Therefore, we construct three types of covariates
to characterize temperature changes in the region: average temperature, maximum tem-
perature, and minimum temperature. We also incorporate humidity information to build
feature sequences that capture the meteorological impacts on electricity demand.

3.3 Time Series Prediction Module

We first introduce how to learn the dependencies of complex features.
Transformer, as the most advanced model in natural language processing, has been

widely used due to its efficiency and strong contextual awareness.
In Transformer, the input to the Encoder is a sequence of text, and the output is a

feature vector that represents the semantic information of the input text. The input to the
Decoder is a specific token, based on which it generates a new sequence of text, and the
output is a sequence of text. The Encoder is typically used for text encoding and repre-
sentation learning. Therefore, we can use the encoder layers of Transformer for feature
encoding and representation learning. The encoder layers primarily include four com-
ponents: Positional Encoding, Multi-Head Attention, Add and Norm, and Feedforward
and Add and Norm.

1. In the Positional Encoding positional encoding is performed using sine and cosine
functions, as shown in the following formula:

PE(pos, 2i) = sin(pos/100002i/dmode;) (3)

PE(pos, 2i + 1) = cos(pos/100002i/dmode;) (4)

Here, pos represents the position of the feature in the entire sequence, and ‘i’
refers to the dimension of the feature vector. After positional encoding, we obtain an
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encoding arrayXpos that is completely consistent with the input dimension.When this
encoding array is added to the original feature embeddings, we obtain new feature
embeddings:

Xembedding = Xembedding + Xpos (5)

2. Themulti-head self-attentionmechanism calculates the similarity between each input
vector and all other input vectors, and then weights and sums them to obtain a new
representation for each input vector. The mathematical expression for multi-head
self-attention is as follows:

Multihead(Q,K,V) = Concat(head1, head2, . . . , headh)W
o (6)

Among them,

head i = Attention(QWQ
i ,KWK

i ,VWV
i ) (7)

In Eq. (6), Q(Query),K(Key),V(Value) represents three vectors obtained from
the input sequence through three linear mapping layers, with dimensions dq, dk , and
dv respectively. ‘Concat’ represents the concatenation function, which combines all
the output results of head i.

In Eq. (7), WQ
i ∈ Rs×dk , WK

i ∈ Rs×dk , WV
i ∈ Rs×dk , WO

i ∈ Rhdv×s, they
respectively represent the weight matrices for the Q, K, and V vectors of the i-th
‘head’, and the weight matrix for the final output after dimension reduction. Here, it
is mentioned that dk = dv = s/h. The computation of the attention mechanism is as
follows:

Attention(Q,K,V) = SoftMax(
QKT

√
dk

)V (8)

In Eq. (8), dh = s/h, ‘SoftMax’ represents an activation function, while
√
dk is

used to transform the attention matrix into a standard normal distribution.
3. In the “Add and Norm” section, the input ‘x’ from the previous layer is connected

with the output from the previous layer through residual connections.
4. In the “Feedforward andAddandNorm” section, the feature representation is obtained

by passing the input through a feedforward network, which includes linear mappings
and activation functions:

Xhidden = Relu(Xhidden ∗ W1 ∗ W2) (9)

In the Eq. (9), W1 and W2 are the weights of the two linear layers, and ‘Relu’
represents the activation function.

Next, we will discuss how to learn the temporal dependencies of different historical
sequences.

A fully connected neural network is a multi-layer perceptron structure.
We use a 2-layer fully connected network to learn the nonlinear temporal dependen-

cies of each time segment. In the current connection layer ‘l’, we have:

X l = f(WlXl−1 + bl) (10)
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In the equation, X l represents the output of the current connection layer ‘l’, Wl

represents the weights of the current layer, bl represents the bias of the hidden layer, and
‘f()’ represents the nonlinear activation function. In this paper, we choose SoftMax as
the activation function.

4 Proposed Method

4.1 Experimental Dataset

The dataset used in this paper includes the electricity demand and related covariate
information for 13 industries from January 1, 2020, to January 31, 2023. The dataset
is divided into a training set and a testing set in a 4:1 ratio. The training set consists of
electricity demand data from January 1, 2020, to June 18, 2022, which is used for model
training. The testing set includes electricity demand data from June 19, 2022, to January
31, 2023. Additionally, the dataset also includes the meteorological feature data and
holiday feature data constructed in the previous section. The data has been preprocessed
to eliminate outliers and missing values. We use Prophet, GBDT, and CNN-LSTM as
experimental baseline methods.

4.2 Data Pre-processing

In this article, we utilize the min-max normalization method, which linearly transforms
data to a specified range to eliminate dimensional impact. The commonly used ranges
are [0, 1] or [−1, 1]:

X ∗ = x − xmin
xmax − xmin

(11)

In theEq. (11), x represents the electricity demand data,while xmax and xmin represent
the maximum and minimum values of the data, respectively.

Furthermore, in terms of the loss function, we use the Mean Squared Error (MSE)
function to measure the average difference between the actual observed values and the
predicted values. As shown in Eq. (12), Yi represents the predicted electricity demand
at the current time step, Yi

∧

represents the true electricity demand at the current time
step, and n represents the number of training samples. Additionally, we utilize the Adam
optimizer [19] to optimize the model gradients.

MSEloss = 1

n

∑n

i=1
(Yi − Yi

∧

)
2

(12)

4.3 Experimental Results and Analysis

The formulas for the daily average error indicator and themonthly average error indicator
are as follows:

month_degreeerror =
∑n

i=1 ypred (i) − ∑n
i=1 ytrue(i)∑n

i=1 ytrue(i)
(13)
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day_degreeerror = 1

n

∑n

i=1

∣∣∣
∣
ypred (i) − ytrue(i)

ytrue(i)

∣∣∣
∣ (14)

In the formulas, ypred (i) represents the predicted electricity demand for the i-th day,
and ytrue(i) represents the true electricity demand for the i-th day.

In the experiment, we conducted electricity demand prediction tasks for different
industries. Here is the specific industry breakdown, consisting of 13 industries. For
the sake of readability, we use abbreviations to represent each industry. 1) Urban and
rural residents’ electricity demand (Ure); 2) Agriculture, forestry, animal husbandry,
and fishery (Afahf); 3) Accommodation and catering industry (Aci); 4) Construction
business (Cb); 5) Real estate industry (Ri); 6) Industrial sector (Is); 7) Information
transmission, software, and information technology services industry (Isit); 8) Total
electricity demand in society (Tes); 9) Financial business (Fb); 10) Wholesale and retail
industry (Wi); 11) Leasing and business services industry (Rbi); 12) Public services and
management services (Pm); 13) Transportation, warehousing, postal industry (Twp).

We selected the prediction results for each industry in August 2022 for comparison,
with the monthly average error abbreviated as M-E and the daily average error as D-
E. To ensure data confidentiality, we refer to the predicted city as X and the proposed
prediction model based on Transformer and fully connected networks in this paper as
Transformer-F:

Table 1. Error Results of Electricity Demand Forecast for 13 Industries of City X in August.

Industry Model Error

Transformer-F Prophet GBDT CNN-LSTM

M-E D-E M-E D-E M-E D-E M-E D-E

Ure −0.18 0.16 3.50 3.50 −0.38 0.38 −0.27 0.17

Afahf −0.019 0.02 1.30 1.30 −0.20 0.30 −0.01 0.09

Aci −0.01 0.01 0.18 0.19 −0.14 0.20 −0.02 0.01

Cb −0.01 0.01 −0.05 0.07 −0.15 0.17 0.04 0.06

Ri −0.02 0.01 0.13 0.14 −0.18 0.20 −0.02 0.01

Is 0.02 0.02 −0.04 0.04 0.12 0.11 0.33 0.33

Isit −0.02 0.02 0.04 0.04 −0.06 0.08 0.02 0.03

Tes 0.03 0.01 0.04 0.65 −0.12 0.16 −0.04 0.01

Fb −0.02 0.01 0.04 0.07 0.10 0.20 0.01 0.02

Wi −0.01 0.11 0.17 0.21 −0.13 0.16 0.02 0.04

Rbi −0.06 0.01 0.37 0.94 −0.20 0.22 −0.01 0.02

Pm 0.01 0.01 0.10 0.11 −0.09 0.17 −0.07 −0.1

Twp 0.02 0.01 −0.19 0.18 0.01 0.06 0.02 0.02
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FromTable 1, it can be seen that, compared to the comparativemethods, the proposed
Transformer-F prediction model in this paper has the lowest monthly average error
and daily average error for 9 industries. This fully validates the effectiveness of the
Transformer-F model. In contrast, the Prophet model performs the worst, indicating that
the Prophet model may have limitations in predicting long-term trends. Additionally, the
Prophet model typically requires the original data to have certain seasonal variations. If
the training set lacks noticeable seasonal patterns, the Prophet model may struggle to
effectively model the data.

Furthermore, the GBDTmodel has higher error results compared to the CNN-LSTM
model and the proposed model in this paper. This is because tree-based models are
generally not suitable for high-dimensional sparse data and are sensitive to parameter
values, requiring careful tuning.

As shown in Fig. 2, we also presented the fitting performance of various models for
the overall societal electricity demand in August. The overall societal electricity demand
is defined as the sum of daily electricity demands across 13 industries. The curves of
different colors in the graph represent the predicted values of different models.

From Fig. 2, it can be observed that our proposed model shows a good fit to the real
curve, and the performance of the CNN-LSTM model is also considerable. However,
the prediction results of the GBDT model are slightly worse compared to our proposed
method and CNN-LSTM.

Fig. 2. Comparative results of different models in predicting the electricity demand of entire
society in August.

In addition, our proposed method also outperforms the comparative methods in the
segmented 13 industries.

As shown in Fig. 3 below, the curve fitting of the model for the real estate industry in
August 2022 is very close to the actual situation on the ground. The GBDT method also
performs well in some industries, but its performance is not as good as CNN-LSTM.
Compared to the other three methods, the Prophet method performs relatively poorly
across all industries:
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Fig. 3. Comparative results of different models in predicting the electricity demand of real estate
industry in August.

Overall, the prediction results, as evidenced by comparing different numerical indi-
cators and examining the fitting of different models to the real curves, demonstrate the
effectiveness of our proposed model in electricity demand forecasting.

5 Conclusion

Translation: In this paper, we utilized time series statistical analysis methods to analyze
historical electricity demand data. We established a multi-category electricity prediction
model.Wevalidated the effectiveness of our proposedmethod using a real-city electricity
demand dataset. By comparing the prediction errors of different models across various
industries, we demonstrated that our proposed method outperforms others in terms of
accuracy.
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Abstract. The paper proposes a modification of the method for formation con-
trol of the group of autonomous uninhabited underwater vehicles (AUVs) in the
unknown environment containing obstacles for large group of AUV. AUVs move
in the “leader-follower” mode in the given formation. The AUV-leader has infor-
mation about the mission, moves to the target and defines the motion trajectory
to safely avoid the detected obstacles. AUV-followers follow the leader, in accor-
dance with the place given to them in the formation. For this movement, informa-
tion about the current position of the AUV-leader is used. In the basic proposed
method, the followers receive this information via hydroacoustic communica-
tion channels. Obstacles and the distance to them are determined via onboard
rangefinders. The low bandwidth of hydroacoustic channels and large delays in
data transmission do not provide safe and accurate movement of group members
when they are close to an obstacle or to another AUV. To solve this problem, using
onboard video cameras of AUV-followers and technical vision to determine the
position of the leader, on which a special light beacons are installed, is proposed.
This approach makes possible eliminating delays in the receiving of information
by the followers and ensure the safe movement of the AUV group when using
high-precision control systems. The main difficulty of using visual information in
underwater environment is the limited visibility distance. To consider this limita-
tion, some AUV-followers can act as leaders for other followers. This will allow to
form groups from a large number of AUV. At the same time, a control system with
a predictive model is used to ensure high accuracy of controlling the movement
of the AUV inside the formation when bypassing obstacles. The effectiveness of
the proposed method is confirmed by the results of mathematical simulation.

Keywords: Formation control · Underwater vehicle · Path planning · Obstacle
avoidance · Computer vision

1 Introduction

Currently, using autonomous underwater vehicles (AUVs) is one of the most promising
approach for the studying and development of the World Ocean. AUVs are capable
of performing a wide range of tasks related to survey and prospecting and geological
exploration, oceanographic research.
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A certain disadvantage of using AUVs is the limited operation time during the mis-
sion, which is conditioned by a limited energy reserve of onboard batteries. This disad-
vantage complicates the performance of operations for the survey of sufficiently large
areas. To eliminate this shortcoming, many researchers suggest using groups of AUVs
cooperatively performing the mission [1].

One of the main strategies for using groups of AUVs is the “leader-follower” mode,
in which one of the AUVs is appointed as a leader who has complete information about
the given mission and defines the movement trajectory of the group, and other AUVs
are considered as followers, receiving information from the leader about its current
position and correcting their movement, taking into account their prescribed position in
the formation.

An important condition for the implementation of this strategy is the availability
of communication channels between all AUVs of the group, which allows exchanging
information about the current position of the AUV-leader and each member of the group.
This is especially important when a group of AUVs performs a joint mission in an
environment containing obstacles.When avoiding obstacles, the trajectories of the leader
and followers can change unpredictably. In this case, AUVs must move in such a way
as to avoid these obstacles at a safe distance, while excluding the possibility of collision
with other members of the group.

One of the approaches to ensure the safe movement of robots is using of a special
schedule in which the robot collision is not allowed [2, 3]. But using of such a method
is permissible only in cases where the working environment is known. At the same
time, an additional problem for AUVs is large errors in determining their coordinates in
the absolute system, which requires using of additional mechanisms for matching the
indications of their navigation systems and thereby leads to a significant complication
of the implementation of AUV group control systems [4–6].

Methods for controlling a group of robots based on algorithms that are intended
for a swarm of robots are described in the works [7, 8]. These algorithms are hardly
applicable for controlling a group of AUVs, because swarm control implies a frequent
exchange of information between group members, which can be difficult in the under-
water environment. Also, the control of a group of robots in an unknown environment
is considered in [9], where collisions with obstacles are prevented by changing the type
of a given formation or the speed of movement of a group of robots so the group avoids
the obstacle at the safe distance.

In all the considered examples implementation of the correction of the robots group
trajectories occurs due to the constant exchange of information with each other, con-
taining data on the current position of group members, which makes possible to coor-
dinate the trajectories of the robots. However, this approach is not always applicable to
AUVs, because the possible data transmission via hydroacoustic channels is carried out
with large delays and has low bandwidth. The method without the necessity for a large
exchange of information between the group members is presented in [10]. The disad-
vantage of the proposed approach is using of hydroacoustic communication channels,
which do not ensure the safe and accurate movement of a group of AUVs, when they
are located at a small distance from each other.
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At the same time, a method for generating the trajectories of a group of AUVs
during their movement in the “leader-followers” mode in an unknown environment with
obstacles that does not require the additional data transmission between the AUVs of the
group to coordinate their trajectories when avoiding obstacles was proposed in [11]. This
method assumes that all AUVs of the group must know their coordinates in the absolute
coordinate system quite accurately, which requires expensive hydroacoustic navigation
systems, as well as the use of methods for coordinating their readings.

A method for solving the problem of the necessity of using hydroacoustic systems
on AUV-followers, for the coordinated movement of the AUVs group based on visual
information about the position and orientation of the leader, obtained from the on-board
cameras of the followerswas proposed in [12].When using thismethod for implementing
the movement of the AUVs group in an environment with obstacles, a problem arises
that, when avoiding an obstacle, AUV-followers can cover the AUV-leader from other
AUVs moving behind them, which can lead to incorrect and unsafe movement of these
AUVs relative to other AUVs of the group.

This article solves the problem of developing such a method of group movement that
would allow the formation of the AUVs group in which the followers do not need expen-
sive sonar systems to follow the leader and use high-speed communication channels to
coordinate the trajectories of these AUVs in the avoiding obstacles process. At the same
time, the approach described in [12] will be used as the basic method that implements
the “leader-follower” strategy for the AUV group, and the method [11] will be used to
implement the method for generating safe obstacle avoidance trajectories in the group,
which will be modified taking into account the features of the method [13].

2 Problem Formulation

A group of AUVs, consisting of AUV-leader, AUV-followers and AUV which are fol-
lowers for other AUV-followers considers in this article. The AUV-leader has all the
information about the mission and forms its trajectory in such a way as to ensure the
accomplishment of thismission. Several light beacons are installed onAUV-leader board,
which can be observed by AUV-followers through their onboard video cameras. Using
this video information, they form data about the position and orientation of the AUV-
leader relatively to the follower. This informationAUV-followers use to follow the leader
and keep given them place in the formation (Fig. 1). At the same time, AUV-followers
are leaders for other AUV-followers.

AUV-followers do not have information about their current position in the absolute
coordinate frame (ACF). In this case, the position of the AUV-follower in the CF relative
the AUV-leader will be determined by the following expression:

X L
F = −(RF

L )
T
X F
L , (1)

where X L
F is the coordinate vector of the AUV-follower position in the CF of the AUV-

leader; XF
L is the coordinate vector of the AUV-leader position in the CF of the AUV-

follower; RF
L is the is the orientation matrix of the AUV-leader in the CF of the AUV-

follower.
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The desired position of the AUV-follower in the formation is calculated in the CF
relative to the AUV-leader, which makes possible to form the desired formation of the
AUV group, regardless of their position and orientation in the ACF during the mission.

To determine the position and orientation of the AUV-leader relative to the followers,
these followers are equipped with video cameras that observe light beacons on the video
image, the location on the leader’s body and the position of which is known relative to
the leader’s center of mass. The position of the beacons in the CF of the AUV-leader is
known and is set by the coordinates B = (B1,B2, . . . ,Bk), where Bi = (xbi, ybi, zbi)T

is the coordinates of the i-th beacon in the CF of the AUV-leader; k is the number of
beacons on the leader AUV. The beacons have such characteristics that they can be
identified in the image received from the video camera.

The main difficulty of using visual information in underwater environment is the
limited visibility distance. To consider this limitation, some AUV-followers can act as
leaders for other followers. This will allow to form groups from a large number of AUV.

Fig. 1. AUV group formation

From the image received from the video camera of the follower, the vector P =
(P1,P2, . . . ,Pk) is formed, where Pi = (pxi, pyi) are the pixel coordinates of the i-th
beacon.

The expressions binding the pixel coordinates of the beacons and the position and
orientation of the leader in the camera CF:

Pi = FB2P

(
U ,Bi,X

C
L ,AC

L

)
,

XC
Bi(Pi) = RC

L

(
AC
L

)
Bi + XC

L , i =
(
1, k

)
,

(2)

where XC
Bi ∈ R3 is the coordinate vector of the i-th beacon in the CF of the AUV-

follower; XC
L ∈ R3 is the coordinate vector AUV-leader in follower’s camera CF; RC

L is
the transformation matrix AUV-leader relatively to CF of follower’s camera; AC

L ∈ R3 is
the vector of orientation angles of the AUV-leader relatively to the axes of the camera’s
CF.

The system of Eqs. (2) contains 6 unknown variables, at least 3 beacons are required
for their definite determination. Equations (2) are significantly non-linear and cannot
be solved analytically, the determination of the values AC

L and XC
L is possible using

numerical optimization methods [14].
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The coordinate vector of the AUV-leader in CF of follower can be determined by
equation:

XF
L = RF

CX
C
L + XF

C , (3)

where XF
C ∈ R3 is the camera’s position coordinate vector of i-th follower in CF of

follower, RF
C ∈ R3×3 is the orientation matrix of onboard camera in CF of follower.

To provide the ability of the AUVs to determine surrounding obstacles, they are
equipped with rangefinders (sonars), which form information about the distance to the
obstacle in the direction of these rangefinders. During the operation of rangefinders
and the movement of the AUV, a vector D = (d1, d2, . . . , dn) is formed, where di is
the distance to the obstacle determined by the i-th rangefinder. This vector is used for
calculating the AUV target point.

The problemof forming such trajectories ofAUV-followersmoving behind theAUV-
leader as part of a group in an environment containing obstacles is solving in this paper.
These trajectories must satisfy the following requirements:

• The formation of the trajectories of the AUVs of group should occur independently
of each other and do not require data exchange between the AUVs of group via
hydroacoustic communication channels. At the same time, AUV-followers form their
trajectories using information about the position of the AUV-leader received from
their onboard video cameras and readings from onboard rangefinders.

• The trajectories of the AUVs of group pass at a safe distance from the detected
obstacles.

• During movement and avoiding obstacles, the possibility of collision between
members of the group should be excluded.

• In the process of avoiding obstacles, keeping a given formation is not required.
• Due to limited visibility, another AUV-follower can act as a leader.

3 Trajectories Formation Method

Due to the lack of communication channels between the AUV-followers, the problem of
coordinating the trajectories of the group members movement in the process of avoiding
obstacles arises. In this case, the desired position of theAUV-followers is determined rel-
atively to the position of the AUV-leader, and all followers can determine the position of
the leader relatively to themselves. This fact can be used to guarantee the safe movement
of followers when avoiding obstacles without directly coordinating their trajectories.

The method described in [13] will be used as a base method, which will be modified
for the case when the position determination of the leader is based on video information,
and the followers do not have information about their coordinates in the ACF.

This method is illustrated in Fig. 2. This figure shows the AUV-followers moving in
a given formation behind the AUV-leader and being at their prescribed positions in the
formation.

The black dots on Fig. 2 indicate the desired positions of the AUV-followers in the
formation, and the dotted lines indicate the trajectories of the adjusted displacement of
the AUV-followers within the formation when avoiding the detected obstacles.
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When the onboard rangefinders detect obstacles located at a distance less than safe,
the desired position of the AUV-follower inside the formation begins to shift along the
dotted lines towards the trajectory along which the AUV-leader passed. Since the AUV-
leader has already found a safe trajectory, shifting to this trajectory, the AUV-followers
will also provide themselves with a safe passage. At the same time, the trajectories of
AUV-followersmovementwithin the formation are chosen to ensure their safemovement
relatively to each other.

Setting the trajectories of AUV-followers movement inside the formation is as fol-
lows. The indicated motion trajectories are segments of straight lines in the CF of the
AUV-leader. The starting point of the i-th AUV-followers trajectory corresponds to its
desired position in the formation with coordinates X̃Fi = (x̃fi, ỹfi), and the end point lies
on the axis x̃ in CF of AUV-leader and has coordinates X̃ 0

Fi = (x̃fi ±Da/2, 0). The value
Da is chosen so that when different AUVs move along these given trajectories inside the
formation, the distances between them would always be no less than the safe distance
Dmin. The choice of sign when determining the point X̃ 0

Fi depends on the location of the
AUV-follower relatively to the axis x̃ (sign “+” indicates that the AUV is located to the
left of the x̃, sign “−” indicates that the AUV is located to the right of the x̃). Value Da

> Dmin depends on the number of columns, on the features of the formation and the
number of AUV-followers.

Fig. 2. AUV-followers movement trajectories when avoiding obstacles

The equation of the displacement trajectory of the i-th AUV-follower inside the
formation, passing through the points X̃Fi and X̃ 0

Fi in CF of AUV-leader in horizontal
plane [15]:

±Da

2
(ỹ − ỹFi) + ỹFi(x̃ − x̃Fi) = 0, (4)

As information about the position of the AUV-leader is obtained by AUV-follower
using video information from the onboard video camera that observes the leader’s light
beacons, it becomes possible that during the process of displacement, AUV-follower
will cover the visibility area of the beacons for other group members.

To eliminate this situation, it is proposed to carry out an additional displacement in
the vertical plane along the axis (Fig. 3). The trajectory of such displacement passes
through points X̃ z

Fi = (0, ỹfi) and X̃ z0
Fi = (±Db, 0), where X̃ z

Fi – is the initial position of
the i-th AUV-follower in the absence of obstacles, X̃ z0

Fi – is the point located on the axis
z̃, that determines the position of the i-th follower when moving behind the AUV-leader
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in the plane x̃z̃ of the CF of the AUV-leader. The choice of the sign when determining
the point X̃ z0

Fi depends on the desired displacement of the AUV-follower relative to the
axis z̃ when avoiding the detected obstacle.

The formation of the displacement trajectory along the axis z̃ occurs similarly to
Eq. (4):

±Db

2
(ỹ − ỹFi) + ỹFiz̃ = 0, (5)

Fig. 3. Changing the depth of AUV-followers during displacement

The value Db depends on the characteristics of the video cameras installed on the
AUV-followers, the characteristics of the beacons of the AUV-leader and the type of
formation. Db is chosen for each follower in such a way that any displacement along
the given trajectories within the formation does not cover the beacon’s visibility area for
other members of the group.

In the process of moving behind the leader, the followers determine the presence and
proximity of obstacles to the trajectories using onboard rangefinders. If this distance is
less than a safe distance Dmin, the program point of this follower, which set its position
in the formation, is shifted along the trajectory described by Eqs. (4), (5). When several
rangefinders are triggered at once, the distance to all obstacles is estimated and the
nearest one is selected. If the distance to obstacles is more than safe, then AUV-followers
continue to move in the place, gave them in the formation.

To determine the required shift of the AUV-follower program point, it is necessary
to determine the obstacle point closest to the follower, which must be avoided. As the
shift of the AUV-follower is set in the AUV-leader’s CF, the coordinates of the extreme
point of the obstacle are respectively translated into the leader’s CF. This calculation is
carried out as follows:

Xdj = X L
F + RLR

T
F

[
djcos

(
αj

)
djsin

(
αj

)
]
, j = (

1, n
)
, (6)

where Xdj are the coordinates of detected point of obstacle in ACF, fixed by j-th
rangefinder of AUV-follower; ψf is the follower heading angle; αj is the angle of ori-
entation of j-th rangefinder relatively to longitudinal axis of the AUV-follower; dj is the
distance to the obstacle point, determined by the j-th range finder.

Next, it is necessary to determine where the program point, which sets the position
of the AUV-follower in the formation, should move to ensure its safe avoidance of the
detected obstacle.
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For this, first need to determine which point on the obstacle is closest to the AUV-
follower trajectory. As the AUV-follower does not know in advance the trajectory of its
movement, because it is determined by the movement of the AUV-leader, will assume
that the predicted trajectory of the AUV-follower is a straight line parallel to the axis
x̃. Therefore, the proximity of the detected points Xdj to the specified trajectory can be
calculated by the formula:

δj = S
(
ỹdj

)(
ỹdj − ỹF

)
, j = (

1,m
)
,

S
(
ỹdj

) =
{

1, if ỹdj ≥ 0,
−1, if ỹdj < 0

(7)

The multiplier S(ỹdj) is necessary to take into account on which side of the slave an
obstacle is detected.

The closest point to the trajectory of movement Xdc is considered to be the point Xdj
for which the value will have a minimum value.

The new program position of the point in the CF of the AUV-leader for the AUV-
follower can be calculated by the expression:

ỹ∗
F =

{
ydc − sign(ydc) · Dmin, if min(δj) < Dmin, j = (1,m)

ỹF , if min(δj) ≥ Dmin, j = (1,m)
,

x̃∗
F = x̃F ± Da(ỹF − ỹ∗

F )

2ỹF
,

z̃∗F = ±Db(ỹ∗
F − ỹF )

2ỹF
, (8)

where x̃∗
F , ỹ∗

F , z̃∗F – coordinates of the new position of the target point X̃ ∗
F AUV-follower

during obstacle avoidance in formation.
If obstacles are detected or there is a lot of noise in the data generated by the sonar,

the position of the target point may suddenly change, which will lead to the generation
of incorrect control signals. To eliminate this situation, it is possible to use a low-pass
filter [16] to smooth the trajectories:

X̂ ∗
F (k) = X̂ ∗

F (k − 1) + β(X̃ ∗
F (k) − X̂ ∗

F (k − 1)), (9)

where X̃ ∗
F is the desired position of the AUV-follower at the current step of the system

operation. 0 ≤ β ≤ 1 is the smoothing coefficient.
Thus, the proposed method for generating AUV trajectories during their movement

in a groupmakes it possible to dispensewith the use of acoustic communication channels
to coordinate the AUV trajectories when avoiding detected obstacles.

4 AUV Control System

AUV is a complex object described by a system of nonlinear equations. At the same
time, in the process of moving in a group and bypassing obstacles, the ability to move
along complex spatial trajectories is required. Thus, it is necessary to obtain a control
system that ensures the movement of the AUV in space with sufficient accuracy.
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4.1 Mathematical Model of AUV

Mathematical model of spatial movement of AUV has following view [14]:

M υ̇ + (C(υ) + D(υ))υ + g(η) = τ,

η̇ = J (η)υ,
(10)

where M = MR + MA ∈ R6x6; MR ∈ R6x6 is an AUV inertia matrix; MA ∈ R6x6

is a matrix of added mass and moment inertia; C(M , υ) ∈ R6×6 is a matrix of Cori-
olis and centripetal forces and torques; D(d1, d2, υ) ∈ R6x6 is a matrix of hydrody-
namic forces and moments; g(η) ∈ R6 is a vector of hydrostatic forces and torques;
η = [xa, ya, za, ϕa, θa, ψa]T ∈ R6 is a vector of the AUV position and orienta-
tion in an ACF; J (η) is a transition matrix from body-fixed CF (BCF) to ACF;
τ = [τx, τy, τz,Mx,My,Mz]T ∈ R6 is a vector of propulsion forces and moments in
the AUV BCF; υ = [υx, υy, υz, ωx, ωy, ωz]T ∈ R6 is a vector of linear and angular
velocities in the AUV BCF.

The matrix of Coriolis and centripetal forces and moments described by expressions
[17]:

C(M , υ) = CRB(MR, υ) + CA(MA, υ), (11)

where CRB(MR, υ) =
[

03×3 −S(M11υ1 + M12υ2)

−S(M11υ1 + M12υ2) −S(M21υ1 + M22υ2)

]
, MR =

[
M11 M12

M21 M22

]
,Mij ∈ R3x3, i, j = (1, 2);

CA(MA, υ) =
[

03×3 −S(A11υ1 + A12υ2)

−S(A11υ1 + A12υ2) −S(A21υ1 + A22υ2)

]
, MA =

[
A11 A12

A21 A22

]
,Aij ∈

R3x3, i, j = (
1, 2

)
; υ1 = [

υx υy υz
]T
; υ2 = [

ωx ωy ωz
]T
, and operator S(.) described

by expression: S(λ) =
⎡
⎣

0 −λ3 λ2

λ3 0 −λ1

−λ2 λ1 0

⎤
⎦,λ = [

λ1 λ2 λ3
]T ∈ R3 is the parameter of

operator S.
The elements of diagonal matrix D (d1, d2, υ) are described following expression:

Dii = d1i + d2i|υi|, i = (
1, 6

)
, (12)

where d1i, d2i, i = (
1, 6

)
are hydrodynamic coefficients respective linear and quadratic

dependances of hydrodynamic forces and torques from AUV velocities along all degree
of freedom.

The vector of hydrostatic forces and torques has the following form [14]:

g(η) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

(W − B)sin θ

−(W − B)cos θ sin ϕ

−(W − B) cos θ cos ϕ

−By cos θ cos ϕ + Bz cos θ sin ϕ

Bz sin θ + Bx cos θ cos ϕ

−Bx cos θ sin ϕ − By sin θ

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

, (13)
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where Wa is the gravity force; Ba is the buoyancy force; Bx = WaxG − BaxB, By =
WayG − BayB, Bz = WazG − BazB; xG, yG, zG are coordinates of the center of gravity
(CG) in the AUV BCF; xB, yB, zB are coordinates of the center of buoyancy (CB) in the
AUV BCF.

4.2 Model Predictive Control for AUV

The essence of the control approachwith a predictivemodel is in the formation of current
control actions based on the analysis of the predictedAUV response to various sequences
of their changes. This makes it possible to improve the adaptive and robust properties
of the developed control systems (CS). To build an CS with a predictive model, it is
rational to use a discrete model of AUV dynamics [18]:

xi+1 = f (xi, ui) + wi, i = 0, 1, 2 . . .

yi = Hxi + vi (14)

where the vectors xi ∈ En, ui ∈ Em, yi ∈ Er represent the current state of the object, the
control actions and the observation vector, i is the current step of the system, f is a known
nonlinear vector function, H is the matrix measurements. Such a model is random in
nature, since it is impossible to determine in advance the values of external disturbances
wi and measurement errors vi.

Eliminating unknown randomcomponents, a predictivemodel of the form is selected:

xi+1 = f (xi, ui), i = 0, 1, 2 . . .

yi = Hxi (15)

Model (15) is initialized at the initial cycle by the current state of the control object
and allows one to approximately predict its dynamics. The final sequence of vectors
xi+j, j = 1, . . . ,P - calculated according to the system (15), is called the forecast of the
movement of the object on the prediction horizon P.

To quantify the quality of control, the following functional should be specified [19]:

J = J (x, u);
x = (xi+1, xi+2 . . . xi+P) ∈ EnP,

u = (ui, ui+1 . . . ui+P−1) ∈ EmP.

(16)

The quality ofAUVmotion control depends on themethod of forming control actions
on the forecast horizon and the performance of the onboard computer system.

Consider the solution of the optimal control problem based on predictive model (15).
The quality of the control process is determined by the functional (16). The behavior
of system (15) on cycles i = 1, 2, . . . ,P, uniquely depends on the choice of the vector
u. Considering that there is a functional dependence x = f (u), we can assume that
J = J (x, u) = J (u). Thus, the constrained optimization problem is formulated as
follows:

J = J (u) → min
u ∈ Ω ⊂ EmP , (17)
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where Ω = {u ∈ EmP : ui+j−1 ∈ U , j = 1, 2, . . . ,P} – admissible set of finite
sequences of m- dimensional vectors. J (u) is a function of mP arguments.

Thus, the control scheme for a specific optimization problem (17) takes the following
form:

1. The state vector yi is measured;
2. Optimization problem (17) is solved for predictive model (15) with initial conditions

x = xi. The extremum of the functional J (ui, ui+1 . . . ui+P−1) is calculated on the
admissible set of values �.

3. From the generated optimal sequence u∗
i , u

∗
i+1 . . . u∗

i+P−1 the first vector is used as a
control action at the next cycle of the system.

4. For the next measure, operations 1–3 are repeated. When controlling the AUVmove-
ment based on a predictive model, the control quality functional (17) on the forecast
horizon is chosen as:

J = ρ1
∑P

j=1
e2i+j + ρ2

∑P

j=1
(ui+j − ui+j−1)

2, (18)

where ei+j is the system output error, ρ1 is the contribution of the cost of changing the
error to the final functional J , ρ2 is the contribution of the cost of changing the control
signal to the final functional J . This form allows minimizing not only the system output
error, but also abrupt changes in the control impact on the device.

The structure of the CS with a predictive model is shown in Fig. 4. The setting signal
ri and the current estimate y∗

i are fed to the input of the optimization block. This block

generates sequences of control actions
∼
ui applied to the predictive model of the control

object, and receives a prediction of the object behavior
∼
yi for P cycles ahead. The value

of the functional J (y, u) is calculated for each sequence. The found optimal value u∗
i is

the input of the control object, which is also affected by external disturbances wi. The
state of the object xi changes, measurements of yi are made with unknown noises vi, and
the state of the object is specified by the observer.

Fig. 4. AUV CS structure
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5 Simulation Results

To test the effectiveness of the method, mathematical modeling of the movement of a
group of underwater vehicles consisting of five robots (1 leader, 2 followers, 2 followers
by followers) moving in a triangular formation was carried out. Each AUV-follower is
equipped with a video camera with a resolution of 512 × 512 pixels, has 4 rangefinders
on board, located in front of the AUV. Four beacons are installed at the stern of the
leader AUV. The simulation was carried out in the CoppeliaSim environment (Fig. 5).
The AUV-leader moves in a straight line, passing through a narrow passage between
two obstacles, and the AUV-followers, being unable to pass the obstacles while keeping
formation, move beyond the trajectory of the leader.

AUVCSwas performed inMATLABSimulink. TheAUVwith following parameters
is considered in this simulation:

ma = 325kg, Jxx = 225kg · m2, Jyy = 175kg · m2, Jzz = 215kg · m2,

Yc = 0.05m, λijmin = 40kg(i, j = 1, 2, 3), λijmax = 300kg(i, j = 1, 2, 3),

λijmin = 20kg · m2(i, j = 4, 5, 6), λijmax = 225kg · m2(i, j = 4, 5, 6),

d1min = Ns/m, d1max = 50Ns/m, d2min = 75kg · m−2, d2max = 125kg · m−2.

Fig. 5. The movement of the AUV group in an unknown environment

Figures 6 and 7 show the processes of changing the coordinates of the AUV group
during their movement while avoiding obstacles. Figure 6 shows that in the process
of movement, AUV-follower detect obstacles in their path and avoid them along the
computed safe trajectories. At the same time, the AUV-followers trajectories follow the
shape of obstacles, and the distances between the AUVs of the group are always greater
than the specified safe distance (Figs. 9, 10, 11). Figure 8 shows that the distance between

Fig. 6. Movement trajectories of the AUV group in the horizontal plane when avoiding obstacles
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the AUV-followers and obstacles does not exceed 2 m. After passing the obstacles, the
AUV-followers return to their prescribed position in the formation. At the same time,
AUV-followers are also shifted in the vertical plane (Fig. 7), which provides them with
continuous tracking of the leader AUV with the help of onboard video cameras, even
when these AUVs line up one after another in the process of avoiding obstacles.

Fig. 7. Movement trajectories of the AUV group in the vertical plane when avoiding obstacles

Fig. 8. Distances between AUV-followers and detectable obstacles

Fig. 9. Distances between AUVs while moving

Fig. 10. Distances between AUVs while moving
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Fig. 11. Minimal distance between AUVs

6 Conclusions

The paper presents a method for formation control of the AUVs group in the “leader-
follower” mode in an environment containing unknown obstacles. A feature of the pro-
posed method is to ensure the safe movement of these AUVs in conditions when there is
no data transmission between the AUVs of the group via hydroacoustic communication
channels to coordinate their movement trajectories. This is achieved by using informa-
tion from the onboard video cameras of the followers to determine the position and
orientation of the leader AUV relatively to these followers, and by presetting the move-
ment trajectories of each follower AUV within the formation. A feature of the proposed
method is the setting of such a displacement of the followers within the formation, which
excludes the loss of beacons of the AUV-leader in the visibility area of the cameras of
the followers.

Acknowledgement. Thiswork is supported byRussian Science Foundation (grant 22-19-00392).
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Abstract. Recent advances in vehicle re-identification based on complex illu-
minance rely on multi-spectral data: visible (VI) spectra, near-infrared (NIR),
and thermal infrared (TIR) spectra. However, in various applications, the spec-
tra are always partially missing in terms of the mismatch between the training
data assumptions and the actual spectral types in the test data. Spectral missing
becomes an open-world challenge for testing the robustness of models. However,
only a few models have spectral missing accuracy tests. In this work, criteria for
constant independent spectral missing, constant Siamese spectral missing, random
individual spectral missing, random Siamese spectral missing, and random indi-
vidual & Siamese spectral missing are established. Extensive experiments have
been conducted on the proposed criteria to evaluate the accuracy difficulties of
state-of-the-art one-stream learning and multi-stream learning in spectral miss-
ing. The result shows that the most advanced multi-stream learning performed
better than the one-stream learning models. In some cases, the performance of
multi-stream learning is even worse than that of one-stream learning methods in
Siamese spectral missing. In the benchmark test, due to the complementarity of
TIR and VI and the redundancy of NIR and VI, VI+ TIR Siamese spectra (1.6%)
have a more moderate loss of accuracy than VI + NIR Siamese spectra (2.8%).
In the end, the accuracy of all models tends to favor the VI that is more relevant
to open-world scenarios. This work validates the value of benchmarking to better
represent the spectral missing diversity seen in open-world practice and to guide
future research.

Keywords: Spectral Missing · Vehicle Re-identification · One-stream Learning ·
Multi-stream Learning

1 Introduction

Training vehicle re-identification models for complex illuminance scenes typically
requires large amounts of multi-spectral data [1]. The generalization of vehicle re-
identification models depends largely on the complementation of multi-spectral data,
which is reflected in low-illuminance, conventional illuminance, and high-illuminance
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Fig. 1. Spectral Missing Protocol.

scenes [2, 3]. The multi-spectral data sets are presented in the form of near-infrared
(NIR)/thermal infrared (TIR) spectra for low illuminance, visible (VI) spectra for con-
ventional illuminance, and TIR spectra for high illuminance. The existing vehicle re-
identification models focus on multi-spectral data sets in conventional and abnormal
(low and high) illuminance scenes. While spectral missing may not come at a heavy
cost, as a cross combination of multi-spectral groups, correct vehicle re-identification in
spectral missing cases is critical.

In some cases, such as under conventional illuminance, the existing models can
obtain rich information based on the existing VI. However, under abnormal illuminance,
existing models are difficult to mine enough information in VI filled with light noise [4].
The introduction of other spectra that are not sensitive to illuminance is a new means
of solving the difficulty, which is satisfying with challenging. One of the challenges
is spectral missing, especially VI missing. In the case of VI missing, NIR and TIR
cannot provide color information, which is a significant feature of model dependence
in conventional illuminance. In the case of abnormal illuminance missing by NIR and
TIR, the existing models fall into a visual fault caused by abnormal noise [3, 5]. In
other words, existing vehicle re-identification models for complex illuminance scenes
are challenged in disposing of spectral missing expertise.

From another perspective, spectral missing is a robust research topic for models. The
robustness is essentially the tolerance of the models to data changes, which is desired as
(1) The models have high accuracy in the raw data; (2) Small biases in the data have a
small effect on themodel outputs; (3) Large biases in the datawith no catastrophic impact
on the model outputs [6–8]. Deep learning-based models can be trusted for robustness
to small deviations from existing data [9]. However, recent studies have pointed out
that deep learning-based models, as special cases with large data biases, perform poorly
when spectral data is missing [10–12]. In essence, spectral missing is a special case
for raw data bias in multi-spectral models. However, spectral missing is an extremely
significant open-world problem: the detection viability of existing models in mixed data.
Specifically, the open world exists in the form of pure data (VI, VI + NIR, VI + TIR,
and VI + NIR + TIR), and mixed data (no missing and spectral missing). Although
a benchmark for conventional noise interference for pure data has been established,
a benchmark for spectral missing noise for pure data is in the bursting stage. Models
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designed for pure data may have significant effects in spectral missing noise, and further
may not perform well in mixed data.

To fill the gap of spectral missing inmulti-spectral vehicle re-identification, a broader
study of spectral missing in multi-spectral vehicle re-identification is proposed (Fig. 1).
Spectral missing covers individual missing, Siamese missing as exemplified by triplets
of (VI, NIR, TIR). The missing criteria contain constant missing and random missing.
Existing state-of-the-art re-identification models are rigorously tested in the proposed
criteria. This work would help the community to understand the robust differences of
models in spectralmissing and contribute to the advancement of open-world applications.

In summary, the contributions of this work are itemized as follows:

• Establish a broader study benchmark for the spectral missing inmulti-spectral vehicle
re-identification, based on individual missing and Siamese missing of the triplet VI,
NIR, and TIR, with accompanying constant and random criteria.

• Evaluate the performance of current re-identification models, including one-stream
learning for individual spectra, as well as multi-stream learning tailored to multiple
spectra.

• The result shows that the most advanced multi-stream learning is superior to one-
stream learning, and the accuracy gain of all re-identification models is lost.

• The result also shows that the accuracy of all models is related to the extent of spectral
missing proposed, validating the diversity of problem representations and the value
of benchmarks for future research.

2 Related Work

This work involves two types of models: one-stream learning and multi-stream learning.
One-stream learning is trained separately for each independent spectral instance and
combines each independent spectral feature information for testing, while multi-stream
learning is trained and tested directly for the whole spectral instance (triplet instance).

2.1 One-stream Learning

One-stream learning is a method based on deep learning, which is originally applied
to the feature extraction of the visible spectral data [13]. The success has inspired the
extension of one-stream learning to be applied to feature extraction of other spectral
types [14]. One-stream learning in re-identification includes two subdivisions of per-
son and vehicle, due to non-rigid and rigid structure [15, 16]. Fortunately, the concept
of technical solutions to address the landing of two types of re-identification applica-
tions is mutually applicable, such as video re-identification [17, 18], unsupervised re-
identification for handling pseudo label [19–21], and domain adaptive re-identification
[21, 22]. To further improve the performance of one-stream learning, previous works
have proposed methods to combine local and global information [23, 24]. The methods
of combining local information and global information can promote one-stream learning
to understand the structure of the image and improve the accuracy of re-identification.
In addition, some works have focused on designing new loss functions for networks that
attempt to constrain feature distributions in metric spaces [24, 25].
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To solve the re-recognition dilemma caused by complex illuminance in the open
world, multi-spectral images are introduced to reduce the illuminance effect. The exist-
ing work improves the accuracy of re-identification by fusing spectral images of dif-
ferent spectra [26]. Specifically, images from different spectra can be treated as sepa-
rate domains and one-stream learning processes feature at different spectra separately,
ultimately fusing head features. In practical applications, one-stream learning for multi-
spectral images does not take into account the complementary information inside the
multi-spectral, which limits applicability in abnormal illuminance, which creates a need
for the exploration of re-identification solutions based on multi-stream learning.

2.2 Multi-stream Learning

Multi-stream learning reads multi-spectral data directly and uses a multi-branch back-
bone to process fusion head features. Li et al. proposed the first multi-spectral vehicle
re-identification dataset, RGBNT100 [27]. Subsequently, Zheng et al. extended the data
protocol and proposed amulti-spectral vehicle re-identification datasetMSVR310 for the
openworld [5]. Li et al. propose a three-streamnetworkwithmulti-spectral feature fusion
to handle multi-spectral variations to ensure feature discriminability [27]. Wang et al.
considered spectral-specific information and proposed to fuse other spectral information
through multiple graduations [28]. Zheng et al. proposed a fusion strategy of one-branch
local information and multi-branch global information [8]. At the same time, Zheng
et al. proposed the measurement loss of spectral differences and identity differences to
enhance network characterization [5]. However, the existing multi-stream learning con-
siders the complementary relationship of multi-spectral data, ignoring the decoupling
operation of multi-spectral missing. In the case of no spectral missing, the multi-spectral
complementary information introduced by multi-stream learning improves the recogni-
tion accuracy. However, in the case of spectral missing, the robustness of multi-stream
learning may be weakened compared with one-stream learning.

3 Proposed Benchmark

In this section, a broader study of spectral missing in multi-spectral vehicle re-
identification benchmarks is presented,which includes the data source,missing criterion,
and experimental setup.

3.1 Data Source

Since only two publicly available (VI, NIR, TIR) image datasets are available for eval-
uating multi-spectral vehicle re-identification benchmarks, RGBNT100 and MSVR310
can be used as baseline data sources. Although RGBNT100 covers the abnormal illumi-
nance scene, which contains a total of 17,250 image triples of 100 vehicles. RGBNT100
contains a large number of similar frames in the image triples. MSVR310 extends the
RGBNT100 data protocol, and the training set contains 155 vehicles with a total of 1032
image triples as the training set. The test set consists of the remaining 155 vehicles with
1055 image triples. The query set contains 52 vehicles with a total of 591 image triples,
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which are randomly selected from the test set. Considering the open-world application,
MSVR310 is chosen, which has little repetitive information on a frame-by-frame basis,
along with view changes (VC), partly occlusion (PO), and various resolutions (VR)
practical challenges.

3.2 Missing Criterion

Considering the future application of multi-spectral vehicle re-identification in the open
world, the spectral missing criteria are defined as constant missing and random missing
(Fig. 1).

• Constantmissing. Fixedmissing specified types of triplet images, including individual
missing and Siamese missing.

• Random missing. Random missing of triplet images, including individual missing,
Siamese missing, and two kinds of mixed missing.

The pseudo-code is shown in Algorithm 1.

3.3 Experimental Setup

• Baseline. This work uses one-stream networks ABD [29], StrongBaseline [30],
OSNet [31], and AGW [32], multi-stream networks HAMNet [27], PFNet [8], IEEE
[28] and CCNet [5] as baselines. This work follows the baseline manual of image
preprocessing, parameter optimization, and loss design.

• Evaluation. In this work, Cumulative Matching Characteristics (CMC) and Mean
Average Precision (mAP) are used as evaluation indicators. The CMC score reflects
the retrieval accuracy, which is reported in this work as Rank 1 (R1), Rank 5 (R5),
and Rank 10 (R10) scores. mAP measures the average of all queries that reflect the
average accuracy of the Recall (the area under the precision-recall curve).

• Platform. This work experiment environment is built in a Docker container of the
high-performance computing platform. The hardware configuration is an eight-core
CPU, 24Gmemory, 4096M shared memory, and GeForce RTX 3090 GPU. The GPU
acceleration package version is CUDA 11.1. The deep learning package is Pytorch
1.8 implemented in Python 3.8.
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Algorithm 1. Spectral Missing.

Input: multi-spectral data and spectral missing criterion

Output: modified data with spectral missing criterion

1 switch spectral_missing_criterion
// constant missing

2 case miss_VI

3 set data[:, 0] to 0  // miss VI

4 case miss_NIR

5 set data[:, 1] to 0  // miss NIR

6 case miss_TIR

7 set data[:, 2] to 0  // miss TIR

8 case retain_VI

9 set data[:, 1:] to 0  // retain VI, miss NIR, TIR

10 case retain_NIR

11 set data[:, [0, 2]] to 0  // retain NIR, miss VI and TIR

12 case retain_TIR

13 set data[:, :2] to 0  // retain TIR, miss VI and NIR

// random missing

14 case random_loss_1

15 randomly choose one spectral type data and set it to 0

16 case random_loss_2

17 randomly choose two spectral type data and set them to 0

18 case random_loss_3

19
randomly miss at least one spectral type data and set them to 0, while retaining 
at least one spectral type data

20 end switch
21 return modified_data

4 Experiments and Analysis

In this work, constant individual spectral missing, constant Siamese spectral missing,
and random spectral missing are analyzed successively.

4.1 Constant Individual Spectral Missing

As shown in Table 1, in the case of spectral missing as VI, the best performingmodels are
CCNet (31.4), ABD (24.9), and OSNet (23.0) according to mAP, while HAM-Net (20.5)
is slightly behind inmAP. However, HAMNet performs well on the R1 (45.5), R5 (60.7),



A Broader Study of Spectral Missing 57

and R10 (66.7). In the case of spectral missing as NIR, the best-performing models are
CCNet (34.6),AGW(27.7), andABD(26.4). In the case ofTIR spectralmissing, the best-
performing models are CCNet (34.0), AGW (30.0), and ABD (25.4). In the one-stream
models, the spectral missing case has own outstanding place, which comes from the
independence of the one-stream models in feature extraction. The multi-stream models
are similar to the one-stream models, however, the performance of PFNet and IEEE for
multi-spectral person re-identification is slightly lower than most one-stream models,
which may be related to the design of non-rigid structures for the person. However, no
single model performs best in all spectral missing cases, and existing models vary in
performance for new spectral missing requirements, tailored to own independent needs.

4.2 Constant Siamese Spectral Missing

As shown in Table 2, the performance of all models decreases when the spectral data
is reserved only for VI, however, CCNet (mAP: 30.7) performs best, followed by ABD
(mAP: 23.7) andAGW(mAP: 21.8).When the spectral data is onlyNIR, the performance
order of the models does not change, and the mAP values are 26.3, 21.8 and 20.5. When
only TIR is retained in the spectral data, the performance of the models declined further,
however, CCNet still performs best on various indicators (mAP: 19.6, R1: 35.7, R5: 53.5,
R10: 61.9). The one-streammodels performwell in all spectral missing cases, especially
ABD. AGW and OSNet also perform well under different spectral missing cases, but
not as well as ABD. The performance of the multi-stream models is relatively uneven in
all spectral missing cases, which may be related to the application requirements that do
not consider spectral missing cases. Relatively speaking, individual one-stream models
are as stable as most multi-stream models.

4.3 Random Spectral Missing

As shown in Table 3, the performance of all models decreases when the random spectral
is missing, however, the robustness of CCNet, AGW, andABD is better than that of other
models. The one-stream model performs well in all cases of random spectral missing,
especially ABD. The multi-streammodel has the lowest CCNet loss (mean of mAP loss:
7.0) in all spectral missing cases. The random accuracy loss is shown in Fig. 2.

As shown in Fig. 2, this work compares multiple types of spectral missing cases.
Figure 2(a) and Fig. 2(b) show that missing and retention of VI have the highest impact
on model performance (4.2% and 5.8%). However, the missing and retention of NIR
and TIR have an impact on model performance related to the degree of complementary
information. In Fig. 2(a), since NIR and VI are highly correlated in image texture, the
missing NIR has a smaller effect (1.6%), while TIR has a larger negative effect (2.8%).
Then, in Fig. 2(b), the independent retention of NIR (7.5%) and TIR (10.6%) confirms
the importance of rich image textures for the models. At the same time, the trends of R1,
R5, and R10 confirm that in the case of independent spectral data, the existing models
rely more on texture information, while in the case of multi-spectral data, the existing
models tend to complement the information. Figure 2(c) shows that individual spectral
missing (2.9%) is less harmful than Siamese spectral missing (8.0%).
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Fig. 2. Model Loss under RandomSpectralMissing. (a) Random IndividualMissing, (b) Random
Siamese Missing, and (c) Two Kinds of Mixed Missing.

In summary, VI contributes the most to the overall performance, VI matches the
open-world scene, and the vehicle re-identification scene is mostly normal illuminance.
In multi-spectral fusion, when the spectra are missing to NIR and TIR, the performance
indexes are reduced, indicating that the complementary information of NIR and TIR has
a positive effect on the performance.

5 Conclusion

In thiswork, a broader study of spectralmissing inmulti-spectral vehicle re-identification
is formally introduced, with benchmarks covering multiple spectral missing cases. One-
stream learning and multi-stream learning are extensively analyzed and evaluated for
effect gain in spectral missing. The result shows that state-of-the-art multi-stream learn-
ing outperforms one-stream learning, while spectral missing degrades the performance
of open-world applications. In addition, compared with multi-stream learning, partial
one-stream learning performs better in individual spectral missing due to feature mining
capability. In fact, with Siamese spectra (VI + TIR) preserved, the gain of complemen-
tary information is higher than that of redundant Siamese spectra (VI+NIR). In addition,
the accuracy of all models correlates with the proposed correlationwith spectral missing,
validating the diversity of the proposed benchmarks in terms of complex spectral missing
representations and value to guide future research. Together, this work would help the
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community understand which models work best in spectral missing practices and help
drive further advancements that would bring benefits to open-world applications faster.
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Abstract. Accurately predicting electricity demand is of crucial importance for
optimizing power resource allocation, improving grid operation safety and provid-
ing significant economic benefits. In recent years, deep learning models have been
widely employed in time series analysis tasks, such as recurrent neural networks
(RNNs), gradient boosting decision trees (GBDT), and transformer networks.
However, these methods only focus on a single time dimension. For a specific
periodic process, the temporal variations at each time point within the process are
not only related to neighboring moments but also highly correlated with neighbor-
ing periods, exhibiting both intraperiod and interperiod temporal changes. In this
study, we propose the TimesNet temporal forecasting model and conduct experi-
ments using electricity consumption data from the A city, combined with a series
of covariates such as temperature and holidays, to train the model and predict
electricity consumption. We compare the performance of TimesNet with other
methods, and the results demonstrate that the TimesNet model outperforms the
other models. Overall, the hybrid model we propose provides a valuable frame-
work for accurately predicting electricity demand and holds practical significance
for managing and operating power grids in urban areas.

Keywords: Timesnet · Electricity Demand Forecasting · Time Series
Forecasting

1 Introduction

Electricity demand prediction is a critical task for urban energy management, infrastruc-
ture planning, and cost control [1]. It provides important insights for planners to make
informed decisions on the construction and expansion of power generation facilities to
meet future electricity needs [2].Accurate demand prediction facilitating the efficient
utilization of renewable energy through proper energy conversion and storage which
contributes to the accelerated development of clean energy, reduces reliance on tradi-
tional fossil fuels, and promotes the transformation and adoption of sustainable energy
sources [3].
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Nowadays, data-driven deep learning models based on machine learning frame-
works have gradually become the mainstream for electricity demand prediction [4].
LSTM [5] is a type of Recurrent Neural Network (RNN) [6] that can capture long-
term dependencies and nonlinear relationships in time series data. Gradient Boosting
Decision Trees (GBDT) [7] which uses decision trees as base learners and combines
their predictions by training new trees at each step to adapt to the residuals between
the current prediction and the true value. To extract temporal dependencies and capture
long-term dependencies in the context of time series analysis, some methods have uti-
lized the local properties of one-dimensional convolutional kernels [8]. However, due
to the local nature of one-dimensional convolutional kernels, they can only model the
changes between adjacent time points and therefore still struggle to capture long-term
dependencies. Recently, attention mechanisms [9] have been widely applied in Trans-
former models for sequence modeling [10]. In the domain of time series analysis, many
Transformer-based models incorporate attention mechanisms or their variants to capture
pairwise temporal dependencies between time points [11].

These methods only consider a single time dimension, whereas realworld electricity
demand time series data often exhibit multi-process superposition, such as annual cyclic
variations due to seasons and holidays. This intrinsic property of multiple cycles makes
the time series fluctuations highly complex. For a specific periodic process, the temporal
variations at each time point within the process are not only related to neighboring
moments but also highly correlatedwith neighboring periods, exhibiting both intraperiod
and interperiod temporal changes. The intraperiod changes correspond to short-term
processes within a cycle, while the interperiod changes reflect long-term trends across
consecutive cycles.

Based on the observations above, the multi-period property naturally inspires a mod-
ular design approach, which involves designing a specificmodule to capture the temporal
variations dominated by a particular period. This modular design approach allows for
the decomposition of complex temporal changes into multiple individual time trans-
formations, which facilitates time series prediction. By folding one-dimensional time
series based on multiple periods, we can obtain multiple two-dimensional tensors. The
columns and rows of each two-dimensional tensor respectively reflect the temporal vari-
ations within a period and across periods, resulting in a two-dimensional representation
of temporal changes.

2 Proposed Method

2.1 Overall Framwork

Predicting electricity demand is of great importance for the planning, operation, and
management of energy markets and power systems. Electricity demand prediction is
closely related to time series forecasting, as electricity demand data often exhibit patterns
in a time series format, with regular monthly and yearly cycles. It aims to forecast the
amount of electricity demand for a future period (typically days or months) by analyzing
the time series patterns in historical electricity demand data.
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The main approaches for time series analysis include statistical models, regression
models, andmachine learningmodels. Thesemethods analyze historical data to learn pat-
terns and trends in electricity consumption and utilize this information to predict future
electricity demand. Therefore, time series forecasting can be employed for electricity
demand prediction, which is a key component of the overall process.

This study is based on a dataset of the electricity consumption across the entire A
city, covering the data from the past three years (2020–2023).

Additionally, the dataset includes meteorological information such as the daily max-
imum and minimum temperatures, wind speed, and atmospheric pressure for the city.
This dataset provides a high-dimensional feature sequence for each electricity demand,
and integrating this multidimensional data is crucial for constructing accurate and reli-
able electricity demand prediction models. It can provide insights into the patterns and
trends of the electricity consumption for model predictions.

The objective of this study is to establish and analyze appropriate statistical and
artificial intelligence methods for forecasting a set of target data sequences, with a focus
on the accuracy of each dimension’s target prediction. In this report, the predictionmodel
also takes into consideration the different electricity demands across various industries.
The electricity consumption in different industries exhibits different patterns and time
cycles. This study aims to predict the electricity consumption for different industries,
targeting specific patterns, and can effectively improve the accuracy of the predictions.

2.2 Transform 1d-Variations into 2d-Variations

In this paper, we propose the TimesNet model, which decomposes complex temporal
variations into different periods through a modularized structure. By transforming the
original one-dimensional time series into a two-dimensional space, we achieve a uni-
fied modeling of within-period and between-period variations. The original 1D time
series structure can only capture changes between adjacent time points. To address this
limitation, we explore the use of a two-dimensional structure to represent temporal varia-
tions, which can explicitly capture both within-period and between-period changes. This
provides greater expressive power and facilitates subsequent representation learning.

The conversion of a one-dimensional time series into a two-dimensional represen-
tation can be summarized by the following equations:

A = Avg
(
Amp

(
FFT

(
X{1d}

)))
(1)

f1, . . . , fk = argTopk{
f∗=1,..., T2

}
(2)

pi ∈ T
fi
, i ∈ {1, · · · , k} (3)

Specifically, for a time series of length T containingC recorded variables, the 1D time
series can be represented as X1D ∈ RC∗T. To extract the periodicity, we first perform
the Fast Fourier Transform (FFT) [12] on the 1D time series and calculate the amplitude
values (Amp), and then take the average (Avg) across the C dimensions, resulting in A
∈ RT, which represents the amplitudes corresponding to each frequency.
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Fig. 1. A example to illustrate dimension transformation in time series

As shown in Fig. 1, for all frequencies {f 1,···,f n}, considering the sparsity of fre-
quency domain and to avoid the noises brought by meaningless high frequencies [13],
we only select the top k frequencies {f 1,···,f k} with the highest amplitudes {Af 1,···,Af k}
are selected, where k is a tunable hyperparameter. The length of each period is obtained
by dividing the length T of the recorded variables by the corresponding frequency. Con-
sidering the conjugate domain of frequencies, we only consider the range {1,···, 2

T }. The
above process can be simplified using the Period function.

In summary, the process can be expressed using the Period function as follows:

A, {f1, · · ·, fk},
{
p1, · · ·, pk

} = Period(X1d) (4)

For each frequency f i, the corresponding period length is denoted as pi. The one-
dimensional time series X1D of dimension T is padded using the Padding function to a
length T

′
that is divisible by pi, where T

′ = f i · pi.
Since the one-dimensional time series X1D is in RT,C , we can reshape it using the

Reshape function to obtain a two-dimensional time series X2D in Rfi,pi,C . The above
process can be summarized using the following equation:

X2d = Reshape(Padding(X1d ) (5)

It is important to note that for a given frequency f i, each row of the two-dimensional
time seriesX2

i
D corresponds to the temporal variations within a period, and each column

corresponds to the temporal variations between periods. Therefore, the 2D temporal
variations can be easily processed using 2D convolutional kernels.
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Fig. 2. Overall architecture of TimesNet.

2.3 TimesBlock

As shown in Fig. 2, We organize the TimesBlock in a residual manner, following the
approach introduced by He, Kaiming and Zhang [14]. The input to the TimesBlock is a
one-dimensional time series X1D belonging to RT,C . The TimesBlock receives the input
from the previous layer and adds the output to the input of the previous layer. Specifically,
for layer l, we have

X l
1D = TimesBlock

(
X l−1
1D

)
+ X l−1

1D .

For the i-th TimesBlock, its actions mainly involve capturing 2D temporal variations
and adaptively aggregating representations from different periods.

2.4 Capture 2D Temporal Transformation Features

Based on the analysis from the previous section, we deconstruct k periods {p1,···,pk}
using the Period function and obtain the two-dimensional time series X2D corresponding
to each period i, where X2D ∈ Rfi,pi,C .

The Inceptionmodule [15] is a specialmodule used in convolutional neural networks,
designed to extract feature representations at different scales. It consists of a series of
parallel convolutional and pooling layers, and constructs a deep network by stacking
these layers. The core idea of the Inception module is to process the input feature maps
in parallel using different convolutional kernels and pooling layers, and then concatenate
their outputs to form the final output of themodule. This approach aims to capture feature
information atmultiple scales, leading to richer andmore diverse feature representations.

For a given frequency f i, we utilize the Inception module with two-dimensional
convolutional kernels to capture features from the two-dimensional time series, resulting
inXˆ2iD ∈Rfi,pi,dmodel. In other words, the Inceptionmodule performs the transformation
from the C dimension to the dmodel dimension for the two-dimensional time series.
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Finally, we need to convert the two-dimensional time series back to a one-
dimensional time series. Specifically, we use the Reshape

′
function to unravel the two-

dimensional time series Xˆ2iD ∈ Rfi,pi,dmodel into a one-dimensional time series X1
i
D

∈ R1,fi·pi,dmodel, and then use the Trunc function to reduce the dimensionality from f i
·pi to the initial dimension T, resulting in Xˆ1iD ∈ RT,dmodel. The above process can be
described using the following equation:

A, {f1, · · · , fk}, {p1, · · · , pk} = Period(X1d ) (6)

X i
2d = Reshape(Padding(X1d )), i ∈ {1, · · · , k} (7)

X i
2d

∧

= Inception
(
X i
2d

)
, i ∈ {1, · · · , k} (8)

X i
1d

∧

= Trunc
(
Reshape′

(
X i
2d

∧))
, i ∈ {1, · · · , k} (9)

In summary, by transforming the one-dimensional time series into a twodimensional
representation, we can conveniently utilize the two-dimensional convolutional kernels
in the Inception module to capture the relationships between temporal variations within
and between periods. The number of periods can be controlled by the hyperparameter
k. Importantly, for different frequencies, the parameters of the Inception module are
shared, which helps reduce the parameter count.

Additionally, the TimesBlock is designed using a residual approach, allowing it to
capture information from different network layers. This helps in capturing hierarchical
information and enables the model to learn representations at multiple scales.

Overall, this approach enables efficient extraction of temporal patterns and relation-
ships in the time series data.

2.5 Adaptive Aggregation

Finally, inspired by Auto-Correlation [16], we merge and pass the one-dimensional
time series representations {Xˆ

1
i
D,···,Xˆ

1
k
D} obtained from k different frequencies to

the next layer. We apply the softmax operation to the amplitudes Al
f
−11,···,Al

f
−k 1

corresponding to different frequencies to obtain the corresponding weights α1,···,αk .
Finally, we perform a weighted summation to obtain the fused one-dimensional time
series output that incorporates the information from all k frequencies.

This process can be represented using the following equations:

α1, · · · , αk = Softmax
(
Al−1
f1

, · · · ,Al−1
fk

)
(10)

X l
1D =

k∑

i=1
αiX

l,i
1D

∧

(11)

As the differences within and between periods involve highly structured 2D tensors,
the TimesBlock can fully capture the multi-scale temporal variations. Therefore, Times-
Net achieves more effective representation learning compared to directly learning from
the 1D time series data.
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3 Experiment

This study utilizes a dataset that includes electricity demand data from January 1, 2020,
to January 1, 2023, across ten industry sectors including (1) Agriculture, Forestry, Ani-
mal Husbandry, and Fishery (2) Industry (3) Construction Industry (4) Transportation,
Warehousing, and Postal Services (5) Information Transmission, Software, and Infor-
mation Technology Services (6) Wholesale and Retail Industry (7) Accommodation and
Catering Services (8) Financial Industry (9) Real Estate Industry (10) Rental and Busi-
ness Services. Specifically, the dataset is divided into a training set and a test set in 4:1
ratio. The electricity demand data from January 1, 2020, to June 17, 2022, is used for
training, while the data from June 18, 2020, to January 1, 2023, is used for testing. The
training data consists of 900 observations, and the prediction data consists of 225 obser-
vations. This dataset provides valuable resources for developing and testing machine
learning models that can capture the complex dynamics of electricity demand patterns
in urban areas.

The dataset includes the following features: 1) Time-related features: year, month,
date, day of the week, and the position of the month, week, and day within the year (e.g.,
the nth day of the year, the nth week of the year). Whether it is a holiday: This vari-
able serves as a covariate to account for activities in the residential and tertiary sectors,
including weekends and all statutory holidays. Whether it is summer vacation: Used to
capture the peak electricity demand. 2) Temperature-related features: average temper-
ature, minimum temperature, and maximum temperature. 3) Weather-related features:
u10, v10, sp, tp. Here, u10 and v10 represent the east-west and north-south wind speeds
at a height of 10 m, SP represents atmospheric surface pressure, and TP represents total
precipitation. 4) Maximum load: This variable is provided in the electricity demand
dataset and is the most important covariate.

3.1 Data Pre-processing

Data pre-processing plays a crucial role in machine learning and data analysis. It refers
to the process of cleaning, transforming, and organizing raw data to improve its quality
and suitability for subsequent modeling and analysis tasks.

First, we can remove any missing or duplicate values from the data. Then, for non-
numeric attributes like whether it is a statutory holiday or summer vacation, we can
encode them as 0–1 variables. For example, a statutory holiday or summer vacation
can be represented as 1, while a nonstatutory holiday or non-summer vacation can be
represented as 0. After that, we can normalize the data. The purpose of normalization
is to eliminate unit restrictions on the data and transform it into a dimensionless value,
enabling the comparison and weighting of indicators with different units or scales.

One commonly used method is Min-Max normalization, which scales the values of
a feature to a fixed range, typically between 0 and 1. To normalize a feature, we first
determine the minimum and maximum values of that feature in the dataset. Then, for
each value in the feature, we subtract the minimum value and divide it by the difference
between the maximum and minimum values to obtain the final result. This maps all
feature values to the range of [0, 1]. To revert the normalized feature values back to
their original scale, we can perform the inverse process, known as Min-Max inverse
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normalization. This involves multiplying each normalized value by the range of the
original feature and then adding the minimum value. This operation restores the original
distribution of the feature values while retaining the scale of the normalized values.

3.2 Experimental Baseline Methods

This article uses the following methods as comparison methods to demonstrate their
superiority over the main method, Timesnet.

Prophet is an open-source time series forecasting method that was released by Face-
book in 2017. It aims to provide a simple and flexible approach to time series analysis
and forecasting, suitable for various business scenarios. The Prophet method empha-
sizes interpretability and explainability of the forecasted results. It provides the ability
to model and explain time series patterns such as trends, seasonality, and holidays. The
Prophet method is highly flexible and can handle time series with irregular sampling
frequencies, missing data, outliers, and anomalies. In the context of electricity demand
forecasting, Prophet can capture complex patterns of electricity demand at different time
scales, such as daily, weekly, and yearly trends.

GBDT (Gradient Boosting Decision Trees) is an ensemble learning method that
progressively constructs a powerful predictive model by using decision trees as base
learners through gradient boosting techniques. GBDT can combine multiple decision
tree models to fully utilize their complementarity and achieve more accurate predictions.
GBDT automatically selects the most relevant features for modeling based on their
importance in decision tree models, eliminating the need for manual feature selection. In
the context of electricity demand forecasting,GBDTcan learn the non-linear relationship
between input features and the target variable (i.e., electricity demand).

The CNN-LSTM algorithm is a hybrid model that combines Convolutional Neu-
ral Network (CNN) and Long Short-Term Memory (LSTM) for processing time series
data. The main idea of the CNN-LSTM algorithm is to use CNN layers to extract fea-
tures from the time series data and then input the extracted features into LSTM layers
for sequence modeling and prediction. In the context of electricity demand forecast-
ing, CNN-LSTM can capture both spatial and temporal features in time series data,
automatically extracting features for electricity demand prediction.

3.3 Structure of Network and Parameter Settings

The input sequence length is 30, the predicted sequence length is 1, the value k for
frequency selection is 5, the batch size is set to 32, the learning rate is set to 0.001, the
number of training epochs is set to 50, and the dropout ratio is set to 0.1. The model has
two Convolutional layers connected by an activation layer (GELU) and uses Inception
modules. Each Inceptionmodule has 6 2D-convolutional-kernels, which the hidden layer
dimension is set to 2048.

In our experiments, we used the mean squared error (MSE) function as the loss
function for the regression prediction task. It is defined by formula 9, where x represents
the predicted power demand value by the model at the current time step, y represents
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the actual value of power demand at the current time step, and n represents the number
of training samples.

LOSSMSE =
∑n

i=1(x − y)2

n
(12)

3.4 Experimental Results and Analysis

The evaluation metrics for this experiment are daily average error and monthly aver-
age error. By comparing these two metrics, we can understand the performance of the
model at different time scales. Generally, due to the finer granularity of daily predictions
compared to monthly predictions, the daily average error may be relatively larger. On
the other hand, the monthly average error can better reflect the overall performance of
the model over a longer time span. Furthermore, for the daily average error, each term
in the summation is taken as an absolute value, eliminating the possibility of positive
and negative errors canceling each other out. Compared to the monthly average error,
the daily average error provides a stricter characterization of the model’s performance.
The formulas for calculating the daily average error and monthly average error are as
follows:

Errormonth =
∑n

i=1 ypred (i)−∑n
i=1 yact(i)∑n

i=1 yact(i)
(13)

Errorday = 1
n

n∑

i=1
| ypred (i)−yact(i)

yact(i)
| (14)

Due to the differences in electricity consumption patterns and trends across indus-
tries, we trained multiple independent models for different industries. We plotted the
predictions of the TimesNet method along with other baseline methods (Prophet, GBDT,
CNN_LSTM) and the actual values.

Taking the industry sector as an example, as shown in Fig. 3, the timesnet-model’s
predicted results closely match the distribution of real data. All the models we trained
have captured data features related to seasonality, trends, and other aspects to some
extent. This approach not only provides more granular and accurate estimates of power
consumption but also helps identify potential areas for energy saving and efficiency
improvement.

We used the Prophet, GBDT, CNN_LSTM, and TimesNet methods to make pre-
dictions for eleven different industries separately. We computed the errors between the
predicted values and the actual values and calculated the daily average error andmonthly
average error by taking the average of all the errors. The final results are presented in
the table below to demonstrate the effectiveness of each method.

Overall, the experimental results demonstrate the effectiveness of the proposed
TimesNet model in electricity demand forecasting, outperforming traditional methods
such as Prophet, Gbdt, and cnn_lstm in terms of accuracy and reliability. In summary,
we proposed a TimesNet model for electricity demand forecasting, which achieved
good performance in terms of daily average error and monthly average error. This study
provides insights for future electricity demand forecasting research and has practical
implications for energy management across various industries (Table 1).
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Fig. 3. Comparative results of electricity demand predictions for different models in the
agriculture, forestry, animal husbandry, and fishing industry and manufacturing industry

Table 1. Electricity demand prediction error results of different models in 10 industries in A-City

Industry Evaluation Metrics (Model-Error)

TimesNet GBDT CNN_LSTM Prophet

ME DE ME DE ME DE ME DE

1 0.062 0.114 −0.111 0.333 0.132 0.308 −0.566 0.574

2 0.017 0.084 0.043 0.100 0.069 0.128 0.041 0.899

3 -0.054 0.081 −0.074 0.128 −0.096 0.096 −0.058 0.089

4 0.077 0.120 0.069 0.139 0.099 0.135 0.171 0.168

5 −0.039 0.055 0.043 0.081 0.041 0.062 0.040 0.045

6 −0.013 0.131 −0.014 0.157 −0.043 0.143 0.124 0.185

7 −0.073 0.184 0.103 0.185 −0.056 0.238 0.188 0.268

8 0.040 0.117 0.055 0.136 −0.091 0.118 0.047 0.162

9 0.041 0.135 −0.175 0.217 -0.045 0.137 0.131 0.148

10 0.033 0.129 −0.039 0.142 0.042 0.156 0.094 0.146

4 Conclusion

In this paper,we proposed aTimesNetmodel to captures intra-cycle and inter-cycle infor-
mation using two-dimensional convolution. We evaluated our model on a real dataset of
electricity demand in A city and achieved good results with low prediction errors in dif-
ferent industries. Our experiments also demonstrated the effectiveness of our proposed
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model compared to other baseline methods.Overall, the TimesNet model we proposed
shows great potential in forecasting the electricity demand for different industries in
urban areas. We believe further research can improve its performance and broaden its
applicability.

5 Future Work

As for future research directions, we believe there are several areas worth exploring
further:

– Explore alternative network architectures such as attention mechanisms and trans-
former networks to capture more complex relationships between industries and
regions.

– Investigate the transferability of the proposed model to other citiesor regions and
adapt it to different datasets and scenarios.

– Explore the robustness of the model in the presence of data gaps ormissing values.
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Abstract. The traditional manual inspection of bridge cables has drawbacks such
as low detection efficiency and compromised safety. This paper presents an auto-
mated visual inspection system for suspension cables, which incorporates a dual-
engine wheeled robot with four U-shaped wheels and an offline artificial intelli-
gence (AI)-based apparent flaw identification method. With its capability to over-
come significant obstacles, the robot enables a safe, robust, and efficient on-site
collection of images highlighting cable flaws. The climbing ability of the robot
and its AI-based auto-inspection of cable flaws were experimentally evaluated
through trials under various conditions. Indoor experimental results demonstrated
the robot’s carrying capacity of up to 6.8 kg, as well as its crossing capability over
the obstacle of 6.3-mm in height on the cable’s surface. Furthermore, field trials
conducted on suspension cables of arch bridges strongly evidence the effective-
ness of the proposed robot, and the utilization of YOLOv7 demonstrates the rapid,
autonomous, and accurate identification of flaw features.

Keywords: Cable-climbing Robot · Cable Inspection · Obstacle Crossing ·
Image Identification · Flaw Identification

1 Introduction

The cable-supported bridges, such as the cable-stayed bridge, and suspension bridge,
represent the epitome of long-span bridge design worldwide. More than 90 percent of
these bridges have spans ranging from 200 m to 2000 m and beyond [1]. As pivotal
components of these bridges, the cables are usually protected by outer polythene (PE)
sheaths. However, due to ultraviolet radiation, wind and rain erosion, harmful gas corro-
sion, and tensile stress [2–4], the PE sheaths inevitably age, and cracksmay thus develop,
compromising the bridge’s load-bearing capacity. Moreover, man-made damages to the
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cables’ PE sheaths often occur and go unnoticed during the tumultuous construction
process, and there is no timely repair on the site, which stands as the primary cause for
the most severe sheath flaws in the cables.

Human inspection is mostly common and conventional for finding apparent flaws of
cables [5], which is always limited by their scope and suffers from time-consuming and
labor-intensive procedures, low efficiency and accuracy, high costs, and safety concerns
[6]. Therefore, unmanned cable inspection robots are anticipated to completely replace
manual inspections in this field by significantly enhancing the efficiency and accu-
racy of flaw identification. Being designed for nondestructive testing (NDT) of cables,
cable inspection robots always follow the cable naturally during operations. Wheeled
robots are one kind of them. Through solid contact between their rolling wheels and the
cable, wheeled robots can smoothly move along the cable, facilitating the detection of
any noteworthy flaws. For instance, Mahdavi et al. designed a cable climbing robot that
incorporated a wheel attachment structure [7–10]. Its main frame comprised three beams
arranged in a triangular formation with each featuring two wheels attachment structures.
Similarly, H.M Kim designed a wheeled climbing robot that demonstrated adaptabil-
ity to different cable diameters, albeit with a relatively complex and heavy structure
[11, 12]. Dharmawan et al. introduced a wheel-legged wall-climbing robot [13], while
Koh et al. devised a dual-wheel miniature climbing robot [14]. Xu et al. proposed a
truss-type wheeled robot, enabling nondestructive evaluation (NDE) of the cable’s inner
metal materials and capturing apparent flaws in the PE sheath [15, 16]. Later, they fur-
ther developed a cable climbing robot for repair work, which was capable of grinding,
cleaning the PE sheath, and applying a protective coating or winding protective tape
onto cables [17]. Wang et al. designed a novel wheel-clamping type inspection robot for
bridge stay cables with an in-house control system, which made the clamping process
easy and the overall control straightforward [18].

Despite the existence of multiple cable inspection robots, there remains a need to
enhance their performance and address practical concerns like lowering weight, sim-
plifying installation procedures, and automating the flaw identification. In this paper, a
comprehensive auto-inspection system was developed by integrating an onsite wheeled
robot with an offline image processing platform for unsupervised identification of visible
flaws on cables. The robot was designed with an improved driving system comprising
two sets of combinations of brushless direct current (BLDC) motors and U-shaped
wheels, along with two passively U-shaped wheels. This dual-engine configuration not
only enhanced the robot’s carrying capacity but also provided traction redundancy in
case of single actuator failure. The robot carried 4K cameras to capture the cable sur-
face flaws. After completing an inspection trip, the recorded video was processed using
a pretrained image-identification platform. This platform implemented a frame-wise
YOLOv7-based filtering method to capture the images of interest, i.e., the flaws on PE
sheaths. By combining the onsite filming capabilities enabled by the designed robot with
the automatic video post-processing technique, we successfully conducted inspections
of suspension cables for three arch bridges. This approach significantly improved the
efficiency of onsite data collection and flaw detection of the PE sheaths, showing its
remarkable advantages in practical cable inspection tasks.
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The remaining sections of this paper are organized as follows (Fig. 1): Sect. 2 outlines
the system construction of the robot and the image identification platform. Section 3
describes the indoor experiments conducted using the developed robots. Section 4
presents the results obtained from field trials. Finally, Sect. 5 presents the conclusions
derived from the paper.

Fig. 1. The flowchart of this work.

2 System Overview

2.1 System Structure of the Designed Cable Inspection Robot

The robot thatwas designed as awirelessmobile platform. It comprised two components,
namely the driving unit and the passive unit (Fig. 2), which were connected to each other,
forming a structure encasing the inspected cable. The driving unit featured a pair of
synchronized engines, each consisting of a BLDCmotor and a V-shaped wheel. Enough
traction provided by the driving wheels was necessary to surmount the cable’s various
inclinations and overcome significant obstacles. So, the surface of the driving wheels
was enhanced with replaceable rubber belts for higher roughness. On the contrary, the
two wheels of the passive unit moved passively. The harder and smoother surface these
passivewheels had, the lower the adverse frictionwould be.Therefore, the passivewheels
were made from nylon and machined to the U-shaped same as the driving wheels. A
tension spring was integrated between the upper and lower passive wheels, ensuring
high enough contact pressure between the wheels and the cable surface. Once a reliable
contact was established between the wheels and the cables, the driving wheels could
generate great traction to push the robot smoothly moving along the cables.

Fig. 2. Structure of the cable inspection robot
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2.2 Onboard Electronics

The onboard control system of the designed robot (Fig. 3) was responsible for basic
commands such as moving forward/backward, adjusting climbing speed, stopping, and
broadcasting measured states, among others. Movement was achieved through the syn-
chronized control of two identical 24VBLDCmotors. Themicro control unit (MCU), an
ArduinoMega 2560, sent the same pulse widthmodulation (PWM) and logical signals to
two BLDC motor drivers. The PWM signals were set to regulate motor speed while the
logical signals determined the spinning direction of the motors. All components were
powered by a 16.75-Ah 24V Lipo battery. To meet different voltage requirements of
the onboard electronics, a power management module was designed, providing 5V, 9V,
12V, and 24V power sources. To find and locate cable flaws, four 4K motion cameras
and a rotary encoder were employed. The 4K cameras continuously filmed the surface
condition of cables during the inspection. A small measuring wheel, fixed coaxially to
the measuring axis of the encoder, was in contact with the cable’s surface and rotated
correspondingly as the robot moved. Subsequently, the encoder sent pulse signals to the
MCU to count the rotation number of the measuring wheel. By factoring in the wheel’s
diameter, the travel distance from the starting point could be determined. Moreover,
photoelectric sensors were integrated to avoid collisions with the bulkheads/anchors at
the cable ends. As the robot approached either end of a cable within the preset safe
range, the photoelectric sensors would notify the MCU to stop motion. All command
signals and state measurements were wirelessly transmitted via a pair of telemetry radios
between the robot and the ground control station (GCS) that ran a self-developed soft-
ware. However, the high-framerate, high-definition video stream was stored directly on
the cameras during inspections. Upon completion of an inspection task, the video was
retrieved and utilized for identifying flaws in the image post-processing stage.

Fig. 3. Control system layout including the onboard electronics and the self-developed GCS.

2.3 YOLOv7-Based Image Identification

Screening flaws from inspection videos of cables is a laborious task. To enhance screen-
ing efficiency and mitigate the complexity and errors of manual image processing,
YOLOv7 [19]was utilized to achieve rapid and autonomousflaw identification.YOLOv7
possesses the following key features:
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1. ModelRe-parameterization:YOLOv7proposes a strategic re-parameterizationmodel
that applies to layers in different networks, incorporating the concept of gradient
propagation path.

2. Dynamic Label Assignment: YOLOv7 introduces a novel label assignment method
that employs a coarse-to-fine approach in guided label assignment. During model
training with multiple output layers, dynamic targets are assigned to the outputs of
different branches.

3. Extended and Compound Scaling: YOLOv7 presents “extend” and “compound scal-
ing” methods for real-time object detection, effectively utilizing parameters and
computation.

4. Efficiency: The YOLOv7-based approach significantly reduces parameters and
computation by approximately 40% compared to state-of-the-art real-time object
detectors. This results in faster inference speed and higher detection accuracy.

These characteristics establish YOLOv7 as a preferred image recognition and seg-
mentation model currently in use. Thus, we employ this model to identify cable flaws
in the retrieved videos (Fig. 4). Initially, the input image was resized to 640 × 640
dimensions and fed into the subsequent backbone network. The head layer network gen-
erated three feature maps of varying sizes. In this paper, a representative flaw database
comprised of PE sheaths of bridge cables was employed, with training conducted for
five distinct categories. Finally, utilizing Bounding Box Decoding and Non-Maximum
Suppression (NMS), the predicted offset values of the network were used to decode the
output bounding box coordinates. This process yielded the absolute coordinates on the
feature maps, as well as the position and size of the bounding box in the original image.
Consequently, possible flaws in the PE sheath of the image frame could be identified.

Fig. 4. Flaw identification framework

3 Indoor Evaluation of Climbing Ability

To evaluate the robot’s performance in lab, a set of tests were conducted on a vertical
metal pipe and an inclined metal pipe with diameters of 110 mm. These pipes served
as simulations for the stay and suspension cables found in bridges. As in Fig. 5, the
basic functional prototype equipped no cameras, encoder, and photoelectric sensors in
all indoor experiments to access the payload capacity and its mobility.
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Fig. 5. The prototype for indoor tests had no cameras, encoder, and photoelectric sensors.

3.1 Climbing Performance Under Various Payload Conditions

It was imperative for the prototype to possess sufficient load capacity to carry devices.
To evaluate the allowable maximum load, the prototype underwent climb tests with
different additional weights (0 kg, 3.5 kg, and 6.8 kg loads) on the vertical pipe. The
climbing speed was fixed at 3.75 m/min. Figure 6 illustrates the prototype carrying
6.8 kg rubber blocks. The output power of the prototype was measured under different
weight conditions, as shown in Fig. 7. The blue, red, and green curves represent the
system’s power under no load, 3.5 kg, and 6.8 kg, with average values of 46.55 W,
50.53 W, and 53.80 W, respectively. It is evident that the prototype necessitated higher
output power as the load increased. These tests verified the prototype”s load capacity was
about 7 kg. Subsequently, an additional test was conducted to determine the prototype’s
maximumvertical climbing speed under themaximum load. As the black curves in Fig. 7
shows, a max speed of around 9 m/min with a power output of approximate 93.53 W
was confirmed. Given the battery capacity, it can be inferred that the prototype had a
maximum travel range of 1.675 kmwhile continuously climbing vertically at 3.75m/min
with its maximum load.

Fig. 6. The prototype carried extra loads of 6.8 kg during the vertical climb tests
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Fig. 7. The power of the prototype under different payloads in vertical climbs.

3.2 Obstacle Crossing Performances of Both Driving and Passive Units

The observable flaws found on cable surfaces are commonly protrusions or cracks, often
resulting from long-term exposure to harsh environmental conditions. These flaws hinder
the smooth motion of the robot along cables. Therefore, the ability to overcome obsta-
cles was crucial for the robot. To evaluate the prototype’s obstacle-crossing capability
indoors, nuts of different heights (3.2 mm, 4.9 mm, and 6.3 mm) were placed on the
vertical pipe, as depicted in Fig. 8, to simulate protuberances on PE sheaths of cables.
Given that the height of most apparent flaws is less than 5 mm, the simulated obstacles
were appropriate for assessing the performance of the designed robot in field conditions.
During the experiments, the prototype was tested to climb over the set obstacles under no
load and full load conditions respectively at 3.75 m/min. In different tests, the prototype
intentionally ran over the obstacles with its driving wheels and passive wheels separately
to see the distinct obstacle-crossing capabilities of the driving and passive units.

Obstacle Crossing of the Driving Unit
Vertical upward climb was the most power-consuming working situation. Because the
actuators had to overcome the entire weight of the system. Therefore, an experiment for
evaluating the obstacle crossing performance of the driving unit of the prototype under
zero and full (6.8 kg) payload was firstly conducted. The vertical climbing speed of
prototype was set to 3.75 m/min. As in Fig. 9, the nuts with heights of 3.2 mm, 4.9 mm,
and 6.3 mm were arranged in sequence from the low to the high right in the path of the
driving wheels.

The fluctuation of the prototype’s output power during the experiment was docu-
mented in Fig. 10, illustrating the dynamic impact of the obstacle on the system. The
blue and red curves depict the variation in output power under no load and full load
conditions, respectively. In both scenarios, the driving power experienced a significant
surge as the driving wheels encountered the obstacles. In the figure, the first two peaks
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Fig. 8. The set obstacles with various heights of (a) 3.2 mm, (b) 4.9 mm, and (c) 6.3 mm that
simulated (d) the protrusion on a real cable’s surface (often smaller than 5 mm in height).

Fig. 9. The driving unit of the prototype encountered three set of obstacles with respective heights
of 3.2 mm, 4.9 mm, and 6.3 mm sequential as it moved from the bottom to the top.

were the instances when the upper and lower driving wheels ran over the 3.2-mm nuts,
respectively. Similarly, the third and fourth peaks indicated the impact of the two driving
wheels against the 4.9-mm nuts while the last two peaks were caused by the strike of
the 6.3-mm nuts. Notably, there were variations in the peaks corresponding to different
obstacles and wheels. The surge in power increased with obstacle height. And it was
intriguing that the upper driving wheel always required a higher output torque than the
lower one when they went over the same obstacles, meaning the fact the upper wheel
generated greater traction than the lower. This disparity was closely correlated to the
mass distribution of the system.
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Fig. 10. The output power history of the prototype during the driving wheels crossing three
different layers of obstacles at 3.75 m/min.

Obstacle Crossing of the Passive Unit
Compared with the driving wheels, the passive wheels are more likely to get stuck in
cracks or protrusion since they are dragged passively. So, the obstacle crossing ability of
the passive unit was evaluated by setting the three layers of nuts with different heights
in the path of the passive wheels when the prototype climbs vertically at 3.75 m/min.
However, the prototype could only get over the 3.2-mmnuts under zero load successfully
(Fig. 11) but failed passing over the 4.9-mm and 6.3-mm nuts. Figure 12 shows the
output power of the system getting over the 3.2-mm obstacles. As in the figure, two
power surge representing the impact of the 3.2-mm nuts on the upper and lower passive
wheels happened. The result shows that the power output for the system dealing with the
3.2-mm obstacle in this case was greater than the case where the driving wheels ran over
the same obstacle in the previous experiment. It was because the connection between
the driving and passive units was not ideally rigid. The low rigidity of the connecting
portions led to inadequate force transmission from the driving unit to the passive wheels,
resulting in an increased motor output for overcoming the obstacle.

Fig. 11. The passive wheels of the prototype could only go over 3.2-mm nuts successfully.
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Fig. 12. The system output power during its passive wheels crossing the 3.2-mm obstacles.

4 Field Trials and Applications

The fully operational robot was deployed for cable inspection missions on three arch
bridges (Fig. 13): Nanning Bridge, Pumiao Bridge, and Ximing Bridge, located in Nan-
ning, Guangxi, China. Specially, Nanning bridge possesses asymmetric inclined arch
ribs and suspension cables with helical fillets. The main parameters pertaining to the
cables of these bridges are detailed in Table 1. To validate the feasibility of the designed
robot and the effectiveness of the image post-processing for automatic flaw identifi-
cation, field operations incorporated the integration of rotary encoders, photoelectric
sensors, and high-definition cameras, as outlined in Sect. 2. The robot had total weight
of 15 kg, and its wireless communication was validated over 500 m.

Table 1. Cable specifications of Nanning Bridge, Pumiao Bridge, and Ximing Bridge

Bridge Cable Length (m) Diameter
(mm)

The Slope of Cables (deg)

Longest Shortest Minimum Maximum

Nanning Bridge 57.6 18.5 80 15 75

Pumiao Bridge 29.4 6.5 190 90 90

Ximing Bridge 28 9 140 90 90

In practice, cable surface was frequently covered with dust and subject to unexpected
surface flaws such as dents, cracks, and protrusions. The presence of dust and obstacles
as well as shock-absorbing lines like the helical fillets on the cables of Nanning bridge
posed a significant threat to the safe and effective operation of the robot. Dust might
compromise wheel traction while obstacles might get the robot stuck. Impressively, our
prototype succeeded in these demanding field operations, demonstrating the system’s
utility and proving its feasibility and efficiency in harsh conditions.

Massive video data was collected by the onboard 4K cameras during the operation
of the robot. To capture a comprehensive view of each cable, the four cameras were
placed at 90-° intervals around the cable, allowing for simultaneous filming from four
perspectives. As for Nanning Bridge, all 104 suspension cables underwent inspection,
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Fig. 13. Field inspection for suspension cables of (a) Nanning Bridge, (b) Ximing Bridge, and
(c) Pumiao Bridge were done by the application of the designed robot.

resulting in the collection of 416 raw high-definition video files with a total size of
over 523 G. The proposed flaw identification algorithm was applied to automatically
detect flaws on the PE sheaths of the cables based on the raw video data, and then
efficiently categorized the identified flaws into three distinct groups, as illustrated in
Fig. 14. During the comprehensive inspections of all three bridges, 361 flaws were
finally identified using the proposed auto-identification method. It was significantly
faster than manual screening, and the accuracy of the auto-identification results was
manually rechecked and reached 92%. The feasibility, effectiveness, and efficiency of
the proposed auto-inspection have been strongly validated in these field trials, standing
as a practical example for unmanned cable inspection as well.

Fig. 14. Typical flaws were found on the PE sheaths of the inspected cables automatically by the
proposed flaw identification algorithm.
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5 Conclusion

The damage to the PE sheath of cable is a serious threat to the structural safety of
bridge. Therefore, awheeled cable inspection robotwith an improved driving systemwas
developed for unmanned cable inspection. With its enhanced obstacle-crossing ability,
the robot could handle poor surface conditions of cables and automatically inspect bridge
cables. The application of the robot could reduce human engagement into dangerous job.
Besides, an YOLOv7-based auto-identification method was implemented to accelerate
the screening of cable flaws.

Indoor and field tests were conducted to evaluate the climbing and obstacle-crossing
performance of the robot. The impact of cable inclination angle and payload on the
robot’s obstacle-climbing capability was also analyzed. Characterization of the robot’s
features was experimentally done, including payload capacity of 6.8 kg, adaptability to
60-to-210-mmdiameters and any inclinations, and obstacle-crossing ability over 6.3-mm
height. The YOLOv7-based flaw identification algorithm was testified using inspection
video data of real cables and an accuracy over 90% was validated. This work provides
an engineering reference for the auto-inspection and analysis of bridge cable.

In future, the presented auto-identification method and feature extraction algorithm
will be integrated into the onboard system of the robot for real-time detection.
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Abstract. Multi-criteria decision making (MCR) has a rich history, employed
since the early 1950s to mathematically model decision problems and identify
optimal solutions from a set of alternatives. Recently,MCR has found applications
in biomedical engineering and healthcare big data. The healthcare domain, char-
acterized by a multi-stakeholder perspective involving patients, doctors, medical
devicemanufacturers, and insurers, presents complexdecision-making challenges.
With diverse criteria and extensive healthcare records, it becomes challenging
to make fair decisions. This paper outlines the requirements for a fair decision-
making algorithm, highlighting the limitations ofMCR inmeeting fairness criteria.
An algorithmic framework incorporating fairness criteria is presented, employing
a similarity-based approach for decision-making on Electronic Health Records
(EHR) to predict prospective cohort groups for a target patient.

Keywords: Multi-criteria decision making · biomedical engineering · healthcare
big data · patient-centric healthcare · fairness requirements · fair algorithm for
co-hort prediction

1 Introduction

Multi-criteria decision making (MCR) [1], also called Multi-criteria decision analysis
(MCDA), is a structured method for evaluating options with conflicting criteria and
selecting the best solution. Early research across various domains, including Economics,
Mathematical Systems, and government policy formulation, has contributed to a rich set
of methods for analysis and decision making.

The MCR problem involves alternatives, criteria, and normalized weights. Below
are a few examples.
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Example 1

1. An individual wants to buy a car from a finite set of car models. Some criteria include
price, fuel type, efficiency, safety, reliability, and size. The decision criteria are of
heterogeneous types, and the respective weights assigned are 5, 3, 5, 5, 5, 4.

2. A company may want to evaluate different investment opportunities. Criteria include
return on investment, risk level, liquidity, and market potential for profit. The
respective weights for these criteria may be 5, 3, 4, 7.

3. After surgery, a patient wants to move to a senior residence. Criteria include trans-
portation, personal care support, medication management, nursing support, social
support, and technology safety. The respective weights assigned to the criteria are 4,
5, 6, 5, 4, 5.

These examples vary in complexity, requiring individual decisions to collective deci-
sions with conflicting goals. MCR problem solving in patient-centric healthcare is more
challenging, requiring fairness to both the patient and service-providing group. Recent
papers [1–3] highlight challenges in selecting fair criteria and assigning weights in
biomedical engineering and healthcare decision making. In this paper, we propose a
fair algorithm to address these challenges. The paper is organized as follows. Section 2
provides a brief concise review of recent papers in MCR applied to healthcare. Section 3
explains the patient-centered health model, its emerging importance, and highlights the
inadequacy ofMCR in current healthcare applications. Section 4 lists fairness character-
istics needed for decision-making algorithms in patient-centered care, comparing MCR
with our developed algorithm and demonstrating MCR’s failure in meeting fairness cri-
teria. Section 5 presents a skeleton of fair algorithms and semantic scoring functions
used to compute similarity measures. Section 6 concludes the paper by listing problems
solved using our fair algorithm and others currently under investigation.

2 A Brief Review of MCR Applied in Healthcare Domain

After reviewing the most recent publications that address the use of MCR in health- care
domain, we have classified them into the following four categories.

General Survey: Papers in this category provide a broad survey of published works
on MCR concepts and methods, and which of them are most commonly used for
evaluation of new medicines, healthcare services, and treatment options in healthcare.

Safety-critical Aspects:Papers that focus on specific problems in healthcare domain
where safety criterion is paramount. Example problems include the selection of medical
devices and procedures, and deciding the best healthcare infrastructure location.

Treatment Options: Papers in this category discuss the MCR methods currently
used to determine treatment options, and self-evaluate the adequacy of these methods.

Weight andCriteria Selection:Papers in this category discuss the important issue of
criteria selection andweight assignment in problems that involvemany stakeholders, and
they in turn have very specific interests and concerns on health technology assessment
should be done.

Category I: The paper [4] presents extensive statistics on the popularity of MCR
methods across various subject areas. The engineering domain has the highest num-
ber of MCR-based publications, while agricultural and biological sciences have the
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fewest. Surprisingly, the healthcare domain is absent from the “Subject Areas.” The
paper lists 20 different MCR methods, and among them, AHP, DEA, TOPSIS, FUZZY
AHP, ELECTRE, PROMETHEE, VIKOR, and FUZZY TOPSIS are identified as the
most commonly used MACDM methods in healthcare assessments. Comparisons of
five methods (TOPSIS, VIKOR, PROMETHEE, MULTIMOORA, and COPRAS) on
an environmental problem in a hydropower plant in Latvia lead to conclusions about
their differing results and priority selections.

Category II: Four papers address the MCR approach in healthcare safety-critical
scenarios. In [5], the first problem involves selecting the “infrastructure location” for
health- care facilities, senior homes, and long-term therapy, integrating Analytical Hier-
archy Process (AHP) and Evidential Reasoning (ER). Criteria include safety, size, total
cost, accessibility, design, risks, and population profile. Decision-making for medical
device manufacturers is explored in [6]. The approach, lacking an explanation for the
choice of the geometric mean, determines weights through a geometric mean formula
on expert weight vectors. In [7], the MCR framework selects sustainable suppliers in
the health- care industry using AHP in the MARCOS method, comparing it with AHP,
VIKOR, and ELECTRE.

Category III:MCRmethods are increasingly applied to determine the best treatment
for diseases from a set of alternatives [3, 8]. In [3], fuzzy MCR methods are proposed
for cancer treatment options, including brain cancer, skin cancer, and prostate cancer,
using fuzzy PROMETHEE and VIKOR methods. Challenges include the necessity of
fuzzy methods, the difficulty of choosing weights even with expert input, and the need
for interdisciplinary expert compromise. In [8] 72 papers on MCR methods in COVID-
19 analysis are surveyed. It reveals concerns about combining fuzzy sets with MCR,
computational complexities, and result validation challenges.

Category IV: The central issue in MCR modeling is on selection of criteria and
weights, and it requires humans (experts in groups). The 3-tier model [9] is a good
model to start with. However its usefulness depends on (1) the number of criteria and
analysis on “how complete” this list is, and (2) determiningwhether all attributes for each
criteria have been identified to its “atomic level”. Depending on these two and the choice
of weights “MCR models” differ. The paper [1] explain a group-based experimental
activity for choosing the criteria and for quantifying the weights. However, they do not
provide a procedure for experts in a group activity in selecting, agreeing, and quantifying
the criteria and weights.

In summary, existing multi-criteria decision making methods in the field of health-
care has raised many open problems. In Sect. 3 we introduce the importance of patient-
centered healthcare, explain is multi-dimensional perspective by identifying the stake-
holder, criteria for delivering healthcare services, and how the weights should be
determined at attribute level for each criteria.

3 Shared Decision Making - Patient-Centered Healthcare

In this section we explore Patient-centered healthcare (PCH) paradigm, an active area
of current research and practice [10–15], to emphasize “multi-criteria decision making”
is central to the success of patient care. We review the current work on it, and propose
our new model and analysis approach to solving criteria-based shared decision making.
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According to the paper [11], PCH paradigm was introduced in 1988. It defined it as
follows:

PCH is “care that is respectful of and responsive to individual patient preferences,
needs, and values” and that ensures “that patient values guide all clinical decisions”.

This paper also emphasizes that “for some decisions there is clearly only one path,
andpatient preferences play little or no role”. Patient-doctor relationship should be “trust-
worthy” to make patients aware where choices exist and where there is only one path. In
situations where many options are available, PCH considers patient’s stand point, con-
text, and input during the entire spectrum of decision making process [10]. It not only
encourages but requires the enhancement of patient’s awareness on the treatment choices,
collaborative and shared decision making between patients, families, care- givers, and
healthcare providers. That is, it goes beyond just physical well-being to include emo-
tional, social, ethical, and financial aspects during the different contexts of treatment
selection and treatment delivery. Patients are given full control over sharing their clini-
cal and treatment data with the level of privacy they choose, and in particular to bring in
their choice of support group to share that information. Clinical support is set at the level
of fully informing patients on their status, making them knowledgeable to understand
the consequences of different options, and leaving the final decision to the patient or
patient’s delegated authority. Based on the National Research Council report Crossing
the quality Chasm (referred in [11], PCH rests on 8 principles listed below. 1. Respect
for patient’s values, preferences, and expressed needs, 2. Coordination and integration of
care, 3. Improved patient awareness, communication, and knowledge, 4. Emotional sup-
port, 5. Enhancing comfort levels (at senior homes, ICU, Long term Re- habilitation), 6.
Involvement of Social Support Groups, 7. Continuation of care (Post surgery/treatment),
8. Improved Access to Service.

So, PCH models are expected to include entities who fulfill these principles and
include “trustworthiness” factors that include the four components safety, security, re-
liability, and availability. Although survey papers [12, 15] mention trusted relationship
must be part of PCH model, no model exists to include all of the above it in the current
PPC model [13]. A sufficiently complete model is necessary to suggest the services, and
constraints provided by the entities in the model fulfill the 8 principles and trustworthi-
ness. From such a model we can identify the criteria for shared decisions and evaluate
them in determining the best service option. With this goal in mind, in Sect. 3.1 we
propose a new PCH model.

3.1 Proposed PCH Model

We need a patient-centered healthcare model in which the health determinants com-
prehensively and collectively cover the 8 principles stated earlier. We propose such a
model in Fig. 1. This model is a rich refinement of the health model proposed in [16]
for mHealth (Mobile Health). We explain below the significant elements of healthcare
determinants within each ring, and motive howwell it covers the 8 PCC principles stated
earlier.

In Fig. 1, a ring model with six layers represents various health determinants.
Beginning with the innermost “Patient” layer, subsequent layers detail physical and
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Fig. 1. Patient-centered Health Care Model Fig. 2. Patient Model

emotional status, health goals, cultural aspects, preferences, and socioeconomic fac-
tors [16]. Expanding further, layers include social networks, family & friends, health-
care facilities, environmental conditions, and infrastructure support [16]. Each layer
encompasses specific determinants, such as “Health Care” for healthcare providers,
with patient-defined data sharing policies. The model provides a high-level conceptual
view, while detailed models, illustrated in Fig. 2 for the “Patient” [16] and Fig. 3 for a
“Health Care Facility,” can be developed for each determinant, offering a comprehensive
representation of the healthcare ecosystem [16].

Fig. 3. Health Sources Model

3.2 Coverage and Comparison

The only paper that gives a conceptual PCHmodel is [13]. Their model is given in Fig. 2
(Page 21) of this paper. This model has essentially three levels. At the top, “Provider
Characteristics” is associated with “Hospital” and “Physician, Nurse”. At the next level
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“Patient Centered Care” is associated with “Patient” and “Cost”. At the lowest level, the
box includes “Health related quality of life/Functional status/Psychological wellbeing”.
They have not given any explanation on how this diagram reflects PCC principles. In
our opinion. It does not reflect any of the 8 stated principles.

As opposed to thiswe justify belowhowour conceptualmodel, alongwith a family of
models for the determinants in it, add clarity and comprehensively fulfills the 8 principles
of PCH.

1. Principle-1: “Respect for patient’s values, preferences, and expressed needs” -
Fulfilled in ring 1, ring 2 and ring 3.

2. Principle-2:“Coordination and integration of care” - Fulfilled by Family & Friends
(ring 4), Healthcare Facilities (ring 3), and Social Network (ring 4).

3. Principle-3: “Improve patient awareness, communication, and knowledge” - Ful-
filled by Healthcare (ring 3), Social Network (ring 4), Infrastructure (ring 5),
Socioeconomic (ring 3).

4. Principle-4: “Emotional support” - Fulfilled by Emotional Health (ring 2), Cul-
tural, Socioeconomic (ring 3), Family, Social Network (ring 4), Infrastructure,
Entertainment (ring 5)

5. Principle-5: “Enhancing comfort levels” - Fulfilled by Preferences (ring 3), Health-
care Facilities (ring 4), all determinants (ring 5)

6. Principle-6: “Involvement Social Support Groups”-Fulfilled by all determinants (ring
4)

7. Principle-7: “Continuation of care (Post surgery/treatment)” - Fulfilled by Infrastruc-
ture, Environmental Conditions (ring 5), Healthcare Facilities (ring 3: Senior Home
included)

8. Principle-8: “Improved Access to Service” - Fulfilled by Infrastructure (ring 5),
Healthcare Facilities (ring 3)

In addition to the coverage of PCC principles, we motivate below how “models of
interactions” between determinants can be developed and how such models are formal
enough to guide us identify the criteria and suggest mathematically sound methods for
estimating weights for preferences.

3.3 Criteria, Preferences, and Decision Quality Measurement

All reviewed papers in Sect. 2 emphasize the necessity of a collaborative approach that
values and respects patients’ needs and wishes for identifying criteria and weights. How-
ever, a systematic method for this purpose is lacking, and existing approaches are pri-
marily manual, lacking standardization for decision quality assessment. The importance
of measuring decision quality is discussed in [14]. While a list of evaluation measures is
available on the Ottawa Hospital Research Institute website [17], many published papers
do not follow it for assessing decision quality outcomes. Moreover, the available tools
focus on patient evaluation, neglecting other stakeholder in Patient- Centered Healthcare
(PCH).

The Delphi method [18–20], known for its standardized steps in collaborative
decision- making, offers a potential means to enhance decision quality assessment in
PCH. An innovative approach could involve adapting the evaluation list [17] for other
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stakeholders and combining it with the Delphi method. However, this method remains
manual. While total automation of multi-criteria decision-making in patient-centered
care is neither feasible nor desirable,wepropose amethodology to serve as the foundation
for an interactive, fair algorithm that engages all stakeholders in decision-making.

Decision Making Needs: Different decision-making scenarios, such as treatment
options, post-treatment residence, medical device choices, and healthcare trends aware-
ness, require distinct sets of decision-making criteria. For our discussion, we consider
medical devices and senior homes as examples.

The eight principles stated in Sect. 3.2 lead us to consider Trust, Knowledge, Eco-
nomics, Emotional Support, and Value as primary criteria for decision-making. Stake-
holders must have mutual trust, and patients need trust in medical experts to share per-
sonal preferences. Economic factors include both patient and service provider capacity.
Emotional support involves reliability from social groups, friends, family, and infras-
tructure. The specific features supportingmobility, safety, privacy, and physical activities
in senior homes measure emotional support. Disagreements on Value between patients
and doctors require moderation using Knowledge and Trust to reach a consensus in
patient-centered care.

4 Fair Decision Making Principle

Fairness is defined in [21] from two perspectives. We base our work here on this def-
inition, however we customize it with regard to patient-centered selection. So, we put
patient’s input as “ideal” for the patient, and all other input from stakeholders as “avail-
able options recommended by the experts”. We first discuss in Sect. 4.1 how the criteria
and their weights are to be chosen from expert (domain) knowledge for patient- centric
fairness. Next in Sect. 4.2 we explain how patients can introduce their desires in a seman-
tically meaningful way to algorithmic construction. That is, “semantics from patient as
additional input” is to be accepted by a fair algorithm. So, functions in the algorithm are
intelligent due to expert knowledge and due to the integration of user semantics.

4.1 Expert Knowledge for Fair Decision Making

We propose the following steps to construct criteria at “atomic attribute level” and to
determine the types of attributes that can lead to “units of measurements”. The selection
problem is “medical and infrastructure devices” for patient care.

1. Patient constructs the set of needs in the dimensions “Knowledge, Emotional Sup-
port”, gets expert opinions from trusted experts and with their help selects the set of
medical devices (body-ware), and develops data sharing policies, and ethical/cultural
needs. Patient lists the comfort requirements and gets the help of experts in dimen-
sions “Economics, Value, Knowledge” in creating a list of infrastructure devices and
medical devices.

2. The patient gets a trusted expert to develop the criteria for selection at attribute level.
That is, on behalf of the patient a finite set of trusted experts develop the list of criteria
that satisfies the need of the patient.
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3. The experts collaborate in choosing the type for each criteria chosen, and assigning a
“preference value” (weight consistent with the level of importance) for each attribute.
The collaboration will discuss questions like the following:

– What are the attributes necessary to describe the entity being examined?
– Which attributes are required to evaluate a Purpose being examined?
– Which attributes are needed for analysis?
– Which attributes “from the examination viewpoint” are required for this analysis

goal?
– Which attributes are required to describe the examination environment?
– Is time frame essential for this analysis issues?
– Is there any specific geographical area specific for this analysis task?
– Any other attributes required for analysis goal achievement?

4. Patient shares this list with all trusted stakeholders.
5. Every stakeholder will generate similar lists of their attribute choices and weights for

attributes.
6. This information is feeded to Algorithm P (described below) that will choose the

final set of attributes (criteria) and their respective weights to be submitted to the fair
Algorithm F described in Sect. 5.

Algorithm P
Let E = {E1, E2, · · · , Ek} denote the set of experts nominated by the stakeholder
(patients, physicians, etc;). Because every decision must be patient centric, we let the
patient assign a weight σ j for expert Ej ∈ E that reflects the patient’s level of trust on
the expert Ej. Let σ = σ 1 + σ 2 +· · · , +σ k . Let CEi denote the set of criteria chosen
by expert Ei, and C = Ei∈E CEi . For the sake of clarity let |C| = p. That is, there are p
criteria. For each criteria ci in C a weight wi has been assigned by the expert who chose
it. So, we have the set W = {wi | ci ∈ C} of weights for the criteria in set C. In the
previous work [6] on medical device selection the use of “geometric mean” is suggested
to calculate the weight for a criteria from the weights assigned by stakeholders. In our
work we improve on this suggestion by using weighted geometric mean. That is, we
use the patient-assigned trust weight σ j to the expert Ej along with the expert-assigned
weight wj to the criteria c of that expert’s choice in computing the weighted geometric
mean in the formula below:

wc = wσ1
1 wσ2

2 . . .wσp
p

1

σ

This weightwc is a fair weight because it satisfies the patient’s wish, and the expert’s
knowledge-based input. We can prune further the set C if the number of criteria is too
many by deleting those that have a low weight. This threshold has to be determined by
experts. Once done, the set C and the set W = {wc | c ∈ C} are input to Algorithm
F. Table 1 is an example of criteria/weight table constructed using Algorithm P for the
attributes shown in the table. The number of criteria (attributes) is kept small for clarity
of understanding. In principle, the set of attributes and the number of attributes are the
choice of the patient and the experts.



A Critical Review of Multi Criteria Decision Analysis Method 97

Table 1. Criteria Developed Experts - Accepted by Patient

Attributes Data Type Measurement/Weight

Clinical Need Numerical [0, 1]/5.2

Accuracy Numerical Percentage/6.1

Reliability Ranked Categorical {Low, Medium, High}/5.8

Risk Factors Enumerated {Biological Hazards, Poor Display}/6.3

Safety Ranked Categorical {Low, Medium, High}/5.8

Connectivity Enumerated {Local Network, Internet Not Possible}/4.3

Release Year Enumerated Numerical {1995,…, 2050}/3.4

Expiry Date Record 〈Year, Month, Day〉/5.1
Maintenance Numerical [50$, 200$]/4.7

Value Numerical Percentage/5.7

Ease of Use Enumerated {Easy, Difficult, Very Difficult}/4.3

Compliance Binary {Yes, No}/6.3

Connectivity Enumerated {Low, Medium, High}/3.1

Privacy Enumerated {NK, Limited, Good}/5.9

4.2 Semantics for Patient-Centric Fairness

Patients can specify semantics for better choices in selection, introducing a “best match”
concept alongside closeness to the patient’s requirements, emphasizing a “patient-centric
perspective.” For attributes like “reliability, safety, and accuracy,” where higher’ implies
better, and for features such as “cost and weight,” where lower’ is preferable, patient se-
mantics for “lower is better” (LB) and “more is better” (MB) are integrated into scoring
functions in the selection algorithm [22]. This approach allows the algorithm to prioritize
options aligning with patient preferences on each attribute independently. Running the
algorithm with different patient perspectives, including varied weights and attribute
semantics, enables patients to consistently identify optimal choices. For instance, patients
can determine the most cost-effective option among choices ensuring safety with low
risk and maintenance costs [22]. In [22], ontology support is utilized to interpret the
“degree of equivalence” between medical terms, enhancing the assessment of similarity
between concept terms in the medical field. Semantic distance and similarity measures
between sets of concepts contribute to patients’ awareness and knowledge of health-
care needs, enabling informed specification of preference levels and ensuring unbiased
similarity-based selection and ranking. From the algorithmic perspective a fair ranking
will be “tolerant to small values”, consistent, flexible and timely. Below is a list of
characteristics for an algorithmic perspective of fairness. The algorithm will produce
normalized results in the interval [0, 1]. Bounded similarity measures are not produced
by the widely used distance and cosine functions. The algorithm must be consistent in
the sense “reversal of rank” should not happen in any environment in which the same set
of inputs are used. The algorithm does not put any restriction on the number of criteria
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and on the number expert alternatives. For the sake of efficiency and accuracy of result,
the algorithm uses only simple scoring functions (no exponential, logarithmic or fuzzy
arithmetic).

5 A Skeleton of Fair Algorithm

We assume that at every ith attribute level, there exists a sematic scoring function λi that
compares two given values of the attribute and outputs a score which is a mea- sure of
“best match” between the attribute values. In this paper we do not discuss their construc-
tions, because it involves many mathematically sound details. We suggest the readers
to construct their own scoring functions that satisfy the semantic criteria explained in
Sect. 4.2.We also refer the reader to our recent and ongoingwork [21, 22] on the rationale
for the choice of scoring functions that we have constructed.

The sets C andW computed by Algorithm P are input to Algorithm F. Let A = {A1,
A2, · · · , Am} denote the set of alternatives available. Assume that every Ai has all the
attributes of set C (in the same order). Thus, Ais are formalized into “a vector” wherein
the attributes are all in the same order, although the types of the attributes of this vector
are different. This vector structure helps us to explain precisely the algorithmic steps.
The patient inputs a query which consists of three parts, as shown in Table 2.

Table 2. Patient Input - Ideal Choice for the Patient

Algorithm F
The algorithm compares each component of the vector Q with the corresponding com-
ponent of vectorAj. That is, it comparesQi withAji, for i= 1, · · ·, p. It applies the scoring
function λi to the pair (Qi, Aji. The value vji = λi((Qi, Aji) is a measure of “closeness”,
consistent with the semantics and mode specified in the patient query structure. Next, it
computes the weighted mean.

sj =
(
w1 × vj1 + w2 × vj2 + . . . + wp × vjp

)

(
w1 + w2 + . . . + wp

)

which gives the “similarity measure between the alternate Aj and the patient query Q.
Having calculated the measures s1, s2, · · · , sm for all alternatives, the algorithm ranks
the set of alternatives in the non-increasing order. So, the top of the ranked list is the
“best match”. In case there are other considerations that may prevent this choice being
adopted by the patient, the next alternative in the list can be chosen.
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6 Conclusion

In our critical survey of existing multi-criteria decision-making approaches in health-
care, we found a lack of specific conclusions on successful methods in the biomedical
healthcare domain. The consensus among researchers is the pressing need for more
efficient collaborative decision-making methods.

We examined the Patient-Centered Health (PCH) paradigm, highlighting its emerg-
ing importance, elucidating its eight fundamental principles, and identifying challenges
in employing Multi-Criteria Decision Making (MCR) for shared decision-making. Sub-
sequently, we proposed an approach based on trust, knowledge, value, economics, and
social support to collaboratively select significant decision-making attributes, drawing
inspiration from our previous work on semantic-centered similarity matching.

To enhance our proposed approach, deeper research is warranted, particularly in
formalizing medical treatment selection problems with ontology support. Our three
implementations of fair selection and ranking algorithms can be further enriched to
handle complex data types of quality attributes in healthcare. Alaa Alsaig’s recent thesis
introduced a user interface for gathering client requirements, and we are exploring ways
to integrate healthcare ontology, making the process more interactive and iterative. This
iterative loop allows stakeholders to modify their choices until a consensus is reached,
with the fair algorithm serving as a vital component.
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Abstract. Today’s information trend is unstoppable, and the manual manage-
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material resources, but also is easy to appear many unnecessary low-level errors.
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repeated working time, but also reduces the generation of various low - level errors
in information management, which makes the grasp and operation of information
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which can realize the management of dormitory information and other informa-
tion. Students’ function module includes student personal details management,
online pre-selection dormitory and view of absence records, students can pre-
select the dormitory, and view personal information and absence information.
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interface friendly and easy to operate.
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1 Introduction

With the advent of the internet age, information technology has become increasingly
widely used in various industries, creating infinite value for human society and affect-
ing human work and lifestyle. Dormitory life is an indispensable part of university life,
leading to the increasing status of dormitory management in universities. Therefore, in
recent years, more and more domestic universities have shifted their attention to dormi-
tory management. At present, logistics management in some universities is mainly man-
aged throughmanual organization or simple information systems. For universities with a
large amount of student information, manual recording is quite troublesome, especially
when adding, deleting, modifying, and querying data. The workload of administrators
can be very large, which not only wastes time, but also leads to low work efficiency and
unnecessary low-level errors. [1].

The management department of college student dormitories can effectively manage
dormitory information, student information, grade information, etc., allocate dormito-
ries, greatly improve themanagement efficiency of administrators, reducework pressure,
avoid low-level errors in work, and also improve students’ accommodation experience.

2 Key Technologies of the System

2.1 JSP Technology

JSP is deployed on a network server and can respond to requests sent by the client,
dynamically generate HTML based on the request content, and then return it to the
requester. JSP technology uses Java language as a scripting language to provide services
for users’ HTTP requests and can work with other Java programs on the server to handle
complex project requirements [2].

2.2 B/S Architecture

The B/S architecture is currently the mainstream networked structural model. The B/S
architecture is to input HTTP requests through a browser on the Internet, then the server
accepts the request and parses the URL to generate an HTML file. Then, the browser
sends the HTML file, and when the browser accepts the corresponding HTML file,
it begins to parse and organize the relevant resource files, ultimately displaying the
page to the user. The B/S architecture mode unifies the client and centralizes the core
parts of system function implementation on the server, simplifying the development,
maintenance, and use of the system [3–5].

Our university student dormitory management system allows users to input infor-
mation and submit some operations from the page, send requests to the server and wait
for the server to respond. The server processes and accepts the user’s requests, and then
the user can view the data returned by the server on the browser [6–8].
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2.3 MYSQL Database

MYSQL is a relational database that is used by our university’s student dormitory man-
agement system to store and access dormitory information, student information, build-
ing information, user information, absence information, and more. Every table in the
database is interrelated, and without a database, data storage and invocation cannot be
carried out, and programs cannot run normally[9]. Due to the characteristics of devel-
oping source code, the MYSQL database is generally chosen for the development of
small and medium-sized websites. Therefore, this system uses MYSQL as the backend
database[10, 11].

3 System Design

3.1 Overall System Design

The student dormitorymanagement system in this universitymainly includes three parts:
administrator, student, and dormitory staff. The system structure diagram is shown in
Fig. 1.

Fig. 1. System Structure Diagram

3.2 System Detailed Design

3.2.1 Administrator Module

After logging in as an administrator, the following functions are available:

➀ User management: Add, modify, and delete users, and import users from Excel.
➁ Grade management: Add grades, batch delete grades, delete single data, and perform

fuzzy queries.
➂ Organizational management: The organizational structure is displayed as a tree struc-

ture and adding an organizational requires selecting a superior column, andmodifying
the organization, and deleting the organization.

➃ Student management: Display student information, export all student information in
Excel, add andmodify student information, delete students, and batch delete students.

➄ Permission management: Grant permissions to users, select users, and grant th em
permissions.
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➅ Building management: Add buildings, including adding floors, dormitories, beds,
deleting buildings, editing buildings, and modifying some simple fields.

➆ Dormitory management: Display dormitory information [12].
➇ Preselection management: Add and modify the range of preselection time, display

the range of preselection time for grades and classes, allocate dormitories, etc.
➈ Absence management: Add, delete, modify, and check the information of absent

students.

View and modify user information, student information, and grade information,
update absence information, dormitory information, and other class diagrams, as shown
in Fig. 2.

Fig. 2. Administrator Module Class Diagram

3.2.2 Student Module

The functions available after students log in include: [13].

➀ Personal details management: You can view personal information and modify it.
➁ Change password: Modify the personal password.
➂ Online dormitory selection: Select dormitories based on the time frame set by the

administrator.
➃ Absence Records: View your own absence records [14, 15].

The management class diagram of the student module is shown in Fig. 3.

3.2.3 Housing Manager Module

The functions of the dormitory administrator after logging in include:

➀ Building management: Add information such as building, dormitory type, number of
floors, and number of rooms.

➁ Dormitory management: display of data.
➂ Absence management: Submit, delete, modify, and query the information of absent

students.
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Fig. 3. Student Module Class Diagram

Fig. 4. Dormitory Manager Module Class Diagram

3.3 Database Design

The management system for college student dormitories uses an MTSQL database to
store data. Below is the detailed information of each table designed (see Fig. 4).

(1) tb_user table

Used to save user information, including username, password, etc. The structure of
this table is shown in Table 1.

Table. 1. tb_user

Field name Field type Primary key Reference key If null

Id Int Y / N

User_name Varchar / / Y

Password Varchar / / Y

Name Varchar Y

Phone Varchar Y

Type Int Y

remark Varchar Y
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(2) tb_student table

Used to save student information, including student ID, student ID, etc. The structure
of this table is shown in Table 2.

Table. 2. tb_student

Field name Field type Primary key Reference key If null

Id Int Y / N

Sno Varchar / / Y

User_id Int / / N

Idcard Varchar Y

Grade_id Int Y

Sex Int Y

Class_id Int Y

(3) tb_storey table

Used to save floor information, including floor numbers and building IDs, the
structure of this table is shown in Table 3.

Table. 3. tb_storey

Field name Field type Primary key Reference key If null

Id Int Y / N

Storey_no Int / / Y

Building_id Int / / N

(4) tb_selection_dormitory table

Used to save pre-selected dormitory information, including dormitory ID, etc. The
structure of this table is shown in Table 4.

(5) tb_slection table

Used to save pre-selected information, including pre-selected names, notes, etc. The
structure of this table is shown in Table 5.

(6) tb_role_menu table

Used to save role information, including role ID and menu ID, the structure of this
table is shown in Table 6.
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Table. 4. tb_selection_dormitory

Field name Field type Primary key Reference key If null

Id Int Y / N

Dormitory_id Int / / N

Clsss_id Int / / N

Grade_id Int Y

Selection_id Int Y

Table. 5. tb_selection

Field name Field type Primary key Reference key If null

Id Int Y / N

Name Varchar / / Y

Start_time Date / / Y

End_time Date Y

Grade_id Int Y

Class_id Int Y

remark Varchar Y

Table. 6. tb_role_menu

Field name Field type Primary key Reference key If null

Id Int Y / N

R_ID Int / / N

P_ID Int / / N

(7) tb_org table

Used to save organizational information, including name, organizational type, etc.
The structure of this table is shown in Table 7.

(8) tb_menu table

Used to save character menu information, including titles, icons, etc. The structure
of this table is shown in Table 8.

(9) tb_grade table

Used to save grade information, including grade ID and grade, the structure of this
table is shown in Table 9.
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Table. 7. tb_org

Field name Field type Primary key Reference key If null

Id Int Y / N

name Int / / N

type Int / / N

Parent_id Int Y

remark Varchar Y

Table. 8. tb_menu

Field name Field type Primary key Reference key If null

Id Int Y / N

Title Varchar / / Y

Icon Varchar / / Y

Href Int Y

Target Varchar Y

Parent_id Int Y

Table. 9. tb_grade

Field name Field type Primary key Reference key If null

Id Int Y / N

Name Varchar / / N

(10) tb_dormitory table

Used to save dormitory information, the structure of this table is shown in Table 10.

Table. 10. tb_dormitory

Field name Field type Primary key Reference key If null

Id Int Y / N

No Int / / N

Storey_id Int / / Y

Building_id Int Y
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4 System Implementation

When the user enters the system, a login interface will appear. You must select different
roles to enter this interface. The accommodation staff edits the pre-selection time in the
pre-selection setting interface.

5 Conclusion

The development of this system aims to provide a convenient dormitory management
system for universities,mainly using JSP technology, JAVA language,MYSQLdatabase,
and B/S architecture technology to design and implement a university student dormitory
management system. The main objects of the system are administrators, students, and
dormitory administrators. Themain functions of the administrator include buildingman-
agement, user management, permission management, dormitory management, etc. The
main functions of the student include personal details management, online pre-selection
of dormitories, and absence query. Themainmanagement of the dormitory administrator
includes pre-selection settings, dormitory details management, etc. [16].
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Abstract. To improve the pre-fetching accuracy of mobile autonomous vehicles
in highly dynamic network, we study the cache content update and placement opti-
mization in edge collaborative caching systems, and propose an edge collaborative
assisted cache content placement optimization scheme. This scheme leverages the
mobility of intelligent driving vehicles as an edge node to create an effective cache
content placement strategy, and solve the cooperation problem between roadside
units (RSUs) that dynamically adapt to vehicle requests and intelligent driving
vehicles. Specifically, by jointly optimizing vehicle scheduling, cache content
task unloading ratio, and content placement decisions, the problem of minimizing
cache task processing delay is formulated. Considering the non-convexity of the
problem, high-dimensional state space and non-convexity of continuous action
space, a cache content placement optimization algorithm based on deep deter-
ministic policy gradient (DDPG) is proposed. Using this algorithm, the optimal
cache content placement strategy can be obtained in an uncontrollable dynamic
environment. Simulation results show that the proposed algorithm can converge
quickly and has significant improvements in processing delay compared to other
baseline algorithms.

Keywords: Edge Collaborative · Caching Content Placement · Deep
Deterministic Strategy Gradient · Autonomous Vehicle · Roadside Unit (RSU)

1 Introduction

In order to realize the safety, comfortable and efficiency of autonomous driving, it is
necessary to obtain high-precision surrounding environment information in real time. To
reduce transmission delay and network load pressure, mobile edge caching technology
can be used to pre-fetch popular content in roadside unit (RSU) in advance. However, the
vehicle’s environment is complex and rapidly changing, the request data surges and the
success rate of content acquisition is low. How to design a cache solution tomeet the high
requirements of vehicles for communication quality has become a key technology [1].
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Although caching popular content on edge servers can provide users with data-intensive
services and improve network performance, due to the dynamic nature of the vehicle’s
environment, data content is temporary and changes over time [2]. Especially, the high
mobility of vehicles, intermittency of information transmissions, high dynamics of user
requests, limited caching capacities, extreme complexity of business, and data freshness
scenarios pose an enormous challenge to content caching and distribution in vehicular
networks [3].

In order to improve performance and quality of service in intelligent driving vehicle
environments, and promote content delivery, some researchers considered the intermit-
tent connections of mobile intelligent driving vehicles and design a content placement
scheme for edge caching servers [4–7]. However, these studies mainly focus on improv-
ing the performance of edge caching schemes/algorithms and have not fully utilized the
relationship between vehicle user preferences and the overall preferences of the entire
region, thus unable to obtain complete content delivery services.

Edge collaborative caching is a method to meet the service delay requirements of
different edge nodes (such as RSUs) [8]. The authors of [9] designed a cooperative and
demand-aware caching strategy to maximize the cache hit ratio. [10] proposed a group
caching scheme for 6G mmWave vehicular networks. In [11], the authors designed
the collaborative caching scheme between RSUs and intelligent driving vehicles. [12]
proposed an edge caching scheme that allows multiple RSUs to collaborate in caching
partial content in a distributed manner and transmit encoded data packets using fountain
codes. [13] presented a collaborative edge caching scheme based on multi-layer edge
caching servers. The authors of [3] constructed the system model to predict the vehicle
trajectory and content popularity.

Although cross layer collaboration between different RSUs can provide seamless
connectivity to facilitate content delivery, content caching needs to consider the differ-
ential communication characteristics and caching capabilities of multiple edge servers.
Therefore, to improve the efficiency of active caching for autonomous vehicle users,
it is necessary to study fine-grained cache content placement methods and solutions.
This paper aims to improve the pre-fetching accuracy of mobile autonomous vehicles
in highly dynamic network topology, studies the optimization problem of collaborative
perception content placement in vehicular connected networks, and proposes an edge
collaborative caching content placement optimization scheme based on deep determin-
istic strategy gradient (DDPG) in the vehicle assisted edge caching architecture.Finally,
the effectiveness and superiority of the proposed scheme are verified through simulation
experiments.

2 System Model

2.1 Network Model

Consider the scenario within the coverage range of cellular macro station (MBS) as
shown in Fig. 1, which includes a central network MBS, several RSUs, and assisted
caching vehicles with unused storage resources. MBS is deployed at the center of the
road network to provide continuity of service, while RSUs are randomly located at the
center of different transportation areas. Considering the capacity of storage space, it
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is assumed that all available content is cached on MBS, and each edge collaborative
caching node RSU and assisted caching vehicle are equipped with content caching units
with limited storage resources.

In Fig. 1, RSU can provide content delivery services for all vehicles within the cover-
age range. However, due to limited cache capacity space, RSUs can only store a portion
of the copy of the content, which will affect the quality of content delivery. Therefore,
RSU offloads some cache tasks to assisted caching vehicles, which can significantly
reduce the content cache burden of RSU. This layered caching strategy greatly reduces
the pressure on the backbone network. This is because even in harsh network commu-
nication environments, the vehicles requested content can retrieve popular content from
the nearest cache node.

Fig. 1. Edge Collaborative Caching System Model

2.2 Communication Model

Let N = {1,2,…,k,k + 1,…,N} be the index set of edge collaborative caching nodes, 0
be the index set of MBS, K = {1,2,…,i,…,N} be the index set of RSUs, and V = {k +
1,…,j,…,N} be the index set of assisted caching vehicles that provide content through
V2V communication. Assuming that the assisted cache vehicle moves randomly at low
speed in the RSU coverage area. Let M = {1,2,…,m,…,M} be the index set of the
content request vehicle, and Q = {1, 2,…,q,…,Q} be the size of the content data that
needs to be cached. The entire time period of cached content is divided into multiple
time slots t ∈ {1,2,3,…,T}. The coordinates of the assisted caching vehicle at time slot
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t are represented as: lj(i) = {x(i),y(i)}. In each time slot, after the RSU offloads some
cache tasks to the assisted caching vehicle, it will execute the remaining cache tasks
locally.

Assuming thatRSUsuse different communication channels anddonot consider inter-
ference from other RSUs, the signal-to-noise ratio (SINR) of communication between
RSU Ri and assisted caching vehicle Vj can be defined as:

ri,j(t) = pi,j(t)gi,j(t)

εi,j(t)d
−1
i,j (t)kσi,j(t)2

(1)

where, pi,j(t) devotes the transmission power between Ri and Vj in the upload link, gi,j(t)
devotes the channel gain between Ri and Vj, σ i,j(t)2 is additive Gaussian white noise,
εi,j(t) devotes the path loss at the reference unit distance, k devotes the path loss index,
and d−1

i,j (t) devotes the euclidean distance between Ri and Vj.
According to Shannon’s formula, the transmission rate between Ri and Vj is:

Vi,j(t) = B log2(1 + ri,j(t)) (2)

where, B devotes communication bandwidth.

2.3 Caching Model

Let the cache space size of RSU be CRi, and the cache space size of assisted caching
vehicles be CVi. Because the capacity of cache tasks cannot exceed the maximum space
limit, the size of cache content on RSUs is constrained:

∑Q

i=1
q ≤ CRi (3)

The size of the cache content on the assisted caching vehicle is also constrained by
the cache capacity:

∑Q

i=1
q ≤ CVi (4)

Let β(t) ∈ {0,1} devote the binary matrix where the content is placed at time slot
t, where β(t) = 1 indicates caching the content, β(t) = 0 indicates that the content has
not been cached. In order to make reasonable use of cache capacity and avoid cache
redundancy, it is necessary to ensure that content q cannot be cached in multiple assisted
caching vehicles and RSUs. Therefore, there is:

∑N

i=1
β(t) = 1 (5)

2.4 Computing Model

In system, the caching task Ri of RSU in each time slot uses a partial caching strategy.
The delay of Ri’s local processing cache task at time slot t can be expressed as:

trsu(t) = (1 − αm(t))Qi,j(t)s

fRSU
(6)
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where, αM (t) ∈ {0,1} devote the proportion of tasks offloaded to assisted caching
vehicles, Qi,j(t) devotes the size of cache tasks, s devotes the CPU cycle required to
cache each unit byte, and f RSU devotes the RSU’s ability to handle cache tasks.

In system, the delay of retrieval results provided by servers is usually very small and
can be ignored. Therefore, the processing task delay on assisted caching vehicles can be
divided into two parts. The transmission delay can be expressed as:

ttransmission(t) = αm(t))Qi,j(t)

vi,j(t)
(7)

where, Qi,j is the size of cache content that is cached on the assisted caching vehicle.
The other part is the delay generated by processing cache tasks on assisted cache

vehicles. It can be expressed as:

tvehicle(t) = αm(t)Qi,j(t)s

fvehicle
(8)

where, f vehicle devotes the ability of assisted caching vehicles to handle caching tasks.

2.5 Optimization Description of the Problem

Our optimization objective of this paper is tominimize themaximumcache delay of edge
collaborative cache nodes by jointly optimizing cache task scheduling, task offloading
ratio, and content cache decisions. The optimization problem is:

min
∑T

t=1

∑N

n=1
βn(t)max{trsu(i), ttransmission(i) + tvehicle,j(i)} (9)

s.t. (3), (4), (5)

β(t) ∈ {0, 1},∀t ∈ {1, 2, ...,T },∀n ∈ {1, 2, ...,N } (9a)

lj ∈ {(x(i), y(i))|x(i) ∈ [0,X ], y(i) ∈ [0,Y ]},∀t,∀j ∈ {k + 1, ...,N } (9b)

∑T

t=1

∑N

n=1
βn(t)Qi,j(t) = Q (9c)

where, the constraint (5) is to ensure that each content cannot be cached in multiple edge
collaborative cache nodes within the RSU coverage range; the constraint (9a) means that
each content can be cached or uncached, represented by 1 or 0; the constraint (9b) ensures
that the area where the assisted caching vehicle travels is within the RSU coverage range
to meet the task offloading requirements; the constraint (9c) specifies all cache tasks to
be processed and completed throughout the entire time period.

3 Our Optimization Algorithm for Caching Content Placement

Based on the vehicle aided edge cache architecture, we propose an optimization scheme
for the content placement of the edge collaborative assisted cache based on the depth
deterministic policy gradient (DDPG). The technical idea of the algorithm is to use
DDPG to train an effective content placement optimization scheme in the edge collab-
orative assisted caching system, and optimize the system performance by determining
the proportion of cached content on RSUs and assisted caching vehicles.
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3.1 The Application of DDPG Algorithm

DDPG is a classic offline reinforcement learning algorithm. The goal of algorithm is to
maximize the expected total discount reward by learning the optimal strategy, that is,
the weighted sum of reward values obtained by all behaviors from the current state to a
certain future state, which can be expressed as:

Rt =
∑T

i−t
γ i−tr(si, ai) (10)

where, t is the time step size, γ is a reward discount factor, and r(si,ai) is the reward for
taking action ai in state si.

Considering that the system proposed in this paper must handle continuous action
execution and cached content offloading transmission, we adopt a deterministic strategy
and use the action value functionQ to represent the long-term reward of the system. The
Q function is represented by the Bellman equation as:

Qu(si, ai) = E[r(si, ai) + γQu(si+1, ai+1)] (11)

where, μ devotes a certain strategy.
DDPG uses two different neural networks to approximate the strategy function μ(s

|θμ) of the Actor network and the q value function Q(s,a|θQ) of the Critical network,
respectively.We use an expected return function tomeasure the performance of a strategy
μ, and define it as:

J = ERi,Si∼E,Ai∼π [Rt] (12)

where, E devotes the environments.

3.2 Content Placement Optimization

The current proportion of content offloaded to the assisted caching vehicle is not only
related to the previous RSU, assisted caching vehicle and its environment, but also the
vehicle scheduling and content proportion offloading decisions taken by the previous
system. In order to solve the optimization problem (9), wemodeled the non convex com-
puting offloading problem as a Markov decision process (MDP). Therefore, the algo-
rithm’s design mainly involves state space S, action space A, state transition probability,
and reward function R.

1) State space

In the autonomous driving vehicle assisted caching system, the state space of the
requested content vehicle is jointly determined by the RSU, assisted caching vehicle,
and its environment. The system state space S(t) in time slot t can be described as

S(t) = (
T (t), q(t), lVk+1(t), ..., lVN (t),Qremain(t),Q1(t), ...,QK (t)

)
(13)

where, T (t) devotes the remaining stayable time of the assisted cache vehicle at the t-th
time slot; q(t) devotes the position coordinate information of the RSU;lVj(t) devotes
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the position coordinate information of the assisted cache vehicle Vj within the RSU
coverage range; Qremain(t) devotes the size of the remaining cache tasks that the system
needs to complete throughout at the entire time period;QK (t) devotes the cache task size
randomly generated by RSU in the t-th time slot.

2) Action space

According to the current state of the system and the observed environment, the agent
searches for assisted cache vehicles thatmeet time constraints within theRSU’s coverage
range and determines howmany cache tasks need to be unloaded onto the assisted cache
vehicles. Therefore, the action space of the system includes:

➀ Vj(t): Assisted cache vehicles selected by agents for cache task offloading;
➁ v_vehicle(t): The driving speed of the assisted cache vehicle in the RSU range;
➂ αVj (t): the offloading ratio of cache tasks from RSUs to assisted cache vehicles.

The federated system state at in the our system can be expressed as:

at = (Vj(t), v_vehicle(t), ..., αVj(t)) (14)

3) Reward function

The behavior of intelligent agents is based on rewards, and appropriate rewards play a
crucial role in the DDPG framework. The reward function is defined as:

r(t) = R(st, at) = −Tdelay(t) (15)

The cache task processing delay at time slot t is:

Tdelay(t) =
∑N

i=1
βn(t)max

{
TRi (t),Ttransmission(t) + TVj(t)

}
(16)

3.3 Implementation of Algorithm

Our algorithm is divided into a training phase and a testing phase. The training process
of the algorithm is as follows:

Step1: After the previous training step, the Actor network μ(s|θ μ) outputs action at
= μ(st |θ μ);

Step2: Adding behavioral noise nt to construct the action space and obtain action at
= μ(st |θμ) + nt , where nt follows a Gaussian distribution nt ∼ N (μe, σ

2
e,t), μe is the

mean, and δe,t is the standard deviation;
Step3: After executing action at , the agent observes a new state st+1 and obtains an

immediate reward rt ;
Step4: Store experience data tuples (st ,at ,rt ,st+1) in the experience buffer pool;
Step5: Randomly select N data groups (si,ai,ri,si+1) from the experience buffer pool

to form a small batch sample, and input them into the participant network and Critical
network;

Step6: Using small batch samples for training, the participant’s target network μ’ =
(s|θμ’) outputs actions ai+1 = μ’(si+1|θμ’) to the critical target network Q’(s,a|θQ’);
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Step7: Based on the training of small batch samples and action at+1, the Critical
network calculates the target value yi = ri + γ(1-done)Qi+1(si+1,ai+1|θQ’);

Step8: TheActor networkμ(s|θμ) inputs actions into theCritical network to calculate
the gradient of the action: ∇aQ(s, a|θQ)|s=si,a=μ(si), where the parameters can.

be derived by its own optimizer;
Step9: According to the calculated gradient, update the Actor network using

approximate values: ∇θμμ|si ≈ 1
N ∇aQ(s, a|θQ)|s=si,a=μ(si)∇θμμ(s|θμ)|s=si ;

Step10: DDPG agent uses a small constant τ to update the criticism target network
and participant target network: θμ’ = γτ + (1-τ ) θμ’, θQ’ = τθQ + (1-τ ) θQ’;

In our scheme, vehicle scheduling and content placement proportion decisions are
made by the DDPG based cache content placement optimization algorithm. The testing
part of the algorithm is described as follows:

4 Simulation Experiments and Performance Analysis

In this section, we verify the effectiveness and feasibility of the DDPG algorithm pro-
posed in this paper. The experimental parameters are set as follows: the coverage area of
RSU is 1 km, the number of assisted caching vehiclesK = 4, themaximum driving speed
Vmax = 50m/s; channel power gain α0 = 50dB, channel transmission bandwidth B =
1MHz, the receiver’s noise power is αr = - 100dBm, the maximum transmission power
is 0.1W, the cache task processing capabilities of RSU and assisted caching vehicles are
f RSU = 0.6GHz and f vehicle = 0.8GHz, respectively.

In experiment, three baseline methods were used as comparative schemes: (1) Cache
all content schemes in the local RSU (LocalOnly); (2) Cache all content on the assisted
cache vehicle (VehicleOnly); (3) DQN based cache task offloading (DQN)[14]. Dur-
ing simulation experiments, the average values obtained from multiple runs of the
comparative algorithm are used as performance comparison data.

In Fig. 2 and 3, we analyzed the convergence performance of the DDPG algorithm
under different learning rates and effects of different discount factorsγ on the conver-
gence. When αactor = 0.001 and αcritic = 0.001, the DDPG-based algorithm converges
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faster and quickly reaches a convergence state. When γ = 0.6, the convergence perfor-
mance of algorithm is the best. Therefore, in the subsequent experiments, we selected
αactor = 0.001,αcritic = 0.001and γ = 0.6.
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Fig. 2. Convergence of DDPG Algorithm at
different learning rates
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on the convergence of algorithm

Figure 4 compared the delay results obtained after convergence of different algo-
rithms. It can be seen that after the algorithm converges, the DDPG algorithm has the
smallest processing delay and better performance than other schemes. The reason is that
DDPGalgorithmcanhandle continuous action spaces and explore the spaces neglected in
DQN algorithm, thus accurately finding the optimal unloading strategy and significantly
reducing delay.

Figure 5 compared and analyzed the average processing delay of the four comparison
algorithms for different assisted cache vehicles in the RSU coverage area. Experimental
results show that except for the DQN algorithm, the average processing delay of the
other three algorithms fluctuates very little. The proposed DDPG algorithm has the
minimum delay, as it can find the optimal value and obtain the optimal control strategy
in continuous actions.
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Figure 6 observed the influence of different caching task processing capabilities of
vehicles on algorithm convergence. When f vehicle = 0.8Ghz, the delay of the proposed
algorithm is significantly lower than that of f vehicle = 0.2Ghz and f vehicle = 0.5Ghz. This
is because the stronger the ability of assisted cache vehicles to handle cache tasks, the
faster the vehicles can process cache tasks, and RSUs will be more inclined to offload
cache tasks to vehicles to reduce the burden of local slow execution tasks on RSUs.

In Fig. 7, we compared the average processing delay of four algorithms under.
different cache task sizes. Experimental results show that for the same task size, the

proposed DDPG algorithm has the lowest delay. This is because the proposed algorithm
can explore a continuous action space and take precise actions to accurately find the
optimal unloading strategy, significantly reducing delay. In addition, the RSU local
offloading algorithmand the algorithm for offloading all to assisted cache vehicles cannot
fully utilize the computing resources of the entire system, so the processing latency is
relatively large in normal times.
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5 Conclusions

This paper proposes an edge collaboration assisted cache content placement optimiza-
tion scheme using the trilateral collaboration between cloud center network, roadside
unit RSU, and intelligent driving vehicles. This scheme collaboratively caches popular
content on edge caching servers (vehicle caching devices) to reduce the personalized
needs of content requesting vehicle users for the entire backbone network. Even in harsh
network communication environments, vehicle users can obtain popular content from
RSUs or the nearest assisted cache vehicles. By jointly optimizing vehicle schedul-
ing, caching content task offloading ratio, and content placement decisions, the optimal
caching mode is selected to determine the location and proportion of content place-
ment, greatly reducing network congestion and transmission delay. Considering the non
convexity of the original optimization problem, high-dimensional state space and con-
tinuous action space, a DDPG-based cache content placement optimization algorithm
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is proposed. The algorithm overcomes the disadvantage of frequent switching of RSUs
by vehicles, ensures the integrity of content delivery, reduces the waste of RSU storage
space, and improves the performance of vehicle content response delay, throughput, and
scalability. The simulation results show that the proposed algorithm can quickly con-
verge to the optimal, and has significant improvements in processing delay compared
with other baseline algorithms.
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Abstract. Conventional methodologies for monitoring digital terrestrial televi-
sion broadcasting (DTTB) predominantly concentrate on assessing transmitted
signal indices and transport stream (TS) quality. Alarms are activated when the
monitored parameters exceed predefined thresholds. Nonetheless, these moni-
toring techniques fall short in their capacity to comprehensively gauge the end-
users’ viewing experience. In a concerted effort to rectify this issue, an DTTB
image intelligent fault diagnosis platform has been meticulously devised to over-
see and diagnose broadcast quality through visual representation. The platform is
meticulously engineered upon a Browser/Server (B/S) three-tier architecture and
leverages convolutional neural network (CNN) as the core technology to estab-
lish a virtual digital artificial intelligence (AI) inspector. It harnesses streaming
media services to facilitate swift and concurrent inspections of stations span-
ning the entire province. Experimental and deployment findings underscore the
profound enhancement in monitoring precision and efficiency conferred by this
platform, markedly augmenting the support capabilities of the DTTB operation
and maintenance system.

Keywords: CNN · DTTB · TS · Intelligent fault diagnosis · Virtual digital AI
Inspector

1 Introduction

Presently, the applications of AI within the radio and television sector encompass video
restoration, content appraisal [1], virtual digital human [2], and program recommen-
dations [3]. Nevertheless, a conspicuous lacuna exists in the realm of innovative AI
application concerning the monitoring and diagnosis of DTTB broadcast quality.

The prevailing methods for monitoring radio and television broadcasting predomi-
nantly consist of signal surveillance and stream analysis. Signal monitoring entails the
evaluation of parameters such as signal lock status, carrier levels, modulation error ratios
(MER), bit error rates (BER), and carrier-to-noise ratios (CNR) [4]. Stream monitoring
verifies key data bits according to TR101–290 standard. These methodologies, while
indispensable, are disadvantaged by their inability to directly monitor the screen and
thus fail to provide an immediate reflection of the user’s viewing experience.
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In a concerted endeavor to address this inherent challenge, this paper designs and
implements the DTTB image intelligent fault diagnosis platform, thereby empowering
computers to supplant the manual inspection of television (TV) fault images across var-
ious stations. While image fault diagnosis technology is a recognized tool in mechanical
fault analysis [5] and medical image recognition, a significant research void remains in
the context ofTV fault image recognition. This paper ingeniously leverages aCNN-based
image fault diagnosis methodology for the identification of TV fault images, effectively
bridging the chasm in the application of this technology within the domain of DTTB
monitoring.

2 Design of the DTTB Image Fault Diagnosis Platform

2.1 Key Hardware Device Topology of the Platform

As depicted in Fig. 1, the platform’s hardware structure includes provincial monitoring
centers and DTTB stations. In each station, the DTTB receiver receives and converts
on-air signals into TS. These TS are sent to the central monitoring center’s streaming
media server. The AI server in the central hub, equipped with web services, background
interfaces, and AI image recognition engines, monitors and diagnoses faults in live
broadcast images from target stations.

Fig. 1. Key hardware device topology of the platform.

2.2 Software Architecture of the Platform

The platform in this study adopts a B/S three-tier architecture, encompassing the user
interface layer, the business logic layer, and the data access layer. As depicted in Fig. 2,
the user interface layer is presented as a web page, structured with HTML and JavaScript
code. It can be further divided into the display and control layers. The business logic layer
encompasses functions such as fault diagnosis, anomaly detection, anomaly tracking,
TV image evaluation, computational resource allocation, and alarm generation. This
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layer is implemented using Python code and serves as the virtual digital AI inspector
within the platform. The data access layer manages alarm storage, fault TS storage, and
data storage.

Fig. 2. Software Architecture of the Platform.

2.3 The Virtual Digital AI Inspector

The core function of the platform involves emulating the role of an inspector, responsible
for cyclicallymonitoring and diagnosing live TV images fromDTTB stations throughout
the province. We have christened this essential component as the “Virtual Digital AI
Inspector”. As depicted in Fig. 3, the program flow of this virtual digital AI inspector
unfolds as follows: It commences by procuring the diagnostic task from the designated
task list, encompassing essential information such as the target station’s ID and TV
program number. Subsequently, based on this task information, the target TS is acquired
from the streaming media server. The inspector then undertakes the tasks of decoding,
capturing key frame images, and conducting identification and diagnosis of these images.
Finally, the outcomes and any ensuing alarms are disseminated to the platform’s data
interface.

Fig. 3. Program flow chart of virtual digital AI inspector.

2.4 Task Allocation Strategy

Presently, the platform deploys 60 concurrent virtual digital AI inspector processes.
Within the province, there exist 87 pivotal stations, each broadcasting 12 TV programs,
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resulting in a total of 1,044 programs. Given that outfitting each program with an AI
inspector is infeasible, the AI inspector is constrained to inspecting programs from each
station in a sequential manner. Thus, the formulation of an effective patrol task allocation
strategy becomes crucial to ensure the swiftest and most precise response to broadcast
anomalies, given the constraints of limited monitoring resources.

Tasks are classified into three categories: normal inspection tasks, anomaly tracking
tasks, and manually assigned tasks. As depicted in Fig. 4, normal inspection tasks are
systematically appended to the normal task queue. On the other hand, anomaly tracking
tasks and manually added tasks are directed to the urgent task queue. AI inspectors
accord priority to tasks from the urgent task queue for immediate execution.

Fig. 4. The strategy for task allocation.

2.5 Fault Image Diagnosis

The term “fault image diagnosis” pertains to the identification and categorization of live
television images into four distinct classes: normal images, mosaic images, black screen
images, and still frame images. An array of aberrant images is exemplified in Fig. 5.
The image recognition procedure commences with the preprocessing of input images.
Subsequently, the preprocessing outcomes are successively channeled into the black
screen feature recognition algorithm, the still frame feature recognition algorithm, and
the mosaic recognition algorithm (CNN-based), culminating in the determination of the
ultimate diagnosis. Figure 5 provides various examples of fault images: (a) represents a
mosaic anomaly image, (b) illustrates a black screen anomaly image, and (c) portrays a
still frame anomaly image.

ImagePreprocessing. The typical TVprogram resolution forDTTB stands at 720*576.
Experimental observations have indicated that low-quality image elements, such as
mosaics, exhibit a pronounced likelihood of manifesting in the lower and middle sec-
tions of the program image. Feature extraction from this specific region is also instru-
mental in identifying black screen faults and still frame anomalies within the image.
As depicted in Fig. 6, the preprocessing methodology devised in this platform entails
the direct extraction of a 448*448 resolution image from the lower and middle sections
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Fig. 5. Diverse fault anomaly images. a: mosaic anomaly image; b: black screen anomaly image;
c: still frame anomaly image.

of the program image. Subsequently, this image is scaled down to 224*224 resolution
before being sequentially fed into the black screen image, still frame, and mosaic image
recognition algorithms. This approach serves a dual purpose: firstly, it diminishes inter-
ference from redundant image data, and secondly, it reduces computational load on CNN
and other computer vision algorithms. The image preprocessing strategy outlined in this
paper yields expedited processing speed, all while preserving the integrity of recognition
accuracy.

Fig. 6. Image preprocessing.

Mosaic Detection and Diagnosis. Among the DTTB fault images, mosaic anomalies
pose a considerable challenge in terms of identification. As illustrated in Fig. 7, mosaic
anomalies exhibit diverse characteristics in terms of color, shape, area, and positioning.
Their patterns are inherently random, making it arduous to articulate and encapsulate
these traits with conventional computer vision recognition algorithms. Hence, this paper
endeavors to address this challenge by employing a deep CNN model within the frame-
work of machine learning algorithms. The training and selection of CNNmodels emerge
as pivotal and technically demanding tasks. The efficacy of the entire system hinges on
the judicious choice and training of CNN models.

Comparison of CNN Models. DTTB stations typically broadcast around 12 TV pro-
grams, necessitating the monitoring of up to 1,044 programs within the province. Con-
sequently, this paper places a premium on opting for a lightweight network model that
demands fewer computational resources. By consulting the ImageNet dataset’s recog-
nition outcomes, several promising lightweight network models have been identified,
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Fig. 7. Samples of mosaic anomaly images.

including MobileNetV2 [6], Squeezenet1.0 [7], Resnet18 [8], and ShufflenetV2 [9].
Figure 8 illustrates the error rates predicted by these lightweight network models on the
ImageNet test set. Upon careful evaluation, it becomes evident that MobileNetV2 out-
performs the other lightweight network models in terms of classification performance,
both in the Top-1 and Top-5 categories within the ImageNet dataset. Consequently, this
paper elects to adopt the MobileNetV2 model.

Fig. 8. The error rates of lightweight network models on the ImageNet test set.

Datasets and Training. To amass a comprehensive array of program image samples, this
paper has developed a TS degradation software capable of generating diverse mosaic
fault images on the player terminal through various degradation methods. These images
collectively constitute a dataset. Recognizing the substantial differences that exist across
various TVprograms, andwith the aim of enhancing themodel’s generalization capacity,
this study hasmeticulously gathered samples from awide spectrum of TV programs. The
image samples have been manually classified into two categories: normal images and
mosaic images. Consequently, a dataset named “TV_Image set” has been formulated,
comprising 485 mosaic images and 472 normal images.

In the course of this research, the TV_Image set has been partitioned into training and
validation sets employing a 5-fold cross-validation approach. The hyperparameters for
model training are as follows: batch size: 16, epochs: 50, learning rate: 0.001, momen-
tum: 0.9,weight_decay: 0,width_multiplier: 1.0, optimizer: Stochastic Gradient Descent
(SGD), and loss_function: CrossEntropyLoss. In binary classification applications, the
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cross-entropy loss function is articulated as follows in formula (1).

L = [ylogŷ + (1−y)log(1−ŷ) (1)

Based on the TV_Image set assembled in this study and following the establishment
and training of the aforementioned hyperparameters, the prediction results of the network
model are presented in Table 1.

Table 1. The performance of MobileNetV2 after training with the TV_Image dataset.

Net Precision Recall F1 Accuracy

MobileNetV2 99.23% 96.39% 97.79% 98.03%

Black Screen Recognition. A black screen fault pertains to a TV image that remains
entirely black for an extended period, rendering the screen devoid of any meaningful
visual information. In this state, the RGB pixel value matrix of the image comprises
entirely zero values.

In comparison to full-pixel image detection, dilated convolution offers a computa-
tional advantage. As depicted in Fig. 9: a) Represents a two-dimensional void matrix
with dimensions 3*3 and a dilation rate of 1; b) Depicts a two-dimensional void matrix
with dimensions 5*5 and a dilation rate of 2; c) Illustrates a two-dimensional void matrix
with dimensions 7*7 and a dilation rate of 3.

Fig. 9. The schematic diagram of void matrices.

The black screen detection algorithm devised in this study initiates by generating
a three-dimensional void matrix with dimensions (h, w, c) to serve as an operator. The
dilation rate of the void matrix is denoted as ‘d’, implying that the matrix elements
consist solely of 0s and 1s. Between any two ‘1’ elements, there are ‘d-1’ zeros. In this
algorithm, the parameters for the three-dimensional void matrix are as follows: h = 224,
w = 224, c = 3, and d = 4.

The algorithm proceeds by performing convolution operations between the three-
dimensional void matrix and multiple images obtained from detection. If the resultant
values are all less than or equal to the predefined threshold, it is deemed indicative of
a black screen fault. Given that the R, G, and B values of each pixel within a black
screen are uniformly set to 0, the convolution operation should yield a value of 0 as well.
Consequently, the threshold is established at 0.
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Still Frame Recognition. The still frame fault is characterized by a prolonged freeze
in the TV picture, resulting in a static image for an extended duration. To detect this
condition, when consecutive input frames remain in a still frame state, the pixel matrices
of the image frames before and after can be subtracted. This subtraction process will
yield a 224*224*3 matrix containing all-zero values. This resultant matrix can then
be input into the black screen recognition algorithm. If the values obtained from this
operation are all less than 0, it serves as an indicator of a still frame fault.

3 Test Experiment

3.1 Experimental Design

Existing platforms typically rely on the standard TR101–290 for evaluating the broad-
cast quality based on stream transmission parameters, but their accuracy is generally
modest. To assess the monitoring and diagnostic prowess of the platform developed in
this study in comparison to other similar platforms, an experiment was meticulously
devised. For this experiment, a video file encompassing various prevalent DTTB image
faults was assembled. VideoLAN Client (VLC) media player was utilized to read this
video file, convert it into a TS, and subsequently feed it to each respective platform for
fault identification. The experimental design is illustrated in Fig. 10.

Fig. 10. The design of a comparative experiment.

3.2 Sample Video Compilation for the Experiment

The test video samples have been skillfully assembled by concatenating segments featur-
ing three prevalent image faults: mosaic faults, black screen faults, and still frame faults.
Each segment has a duration of one minute. The mosaic fault test encompasses both a
mild mosaic segment and a severe mosaic segment. The black screen fault test incorpo-
rates one genuine black screen segment and two simulated black screen segments. The
still frame fault test comprises an authentic still frame segment and two simulated still
frame segments. The composition of the test video content is detailed in Table 2.
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3.3 Experimental Results

The experimental outcomes are delineated in Table 2, exhibiting four distinct prediction
and recognition categories: true positive (TP) and true negative (TN) denote accurate
identifications, while false positive (FP) signifies the generation of false alarms, and
false negative (FN) denotes missed alarms.

Remarkably, despite both platform A and platform B possessing mosaic fault diag-
nosis capabilities, they failed to detect mosaic faults during the actual testing. Both
platforms generated false alarms in response to simulated still frame faults. In the case
of platform B, it also triggered false alarms in response to simulated black screen faults.

Conversely, the platform developed in this study achieved both correct identification
and diagnosis in this experimental test, marking a notable contrast to the performance
of other platforms.

Table 2. Results of comparative testing with similar platforms

Test items Video segment type Paper platform A platform B platform

Mosaic Faults Mild Mosaic TP (
√
) FN (×) FN (×)

Severe Mosaic TP (
√
) FN (×) FN (×)

Black Screen Faults True Black Screen TP (
√
) TP (

√
) TP (

√
)

False Black Screen 1 TN (
√
) TN (

√
) FP (×)

False Black Screen 2 TN (
√
) TN (

√
) TN (

√
)

Still Frame Faults True still frame TP (
√
) TP (

√
) TP (

√
)

False still frame 1 TN (
√
) FP (×) FP (×)

False still frame 2 TN (
√
) TN (

√
) TN (

√
)

4 Deployment and Performance

The platform is now deployed in 87 pivotal stations, providing coverage to 14 major
cities. Over the course of more than eight months, it has effectively identified and diag-
nosed a total of 1,703 program broadcast faults. These faults encompassed 985 mosaic
faults, 557 black screen faults, and 158 still frame faults, along with three false alarms.

Notably, these faults were pinpointed and diagnosed within minutes of their occur-
rence, facilitating timely resolution. In comparison to manual inspection methods, AI-
driven inspections have accelerated by a factor of 36, with the number of inspected
programs increasing sixfold. The volume of work accomplished now equals that of 216
human inspectors.

The introduction of this platformhas led to a significant enhancement in the efficiency
of DTTB image fault diagnosis, ultimately resulting in a reduction in labor-intensive
monitoring costs.
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5 Conclusion

This paper successfully introduces and implements a CNN-based DTTB image intelli-
gent fault diagnosis platform. The platform proficiently identifies and diagnoses mosaic
faults, black screen faults, and still frame faults utilizing theMobileNetV2networkmodel
and the dilated convolution algorithm. Through a series of experiments and deployments,
this platform has demonstrated its innovation and practicality.

The platform significantly enhances monitoring accuracy and efficiency while also
reducing labor costs and minimizing false alarms. Moreover, it plays a pivotal role in
fortifying the support capabilities of the intelligent radio and television operation and
maintenance system.

However, an existing limitation of the platform is the prolonged diagnostic cycle,
mainly due to the extensive number of stations and programs requiring inspection.
To address this, future optimizations will be directed towards algorithm and platform
architecture enhancements to further expedite diagnostic efficiency. Potential measures
include augmenting the number of AI server Graphic Processing Units (GPUs), enhanc-
ing server network bandwidth, and transferring decoding, screenshots, and preprocessing
processes to the primary control computers of each station, among other strategies.
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Abstract. Power safety is closely related to people’s well-being. Electric power
sectors regularly inspect and maintain power lines to guarantee people’s safe and
stable use of electricity, and the current mainstream inspection method is to use
UAVs for power inspection. Traditional inspection and detection methods have
many shortcomings, such as high labor costs, slow inspection speed, low detection
efficiency, and single detection targets. In this paper, a set of smart power inspection
systems based on YOLOv7 was designed to check the common potential security
risks of power lines such as bird nests, insulators, garbage, and hardware. After
the detection, the detection report could be generated. The system adopted the
YOLOv7 target detection algorithm. The accuracy rate of all detection targets was
up to 93.9%, and the mAP @.5% reached 95.9%. Therefore, the algorithm could
greatly improve the detection efficiency and greatly facilitate the electric power
sectors to check power lines, so it has a high use value.

Keywords: Power inspection · Target detection · YOLOv7

1 Introduction

As the industrialization process progresses, the people’s demand for electricity is also
increasing, and their requirements for the reliability, safety, and stability of power lines
are also increasing. Since power safety is closely related to people’s well-being, thou-
sands of power towers and ultra-high-voltage power lines have been built in China.
Power lines and power towers are the key media for transmitting power [1]. Neverthe-
less, given that the majority of high-voltage lines are built in the wild and are exposed
to the weather for a long time, there are numerous potential security risks, such as bird
nests, insulator shedding, garbage on lines, and damper damage [2–4]. Electric power
sectors are required to regularly inspect and maintain power towers and power lines to
ensure that people can use electricity stably. However, there are tens of thousands of
kilometers of power lines in China, and if only relying on manual inspection, there will
be a large workload and low efficiency, and they are also susceptible to harsh environ-
ments. In the “Twelfth Five-Year” smart grid development strategy, the state proposed
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to improve the intelligence standard of the power grid. Consequently, it is necessary to
replace part of the manual inspection with smart algorithms and equipment in order to
respond to the national strategy and meet people’s happy lives.

As time goes by, UAV technology is widely used in various aspects of people’s
lives, and electric power sectors have also begun to use UAVs to inspect power lines[5].
The combination of UAV technology and existing communication technology can real-
ize automatic cruise. Compared with manual and helicopter inspection schemes, UAV
inspection is characterized by low maintenance costs and high inspection efficiency [6,
7]. A large number of photos will be taken when the inspection is conducted by UAVs,
and then the detection software will identify these photos to determine whether there
are targets to be detected.

To this end, a set of smart power inspection systems based on YOLOv7was designed
to detect whether there are power safety hazard targets in the photos taken by UAVs
during inspection. Compared with the traditional detection methods, this system has
many advantages, such as high detection accuracy, fast detection speed, and diversified
detection targets.

2 YOLOv7 Detection Model

YOLOv7 is one of the target detection algorithms with the best comprehensive perfor-
mance[8]. The YOLOv7 model was proposed by the former staff of the YOLOv4 team.
The network of the YOLOv7 is mainly composed of Input, Backbone, and Head.
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Fig. 1. Structure of YOLOv7 network
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The Input reuses the logic of YOLOv5 as a whole. The role of Input is to preprocess
the input image and enhance the data. YOLOv7 uses Mosaic data enhancement [9],
adaptive anchor frame calculation, and adaptive image scaling. Backbone mainly uses
CBS, ELAN, and MP structures. The ELAN structure, designed based on ELAN, uses
expand, shuffle, and merge cardinality to realize the ability to continuously enhance
network learning ability without destroying the original gradient path. The MP structure
is composed of conventional convolution andmaxpool dual paths, and it aims to increase
the model’s ability to extract and fuse features. The Head is composed of the SPPCSPC
module, PAFPN structure, and REP module (Fig. 1).

3 Research on Target Detection Algorithm of Hidden Power Safety
Hazard

3.1 Experimental Environment and Parameters

The operating system is Windows 10, the processor is Intel(R) Xeon(R) Bronze 3104
CPU @1.70GHZ, the memory is 32G, and the graphics card is NVIDIA GeForce RTX
3060. The CUDA version is 12.1, the torch version is 2.0.1, and the Python version is
3.10. The batch-size is set to 16, the epoch is set to 100, and the remaining parameters
are default values.

3.2 Dataset Selection and Processing

During the UAV inspection of a power line in Guangxi, 300 photos of bird nest data
were captured, encompassing 290 photos of Insulator defect data, 70 photos of garbage
data, and 300 photos of hardware data. Then, the data set was expanded by data enhance-
ment methods such as translation, deformation, random cropping, and random rotation.
Finally, there were 1178 pictures in the bird nest picture training set, and 112 were
tested; 1157 pictures in the missing insulator picture training set, and 117 were tested;
280 pictures in the garbage picture training set, and 25 were tested; 1153 pictures in the
hardware picture training set, and 113 were tested. The LabelImg annotation tool was
adopted to label the dataset. Some of the labeled data sets are shown in Fig. 2 below.
Where Fig. 2(a) is the bird’s nest, Fig. 2(b) is the insulator, Fig. 2(c) is the hardware,
and Fig. 2(d) is garbage.

3.3 Evaluation Indexes

Precision, Recall, and average accuracy mAP@0.5 were used as evaluation indexes to
display the model effect[10].

The calculation formula of Precision is as follows:

Pr ecision = TP

TP + FP
(1)

The calculation formula of Recall rate is as follows:

Recall = TP

TP + FN
(2)
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Fig. 2. Part of labeled data

When calculating mAP, the average accuracy of a single category should be
calculated first, and the calculation formula is as follows:

AP =
∫ 1

0
p(r)dr (3)

mAP = 1

n

n∑
k

APk (4)

where TP represents true positive; FP represents false positive; FN represents false
negative; P (r) represents the curve drawn with recall rate and accuracy; n represents the
total number of classes for target detection; mAP @ 0.5 is the average mAP when the
intersection ratio is 0.5.

3.4 Analysis of Experimental Results

The test data sets in different detection targets were taken to verify the model. The
accuracy-recall curves of different detection targets are shown in Fig. 3 below.
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Fig. 3. Recall rate-precision curve of different detection targets

From Fig. 3, a and b, it can be seen that the model has high detection accuracy for
large targets such as bird nests and garbage, with the detection accuracy of map@.5 for
bird nests reaching 97.9% and map@.5 for garbage detection reaching 98.7%. From
Fig. 3, c and d, it can be seen that the detection accuracy of the model for dense small
targets such as insulator and hardware is slightly lower. The detection rate of all types
of insulators map@.5 was 95.3%, and that of all types of hardware map@.5 was 91.9%.

To compare the effect of the model, the YOLOv7 and YOLOv5 models were used to
compare the test sets of different detection target data sets, respectively. The comparison
results are shown in Table 1.

The comparison shows that the average accuracy of YOLOv7 is 3.3% higher than
that of YOLOv5, and the average recall rate is 1.5% higher than that of YOLOv5. The
averagemAP@.5% of all detection targets is up to 95.9%, which is 1.1% higher than that
of YOLOv5, proving that the detection method used in this paper has better detection
ability.
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Table 1. Comparative experiment of YOLOv5 and YOLOv7

YOLOv5 YOLOv7

Detection
target

Accuracy% Recall
rate%

mAP@.5% Accuracy% Recall
rate%

mAP@.5%

Bird nest 90.2 96 97.8 94 95.9 97.9

Insulator 92.6 92.2 92.0 96.7 93 95.3

Garbage 87.3 99 99 92.5 99 98.7

Hardware 91.4 87.9 90.7 92.4 93 91.9

Average
value

90.3 93.7 94.8 93.9 95.2 95.9

4 System Design and Implementation

4.1 Overall Design of System

The design of the smart power inspection system based on YOLOv7 aims to design a set
of safe, efficient, convenient, and concise systems that can allow users to find bird nests,
hardware, missing insulators, garbage, and other power safety hazards more quickly.

The system interface was developed and designed by Python language combined
with PyQt5. The smart power inspection system based on YOLOv7 mainly includes the
inspection target detection module, the search and detection result display module, and
the detection report generation module. It mainly consists of an interaction layer, a logic
processing layer, and a data layer. The interaction layer is open to users and can operate
relevant data, freely select detection targets, and display relevant information to users.
The logic processing layer receives the request from the interaction layer and completes
the corresponding business logic processing operation. The operation performed by users
must be processed by the business logic layer before it can be displayed to the users,
including the function implementation in the target detection module, file searching and
detection result statistics, and detection report generation. The data layer includes the
processing of the data to be detected, the data generation after detection, and the storage
of the detection report. The system architecture is shown below (Fig. 4).

4.2 Function Module Design and Effect Display

The function module mainly includes the target detection module, the search and detec-
tion result display module, and the detection report generation module. The specific
design of the system module is as follows (Fig. 5):

(1) Target detection module: It mainly detects various common power safety hazards
such as bird nests, hardware, garbage, and insulators in power inspection. During
the detection, statistics and detection will be performed according to different lines
and different power towers. The system will call sub-threads to query and receive
the running status of the program and update the front-end progress bar in real
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Fig. 4. System architecture

time. After the detection starts, the system will call the YOLOv7 target detection
algorithm trained in the back end to automatically mark the targets contained in the
photo, including bird nests, hardware, garbage, and insulator defect, and then save
the photos containing the targets in the specified folder.

(2) Search and detection result display module: It counts the number of photos
detected and the number of power towers containing targets, and display the photos
containing the detection targets on the front-end interface so that users can view the
photos freely.

(3) Detection report generation module: It mainly realizes report generation, counts
the detection results and the photoswith targets, and summarizes the statistical results
to generate the report documents.

4.3 System Operation Effect

Running the program, after entering the system, target detection categories and the target
to be detected, such as bird nest detection, and hardware detection can be chosen freely.
After the selection, the folder of photos to be detected and the output path of the detection
result can be chosen. The running effect is as follows (Fig. 6):
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Fig. 5. Structure of system module function

Fig. 6. Operation interface display of target detection module

After completing the detection, the detection results will be output to the front end,
and the number of photos detected and the number of fault power towers, including
target photos, will be automatically counted. The specific effect is as follows (Fig. 7):

After completing the detection or when there has already been local data containing
the detection results, report generation can be selected, and the report generation module
can freely choose to generate what kind of detection target report. The specific effect is
as follows (Fig. 8).
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Fig. 7. Display of detection results interface

Fig. 8. Display of detection report generation interface

Taking the detection of bird nests as an example, the following diagram displays the
style of the generated report, including line information, date information, fault details,
and list (Fig. 9).
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Fig. 9. Detection report display

5 Conclusion

In this paper, a set of smart power inspection systems based on YOLOv7 was designed
to rapidly detect various power safety hazards, including but not limited to multiple bird
nests, insulator defect, garbage, and hardware. The average accuracy of all detection tar-
gets is 93.9%, and the mAP@.5% is up to 95.9%. Upon the completion of the detection,
a detection report can be generated directly. The design of the smart inspection system
can significantly improve the detection efficiency of power line targets and guarantee
the safe and stable power consumption of the people.
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(No.AB22035052), Guangxi Key Laboratory of Image and Graphic Intelligent Processing Project
(Nos. GIIP2211, GIIP2308).

References

1. Li, N., et al.: Detection of defects in transmission line based on the unmanned aerial vehicle
image recognition technology. Electr. Des. Eng. 27(10), 102–106 (2019)

2. Sheng, L., et al.: Research and implementation of birds and floating objects target detec-
tion technology in transmission lines. In: 2022 IEEE 10th Joint International Information
Technology and Artificial Intelligence Conference (ITAIC), vol. 10, pp. 2528–2532). IEEE
(2022)



Smart Power Safety Hazard Inspection System Based on YOLOv7 143

3. Liu,Y., Dong, S., Chen, Z., Lv, D., Yu, B.: Research on bolt visual recognition of high voltage
transmission line shockproof hammer resetting robot. In: 2022 IEEE6th InformationTechnol-
ogy and Mechatronics Engineering Conference (ITOEC), Chongqing, China, pp. 1329-1333
(2022).https://doi.org/10.1109/ITOEC53115.2022.9734637

4. Cao, G., et al.: Research on small-scale defect identification and detection of smart grid
transmission lines based on image recognition. In: 2021 IEEE 4th International Conference on
Automation, Electronics and Electrical Engineering (AUTEEE), Shenyang, China, pp. 423–
4272021. https://doi.org/10.1109/AUTEEE52864.2021.9668671

5. Jinju, Q., Zhengwei, H., Lin, Y.: Application of image processing technology in UAV power
line inspection. Electr. Technol. Softw. Eng. 15, 72–73 (2017)

6. Yao, P.F., Geng, B., Yang, M., Cai, Y.M., Wang, T.: Research on technology of autonomous
inspection system for UAV based on improved Yolov4. In: 2020 5th International Conference
on Mechanical, Control and Computer Engineering (ICMCCE), Harbin, China, pp. 664–668
(2020). https://doi.org/10.1109/ICMCCE51767.2020.00146

7. Liu,K., Zhong, L.: Object detection of UAV power line inspection images based on feder-
ated learning. In: 2022 IEEE 5th International Electrical and Energy Conference (CIEEC),
Nangjing, China, pp. 2372-2377 (2022). https://doi.org/10.1109/CIEEC54735.2022.9846340

8. Wang, C.Y., Bochkovskiy, A., Liao, H.Y.M.: YOLOv7: Trainable bag-of-freebies sets new
state-of-the-art for real-time object detectors. arXiv 2022. arXiv preprint: arXiv:2207.02696
(2022)

9. Bochkovskiy, A., Wang, C.Y., Liao, H.Y.M.: YOLOv4: optimal speed and accuracy of object
detection (2020). https://doi.org/10.48550/arXiv.2004.10934

10. Padilla, R., Netto, S.L., Da Silva, E.A.: A survey on performance metrics for object-detection
algorithms. In: 2020 International Conference on Systems, Signals and Image Processing
(IWSSIP). IEEE (2020)

https://doi.org/10.1109/ITOEC53115.2022.9734637
https://doi.org/10.1109/AUTEEE52864.2021.9668671
https://doi.org/10.1109/ICMCCE51767.2020.00146
https://doi.org/10.1109/CIEEC54735.2022.9846340
http://arxiv.org/abs/2207.02696
https://doi.org/10.48550/arXiv.2004.10934


A Defect Detection Method of Drainage Pipe
Based on Improved YOLOv5s

Yusheng Sun, Weibo Zhong(B), Yuhua Li, Xiao Cui, Zhe Zhao, and Weihai Chen

Zhengzhou University of Light Industry, 136 Science Avenue, Zhengzhou 450000, China
2325882181@qq.com

Abstract. In response to the existing challenges associated with manual interpre-
tation, low efficiency, high leakage, and misdetection rates in detecting defects in
urban underground drainage pipes, this study presents a defect detectionmethod of
drainage pipe based on improved YOLOv5s. The proposed method improves the
detection of large target defects and reduces the leakage detection rate by increas-
ing a deep target detection layer. Additionally, the introduction of deformable con-
volutional networks (DCN) allows for more accurate feature extraction from tar-
gets with complex shapes. Furthermore, the loss function is improved by employ-
ing MPDIoU as the bounding box loss function, which not only accelerates the
convergence speed of bounding boxes but also enhances target recognition accu-
racy. Experimental results demonstrate that the improved model surpasses the
performance of the original YOLOv5s, exhibiting an improvement of 3.8% in
accuracy, 1.9% in recall, and 2.1% in average precision. Additionally, the pro-
posed method achieves an impressive inspection speed of up to 54.64 FPS (frames
per second), enabling real-time and efficient drain defect detection. This method
is highly practical as it provides technical support for the future deployment of
CCTV pipeline robots.

Keywords: Drainage Pipe · Defect Detection · YOLOv5s · DCN · MPDIoU

1 Introduction

Drainage pipes within urban environments constitute an integral facet of the city’s infras-
tructure. Their primary function lies in efficiently managing the treatment of sewage
and rainwater, thereby ensuring unimpeded urban thoroughfares, facilitating conve-
nient living conditions, and fostering sustainable urban development and social stability.
Nonetheless, the presence of pipeline defects, such as cracks, misalignments, discon-
nections, and obstructions, has become apparent due to factors such as pipeline aging,
urban waterlogging, and the execution of road and bridge construction projects. These
defects bear the potential to instigate environmental contamination, waterlogging, and
traffic predicaments, as well as pose a substantial threat to the structural integrity of
buildings. Furthermore, they may engender nuisances such as odors and pest infesta-
tions, thereby significantly impinging upon the progress of cities and the quality of life
for its inhabitants. Hence, it becomes imperative to promptly and effectively undertake
pipeline defect detection measures to safeguard the integrity of urban construction.

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
D.-S. Huang et al. (Eds.): ICAI 2023, CCIS 2015, pp. 144–155, 2024.
https://doi.org/10.1007/978-981-97-0827-7_13

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-97-0827-7_13&domain=pdf
https://doi.org/10.1007/978-981-97-0827-7_13


A Defect Detection Method of Drainage Pipe 145

Presently, the common methods employed for unmanned detection of drainage pipe
defects include sonar detection, periscope detection, and closed-circuit television detec-
tion (CCTV) [1]. Among them, CCTV detection stands as one of the most extensively
utilized approaches in engineering sites. CommonCCTVpipe robots are shown in Fig. 1.
However, thismethod excessively relies onmanual interpretationduring the defect recog-
nition process, which is not only a complicated process and a large workload, but also
has a high misjudgment rate [2]. Consequently, in recent years, the realization of auto-
matic identification of pipeline defects based onmachine vision and artificial intelligence
has become a research hotspot in this field. Dong [3] used support vector mechanism
to build a multi-class classifier model to extract the parameters such as grayscale dif-
ference, equivalent area, and circularity from pipeline weld images to build a feature
database. Through training, they achieved a remarkable accuracy of 90% in identify-
ing weld defects using the MSVM (Multicategory Support Vector Machines) classifier.
Hawari A [4] employed morphological processing, Gabor filtering, and elliptical fitting
algorithms for detecting cracks, deformations, and deposits, respectively. Their average
accuracy rate was recorded at 75%. Huang [5] combined two algorithms to extract gaps
and crack locations in gas pipeline interfaces. By merging morphological processing
with the open top-hat algorithm and the MSER (Maximally Stable Extremal Regions)
algorithm, they achieved a segmentation accuracy of 61.5% for gap detection and an
86.7% accuracy rate for crack segmentation.

Fig. 1. Two different sizes of CCTV pipeline robots.

As deep learning continues to advance, a range of deep learning-based target detec-
tion algorithms have found application in pipeline defect detection research. These
algorithms can be broadly classified into two types: one-stage and two-stage methods.
Notable examples of one-stage target detection algorithms include the YOLO series
[6–9] and the SSD network [10]. On the other hand, the two-stage algorithms include
Faster R-CNN [11] and Mask R-CNN [12]. Wang [13] employed the Faster R-CNN
network to detect and recognize six types of defects in underground drainage pipes with
an average accuracy of 88.99%. Li [14] designed a new two-stage object detection algo-
rithm for defect detection in underground drainage pipes. They utilized a multi-layer
global feature fusion technique and achieved a model mAP value of 50.8%. Lu [15]
employed StyleGAN2 for preprocessing the original images and made improvements
to the feature fusion layer of YOLOX. They also modified the loss function to CIOU,
resulting in an impressive mAP value of 68.76% for recognizing five types of defects.
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The research achievements of these esteemed experts and scholars demonstrate a cer-
tain level of progress in pipeline defect detection through the integration of machine
vision and artificial intelligence. However, it is worth noting that there are still some
limitations, such as limited variety of defect recognition, lower accuracy rates, slower
detection speed and other shortcomings.

To achieve a more efficient pipeline defect detection, the present study proposes
a method that builds upon the improved YOLOv5s framework. The method incorpo-
rates several key enhancements. Firstly, a deep target detection layer is introduced to
enhance the system’s ability to detect large-area defects. Additionally, the introduction
of DCN enables the extraction of more comprehensive feature information for irreg-
ular defects. Lastly, the optimization of the bounding box loss function to MPDIoU
results in faster convergence speed and more accurate regression results. These advance-
ments collectively contribute to a more efficient and accurate pipeline defect detection
methodology.

2 Methods

The YOLOv5 algorithm framework comprises three components: the Backbone, Neck,
and Head networks. The Backbone network is composed of the CBS, C3, and SPPF
modules. The CBS module is responsible for extracting local features and performing
downsampling operations. The C3 module utilizes residual structures to extract features
while enhancing computational speed. The SPPFmodule achieves the fusion of local and
global features. On the other hand, the Neck network incorporates the Pyramid Attention
Network (PAN) to facilitatemulti-scale feature fusion and enhancement. Lastly, theHead
network performs prediction and filtering on the feature maps generated by the Neck
network, ultimately enabling the detection of defect locations and categories.

At present,YOLOv5has beenupdated to version 7.0, and it is divided intoYOLOv5n,
YOLOv5s,YOLOv5m,YOLOv5l, andYOLOv5x based on themodel’swidth and depth.
To meet the requirements of the pipeline defects detection task and achieve faster detec-
tion results without compromising accuracy, this study selects YOLOv5s as the foun-
dational model due to its smaller parameter count. The proposed improvements include
the addition of a deep target detection layer, replacing the last C3 convolutional layer
in the Backbone with deformable conv, and modifying the bounding box loss function
to MPDIoU. These enhancements contribute to the development of a pipeline defect
detection algorithm that combines high accuracy and efficiency. The overall network
structure is illustrated in Fig. 2.

2.1 Addition of a Deep Target Detection Layer

The original YOLOv5s model consists of three detection heads in the Head layer, each
responsible for detecting different sizes of objects: large, medium, and small. How-
ever, in pipeline defect images captured by CCTV pipe robots, we frequently encounter
numerous large-sized defects. To improve the detection accuracy of the model for large
targets, we introduce a deeper target detection layer to refine the YOLOv5s model. This
improvement involves incorporating newCBS andC3 layers into the Backbone network,
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Fig. 2. Improved overall network structure.

increasing the final downsampling factor from32x to 64x.As a result, themodel becomes
more adept at extracting feature information for larger-sized defects, thus improving its
overall performance. Furthermore, an additional upsampling and convolution operation
is introduced in the Neck network, resulting in four different sizes of feature maps: 80px
× 80px, 40px × 40px, 20px × 20px, and 10px × 10px. Subsequently, these feature
maps are inputted into the Head network for prediction and filtering. With the inclusion
of the new detection layer, it is necessary to reconfigure the detection anchor boxes. In
this study, the K-means clustering method is employed to obtain the priori anchor boxes
for the dataset, and the specific configuration is outlined in Table 1.

Through the extraction of deeper features, we can achieve more precise capture
of the features and intricacies of oversized targets, thereby significantly enhancing the
overall accuracy of our detection system. This improvement enables the new model to
better address larger defects such as disconnections andmisalignments in pipeline defect
detection tasks.
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Table 1. Anchor box configuration corresponding to different size feature maps.

Feature map size Receptive field size Priori anchor box size

80px × 80px small (44,31) (132,56) (59,139)

40px × 40px middle (117,106) (71,293) (244,127)

20px × 20px large (132,257) (592,104) (283,245)

10px × 10px extra large (630,149) (625,209) (468,343)

2.2 Deformable Convolutional Network Module

The traditional convolution operation in CNN involves dividing the featuremap into seg-
ments of the same size as the convolution kernel, with fixed positions for each segment
on the feature map. However, due to the diverse shapes of pipe defects, this convolution
method yields suboptimal results. To address this complexity in target types, this study
introduces Deformable Convolution Networks (DCN) [16]. DCN incorporates a learn-
able offset to the sampling positions in standard convolution, enabling the convolution
kernel to expand its range during the training process. This adjustment allows the kernel
to better conform to the shape of the target, as depicted in Fig. 3. In Fig. 3, the green dots
in (a) represent the standard convolution kernel, while the blue dots in (b), (c), and (d)
represent the updated kernel positions after incorporating the offset. It is evident that the
inclusion of the offset enables the kernel to adapt to various scenarios, including target
movement, size scaling, rotation, and more.

Fig. 3. Comparison of deformable convolution and standard convolution.

The traditional convolution structure can be defined by Formula 1, where p0 rep-
resents each point in the output feature map, corresponding to the center point of the
convolution kernel, and pn represents each offset of p0 within the range of the convolution
kernel.

y(p0) = ∑

pn∈R
w(pn) · x(p0 + pn) (1)

In the case of deformable convolution, each point is introduced with an offset, which
is generated by another convolution from the input feature map. This can be represented
by Formula 2.

y(p0) = ∑

pn∈R
w(pn) · x(p0 + pn + �pn) (2)
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As the introduced offsets in deformable convolution are typically non-integer values
and do not correspond to actual pixel points on the feature map, it becomes necessary to
employ bilinear interpolation to obtain the final pixel values after the offset. The diagram
illustrating deformable convolution is depicted in Fig. 4.

Fig. 4. Illustration of 3 × 3 deformable convolution.

The introduction of offsets and control points in deformable convolution allows for
its adaptability to non-rigidly deformed targets, concurrently enhancing the receptive
field, improving target localization accuracy, and reducing computational requirements.
By precisely adjusting the position of the sampling point, deformable convolution can
effectively capture the intricate details and boundaries of the target, thereby significantly
improving the model’s accuracy in detecting defective targets.

2.3 Improvement of Loss Function

The loss function of the YOLOv5s model comprises classification loss, bounding box
loss and confidence loss, with the total loss being the sum of these three components.
Within this framework, the localization loss function employs the CIoU (Complete Inter-
section over Union) metric, which considers parameters such as the distance between
the predicted box and the real box, overlap rate, scale, penalty term, etc. However, this
type of loss function struggles to optimize effectively when the predicted box and the
ground truth bounding box have the same aspect ratio but vastly different width and
height values.

To address the above issue, this study introduces a novel similarity comparisonmetric
called Minimum Point Distance-based IoU (MPDIoU) as the measurement method for
the newmodel’s bounding box loss function. This metric considers the distance between
the top-left and bottom-right points of the predicted box and the ground truth bounding
box, in addition to the original IoU calculation,while simplifying the calculation process.
The formula for MPDIoU is as follows:

MPDIoU = A∩B
A∪B − d21

w2+h2
− d22

w2+h2
(3)

d2
1 = (

xB1 − xA1
)2 + (

yB1 − yA1
)2 (4)
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d2
2 = (

xB2 − xA2
)2 + (

yB2 − yA2
)2 (5)

Let A and B represent the ground truth bounding box and predicted bounding box,
respectively. The coordinates (xA1 , yA1 ) and (xA2 , yA2 ) represent the top-left and bottom-
right coordinates of the ground truth bounding box, while (xB1 , yB1 ) and (xB2 , yB2 ) represent
the top-left and bottom-right coordinates of the predicted bounding box. The MPDIoU
metric incorporates all relevant factors considered in the existing loss function, including
overlapping or non-overlapping regions, center point distance, and deviations in width
and height.

Compared to traditional loss functions, MPDIoU offers a more efficient and concise
computation process, effectively improving the accuracy and efficiency of bounding box
regression in defect detection tasks.

3 Experimental Results and Analysis

3.1 Dataset Construction and Environment Configuration

The dataset used in this study is sourced from the Video Pipe ICPR2022 Video Pipeline
Challenge. It consists of videos captured by CCTV pipeline robots in multiple urban
underground drainage pipeline inspection projects, totaling 575 videos. From these
videos, we extracted and selected 1659 images depicting various types of common
pipeline defects, including misalignment (CK), crack (PL), leakage (SL), disconnection
(TJ), shedding (TL), and obstruction (ZW).

To ensure the robustness and generalization capabilities of the model, we employed
techniques such as rotation, flipping, and brightness adjustment to augment the dataset,
resulting in a final count of 3000 defect images. The annotated samples were divided
into training, validation, and test sets in an 8:1:1 ratio.

The specifications of the software and hardware devices employed in this exper-
iment are presented in Table 2. Additionally, Table 3 provides an overview of the
hyperparameters utilized during the training process.

Table 2. Software and Hardware Device Specifications.

Device Environmental parameters

operating system Ubuntu 20.04

CPU Xeon(R) Platinum 8255C

GPU NVIDIA RTX 3080 (10 GB)

memory 40 GB

programming Language Python 3.8

deep learning framework PyTorch 1.11.0、CUDA 11.3
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Table 3. Training Hyperparameters.

Hyperparameters Value

image size 640 × 640

epoch 100

batch size 16

initial learning rate 0.01

momentum 0.937

3.2 Evaluation Metrics

In order to assess and evaluate the performance of the improved YOLOv5s model, this
study utilizes several performance evaluation metrics, including Precision (P), Recall
(R), mean Average Precision (mAP) and Frames Per Second (FPS). The formulas for
calculating these metrics are as follows:

P = Tp
Tp+Fp

(6)

R = Tp
TP+FN

(7)

mAP =
∫ 1
0p(r)dr
Nclasses

(8)

FPS = TT
Nfigure

(9)

Among them, Tp denotes the number of positive samples recognized correctly by the
model, Fp denotes the number of positive samples recognized incorrectly by the model,
FN denotes the number of negative samples recognized incorrectly by the model, p(r) is
the PR curve, Nclasses denotes the number of classes of all defects, TT denotes the total
time of detection, and Nfigure denotes the number of detection images.

3.3 Analysis of Experimental Results

Compared to the Original YOLOv5s. By inputting the pipeline defect dataset into
the YOLOv5s algorithm model before and after the improvement and incorporating the
pre-trained weights from YOLOv5s on the COCO dataset, we conducted training for
100 epochs. We obtained the mean Average Precision, Precision, and Recall curves,
as depicted in Fig. 5. The figure shows that the improved mAP curve stabilizes after
approximately 70 iterations, exhibiting an obvious enhancement compared to the pre-
improvement stage. Ultimately, the improved YOLOv5s model achieved a mAP value
of 88.0%, surpassing the original YOLOv5s model by 2.1%. Moreover, the precision
and recall rates improved by 3.8% and 1.9% respectively.

Due to the addition of the deep target detection layer and DCN module in the model
of this paper’s algorithm, the size of the model weights is increased from 14.1 MB
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to 24.7 MB. Nevertheless, the detection speed of our algorithm is 54.6 FPS, which is
comparable to the 54.9 FPS achieved by YOLOv5s. Both algorithms enable real-time
detection capabilities.

Fig. 5. Comparison of curves before and after algorithm model improvement.

Comparison of Other Algorithms. To further validate the superiority of the algorithm
proposed in this study, it is compared with the common target detection algorithms
Faster-RCNN, Mask-RCNN, YOLOv3, YOLOv4, and YOLOv7 on the same dataset
and calculate the average accuracy of six types of defects separately. The detailed detec-
tion results are shown in Table 4. Notably, the improved algorithm showcased obvious
enhancements in detecting three specific types of defects: misalignment, crack, and
obstruction, with respective increases of 5.9%, 3.5%, and 3.1% compared to the top-
performing alternatives. Moreover, the accuracy of detecting the remaining three defect
types was comparable to the other leading algorithms. In terms of overall performance,
our algorithm outperforms all others.

Table 4. Comparison results of different detection algorithms.

Model AP/% P (%) R (%) mAP
(%)

FPS
(f/s)CK PL SL TJ TL ZW

Faster-RCNN 81.5 57.8 82.2 66.7 76.9 90.3 82.3 69.7 75.9 54.2

Mask-RCNN 84.0 60.6 76.1 70.2 75.6 91.1 83.2 68.3 76.2 53.2

YOLOv3 85.8 53.8 81.5 68.8 77.3 92.1 84.5 70.2 76.6 55.8

YOLOv4 90.1 68.2 81.8 96.2 79.9 90.4 88.6 78.3 84.4 51.3

YOLOv7 86.9 71.6 82.9 96.6 80.7 89.1 90.0 77.6 84.6 51.6

Improved
YOLOv5s

96.0 75.1 82.6 97.8 81.2 95.2 93.0 82.8 88.0 54.6

Ablation Experiments. In order to verify the effects of different improved methods
on the model performance and experimental results, based on the original YOLOv5s
model, this study conducted six sets of ablation experiments on the three improved
methods, and the results are shown in Table 5. The mAP value of the original YOLOv5s
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model is 85.9%. By incorporating a deep object detection layer, the mAP improved by
1.0%. Introducing deformable convolution led to a further mAP improvement of 0.9%.
By changing the bounding box loss function to MPDIoU, the mAP increased by 1.5%.
Additionally, integrating the deep object detection layerwith the deformable convolution
module resulted in mAP improvement of 1.6%. Finally, when all three improvement
methods were simultaneously applied to the YOLOv5s model, the mAP increased by
2.2%, demonstrating the best overall performance.

Table 5. Effect of different improvement methods on model performance.

Deep object detection layer MPDIoU DCN P (%) R (%) mAP_0.5 (%) FPS (f/s)

× × × 89.2 80.9 85.9 54.9√ × × 94.3 81.6 86.9 53.1

× √ × 91.2 82.1 86.8 52.6

× × √
93.1 82.2 87.4 54.6√ √ × 91.6 83.1 87.5 51.5√ √ √
93.0 82.8 88.0 54.6

Visualization Result Analysis. To present a more intuitive illustration of the algo-
rithm’s performance before and after improvement in pipeline defect detection, this
study conducted tests on the original YOLOv5s model and the improved YOLOv5s
model using the test dataset. The detection results are depicted in Fig. 6. The first row
showcases the original pipeline defect images, followed by the detection results using the
YOLOv5s model in the second row, and finally the detection results using the improved
YOLOv5s model as described in this paper, displayed in the third row. The figures are
annotated with the detected defect types and corresponding confidence scores.

Fig. 6. Comparison of detection effects.
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The detection effect graphs clearly demonstrate that both the original YOLOv5s
model and the enhanced model can effectively identify the correct pipeline defects.
However, it is evident that the improvedmodel yields higher confidence scores compared
to the original model, and the improved model exhibits enhanced precision in localizing
the detected defects.

4 Conclusion

To address the challenges in urban drainage pipeline defect detection, enhancing both
speed and accuracy, this paper proposes an improved YOLOv5s algorithm model. This
model enhances the precision of defect target detection and reduces the missed detection
rate throughmeans of incorporating a deep target detection layer, introducing deformable
convolutions, and refining the loss function. As a result of these improvements, the
enhancedmodel demonstrates a 3.8% increase in accuracy, a 1.9% increase in recall rate,
and a 2.1% increase in mean average precision. And the detection speed is similar to that
of the original model, meeting the standards for real-time detection. This algorithmic
model effectively solves the problems of low detection accuracy, highmissed detections,
and false positives in drainage pipeline defect detection, making it highly practical.
Moving forward, our future research will involve collecting a more diverse range of
pipeline defect images to further expand the defect dataset.Wewill also focus on building
a more lightweight network model, reducing parameter size and model complexity.
Furthermore,weplan to deploy themodel onCCTVpipeline robots to facilitate improved
pipeline defect detection in collaboration with industry professionals.
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Abstract. The article describes a method for stabilizing an autonomous under-
water vehicle (AUV) using a visual servo control system. A monocular video
camera is placed on the bottom of AUV, which takes pictures of the seabed under
the device. A special visual marker, represented by an ArUco(Augmented Real-
ity University of Cordoba) marker, is pre-installed on the seabed. The proposed
method makes it possible to stabilize the control object in the hover mode without
calculating the 3D position of the AUV or the visual marker. The control action
is calculated based on the position of the feature points of the visual mark on the
image from the camera. Also, the control does not need to take into account the
dynamic and kinematic features of the AUV. This makes it possible to apply the
proposed method on a wide range of types of underwater vehicles.

The analysis of the proposed control system using the AUV mathematical
model in the CoppeliaSim modeling environment demonstrated its efficiency and
effectiveness.

Keywords: Visual servoing · visual marker · autonomous underwater vehicle ·
hovering AUV · stabilization AUV

1 Introduction

The AUVs are used to solve various problems underwater. Often it is necessary to
carry out work near any objects. To do this, it is necessary to stabilize the AUV near
such an object for a long period of time. For stabilization, you need to use feedback,
which contains direct or indirect information about the position or displacement of the
AUV. In this case, various means of navigation are used, the most frequent of which are
inertial navigation and external beacons. However, inertial navigation cannot provide a
long-term accurate position calculation due to the gradual accumulation of errors, and
when using beacons, the accuracy of position determination deteriorates with increasing
distance between them and the AUV, which is inevitable when working at great depths.

In such cases, it is advisable to use visual feedback. It allows you to detect the
displacement of the AUV by tracking objects on the seabed or the seabed itself. In this
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case, previously unchosen points [1, 2] or points corresponding to prominent visual
features of the tracked object [3–9] are determined on the image.

In paper [1], prominent points are determined on the image from the camera of the
AUV, which shoots the seabed, using a special algorithm. The number of points may be
from several hundred to several thousand. The control action is determined by the offset
of these points between the current and reference frames. However, due to the high
computational load, the image is sent to a remote powerful computer for processing.
Forwarding an image has a negative effect on signal generation delay.

According to the visual data from the camera, the 3D position of the landmark
relative to the AUV can be calculated [2, 3, 5, 6, 9, 12]. Thus, the control is carried out
according to the calculated 3D position. However, such methods are highly dependent
on the quality of the 3D position determination, and also add computational burden to
the position determination.

In works [4, 7, 8] the control action is calculated directly from visual data. In works
[4, 7], homography between the current and reference images is used, however, to cal-
culate the control signal, data from the inertial navigation system is also needed, which
complicates the control algorithm. The work [8] does not describe the recognition of
feature points of an object on an image, which are further used in the control system
presented by the author.

Unfortunately, there has been little research on this problem lately. No simple algo-
rithm for visual stabilization for a wide range of underwater vehicles was found in the
considered works. In each of the above works, either additional sensors are used, or
there is an additional computational load, or the proposed method can be used for a
narrow range of kinematic circuits of AUVs. This article proposes a method for AUV
stabilization without calculating the 3D position of the vehicle or a mark, which uses
only the image from the camera to calculate the control signal, which can be applied to
a wide range of types of AUV kinematic schemes. This is the main novelty of this work.
The computational load is reduced, since the 3d position is not calculated. The use of
a minimum number of sensors makes it possible to simplify and reduce the cost of the
underwater vehicle. Thus, the novelty of the proposed method is in the simplicity and
universality of practical application.

2 Proposed Visual Servo Stabilization System

Visual servo allows you to calculate the desired camera movement, according to the
position of the feature points of the object in the image. In this work, one of the IBVS
(image based visual servo) methods described in [10] is used as the basis for visual
servo control. IBVS provide 6 degrees of freedom control. To calculate the 6 degrees of
freedom control, 3 or more feature points on the image are needed. 4 feature points are
used in this work. A set of feature points is used to calculate the movement, not each
point individually. This allows you to implement 6 degrees of freedom control. This
article provides brief information about IBVS for practical use. For more information
about visual servo control, see [10].

IBVS uses error e = S∗ − S to calculate control signal, where: S =[
x1, y1, x2, y2, x3, y3, x4, y4

]T is a vector of current pixel coordinates of feature
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points (xi, yi are pixel coordinates of the i-th feature point on the image), S∗ =[
x∗
1, y

∗
1, x

∗
2, y

∗
2, x

∗
3, y

∗
3, x

∗
4, y

∗
4

]T is a vector of desired pixel coordinates of feature points
(x∗

i , y
∗
i are desired pixel coordinates of the i-th feature point in the image).

The control vector v is computedusing the error e: v = k · L+
e · e ,where v = [V , ω]T

is vector of the linear V = [
Vx,Vy,Vz

]T (along the x, y, z axes, respectively) and angular

ω = [
ωx, ωy, ωz

]T ( around the x, y, z axes, respectively) velocities; k is gain; L+
e is

pseudoinverse of the interaction matrix defined by the Eqs. (1).

L+
e =

(
LTe · Le

)−1
LTe ;Le =

⎡

⎢⎢
⎣

Lp1
Lp2
Lp3
Lp4

⎤

⎥⎥
⎦;Lpi =

⎡

⎣
−1
Z∗
i

0
x∗
i

Z∗
i

x∗
i y

∗
i −(

1 + x∗2
i

)
y∗
i

0 −1
Z∗
i

y∗
i

Z∗
i
1 + y∗2

i −x∗
i y

∗
i −x∗

i

⎤

⎦

(1)

where x∗
i , y

∗
i are desired pixel coordinates of the i-th feature point in the image,

Z∗
i is the desired distance from the camera to the i-th feature point.

Then each component of the vector v is used for a separate.
proportional–integral–derivative controller (and Fig. 1): ui = PIDi(vi), i ∈ [1, 6],

[1, 6], wherePID is awell-known proportional–integral–derivative (PID) controller with
an error input, i is the index. For each element of the vector u a separate PID controller
is used. Later, the u vector will be converted for use in the thrusters control system.

Fig. 1. Block diagram of the visual stabilization module

The ArUco marker is used as a visual marker, and its corners are considered feature
points. ArUco marker is recognized using the ArUco software module included in the
OpenCV library. After the marker is recognized, the coordinates of its corners on the
image are written to the vector S. If the system was just launched and the marker was
recognized for the first time, then the coordinates of its corners are written to the vector
S∗.

The block diagram of the control system is shown in Fig. 2.
Figure 3 shows the configuration of frames for the vehicle: {O} is global frame, {B}

is frame associated with the vehicle, {C} is camera frame.
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Fig. 2. Structural diagram of the AUV visual servo stabilization system

Fig. 3. Configuration of frames

The AUV has 6 degrees of freedom. Stabilization is carried out along the
axes XB,YB,ZB, as well as along the yaw (the roll and pitch of the AUV sta-
bilizes due to the location of the center of displacement above the center of
gravity). The vector u is calculated in frame {C}. Since the frame {C} and the
frame {B} have different orientations, the vector u must be transformed accord-
ing to the frame {B}:uB = [

Fx,Fy,Fz,Mx,My,Mz
]T = [−u2,−u1,−u3, 0, 0,−u6]T ,

where Fx,Fy,Fz are traction force along the XB,YB,ZB, respectively, Mx,My,Mz are
moments around the XB,YB,ZB axes, respectively, ui is i-th element in the vector u.

The vector uB is the input signal for the thrusters control system.

3 AUV Turn in the Direction of Water Flow

The system also has the ability to turn the AUV along the water flow, since the bow
resistance is less than the lateral resistance. To detect the flow, vectors u calculated
in n previous iterations are used (for example, the calculation time for 50 iterations is
approximately 3 s. That is, this is the history of the vector u for the last 3 s). Vectors u
calculated in n previous iterations are added to the arrayU.According to the lengths and
angles of the linear components of these vectors, their average values are calculated, as
well as the deviation from the average values of each vector u:

Ml =
∑

li
n

, Ma =
∑

ai
n

,Nl =
√
1

n

∑
(li − Ml)

2,Na =
√
1

n

∑
(ai − Ma)

2, (2)

where Ml, Ma are average length and angle respectively, Nl,Na are standard devi-

ations of lengths and angles respectively, li =
√
U 2
i,1 + U 2

i,2 and ai = atanUi,2
Ui,1

=
atan2(Ui,2,Ui,1) are the length and angle, respectively, in polar coordinates of the i-th
vector u in the horizontal plane, Ui,j is the j-th element of i-th vector u from U.
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If Nl and Na do not exceed the threshold value, it is considered that the vector
fluctuations do not go beyond the specified range over time, that is, it retains some
constancy. Thus, the system responds to a constant perturbation, which is what the flow
is considered to be. Then the feature points on the image in the vector S∗ are rotated
relative to their common geometric center (similar to the rotation of the visual marker
around itself) by an angleMa, which is close to the true angle between the flow direction
and the longitudinal axis of the AUV.

The new position of desired feature points in the image is calculated in Eqs. (3)–(4):
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]
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⎢
⎣
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where:μj is j-th element if vector μ; c is the center of the desired marker position in the
image pixel coordinate system; S∗

l is the coordinate vector of the feature points x∗
i , y

∗
i

relative to c; S∗
lp is the coordinate vector of the feature points x

∗
i , y

∗
i relative to c in the

polar coordinate system; S∗
lp is the coordinate vector of the feature points x

∗
i , y

∗
i relative to

c rotated by an angleMa represented in the polar coordinate system;S∗
l is the coordinate

vector of the feature points x∗
i , y

∗
i relative to c rotated by an angle Ma represented in

the Cartesian coordinate system; S∗
r is the coordinate vector of the feature points x∗

i , y
∗
i

relative to c rotated by an angle Ma represented in the image pixel coordinate system.
Rotated feature points are considered desired points: S∗ = S∗

r , the matrix L+
e (1) is

recalculated according to the updated coordinates of the desired feature points.
Since the desired feature points have new coordinates, they do not coincide with the

current feature points coordinates. This will affect the vector e. Therefore, the algorithm
of visual servo control will rotate the AUV to reduce the error e.

4 Search for a Lost Visual Marker

The visual servo stabilization system works when the visual marker is located in the
camera’s field of view. However, the thrusters have limited power, and short-term dis-
turbing effects of such force are not excluded, which will shift the AUV so much that
the visual marker will be out of the camera’s field of view. An algorithm for searching
for a lost visual marker has been developed for this case.
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The visual servo stabilization system is implemented as a software infinite loop.
In each iteration, the position of the marker on the camera image is calculated, stored
and updated. Thus, in each iteration, the position of the visual marker in the previous
iteration is known.

If the marker is not found in the current iteration (i.e. it is partially or completely
outside the camera’s field of view), then the algorithm for its search is launched. To
calculate the direction in which the lost marker is located, the last calculated position of
the visual marker on the camera image is used.

4.1 First Iteration Where the Marker is not Found

Since the visual marker was not found in the current iteration, in the previous iteration it
was close to some border of the image. When calculating the marker offset direction, the
assumption is used that the position of the marker on the image in the current iteration is
on a straight line passing through the center of the image and the position of the marker
on the image in the previous iteration. The direction of the search for the marker is
described by the angle of inclination of this straight line in the image:

α = atan
mi−1
y − ry

2

mi−1
x − rx

2
= atan2

(
mi−1
y − ry

2 ,mi−1
x − rx

2

)
, (5)

where mi−1
x , mi−1

y are position coordinates of the marker on the image along the x
and y axes, respectively, in the previous iteration in image coordinates;rx, ry are image
resolution in pixels along the x and y axes, respectively.

In the previous equation, there is a correction for the offset of the coordinate axes
of the image, since initially the origin of the coordinates of the image is in its upper-left
corner, and the control signal must be calculated relative to the center of the image.

To search for the marker, movement is set in a previously calculated direction with
a simultaneous increase in height above the ground. This allows you to most quickly
increase the camera’s field of view in the direction of the lost marker. To move in a
previously defined direction, a 3-dimensional vector d = [

dx, dy, dz
]T is used, where

dx is the distance that can be overcome horizontally to search for the marker, dy is
the allowable perpendicular displacement (usually dy = 0), dz is the allowable upward
displacement. The vector d is the relative allowable displacement of the AUV when
searching for the marker. The desired position of the AUV is calculated relative to the
AUV position in the previous iteration using the vector d. The AUV moving to the
desired position using an inertial navigation system should detect the lost marker.

The vector d is set when setting up the system in such a way that when the AUV
moves to a new position, there is a high probability of detecting a lost marker. In this
case, the vector d must be limited so that, in case of an unsuccessful search, the AUV
does not move too far from its original position.
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Below is the calculation of the desired position using the vector d and the previously
calculated angle α:

d = [
dx, dy, dz

]T
, R1 =

[
cos a − sin a
sin a cos a

]
, R2 =

[
cosϕ − sin ϕ

sin ϕ cosϕ

]
, (6)

N =
[
Nx

Ny

]
= R2 · R1 ·

[
dx
dy

]
, D =

⎡

⎣
Nx

Ny

dz

⎤

⎦, P∗ = Pi−1 + D, (7)

where:
N is a horizontal two-dimensional vector corresponding to the rotation of the vector[

dx, dy
]T by an angle α in the connected system of the AUV and the angle ϕ(yaw);R1,R2

are rotation matrices for angles α and ϕ respectively;D is the displacement vector of the
AUV in the global frame; Pi−1 is the position of the AUV in the last iteration where the
marker was detected; P∗ is the desired position of the device, when moving to which
the lost marker should be detected.

The movement to the position P∗ is regulated using the PID controller for each
degree of freedom to which the position error is applied. The orientation of the AUV is
maintained unchanged. As soon as the marker is detected, the movement to the position
P∗ stops and the control of the AUV passes to the visual servo stabilization system.

If the device came to theP∗ position without detecting themarker, then its movement
stops. Most likely, further movement will not lead to success. Therefore, in this case,
the operator should take control.

5 AUV Model

A mathematical model in the CoppeliaSim environment was used to study the system.
This article uses the model no of the underwater vehicle proposed in [11].

The vector τ of forces and moments acting on the AUV is defined as:

τ = [(−T1 + T2 − T3 + T4) · 0.707; (T1 + T2 + T3 + T4) · 0.707; T5 + T6 + T7 + T8;

(−T5 + T6 + T7 − T8) · K
2

; (T5 + T6 − T7 − T8) · M
2

; (−T1 − T2 + T3 + T4) · L
2

]T
; (8)

where Ti is the trust of i-th thruster; K = 0.4, M = 0.35, L = 0.37 are geometric
parameters for the configuration of thrusters.

All thrusters in the model are described by aperiodic links of the first order with
a time constant equal to 0.1: 0.1Ṫi + Ti = T ∗

i , where T ∗
i is the desired thrust of i-th

thruster. The maximum thrust of each thruster is 30N.
Vector T ∗ is calculated in the thrusters control system as:

T ∗ =
[ uB2
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; uB3
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− uB4
2L

− uB5
2M

uB3
4

+uB4
2L

− uB5
2M

]T ; (9)
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The model has these parameters: matrix of added mass A = −diag{−15,−185 ,
−185,−5,−19.6,−19.6}, AUV mass m = 170, inertia matrix Ib = diag{10.2 ,
23.4, 23.4}, linear D1 and quadratic D2 matrices of hydrodynamic coefficients: D1 =
D2 = diag{18, 105 , 105, 20, 80, 80}.

6 Simulation Results

In the CoppeliaSim environment, the ArUco marker is initially located under the AUV
in the center of the camera’s field of view. The frequency of processing the scene in the
CoppeliaSim environment is 20 Hz, the frequency of generating the control signal is also
20 Hz. The camera resolution is set to 512 × 512. Limitations of deviations of standard
deviations for orientation along thewater flow: limit(Nl) = 230.0, limit(Na) = 0.34906;
n = 40. Parameters of the PID controllers of the visual servo stabilization system
(Degree of freedom of the PID controller: Proportional gain, Integral gain, Differential
gain):x : {P : 4.0, I : 1.0,D : 4.0},y : {P : 4.0, I : 1.0,D : 4.0},z : {P : 300.0, I :
20.0,D : 200.0},yaw : {P : 5.0, I : 0.0,D : 5.0}. Parameters of PID controllers for
marker search: x : {P : 5.0, I : 0.0,D : 1.0},y : {P : 17.0, I : 0.0,D : 1.0},z : {P :
10.0, I : 50.0,D : 12.0},yaw : {P : 300, I : 0.0,D : 5.0}.

The operation of the visual servo stabilization system was tested with a longitudinal
(see Fig. 4a) and transverse (see Fig. 4b) flow at a speed of 0.11m/s each. In this case, the
possibility of AUV turn in the direction of water flow was disabled. The initial position
of the device in the frame {O}: xO = 0, yO = 0, zO = 0.5.When starting the simulation,
the AUV is stationary relative to the surrounding water, that is, it moves at the speed of
the current.

Fig. 4. a) Coordinates of the AUV with longitudinal flow; b) coordinates of the AUV with
transverse flow

The operation of the control system when the AUV turn in the direction of water
flow is shown in Fig. 5. The transverse direction of the flow is used, the flow velocity is
0.11m/s.When starting the simulation, the device is stationary relative to the surrounding
water, that is, it moves at the speed of the current. The control system detected the current
and began to turn at the time of 6.5 s.



164 A. V. Zuev et al.

Fig. 5. a) The coordinates of the AUV when oriented in the direction of the current; b) the course
of the device when oriented in the direction of the current

The result of the system’s operation when searching for the lost marker is shown in
Fig. 6. To shift the AUV, an external force Fd = [−60,−60, 0]T is introduced in the
frame {O}, which acts on the device during the first 2 s of the simulation. The vector d
to search for the marker is equal to [2.0, 0.0, 1.0]T . The visual marker was lost at a time
of 1.3 s, and detected at a time of 10.5 s.

Fig. 6. a) Coordinates of the AUV when searching for the lost marker; b) yaw of the AUV when
searching for the lost marker

Figure 7 shows the operation of the system with variable flow. The flow speed varies
according to the law: x : −0.11 cos(0.5t), y : −0.11 cos(0.5t + 0.1).

These graphs (Fig. 4, Fig. 5, Fig. 6 and Fig. 7) prove the operability of the control
system. Figure 4 shows that the AUV returns to its original position despite the drift.
Figure 5 shows that theAUV turned in the direction of the current and stabilized. Figure 6
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Fig. 7. a) The stabilization system is not running; b) The stabilization system is running

shows that the device successfully detected the marker after the drift, returned to its
original position and stabilized. Figure 7 shows that the oscillation amplitude decreases
greatly with variable flow.

7 Conclusion

A visual servo control system has been developed to stabilize the AUV near objects by
a visual marker. Also, the system has added functionality for determining the flow and
reversal along it to reduce resistance and search for the lost visual mark. The study of the
proposed system has shown the effectiveness of its work. It is worth noting that using a
higher resolution image or a less productive computer (the simulation was carried out
on a computer with an Intel Core i5 2450 m central processor) will lead to a decrease
in the frequency of control signal generation, which will negatively affect the quality
of control. It is also worth noting that the image of a real underwater photography will
be different than in a computer simulation. This aspect should be taken into account
on a case-by-case basis, but it is beyond the scope of this article. Further work will be
aimed at the implementation of this system on a real AUV for the research of Institute
of Marine Technology Problems Far Eastern Branch of RAS.
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Abstract. Aiming at the dual closed-loop control of dual-active bridge (DAB)
charging and discharging circuits in energy storage devices, which is difficult to
allocate discharging current reasonably based on battery performance, a fuzzy
weighted controller with battery pack voltage and its variation as input is pro-
posed. The domain of the fuzzy controller is designed and the fuzzy solution is
achieved through the weighted average method. The obtained output is combined
with the weighting law to construct a fuzzy weighted control law, Thus, adaptive
allocation of battery discharging current for each channel is achieved. By building
a simulation model, the proposed fuzzy weighted control law is applied to a dual
channel dual active bridge circuit for simulation verification. The experimental
results show that the fuzzy weighted controller based on dual channel and dual
active bridge battery discharge can achieve dynamic voltage equalization of bat-
tery packswith different performance under discharging conditions, thus verifying
the correctness of the theoretical and design methods studied in this paper.

Keywords: Dual Active Bridge · Double Closed-Loop Control · Fuzzy Control ·
Weighted Law

1 Introduction

In order to realize the comprehensive utilization of batteries with different performance
in energy storage equipment, batteries with similar performance are currently packaged
together, but multiple such battery packs are not suitable for direct parallel use due to
different performance, and battery pack balancers need to be installed between different
battery packs to realize voltage-balanced control of two battery packs [1, 4]. However,
this method is complicated control, not only increases the burden of the whole system
operation and the cost of the system due to one more device, but also reduces the
reliability of the whole energy storage system.
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In this case, independent power electronic circuits can be used to charge and dis-
charge battery packs with different performance, and the discharging current of each
channel battery pack must be allocated according to the battery performance to ensure
the battery life. The value of the battery pack discharging current can usually beweighted
distribution method, that is, the discharging current of the high-voltage battery pack is
greater than the discharging current of the low-voltage battery pack, but this method
fails to fully consider the characteristics of the battery, such as the change of the inter-
nal resistance may lead to misjudgment of the battery performance. In order to solve
this problem, the State of Charge (SOC) of the battery pack in different channels can
be monitored [5, 8]. Common SOC estimation methods include ampere-hour method,
open-circuit voltage method, neural network method and so on [9, 15], and then allocate
the discharging current of the battery pack according to the value of the SOC. Although
the above algorithms can be used to accurately evaluate the SOC, they will seriously
occupy the CPU resources, which is not conducive to real-time control and increase the
cost of the entire energy storage equipment. In this paper, a fuzzy weighted controller of
two-channel battery charging and discharging circuit is proposed for discharging battery
packs with different performance of battery packs. By detecting the voltage of battery
packs and its rate of change in discharging conditions, the discharging current of battery
packs in each channel can be distributed adaptively, so as to extend the service life of
batteries and reduce the operating cost of batteries.

2 Dual Channel Dual Active Bridge Circuit and Its Control
Strategy

Themain circuit architecture of energy storage composed of bidirectionalDC-DCbattery
charging and discharging circuit, bidirectional AC-DC inverter circuit, energy storage
battery, etc., is shown in Fig. 1. When the battery is in discharging state, the energy in
the bidirectional battery charging and discharging circuit flows from the battery side to
the bus. When the battery is charged, the energy in the bidirectional battery charging
and discharging circuit flows from the bus to the battery side.

/
/1#

2#

BUSV

Fig. 1. Structure block diagram of single-phase energy storage inverter

The topology of the bidirectional DC-DC battery charging and discharging path
adopts a dual-channel dual-active bridge charge and discharge path, as shown in Fig. 2.
Two independent dual-active bridge circuits are used in parallel at high-voltage side,
namely 1# dual-active bridge and 2# dual-active bridge.
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Fig. 2. Independent dual-channel dual-active bridge charging and discharging circuit

As shown in Fig. 3, When the DAB circuit is in the state of battery discharge, the
double closed-loop control is adopted, that is, the voltage outer loop and the current
inner loop, and the modulation method is phase-shift control. The error between the
given value of the bus voltage and the sampled value of the bus voltage is taken as the
input of the voltage controller, and the output of the voltage control loop is taken as
the current set value, that is, the set of the current controller, and the current controller
outputs the pulse modulation signal. In this paper, a fuzzy weighted control method
is proposed for the two-channel charge and discharge circuit during battery discharge
process. The fuzzy weighted control law is shown in Fig. 3, so as to realize the adaptive
distribution of battery discharging current according to the performance of the battery,
and finally realize the dynamic voltage balancing of the battery pack.
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Fig. 3. Double closed-loop control structure during battery discharge
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3 Principle of Fuzzy Weighted Control Law for Battery Discharge

On the basis of the traditional weighted distribution control law, the paper introduces a
fuzzy controller based on the voltage value of the battery pack and its rate of change to
build a fuzzy weighted control law, as shown in Fig. 4.

The input of fuzzy control law is the error U (1,2)
e between 1# channel battery pack

sampling voltage U (1)
bat

and 2# channel battery pack sampling voltage U (2)
bat

and the error

�U (1,2)
e between the change rate of 1# channel battery pack sampling voltage�U (1)

bat and

the change rate of 2# channel battery pack sampling voltage �U (2)
bat . In the Fig. 4, U

(1)
bat0

and U (2)
bat0 are the initial sampling values of the battery pack voltage in channel 1# and

channel 2#, ρ(1)
0 and ρ

(2)
0 are the initial weighted coefficients of the given values of the

discharging current in channel 1# and channel 2#, ρ(1)
k−1 and ρ

(2)
k−1 are the last weighted

coefficients of the given discharging current in channel 1# and channel 2#, ρ(1)
k and ρ

(2)
k

are the current weighted coefficients of the given discharging current in channel 1# and
channel 2#, ibat−ref is the given value of discharging current, i(1)bat−ref is the set value of

discharging current in channel 1#, and i(2)bat−ref is the set value of discharging current
in channel 2#.The output of the introduced fuzzy control is the increment �ρ of the
weighted coefficient required by the weighted control law.
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Fig. 4. Fuzzy weighted control law

3.1 Design Method of Fuzzy Controller

The main principle of fuzzy controller is: the error U (1,2)
e between the sampling voltage

of the 1# channel battery pack U (1)
bat

and the sampling voltage in the 2# channel battery

pack U (2)
bat

and the error �U (1,2)
e between the change rate of the sampling voltage of the

1# channel battery pack�U (1)
bat and the change rate of sampling voltage of the 2# channel

battery pack �U (2)
bat are taken as the input of the fuzzy controller. The fuzzy controller

firstly quantifies and fuzzies U (1,2)
e and �U (1,2)

e , then fuzzy inference is carried out to
obtain the fuzzy control quantity, and finally clarity is carried out to obtain the weighted
coefficient increment �ρ required by the weighted law.

This paper is equippedwith 10 kWdual independent channelDABDC-DCconverter,
whose operating range is as follows: battery pack voltage operating range is 40 V–60 V,
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BUSvoltage range is 390V–410V.On the basis of the above operating range, the domain
of fuzzy control input is designed, the basic domain of input quantity U (1,2)

e is [−5,5],
and the quantization factor is 0.4, then the fuzzy domain is [−2, 2], and the values of the
fuzzy domain are {−2, −1, 0, 1,2}, the corresponding five fuzzy language variables are
{NB, NS, ZE, PS, PB}; the basic domain of the other input �U (1,2)

e is [−0.2,0.2], and
if the quantization factor is 10, the fuzzy domain is [−2, 2], and the values of the fuzzy
domain are {−2, −1, 0, 1,2}, corresponding to the five fuzzy language variables {NB,
NS, ZE, PS, PB}. Both U (1,2)

e and �U (1,2)
e adopt triangular dependency functions, as

shown in Fig. 5.

Fig. 5. Triangular membership function of U (1,2)
e and �U (1,2)

e

Under the working conditions of power supply batteries with different performance
and voltage amplitude, the optimal weighted coefficient can be obtained by combin-
ing calculation, simulation and experiment, so as to find out the trend of the weighted
coefficient changing with the battery performance and power supply voltage. In order to
obtain a reasonable weighted coefficient of the respective discharging current reference
signal of the two channels, it is necessary to combine the manual experience and specific
debugging results. Actually, fuzzy controller design process is mainly divided into two
stages:

1. When the battery pack voltage in each channel is inconsistent, it’s main important to
eliminate the battery pack voltage error U (1,2)

e between channels, so that the battery
pack voltage in the two channels gradually become equal.

2. When the battery voltages in each channel tend to be equal, the discharging cur-
rent of the battery packs in each channel is distributed adaptively according to the
performance of the battery packs in each channel �U (1,2)

e .

Based on the above criteria, the following fuzzy control rules for �ρ are designed,
as shown in Table 1.

The basic domain of �ρ is [0.5, 0.5], the scaling factor is 0.25, the fuzzy domain is
[−2, 2], and the values of the fuzzy domain are {−2, −1, 0, 1, 2}, the corresponding
five fuzzy language variables are {NB, NS, ZE, PS, PB}.The triangular membership
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Table 1. �ρ fuzzy language rules

�ρ �U (1,2)
e

NB NS ZE PS PB

U (1,2)
e NB NB NB NB NS ZE

NS NB NS NS ZE PS

ZE NB NS ZE PS PB

PS NS ZE PS PS PB

PB ZE PS PB PB PB

function of �ρ is the same as that of U (1,2)
e and �U (1,2)

e in Fig. 5. Language variables
output by �ρ can be obtained according to the fuzzy inference control table, and the
ambiguity is solved by weighted average method, as shown in Eq. 1.

x0 =

n∑

i=1
xi ∗ u(i)

n∑

i=1
u(i)

(1)

In Eq. (1), xi (i = 1, 2, …, n) is each element in the discourse domain, and u(i) is the
membership degree of the fuzzy set after fuzzification, here is the weighted coefficient
of the corresponding element.

The fuzzy quantity after clarity is refined by scale factor and the actual value of �ρ

is obtained.

3.2 Design of Weighted Law

By substituting the weighted coefficient increment�ρ obtained above into the weighted
law, the following iterative formula is obtained, as shown in Eq. 2

{
ρ

(1)
k = ρ

(1)
k−1 + �ρ

ρ
(2)
k = ρ

(2)
k−1 − �ρ

(k = 1, 2, 3 · · · ) (2)

In Eq. (2), ρ
(1)
k−1 and ρ

(2)
k−1 are the weighted coefficients of the last discharging current

reference signal in channel 1# and channel 2#, ρ(1)
k and ρ

(2)
k are the weighted coefficients

of the current discharging current reference signal in channel 1# and channel 2#.
The initial weighted coefficient is weighted by the initial sampling values of the

battery pack voltage in channel 1# and channel 2#, as shown in Eq. 3

⎧
⎪⎪⎨

⎪⎪⎩

ρ
(1)
0 = U (1)

bat0

U (1)
bat0

+U (2)
bat0

ρ
(2)
0 = U (2)

bat0

U (1)
bat0

+U (2)
bat0

(3)
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In Eq. (3), ρ
(1)
0 and ρ

(2)
0 are the weighted coefficients of the last discharging current

reference signals in channel 1# and channel 2#; U (1)
bat0

and U (2)
bat0

are the initial battery
voltage sampling signals in channel 1# and channel 2#.

By multiplying the obtained current weighted coefficients ρ
(1)
k and ρ

(2)
k with the

given discharging-current ibat−ref output by the voltage controller, the given discharging-

current signals i(1)bat−ref and i
(2)
bat−ref of the battery pack in channel 1# and channel 2# can

be obtained, as shown in Eq. 4
{
i(1)bat−ref = ρ

(1)
k · ibat−ref

i(2)bat−ref = ρ
(2)
k · ibat−ref

(k = 1, 2, 3 · ··) (4)

The obtained reference signal of battery pack discharging current in each channel is
sent to the corresponding current controller, and the actual discharging current of each
channel is controlled by the corresponding current controller. To realize the adaptive
allocation of the discharging current of each channel battery pack according to the
battery performance, and ensure the stability of the BUS voltage VBUS .

4 Analysis of Experimental Results

The simulation model of 10 kW dual-channel DAB charge–discharge circuit is built.
The main parameters are as follows: the switching frequency is 40 kHz, the resonant
inductance is 2.3 µH, the bus-side filter capacitance is 88.6 mF, the battery-side filter
capacitance is 1mF, theDC isolation capacitor is 3.8µF, and turns ratio of the transformer
is 1:8. Battery voltage range is 40 V–60 V; Bus voltage range is 390 V–410 V; The
rated power is 10 kW, and the simulation model of the built 10 kW dual-channel DAB
charge–discharge circuit is shown in Fig. 6.
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Fig. 6. 10 kW dual-channel dual-active bridge charge–discharge circuit simulation model
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In the simulationmodel, the controlled voltage source is combinedwith the nonlinear
function programmed in the dynamic link library to simulate the characteristic curves
Ebat1 and Ebat2 of battery packs with different performance, as shown in Fig. 7.

1Ebat

2Ebat

Fig. 7. Characteristic curves simulating different battery performance

In the simulation model, the parameters of the fuzzy controller are designed as
follows: the input quantities of the fuzzy controller are U (1,2)

e and �U (1,2)
e , and their

basic discourse domains are {−1, 1} and {−0.2, 0.2},the corresponding fuzzy discourse
domains are {−2,−1, 0, 1,2}, and the quantization factors areK

U (1,2)
e

= 2 andK
�U (1,2)

e
=

10. The basic domain of the output�ρ of the fuzzy controller is {−0.5, 0.5}, the domain
of ambiguity is {−2, −1, 0, 1, 2}, and the scale factor is K�ρ = 0.25.

According to the above parameters, the simulation model based on dynamic link
library is built in PSIM simulation software, and the code is written by Visual Studio in
dynamic link library. Under the condition that the bus voltage is set to 400 V, when the
two battery packs with different battery performance, the dynamic voltage equalization
of the battery during discharge is simulated by comparing the discharge effect of the
fuzzy weighted controller and the traditional fixed-value weighted controller, as shown
in Fig. 8. In Fig. 8, Ebat1 and Ebat2 are the performance curves of the two battery
packs. V (1)

bat and V (2)
bat is the terminal voltage of the battery pack, I (1)bat and I (2)bat are the

battery discharging current, andVBUS is the bus voltage. Figure 8(a) shows the simulation
waveform of battery discharging with different battery performance when the traditional
weighted controller is used, and Fig. 8(b) shows the simulation waveform of battery
discharging with different battery performance when the fuzzy weighted controller is
used. By comparing the simulation waveforms, the fuzzy weighted controller proposed
in this paper shows that battery packs with different performance can achieve obvious
voltage balancing effect (finally realized V (1)

bat = V (2)
bat ); However, with the traditional

weighted controller, the variation trend of battery pack terminal voltage is still consistent
with the variation trend of battery performance, and it does not have the effect of voltage
equalization. The given current in the traditional weighted controller distributes the
given current of each channel according to the terminal voltage of the battery pack,
which does not play a role in regulating the battery performance. The given current of
the fuzzy weighted controller distributes the given current of each channel through the
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changing trend of the battery pack terminal voltage, which can inhibit the changing trend
of the voltage, to achieve the effect of dynamic voltage balancing on the battery pack
voltage, so as to extend the battery life. It can be seen that the simulation results verify
the effectiveness of the proposed fuzzy weighted controller in the paper, and the effect
of the fuzzy weighted controller is better than that of the traditional weighted controller
under the discharge conditions of two different performance battery packs.
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Fig. 8. (a) Discharge simulation waveforms of batteries with different performance using tra-
ditional weighted controllers. (b) Discharge simulation waveforms of batteries with different
performance using fuzzy weighted controller
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5 Conclusion

This paper studies the principle and design method of the fuzzy weighted controller
for battery discharge based on double-channel dual-active bridge. According to the
performance of the battery reflected by the actual voltage of the battery in each channel,
the weighted coefficient required for calculating the given discharging-current value in
each channel can be obtained by using the fuzzy weighted controller in this paper. By
multiplying theweighted coefficientwith the battery discharging current reference signal
output by the bus voltage controller, the battery discharging current reference signal of
each channel is obtained, and the actual discharging current of each channel is controlled
by the current controller. The fuzzy weighted controller adopted in this paper can finally
realize the dynamic voltage balancing when two different-performance battery packs
discharge, so it can prolong the service life of the battery, reduce the cost of the battery,
and improve the cost performance of the energy storage system. The intelligent weighted
control law of multi-channel battery discharge will be studied to realize the adaptive
allocation of multi-channel battery discharging current.
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Abstract. Automated surface defect detection is crucial for ensuring product
quality in industrial settings. This paper presents a multi-scale texture network
that addresses this challenge by effectively analyzing textures at various scales.
The proposed network incorporates a “Multi-Scale Texture Feature Processing”
module to generate multi-scale texture tokens for comprehensive surface analysis.
Additionally, a “Multi-Head Feature Encoding” mechanism captures local details
and global patterns, leading to improved accuracy. Besides, we introduce a multi-
scale perceptual loss function that guides training by optimizing images at different
scales while preserving perceptual similarity. Experimental results demonstrate
the effectiveness of our approach, offering high accuracy in automated surface
defect detection.

Keywords: Industrial Surface Defect Detection · Multi-scale · Texture Feature ·
Perceptual Loss

1 Introduction

In recent years, the demand for automated surface defect detection in industrial produc-
tion has been increasing [1, 2]. This is driven by the limitations of traditional manual
detection methods, which are time-consuming and prone to errors, resulting in over-
looked defects. Automated surface defect detection methods are superior to manual
methods as they leverage advanced technologies to enhance detection efficiency and
accuracy [3–5]. By automating this process, manufacturers can save time and effort in
quality control, resulting in increased productivity and cost savings.

For achieving accurate and automated surface defect detection, many works have
been attempted. For example,Wang et al. proposed a real-time steel surface defect detec-
tion approach with high accuracy on NEU-DET [6]. Lian et al. developed an enhanced
version of YOLOv4, namedYOLOv4-Defect, for detecting tiny surface defects in indus-
trial applications. This approach improved efficiency, accuracy, and reduced model size
and computation consumption [7]. Similarly, Xie et al. developed a feature-enhanced
YOLOalgorithm for industrial surface defect detection, surpassing state-of-the-artmeth-
ods in accuracy [8]. Addressing limited labeled data, Wang et al. introduced a few-shot
steel surface defect detection framework, achieving outstanding performance compara-
ble to models with abundant data [1]. Furthermore, Yeung et al. proposed FANet, an

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
D.-S. Huang et al. (Eds.): ICAI 2023, CCIS 2015, pp. 178–188, 2024.
https://doi.org/10.1007/978-981-97-0827-7_16

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-97-0827-7_16&domain=pdf
https://doi.org/10.1007/978-981-97-0827-7_16


Multi-scale Texture Network for Industrial Surface Defect Detection 179

efficient fused-attention model that achieved state-of-the-art results on NEU-DET and
GC10-DET datasets [9]. Liu et al. proposed an adaptive image segmentation network for
surface defect detection, outperforming existing approaches on multiple datasets [10].

Fig. 1. The main structure of the network.

Besides, for employing advanced techniques to enhance surface defect detection,
Jain et al. proposed a data augmentation framework for surface defect detection using
GAN-generated synthetic images, demonstrating improved performance compared to
existing methods [11]. Li et al. developed a deep learning model for steel surface defect
detection, achieving optimal accuracy on theNEU-DET dataset through the use of amul-
tiscale feature extraction module and efficient feature fusion [12]. Feng et al. developed
an algorithm using the RepVGG architecture with a spatial attention mechanism, out-
performing other algorithms in terms of precision, recall, and F1-score [13]. Wang et al.
proposed DRCDCT-Net, a network structure consisting of a Feature Attention Defect
module (FAD) and a Cross-Domain Joint Learning Defect module (CJLD), achieving
high precision in defect classification tasks with various sample data [14]. Li et al.
developed a hybrid CNN-T network for strip steel surface defect classification, which
outperformed pure Transformer networks and CNNs in terms of accuracy and efficiency
on the NEU-CLS dataset [15].

Although previous works have achieved satisfactory performance, there is a lack
of emphasis on the importance of multi-scale texture features in industrial automated
defect detection. These features provide valuable insights into surface characteristics
and patterns. By analyzing textures at multiple scales, the defect detection system gains
a comprehensive understanding of inspected surfaces, capturing both fine details and
global variations. This enables effective discrimination between defects and background
textures, even in the presence of complex surface textures. Furthermore, multi-scale tex-
ture features facilitate adaptability to different defect sizes and patterns, ensuring robust
detection in diverse production scenarios. Their integration enhances overall quality
control and product integrity.

In this paper, we propose a multi-scale texture network for automated surface defect
detection in industrial settings. To achieve this, our network incorporates a “Multi-Scale
Texture Feature Processing” module that generates multi-scale texture tokens. These
tokens enable the analysis of textures at different scales, providing a comprehensive
representation of the inspected surfaces. Furthermore, we introduce a “Multi-Head Fea-
ture Encoding” mechanism that allows the network to capture both local details and
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global patterns. By effectively integrating this information, the network can differenti-
ate between defects and background textures with improved accuracy. Additionally, we
propose a multi-scale texture perceptual loss function that guides the training process.
This loss function combines multi-scale cross-entropy losses and perceptual losses to
optimize the generated images at various scales while preserving perceptual similarity.

Overall, the main contributions of this paper could be summarized as:

– The proposed Multi-scale Texture Feature Processing module generates multi-scale
texture tokens, enabling texture analysis at various scales and efficiently enhancing
the network’s defect detection accuracy and effectiveness in industrial settings.

– We have designed a multi-scale texture perceptual loss function that combines
multi-scale cross-entropy losses and perceptual losses. This loss function optimizes
defect detection in industrial settings by achieving performance improvement across
different scales while maintaining perceptual similarity.

– Extensive experiments on the NEU-CLS dataset demonstrate that our proposed
network could gain competitive performance across different evaluation metrics.

The remainder of the paper is organized as follows:
Section 2 presents a comprehensive introduction to the main method employed in

our proposed network. Section 3 covers the experimental data, evaluation metrics, and
conducts a comprehensive analysis of different experiments. Finally, Sect. 4 provides
the conclusion and limitations of this work.

2 Method

2.1 Overview of the Framework

As depicted in Fig. 1, it presents an overview of the proposed network. Initially, the input
image undergoes “Multi-scale Texture Feature Processing” to extract texture features at
different scales, resulting in the generation of “tokens”. These tokens are then passed into
the “Multi-head Feature Encoding” module, where they undergo feature extraction to
capture intricate patterns and structures from the input image. Subsequently, themodel is
trained using the “Multi-scale Perceptual Loss” function, which measures the perceptual
similarity between the generated output and the ground truth across multiple scales.
Moreover, this loss function guides the optimization process and encourages the model
to generate visually similar images to the target images. Finally, the framework produces
the ultimate output: classification results based on the generated output from the model.
By combining multi-scale texture feature processing, multi-head feature encoding, and
multi-scale perceptual loss, the framework enhances the model’s ability to accurately
classify images.

2.2 Multi-scale Texture Feature Processing

An image, represented as a 2D discrete function f(x, y) with coordinates (x, y), can be
processed using Gabor filters. A Gabor filter is obtained by multiplying a sinusoidal
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wave with a Gaussian window, expressed in the spatial domain as:
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The Gabor filter parameters include wavelength (λ), orientation (θ ), phase offset
(ψ), standard deviation of the Gaussian window (σ ), and aspect ratio (γ ). To align the
Gabor filter with different orientations, the original coordinates (x, y) are transformed
by:

x′ = xcosθ + ysinθ (2)

y′ = −xsinθ + ycosθ (3)

By applying these transformations, the Gabor filter can capture texture features at
different angles within the image. Additionally, to extract texture features from an image,
multiple Gabor filters with different scales and orientations are applied. Each filter is
convolved with the image, resulting in a Gabor response image I(x, y′, λ, θ) given by:

I
(
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′
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)
= f (x, y) �= g
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′
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)
(4)

Next, for each I(x, y′, λ, θ), several features are extracted:
Mean: The average pixel value can be calculated using the formula:

FMean = 1

N

∑N

i=1
Ii (5)

Here, N represents the total number of pixels, and Ii denotes the value of the i-th pixel.
2. Variance: The dispersion of pixel values can be measured as:

FVariance = 1

N

∑N

i=1
(Ii − FMean)

2 (6)

3. Energy: The overall intensity or amplitude of the Gabor response image can be
determined by:

FEnergy =
∑N

i=1
Ii
2 (7)

4.Gradient: The gradientmagnitude and direction can be computed to capture texture
edges and details. This information is useful for identifying transitions or boundaries
within the image:

FGradient = atan2

(
∂Ii
∂y

,
∂Ii
∂x

)
(8)

Here, ∂Ii
∂x and ∂Ii

∂y are the partial derivatives of the Gabor response image I with respect
to the x and y directions. Afterwards, we define the concatenated features fλ as:

fλ = [
FMean,FVariance,FEnergy,FGradient

]
(9)
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Moreover, the multi-scale texture feature is constructed by:

FMS = Concat(f1, f2, f3 . . . fλ) (10)

where the value of λ is defined as:

λ = λmin + (i − 1) × 	λ (11)

here, 	λ is the stride, and λmin is set as 1, the value of i is calculated by dividing λmax
by 	λ and then rounding down to the nearest integer. By applying multi-scale texture
feature encoding, various texture characteristics of the image can be effectively captured
and utilized in the subsequent process.

2.3 Multi-head Feature Encoding

The multi-head feature encoding consists of three main steps: query, key, and value
calculation, attention score computation, and weighted sum operation. The process can
be described using the following formulas: Given input features FMS , , the query (Q),
key (K), and value (V) matrices are computed as follows:

Q = FMS .WQ (12)

W = FMS .WK (13)

V = FMS .WK (14)

Here, WQ, WK , and WK are learnable weight matrices that project the input features
into the query, key, and value spaces, respectively. Next, the attention scores (A) are
calculated based on the query and key matrices using a scaled dot-product attention
mechanism:

A = softmax

(
QKT

√
dk

)
(15)

where dk represents the dimensionality of the query and key matrices. Finally, the
weighted sum of the value matrix, based on the attention scores, gives the output of
the multi-head attention:

O = AV (16)

The output O represents the extracted features obtained from the multi-head feature
mechanism. By adopting the multi-head feature encoding process, it enables the model
to learn and leverage diverse information from different parts of the input feature space.
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2.4 Multi-scale Perceptual Loss

The multi-scale perceptual loss Ltotal consists of two components: the multi-scale loss
LMulti−Scale and the perceptual loss LMulti−Scale.

Ltotal = LMulti−Scale + LPER (17)

where LMulti−Scale is defined as:

LMulti−Scale = LS1 + LS2 + LS3 (18)

In this context, LS1, LS2, and LS3 represent the cross-entropy losses for the last three
layers, respectively. The cross-entropy CE loss measures the discrepancy between the
predicted outputs and the ground truth labels. The formulas for the cross-entropy losses
are as follows:

LS1 = CE(PS1,L) (19)

LS2 = CE(PS2,L) (20)

LS3 = CE(PS3,L) (21)

Here, PS1, PS2, and PS3 represent the predicted outputs at the last three layers, while L
represents the ground truth label or target. By adopting themulti-scale loss, it encourages
the model to capture both local and global details, ensuring accurate generation across
different levels of granularity. Moreover, the perceptual loss aims to optimize the visual
similarity between the generated output and reference images. It is computed by compar-
ing the feature outputs of the last layer of the network with a pre-trained ResNet’s last
layer features. By minimizing the discrepancy between these feature representations,
the model generates perceptually similar images. Mathematically, the perceptual loss is
expressed as:

Lperceptual = ‖FOutput − FResNet‖ (22)

where Lperceptual , representing the feature representation of the generated output. Simi-
larly, we denote ResNet Feature as FResNet , representing the feature representation of a
pre-trained ResNet network. Overall, the multi-scale perceptual loss function integrates
both the multi-scale loss and the perceptual loss to guide the training process. This
ensures that the model generates visually appealing and accurate images at multiple
scales.

3 Experiments

3.1 Dataset

The NEU-CLS dataset, obtained from Northeastern University, China, is employed to
evaluate our model’s performance. This dataset focuses on surface defects of hot-rolled
strip steel and comprises six distinct defect categories: crazing, inclusion, patches, pitted-
surface, rolled-in-scale, and scratches. Each defect category consists of 300 images
captured at a raw resolution of 200 × 200 pixels.
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3.2 Implementation Details

The model is implemented using the PyTorch framework on an experimental setup
comprising an Intel Core i7-10700K CPUwith a clock speed of 3.8 GHz (boosting up to
5.1GHz), 64GBRAM, and anNVIDIAGeForceGTX3080 graphics card. Themodel is
trained on the Ubuntu 16 operating system, with the data divided into an 80%training set
and a 20% validation set. The Adam optimizer is used for network optimization, and the
learning rate is adjusted using the cosine decay schedule method. In addition, the images
undergo resizing to a resolution of 256 × 256 pixels. To further improve the training
data, diverse data augmentation techniques are implemented, encompassing random
horizontal and vertical flipping, as well as subtle adjustments to the image contrast.

3.3 Evaluation Metrics

To evaluate the model’s performance, we first define True Positives (TP) as the number
of instances where the model correctly predicts the positive class. Similarly, we define
True Negatives (TN) as the number of instances where the model correctly predicts
the negative class. False Positives (FP) are the instances where the model incorrectly
predicts the positive class. Lastly, False Negatives (FN) are the instances where the
model incorrectly predicts the negative class. Based on these components, we can define
the evaluation metrics as follows:

Accuracy: This metric measures the overall correctness of the model’s predictions
by calculating the ratio of correctly predicted instances to the total number of instances
in the dataset.

Accuracy = TP + TN

TP + TN + FP + FN
(23)

Recall: It quantifies the model’s ability to correctly identify positive instances out of
all the actual positive instances in the dataset.

Recall = TP

TP + FN
(24)

Precision: It measures the proportion of correctly identified positive instances out of
all instances predicted as positive by the model.

Precision = TP

TP + FP
(25)

F1-score: The F1-score combines precision and recall into a single balanced metric.

F1 − score = 2 · (Precision · Recall)
Precision + Recall

(26)
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3.4 Comparisons with Different Components

Experimental evaluations were conducted to validate the effectiveness of three key com-
ponents in defect classification: Multi-scale Texture Processing (MSTP), Multi-head
Feature Encoding (MHFE), and Multi-scale Perceptual Loss (MSPL). For the network
structure without MSTP and MHFE, a pre-trained ResNet network was used as the fea-
ture extractor. Results are summarized in Table 1, revealing that the best performance
was achieved when all designed components were incorporated. It is worth noting that
among the different components tested, MSTP demonstrated the highest performance,
emphasizing the significant contribution of multi-scale texture information in defect
classification. The MSTP effectively captures texture information at multiple scales,
enabling the model to better discern and classify defects based on their textural charac-
teristics. Together, these experimental findings highlight the effectiveness of integrating
MSTP, MHFE, and MSPL components in defect classification.

Table 1. Comparisons with Different Components.

Method Accuracy (%) Recall (%) Precision (%) Fl-score (%)

+MSTP 98.05 95.77 97.32 98.15

+MHFE 97.15 97.33 96.42 96.51

+MSPL 97.32 98.02 97.12 96.21

Ours 98.91 100.0 98.30 98.27

3.5 Effectiveness of MUlti-scale Perceptual Loss

In the conducted experiments, the effectiveness of the MSPL component was evalu-
ated. Results presented in Table 2 demonstrated that utilizing the MSPL component
improved the generalization ability of the model, leading to the enhancement in clas-
sification accuracy. The MSPL effectively leverages the perceptual information present
in defect images to guide the training process, enabling the model to better capture the
visual characteristics that are important for accurate defect classification. Furthermore,
comparisons were made between the Multi-scale Loss LMulti−Scale and Perceptual Loss
LPerceptual components. It was observed that the LMulti−Scale yielded better performance
in terms of defect classification accuracy. This finding suggests that the multi-scale app-
roach is more effective in capturing and utilizing the perceptual information necessary
for accurate defect classification tasks.

3.6 Compared with Other Methods

In this section, we conducted a series of classification experiments to evaluate the per-
formance of our proposed method, comparing it with several other state-of-the-art clas-
sification methods including AlexNet, Vgg, ResNet, ResNeXt, VIT, ConvNeXt, and
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Table 2. Effectiveness of MUIti-scale Perceptual Loss.

Method Accuracy (%) Recall (%) Precision (%) Fl-score (%)

+LCE 98.12 95.89 98.02 97.12

+LMAlti−scale 98.55 98.92 98.11 97.90

+LPerceptual 98.22 97.82 98.12 97.55

+Ltotal 98.91 100.0 98.30 98.27

InceptionNeXt. The evaluation metrics used in our experiments were accuracy, recall,
precision, and F1-score. Our proposed method achieved competitive results in the clas-
sification experiments, outperforming all other methods with an accuracy of 98.91%, a
recall of 100.0%, a precision of 98.30%, and an F1-score of 98.27% (refer to Table 3).
These metrics affirm the effectiveness of our approach in accurately classifying samples
and highlight its superiority over the comparison methods.

Table 3. Compared with Other Methods.

Method Accuracy (%) Recall (%) Precision (%) Fl-score (%)

AlexNet [16] 96.21 93.02 98.25 98.25

Vgg [17] 97.02 97.67 96.49 96.49

ResNet [18] 97.12 95.35 98.26 98.24

ResNeXt [19] 98.15 97.67 98.25 98.25

VTT [20] 97.98 97.56 98.27 98.23

ConvNeXt [21] 98.03 97.67 98.24 98.25

InceptionNeXt [22] 98.12 97.69 98.52 98.28

Ours 98.91 100.0 98.30 98.27

4 Conclusions

In this paper, a multi-scale texture network is proposed for automated surface defect
detection in industrial settings. The network incorporates a “Multi-Scale Texture Feature
Processing” module, which generates multi-scale texture tokens to enable the analysis
of textures at different scales. To enhance the network’s ability to differentiate between
defects and background textures, a “Multi-Head Feature Encoding” mechanism is intro-
duced. This mechanism captures both local details and global patterns, allowing the
network to capture and encode the necessary information for accurate classification.

Furthermore, to guide the training process, a multi-scale texture perceptual loss
function is proposed. This loss function combines multi-scale cross-entropy losses and
perceptual losses. By optimizing the generated images at various scales while preserving
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perceptual similarity, the network is trained to produce accurate defect localizations
while maintaining visual fidelity. Experimental evaluations were conducted to assess
the performance of the proposed network. The results demonstrate its effectiveness in
automated surface defect detection, outperforming existing methods. In the future work,
we would extend our work on different datasets for evaluations.
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manuscript.
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Abstract. Numerous approximation methods have been developed to approxi-
mate both the kernel matrix and its inverse. We investigate one such influential
approximation that has recently gained popularity. However, our results indicate
that this approximation fails to address the ill-conditioning of the kernel matrix,
potentially leading to significantly large biases and highly unstable prediction
results.

Keywords: Ill-conditioning · Kernel Matrix · Mercer’s Theorem · Vecchia’s
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1 Introduction

Machine learning and statistical analysis are two intertwined fields of study thatmay both
rely on the utilization of kernel or covariance matrices. These matrices form the back-
bone of numerous algorithms and methods, providing an invaluable means to model the
underlying relationships and underpinning the powerful predictive capabilities of these
fields [2, 3]. The kernel matrix, in particular, is fundamental to kernel-based methods,
encapsulating the relationship between every pair of samples in a dataset.

However, as with all powerful tools, the use of kernel and covariance matrices is not
without its limitations and challenges. One significant issue arises when the dimension of
the matrix or the sample size becomes exceptionally large - the kernel matrix becomes
ill-conditioned [3]. This issue can deteriorate the numerical stability and accuracy of
the algorithms, causing substantial impediments to their computational efficiency and
predictive power.

Over the years, many solutions have been proposed to circumvent this problem,
aiming to improve the conditioning of the kernel matrix or devise alternative methods
that are less susceptible to this issue. Two key approaches that have gained significant
attention in the scientific community include low-rank approximation and the utility of
sparse matrices.

Low-rank approximation serves as a prevalent strategy to address the ill-conditioned
kernel matrix problem [4–8]. This method involves approximating the original kernel
matrix with a matrix of lower rank, preserving the most critical information while dis-
carding less significant details. Low-rank approximation has the potential to overcome
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the stability issue by effectively reducing the matrix’s dimensionality, which can lead
to more stable numerical computations. However, the accuracy of the approximation is
inherently dependent on the specific structure of the matrix.

Another major approach to dealing with large kernel matrices is to utilize sparse
matrices. Several methods have been proposed to leverage the computational efficiency
of sparse matrices. One such technique is covariance tapering, which approximates V
using a sparsematrix [9–11]. Studies have demonstrated that an appropriate taper leads to
asymptotically optimal interpolation and efficient estimation [9, 12]. Another approach
involves using block diagonal matrices for sparse covariance matrices [12–14].

More recently, there has been a burgeoning literature on sparse approximations to the
precision matrix [15–18]. This sparse approximation to the precision matrix, since there
is no need to invert the kernel matrix, is quite efficient computationally. However, an
issue that is notwell known is that this approximation does not overcome the ill-condition
issue.

The primary objective of this paper is to demonstrate how the sparse approximation
approach to precision matrices can lead to unstable outcomes, where minor changes
in observations may cause significant variations in results. The structure of the paper
is as follows: In Sect. 2, we examine findings indicating that kernel matrices become
ill-conditioned with large sample sizes, necessitating a more effective approximation
method for large kernel matrices. Section 3 delves into and describes the concept of
sparse approximation applied to precision matrices. Finally, in Sect. 4, we conduct
simulation studies to show that this sparse approximation approach fails to resolve the
issue of ill-conditioning. Consequently, it is prone to numerical instability, potentially
leading to considerable bias in parameter estimation.

2 Ill-Condition of Kernel Matrix

Asymmetric and positive definitematrix is considered ill-conditionedwhen its condition
number, which is the ratio of its largest eigenvalue to its smallest, becomes extremely
large. Although the eigenvalues and condition number of the kernel matrix have not been
extensively studied, we argue that when the sampling locations si represent independent
samples from a probability distribution, the implications of the random matrix theorem
suggest that the kernel matrix is likely to be ill-conditioned. We refer to [19] for further
details.

According to Mercer’s Theorem, when K is continuous, it can be expressed as
follows:

K(s, x) =
∞∑

i=1

λiφi(s)φi(x) (1)

where s and x belong to a compact subset D ⊂ Rd , λi ≥ 0 decrease to 0 as i → ∞, and
the functions φi(s) form an orthonormal system.

Given n points in D, s1, s2, . . . , sn, we denote by V the kernel matrix where the
(i, j) th element is K(si, sj). We define λn,i as the i th largest eigenvalue of V . When si
are an independent random sample drawn from a certain probability distribution, it has
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been conclusively proven that the ratio λn,i/n − λ approaches λi. Indeed, probabilistic
error bounds for the difference λn,i/n − λ have been provided by [20] and [21]. As a
result, we can definitively argue that the ratio λn,1/λn,i tends to infinity as both i and n
become increasingly large. Consequently, the kernel matrix V becomes ill-conditioned
as n grows. Since the precision matrix—the inverse of the kernel matrix—shares the
same condition number as the kernel matrix, it too becomes ill-conditioned when n is
large.

3 Sparse Approximation to Precision Matrix

Let si, where i = 1, . . . , n, be n points in Rd , and Y (si) represents observations corre-
sponding to these points. In spatial statistics, Y (si) represents observations at location
si. In machine learning, si may be a vector of input variables, and Y (si) denotes the
associated response variable. In many problems, the ultimate objective is to predict the
response at a new location or input denoted by s. We commonly interpret the observa-
tions Y (si) as a partial realization of a second-order stochastic process, characterized by
a covariance or kernel function K(s, x).

Assuming that all variables have mean 0, the best linear unbiased predictor for Y (si)
is given by the kriging equation:

Y
∧

(s) = k(s)′V−1Y (2)

Here, V is the kernel matrix, with its (i, j)-th element asK(si, sj). The vector k(s) =
(K(s, s1),K(s, s2), . . . ,K(s, sn))′, and Y is the vector of n observations.

ComputingV−1 requiresO(n3) operations,which can be computationally expensive.
However, a novel approach to directly approximate V−1 was proposed in [22] that
leverages a fundamental property of probability distributions.

The joint distribution can be expressed as:

p(Y ) = p(Y (s1))
n∏

i=2

p(Y (si)|Y (si−1), . . . ,Y (s1)) (3)

where p(·) denotes the probability density or conditional probability density. The condi-
tional densityp(Y (si)|Y (si−1), . . . ,Y (s1)) canbe approximate by the conditional density
of Y (si) given Y (sj) for j < i and sj in a neighborhood of si, denoted by Oi. Using this
approximation, p̃(Y ) is obtained as follows:

p̃(Y ) ≈ p(Y (s1))
n∏

i=2

p(Y (si)|Y
(
sj

)
, j < i, sj ∈ Oi) (4)

Since the variables are Gaussian, the right-hand side can be expressed as exp
(−Y ′QY /2), apart fromamultiplying constant.Consequently, thisQ serves as an approx-
imation to the precision matrix V−1 and is likely to be sparse if the neighborhood sizes
are small compared to the sample size n. This approach offers an efficient way to com-
pute V−1 without incurring the full computational burden of matrix inversion and is
particularly advantageous when dealing with large datasets.
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The matrix Q is naturally obtained as a product �′�, where � is a lower-triangular
matrix. This property allows for a straightforward calculation of the determinant ofQ by
multiplying its diagonal elements together. As a result, the approximation significantly
simplifies the computation of the Gaussian likelihood function, which is essential for
parameter estimation.

Analternative but equivalent formulationof this approximation is provided in [15, 18]
in terms of regression, whichwas called theNearest NeighborGaussian Process (NNGP)
approximation. Consider regressing Y (si) on Y (si−1),Y (si−2), . . . ,Y (s1), which yields
the following equations:

Y (s2) = b21Y (s1) + η2 (5)

Y (s3) = b31Y (s1) + b32Y (s2) + η3 (6)

. . . (7)

Y (sn) = bn1Y (s1) + · · · + bn,n−1Y (sn−1) + ηn (8)

Let Y (s1) = η1 and η = (η1, η2, . . . , ηn)′. It is clear that ηi are independent normal
random variables. Equations (5)–(8) can be equivalently written in matrix form as:

Y = BY + η (9)

or

(I − B)Y = η (10)

Then, we have:

V = (I − B)−1D(I − B′)−1 (11)

where D is a diagonal matrix representing the covariance matrix of η.
Therefore,

V−1 = (I − B′)D−1(I − B) = �′� (12)

where � = D− 1
2 (I − B) is a lower-triangular matrix.

Equation (12) is precise.WhenY (si) is regressed onY
(
sj

)
for sj ∈ Oi, it subsequently

substitutes B by another lower-triangular matrix B̃ whose rows have more 0 elements.
Then V−1 is approximated by

Q = (
I − B̃′)D−1(I − B̃

)

By leveraging this approximation, the likelihood function can be efficiently evaluated
without the need for inverting the full kernel matrix V . This not only reduces the com-
putational complexity but also improves the numerical stability of the calculations. The
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proposed approach offers a valuable tool for handling large datasets and conducting sta-
tistical inferences in scenarios where traditional methods may become computationally
infeasible.

In practical applications, implementing this approximation requires specifying the
particular ordering of the n locations and explicitly defining the neighborhoods. Address-
ing these two issues has been the subject of study in [16], which not only provided
numerical algorithms but also offered theoretical justifications to enhance the Kullback-
Leibler divergence, a measure often used in statistical inference. The findings presented
in [16] offer valuable insights and methodologies to enhance the practical applicability
of the sparse approximation to precision matrix, making it a powerful tool for various
statistical and machine learning tasks.

Empirical studies have demonstrated that the sparse approximation to the precision
matrix yields a matrix that closely resembles the actual precision matrix. However,
it also leads to an ill-conditioned matrix. Surprisingly, to the best of our knowledge,
there has been no prior investigation into this particular issue. While the implications of
ill-conditioning in numerical methods are well-known [23, 24], the specific effects of
the ill-conditioning of the precision matrix on kernel learning and statistical inferences
remain unexplored. The next section aims to address these gaps and investigate the
consequences of the ill-conditioned precision matrix on kernel learning and statistical
inferences.

4 Simulation Studies

The objectives of the simulation study in this section are (i) to numerically demonstrate
that the precision matrix given by the Vecchia approximation or the nearest neighbor
Gaussian process reviewed in the previous section becomes ill-conditioned when n is
significantly large and to elucidate the explicit effects this ill-conditioning has on both
parameter estimation and prediction, and (ii) to investigate the implications of the ill-
conditioning to numerical stability and parameter estimation.

The underlying process to be simulated is assumed to have mean 0 and a kernel from
the Matérn family

K(s1, s2) = σ 2

�(ν)2ν−1 (
‖s1 − s2‖

α
)
ν

Kν(
‖s1 − s2‖

α
)

where ‖s1 − s2‖ is the Euclidean distance between locations s1 and s2,Kν is a modified
Bessel function of the second kind with order ν. The parameters α > 0, ν > 0 controls
the decay in spatial correlation and the process smoothness, respectively. When ν = 0.5,
the covariance function reduces to the exponential covariance. The process become
smoother as ν increases and become differentiable in themean square sense when ν > 1.
Indeed, the process is [ν − 1] times differentiable where [x] denotes the integer part of
x > 0.

In the first simulation, the goal is to explore whether the Vecchia approximation
can alleviate ill-conditioning. Nine sets of parameter combinations are selected for the
simulation, representing varying degrees of correlation strength and process smoothness
(Table 1). The 10,000 locations at which the data are simulated are randomly generated
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from a uniform distribution on the unit square and remain constant across all parame-
ter combinations. Since the sampling locations are randomly selected, existing results
regarding the eigenvalues of the kernel matrix [20, 21] are applicable. As such, the kernel
matrix for the Matérn kernel becomes ill-conditioned when n is large.

For each parameter set, the corresponding covariance matrix is obtained, and its
eigenvalues are computed by the function eigen in R. The condition number is
subsequently taken as the ratio of the largest eigenvalue to the smallest eigenvalue.

The GpGP package in R is used to construct the approximate precision matri-
ces, implementing an efficient algorithm for the Vecchia approximation. Initially, the
locations are reordered using the maximum minimum distance ordering with the
order_maxmin function, according to the suggestion by [16]. Following this, the
find_ordered_nn function identifies neighbors for each location. A neighbor size
of 30 is chosen, as [15] indicates that a neighbor size of 10 can yield results nearly
indistinguishable from full models. Finally, the inverse Cholesky decomposition matrix
L of the covariance matrix is obtained with the vecchia_Linv function, and the
approximate precision matrix is constructed by the product L′L.

The results presented in Table 1 reveal that the NNGP approximation also suffers
from ill-conditioning when the true covariance matrix exhibits similar characteristics.
This is consistent with previous research, which has indicated that the condition number
of a covariance matrix tends to increase with higher values of the range parameter α and
the smoothness parameter ν [25–27]. Such increases lead to less accurate computation
of condition numbers. In fact, the ill-conditioning was so severe that the system failed
to compute the condition number when ν = 3.5, resulting in negative values.

Table 1. Condition Numbers (CN) of the true kernel matrix and the NNGP approximation

σ 2 α ν Effective Range CN (NNGP) CN (true)

1 0.05 0.50 0.150 2.84 × 105 2.81 × 105

1 0.10 0.50 0.300 1.98 × 106 1.96 × 106

1 0.15 0.50 0.449 5.71 × 106 5.65 × 106

1 0.20 0.50 0.599 1.15 × 107 1.14 × 107

1 0.30 0.50 0.899 2.83 × 107 2.81 × 107

1 0.05 1.50 0.237 2.44 × 1010 2.43 × 1010

1 0.10 1.50 0.474 6.38 × 1011 6.36 × 1011

1 0.15 1.50 0.712 3.86 × 1012 3.85 × 1012

1 0.05 2.50 0.296 1.28 × 1013 1.25 × 1013

1 0.10 2.50 0.592 1.25 × 1015 1.23 × 1015

1 0.15 2.50 0.888 2.15 × 1016 1.58 × 1016

The aim of the second simulation is to evaluate the impact of ill-conditioning on
estimation and prediction. While there are numerous ways to study this impact, we
adopt a simple and direct method here: we perturb the maximum observed value and
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examine the consequent effect on estimation and prediction. The perturbations involve
the addition of 0.01, 0.05, 0.1, 1, 2,multiplication by a factor of 0.5 and 2, and substitution
with the 90%, 95%, 99%quantiles of the observed data. Due to the intensive computation
required,we employ a single set of parameters (σ 2, α, ν) = (1, 0.1, 2.5)with an effective
range of 0.59 for the study. The simulation proceeds as follows.

Simulate n = 10000 locations from a uniform distribution on a unit square and
randomly divide the data set into no = 9900 observed locations and np = 100 predicted
locations. These locations remain fixed throughout the entire simulation process. At each
simulation step:

1. Simulate y1, ..., yn at the n locations. Divide them into observed data and predicted
data according to locations. For simplicity, assume y1, ..., yno are the observed data.

2. With the default settings in the GpGp package, estimate model parameters (σ 2, α)

using the function fit_model and the observed data y1, ..., yno .
3. Use the functionpredictions in the packageGpGp and the observed data tomake

prediction at the np locations. Calculate RMSE:

RMSE =
√√√√ 1

np

n∑

i=no+1

(yi − y
∧

i)
2 (13)

where y
∧

i represents the predicted value.
4. Change one value in the observed data set, the maximum, and repeat Steps 2 and 3

to compute the estimation and the prediction using the perturbated dataset.

The above steps are repeated 100 times. We then summarize the results for different
objectives. First, we investigate the sensitivity of the estimates to a minor alteration in
a single observation value. Our attention will be centered on the microergodic param-
eter θ = σ 2/α2ν[2]. This parameter can be consistently estimated, whereas the two
individual parameters σ 2 and α cannot, under the fixed-domain asymptotic framework
[28]. Moreover, it is established that the maximum likelihood estimator θ

∧

possesses an
asymptotic distribution of

√
n(θ

∧

− θ) ∼ N (0, 2θ2)[28, 29]. Consequently, it is more
insightful to examine how θ

∧

n is influenced by the ill-conditioning.
For each simulated dataset, we calculate the Maximum Likelihood Estimate (MLE)

of θ based on both the simulated data and the perturbed data (i.e., the dataset in which
the maximum observation has been modified according to various perturbations). The
bias and the root mean square error are reported in Table 2. It’s remarkable how a single
alteration in observation value can greatly bias the estimate. This phenomenon can be
attributed to the ill-conditioning of the kernel matrix. Therefore, the sparse Vecchia
approximation is extremely susceptible to outliers in the data.

To uncover the effect of perturbation on prediction, for each simulation, we calculate
the RMSE by Eq. (13) with and without perturbation and take the difference. The mean
andmedianof 100 suchdifferences are reported inTable 3.These results suggest that even
a minor perturbation to the maximum value can significantly impact linear prediction
outcomes. The heightened sensitivity of the prediction to minor changes in a single
observation value can be attributed to the ill-conditioning of the kernel matrix.
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Table 2. Bias and RMSE of MLE of microergodic parameter with and without perturbation

Bias (×104) RMSE (×104)

Unperturbed 0.0084 0.15

Add 0.01 2.31 5.82

Add 0.05 186.93 838.20

Add 0.10 779.45 6225.73

Add 1.00 27847.08 90231.28

Add 2.00 203503.68 784167.28

Multiply 0.50 56796.84 171042.91

Multiply 2.00 420850.22 1905289.82

90% quantile 27443.47 90226.73

95% quantile 22906.06 82514.15

99% quantile 2060.06 6951.45

Table 3. Mean and Median of difference between the prediction RMSE with perturbation and

RMSE without perturbation (scaled by 10−5)

Perturbation Median Mean

Add 0.01 0.02 5.34

Add 0.05 0.34 44.70

Add 0.10 0.36 24.66

Add 1.00 62.87 479.05

Add 2.00 251.70 1449.01

Multiply 0.50 48.90 719.48

Multiply 2.00 266.47 1295.43

90% quantile 66.79 498.72

95% quantile 29.82 475.09

99% quantile 4.59 169.14

Since the perturbation influences the parameter estimation, which in turn affects pre-
diction, the differences highlighted in Table 3 demonstrate the confounding effects of ill-
conditioning on both estimation and prediction. To isolate the impact of ill-conditioning
on prediction only, we repeat the simulation study without estimating the parameters,
and calculate predictions using the true parameter values. The results, detailing the dif-
ference between the RMSE with perturbation and the RMSE without perturbation, are
reported in Table 4. These differences are significantly smaller than those in Table 3.
However, considering that the variance of the process is 1, these differences are still
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considerably large. These results reaffirm that ill-conditioning can cause a significant
change even with a small alteration of a single observation value.

Table 4. Mean and Median of difference between the prediction RMSE with perturbation and

RMSE without perturbation(scaled by 10−5) while parameters are not estimated

Perturbation Median Mean

Add 0.01 0.01 0.90

Add 0.05 0.04 18.13

Add 0.10 0.09 30.80

Add 1.00 0.12 387.14

Add 2.00 0.38 706.66

Multiply 0.50 0.07 753.26

Multiply 2.00 0.09 1041.54

90% quantile 0.09 286.13

95% quantile 0.07 430.89

99% quantile 0.14 259.62

5 Conclusions

The ill-conditioning of the kernel matrix can induce numerical instability and an
increased bias for kernel methods. This issue is not extensively studied and may be
concealed in practical applications, such as the sparse Vecchia approximation, which
does not overcome this problem. When employing a large kernel matrix, it is advisable
to ensure the matrix is well-conditioned.
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Abstract. Deepfake technology has become a subject of concern due to its poten-
tial for spreading misinformation and facilitating deceptive activities. To address
these issues, various deepfake detection approaches have been developed with
similar training paradigms. Then a natural question is which parameters are crit-
ical to achieving better detection performance. This study aims to evaluate and
optimize the performance of existing deepfake detection systems by analyzing key
parameters in the training paradigm. Specifically, we systematically analyze four
crucial factors: image cropping, sampling rate, data augmentation, and transfer
learning. The impact of different image scopes, such as utilizing the entire image
or only the cropped face region, is investigated. We also explore how varying the
sampling rate and employing data augmentation techniques can enhance the diver-
sity of the training dataset. Additionally, transfer learning with pre-trained models
is leveraged to improve detection accuracy. Through comprehensive experiments
and evaluations of several popular and state-of-the-art detection methods, optimal
configurations within each factor are identified, providing valuable insights to
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1 Introduction

In the past few years, there has been a significant rise in the development of generative
models that utilize machine learning algorithms to create realistic images and videos
[6, 9, 10]. Among these models, deepfakes have received a lot of attention because
of their potential use in computer vision, including in fields such as special effects
production [28], gaming [18], and virtual reality [19]. With the ability to replace faces in
pictures or videos with those of other individuals, deepfake technology produces highly
convincing but entirely artificialmedia.However, this technology has also been exploited
for malicious purposes such as spreading misinformation or committing financial fraud,
causing mounting concerns about the future of information sharing and social trust [11].

In this study, our aim is to evaluate and optimize the performance of existing deepfake
detection systems by evaluating four key factors. These factors include image scope,
sampling rate, transfer learning, and a combination of data augmentation techniques
such as Mixup and Cutmix. Image scope refers to the decision of whether the detection
process focuses on the entire image or only the face region. The sampling rate determines
the frequency at which frames are analyzed for deepfake detection. Transfer learning
involves fine-tuning pre-trained models on new datasets to enhance their performance
in detecting deepfakes [22]. Additionally, we employ data augmentation techniques,
such as Mixup [26] and Cutmix [25], to increase the diversity of the training dataset.
These techniques involve merging pairs of images or regions within images to create
new samples with labels that are weighted averages of the original labels. The evaluation
of these factors provides valuable insights for improving the efficiency and effectiveness
of deepfake detection systems.

In summary, the proliferation of deepfake technology has introduced numerous pos-
sibilities in computer vision, but it has also raised substantial concerns regarding the
detection of manipulated media. This study aims to optimize the performance of exist-
ing deepfake detection systems by evaluating key factors that influence their effective-
ness. By systematically assessing different strategies related to image scope, sampling
rate, data augmentation, and transfer learning within these systems, we provide valuable
insights into enhancing their efficiency and accuracy. These findings contribute to the
ongoing efforts in terms of mitigating the harmful consequences of manipulated media
by improving the existing deepfake detection systems.

2 Related Work

With the rapid development of deep learning, the application of Generative Adversarial
Network [6] is more and more widely. There is a kind of application that can change
the face of a person in a video, which is called DeepFake technology. This need for
face manipulation is common in the production of special effects in movies, but the
cost of making special effects is very high, and special effects engineers who master
professional technology are needed. Deepfake can replace the specified face in a video
or a picture with the target face. It can achieve good results at a very low cost. Some
well-made deepfake videos can’t even be distinguished by the naked eye.
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2.1 DeepFake Creation

Deepfake creation is the process of manipulating videos to replace a person’s face with
another person’s face or a computer-generated face. Two popular technologies for cre-
ating deepfakes are Generative Adversarial Networks (GANs) and autoencoders [2].
GANs consist of two neural networks: a generator and a discriminator. The generator
network creates new images of faces, while the discriminator network tries to distinguish
between real and fake images. The process of usingGANs for deepfake creation involves
several technical steps. First, a dataset of images of the target person’s face is collected
and used to train the generator network. The discriminator network is also trained on a
separate dataset of images of the target person’s face, along with a dataset of images of
other people’s faces. Once both networks are trained, an image of another person’s face
is fed into the generator network to generate a new image of the target person’s face. The
discriminator network then tries to distinguish between the real and generated images
and provides feedback to the generator network on how to improve its output.

2.2 DeepFake Detection

Due to the negative effects of deepfake, it is necessary to give an automatic solution to
identifywhether the video is deepfake or not.Many researchers have done a lot ofwork on
how to identify deepfake videos automatically. Hand-crafting facial features such as eye
color and incomplete mirrors [12], 3D head poses [24], and facial expressions [1, 3] were
the subject of early face forensic work. These methods, on the other hand, do not scale
well to larger and more complex deepfakes. Researchers are using recent developments
in deep learning to automatically remove discriminative features for forgery detection
to solve this problem [13, 21]. Previous work, such as Xception [14], achieved state-of-
the-art by fine-tuning ImageNet-based models.

3 Methodology

This section outlines our method. Firstly, we present the four selected contrast variables
and explain why we chose them. Additionally, we describe our experimental setup and
the following evaluation criteria.

Regarding data preparation, the data used can either be the original image or the face
image processed by face extraction. We used the popular face detection model, MTCNN
(Multi-Task Cascaded Convolutional Neural Network) [27], which can detect faces and
their landmarks in images for data extraction during the experiment. Figure 1 illustrates
the results after applying MTCNN. We selected three different face extraction ratios
and compared their performance to determine which one could yield the best detection
results.

Secondly, when developing a detection model, it is necessary to consider either
single-frame models or multi-frame models. Single-frame models exhibit greater effi-
ciency in terms of processing speed and memory usage. However, multi-frame models
are capable of identifying discontinuities between frames.
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Fig. 1. Pipeline of data preprocessing

Considering the utilization of pre-trainedmodels is an important aspect. The training
duration of a neural network can vary from minutes to days, depending on factors such
as the dataset size and model parameters. The utilization of transfer learning improves
the efficiency of the model training process. Nevertheless, variations in the dataset can
impact the performance of the pre-trainedmodel. Consequently, conducting experiments
is necessary to evaluate the influence of transfer learning on deepfake detection.

Another crucial aspect to consider is the utilization of data augmentation techniques,
specifically Multiple Source Domain Adaptation (MSDA) methods like Mixup and Cut-
mix. Employing data augmentation methods addresses the issue of class imbalance
within the dataset and simultaneously enhances the dataset’s size.

We tested the four consideration factors we proposed on several single-frame and
multi-frame models and gave our recommended strategies based on the experimental
results.

3.1 Models

Through the conducted experiments, we confirmed the validity of the four hypothses.
To ensure the generalizability of the experimental findings, we conducted experme-
nts on both single-frame CNN (Convolutional Neural Network) and multi-frame CNN
models, with an image size of 224 × 224. The single-frame CNN models utilized are
SE-ResNeXt50 and [15]. SE-ResNeXt50 is a variant of ResNext [23] that incorporates
squeeze-and-excitation blocks [8] for dynamic channel-wise feature recalibration. SBI
adopts EfficientNet-b4 [17] as its classifier and trains the model with self-supervised
data. The multi-frame CNN models employed in the experiment include I3D [4], 3D
ResNet34 [7] andMC3 [20]. All of thesemodels utilize 3D convolutional filters to extract
spatial-temporal discriminative features. In contrast to the traditional single-frameCNN,
multi-frame CNNmodels are capable of capturing inter-framemotion information along
the temporal dimension. The CNN models were trained on the DFDC dataset using the
Adam optimizer, with an initial learning rate of 1e−5 and weight decay of 1e−6.
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3.2 Datasets

We test our methods on the Deepfake Detection Challenge (DFDC) dataset [5]. This is
a large dataset for the competition. This dataset consists of a large number of videos
containing human faces. The length of each video is ten seconds and 300 frames. In this
dataset, only 10% videos are real videos, and other videos are fake videos manipulated
by various deepfake methods based on the real videos. Therefore, it is an unbalanced
dataset.

In the data preprocessing stage, we used MTCNN to extract faces. For the problem
of imbalanced data sets, we down-sample fake data randomly in each iteration.

3.3 Metrics

Since we want to design a detection system, we only need to determine whether the
input video is real or is generated by deepfake technology. So the output of our system is
a number that represents the probability that the input video is real. Therefore, we used
the detection accuracy as an indicator to evaluate the effect of the model. The formula
is shown in Eq. 1

Accuracy = TP + TN

TP + TN + FP + FN
(1)

where TP, FP, TN , and FN indicate true positive, false positive, true negative, and false
negative respectively. The true positive is an outcomewhere the model correctly predicts
the positive class. Similarly, true negative is an outcome where the model correctly
predicts the negative class. False positive is an outcome where the model incorrectly
predicts the positive class. Additionally, the false negative is an outcome where the
model incorrectly predicts the negative class.

We use cross entropy loss in our training. The calculation method of cross entropy
loss is shown in Eq. 2

Loss = −1

n

∑n

i=1

[
yilog

(
yi
∧) + (1− yi)log

(
1− yi

∧)]
(2)

where n is the number of videos being predicted. yi
∧

is the predicted probability of the
video being fake. yi is 1 if the video is fake, 0 if real. log() is the natural logarithm.

4 Experiment

4.1 Experiment Setup

If not specified, all experiments in this section are conducted on a server with Intel(R)
Xeon Silver 4210R 2.4GHz 10-core processors, 188 GB of RAM, and two NVIDIA
RTX 3090 GPUs running Ubuntu 20.04 as the operating system.
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4.2 Whole Image vs. Clipped Image

We use the idea of hypothesis testing to conduct our experiments. This is a method
commonly used in statistics. First, we propose the null hypothesis h0 and alternative
hypothesis h1 as follows:

h0: Using the extracted face image is better than using the whole image in the
deepfake detection task.

h1: Using the whole image is better than using the extracted face image in the
deepfake detection task.

Experiment Design: The DFDC dataset is officially split into training, validation, and
test sets. We use the training set of DFDC dataset for training and adopt the validation
and the test sets for performance evaluation of the trained models. For multi-frame CNN
models, We conduct experiments on I3D [4], ResNet34 [7], MC3 [20] and SBI [15]
models respectively. We resize the image to 224*224 resolution and feed it into the
model. We choose Adam optimizer with an initial learning rate of 1e-3 and we choose
OneCycleLR [16] as our learning rate scheduler.We set epochs= 20, batch size= 8, and
train the model on two GPUs. For single-frame CNN models, we conduct experiments
on ResNeXt50 [23] with similar parameter settings. The pipeline of the training process
is shown in Fig. 2.

Results: The value of loss and accuracy is shown in Table 1. From the table, we can
conclude that the results on the extracted face image are better. So we accept the null
hypothesis: using the extracted face image is better than using the whole image. The
model using the whole image predicts similar results as a random guess since the loss is
greater than 0.693. So the model learned almost nothing from the whole image dataset
(Fig. 2).

Fig. 2. Pipeline of training models.

Analysis: The results are reasonable because deepfake focuses on facial manipulation,
so the main difference between a real image and a deepfake image is in the face area.
Therefore the process of extracting face usingMTCNN [27] increases the difference and
also eliminates the redundant information. So we get a better effect using the extracted
face image in the deepfake detection task. Because the whole image is too large, it is
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Table 1. Loss of different multi-frame models

Image Extraction multi-frame Models

Range I3D Resnet34 MC3 SBI

Extracted Image Expanded by 30% 0.377 0.296 0.218 0.762

Extracted Image 0.362 0.272 0.185 0.903

Extracted Image Reduced by 30% 0.383 0.311 0.244 1.010

Whole Image 0.706 0.634 0.692 /

difficult for the model to extract information from the whole image that is conducive to
identifying real and fake.

4.3 Discrete Frames vs. Consecutive Frames

First, we propose the null hypothesis h0 and alternative hypothesis h1 as follows:
h0: Using discrete frames is better than using continuous frames in the deepfake

detection task.
h1: Using continuous frames is better than using discrete frames in the deepfake

detection task (Table 2).

Table 2. Loss and Accuracy of 2D model

Image Extraction Range Loss Accuracy

Extracted Image 0.260 0.89

Whole Image 0.694 0.50

Experiment Design: We use the strategy of extracting one frame every five frames
to extract 60 frames for each video. Then adopting MTCNN to extract the face in the
image. We use the training set of the DFDC dataset for training, the validation, and the
test set to evaluate the performance of the trained models. In the model evaluation phase,
60 frames are extracted continuously and discretely for each video. The trained model
is used to infer the label and the binary Cross entropy loss value is calculated.

Results: The value of loss and accuracy is shown in Table 3. From the table, we can
conclude that the model performance evaluated on the validation set and the test set
are consistent. So we accept the null hypothesis: using continuous frames is better than
using discrete frames (Table 4).
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Table 3. Loss of different multi-frame models

Temporal Sampling multi-frame Models

Rate I3D Resnet34 MC3 SBI

Consecutive 0.362 0.272 0.185 0.903

Discrete 0.524 0.326 0.424 0.924

Table 4. Loss and Accuracy of 2D model

Max Frames Loss Accuracy

1 0.32 0.86

2 0.24 0.89

3 0.64 0.63

Analysis: Continuous frame means sampling at 30 frames per second, and discrete
frame sampling at 6 frames per second. This experimental result shows that the difference
between deepfake and real videos is more obvious at 30 Hz sampling rate than at 6 Hz
sampling rate, and the sampling rate is a factor that needs to be consideredwhendesigning
a deepfake detection system.

4.4 Pretrained Model vs. Model Trained from Scratch

First, we propose the null hypothesis h0 and alternative hypothesis h1 as follows:
h0: Using the pretrained model is better than using the training model from scratch

in the deepfake detection task.
h1: Using the pretrainedmodel is no better than using the trainingmodel from scratch

in the deepfake detection task.

Experiment Design: Firstly, we used clipped continuous images to train the model
from scratch. And then used the trained model from the first step to train our newmodel.

Results: The value of loss and accuracy is shown inTable 5. From the table,we conclude
that for different models, the impact of whether to use the pre-trained model is different.
So we accept the alternative hypothesis: using the pretrained model is better than the
training model from scratch in the deepfake detection task (Table 6).

Analysis: The result is reasonable, because the pre-training models of different models
may be trained on different datasets, and the gap between the dataset used for pre-training
and the deepfake data set may be different.
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Table 5. Loss of different multi-frame models

Transfer Learning multi-frame Models

I3D Resnet34 MC3 SBI

Train from Scratch 0.362 0.272 0.185 0.834

Pretrained Model 0.352 / / 0.903

Table 6. Loss and Accuracy of 2D models

Transfer Learning Loss Accuracy

Train from Scratch 0.693 0.50

Pretrained Model 0.260 0.89

4.5 Data Augmentation vs. Not use

First, we propose the null hypothesis h0 and alternative hypothesis h1 as follows:
h0: Using the data augmentation method is better than not using it (Table 8).
h1: Using the data augmentation method does not increase performance.

Experiment Design: We use CutMix and Mixup methods to augment the original
dataset. In CutMix augmentation, we cut and paste random patches between the training
images, where the ground truth labels are mixed in proportion to the area of patches in
the images. In Mixup augmentation, we implement linear interpolations of random pairs
of training images and proportionally mix their ground truth labels. Then we trained our
model on the augmented dataset.

Results: The value of loss and accuracy is shown in Table 7. From the table, we can
conclude that the results evaluated on the validation set and the test set are consistent.
So we accept the null hypothesis: using the Data Augmentation method is better than
not using it.

Table 7. Loss of different multi-frame models

Data Augmentation multi-frame Models

I3D Resnet34 MC3 SBI

Not use 0.362 0.272 0.185 0.903

Data Augmentation 0.325 0.373 / 0.793

Analysis: The augmentation ofCuxmix increases artifact localization ability bymaking
the model focus on less discriminative parts of the object being classified, and Mixup
guides the network to explore more fine-grained discriminative features.
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Table 8. Loss and Accuracy of 2D models

Data Augmentation Loss Accuracy

Not use 0.383 0.88

Data Augmentation 0.260 0.89

5 Discussion

Our study explores several factors that impact the accuracy and efficiency of deepfake
detection systems, including image scope, sampling rate, transfer learning, and data
augmentation techniques. By comparing different strategies, we aim to identify the most
effective approaches for detecting deepfakes and improving the overall performance of
deepfake detection systems.

One key finding of our study is that the scope of the image analyzed significantly
affects the accuracy of deepfake detection systems. Our results indicate that analyzing
only the face region of an image provides a higher accuracy rate than analyzing the entire
image. This is likely due to the fact that deepfake techniques primarily manipulate facial
features rather than the entire image.

Another finding of our study is that data augmentation techniques, including Mixup
and Cutmix, can significantly improve the performance of deepfake detection systems.
By combining pairs of images or regions within images, these techniques create new
sampleswithweighted averages of the original labels, which improves the generalization
and robustness of the deep learning models. Our experiments show that Cutmix, which
involves combining regions within images, is particularly effective in improving the
accuracy of deepfake detection.

Finally, we find that transfer learning, which involves fine-tuning a pre-trainedmodel
on a new dataset, can improve the performance of deepfake detection systems. This
approach enables the model to learn from a larger and more diverse dataset, improving
its ability to detect deepfakes. Our results show that transfer learning with a pre-trained
face recognition model can significantly improve the accuracy of deepfake detection
systems.

6 Conclusion

In conclusion, our study demonstrates that deepfake detection is a challenging task
that requires careful consideration of several key factors. By evaluating the impact of
image scope, sampling rate, transfer learning, and data augmentation techniques on the
performance of deepfake detection systems, we provide valuable insights into effective
strategies for detecting deepfakes.

Our findings suggest that analyzing only the face region of an image, employing data
augmentation techniques such as Cutmix, and using transfer learning with a pre-trained
face recognitionmodel can significantly improve the accuracy and efficiency of deepfake
detection systems. These insights can inform the development ofmore effective deepfake
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detection methods and contribute to mitigating the potential harm caused by deepfakes
in society.
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Abstract. The prediction interval of the Principal Component Regression (PCR)
model is usually based on some strong distributional assumptions. To overcome
this drawback, this study extends a prediction interval estimation method by con-
sidering a condition of distribution-free. Six different prediction interval estima-
tion methods are developed for constructing prediction intervals for PCR models.
The simulated and real data experiment results show that the developed meth-
ods perform better than some state-of-the-art methods. This study can enrich the
tools of PCR model prediction and statistical inference and is significant for data
analysis.

Keywords: Principal component regression · Prediction intervals ·
Distribution-free · Jackknife

1 Introduction

Data analysis has undergone significant changes in recent years with the rapid develop-
ment of data collection technology and computing technology. Data with large dimen-
sions and relatively small sample sizes is often obtained. Let n represent the sample
size, and p represent the corresponding feature number of the sample. Data with “large
p small n” or “large n large p” characteristics is called high-dimensional data. This type
of data is generated in many fields, such as bioinformatics, finance, weather forecast-
ing and satellite imagery. High dimensional data often features high dimensionality and
high correlation between data, making traditionalmachine learning or statistical learning
methods no longer applicable. Dimensionality reduction is a commonly used method to
analyze high-dimensional data.

Principal Component Regression (PCR) is a commonly used method for dimen-
sionality reduction in machine learning. Although the PCR model is widely utilized for
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point estimation (prediction) of unknown response variables, a particular error exists
between the predicted value and the real value due to the presence of a large amount
of noise, and the established model merely approximates the real model. Measuring the
closeness between real and predicted values has always been significant in data analy-
sis. The prediction interval is an effective analysis method for measuring the degree of
approximation between predicted and real values.

Many scholars have proposed a variety of methods for constructing prediction
intervals. For example, Patel [1] reviewed methods for constructing prediction inter-
vals in 1989, and many important methods for constructing prediction intervals have
been proposed since then. For example, the pivotal methods proposed by Cox [2] and
Barndorff-Nielsen et al. [3].

While numerous methods have been proposed to construct prediction intervals, most
are based on strong distribution assumptions. Additionally, because the statistical proper-
ties of parameter estimation for PCRmodels have not been fully studied, the construction
of prediction intervals for PCR models based on distribution hypothesis has yet to be
thoroughly investigated. At the same time, the statistical inference method based on
strong distribution assumptions needs revision to verify whether the assumed distribu-
tion is suitable when analyzing real data. All these issues make it more challenging to
estimate the prediction interval of the PCR model.

In recent years, some renowned statisticians have investigatedmethods for construct-
ing prediction intervals under distribution-free conditions. For instance, Stine [4] and
Efron [5] employed the Jackknife method to estimate the interval of response variables,
demonstrating its efficacy in reducing estimation errors. However, the Jackknife method
may lose its predictive coverage when the modeling method is unstable. Therefore, Bar-
ber et al. [6] improved the Jackknife method and introduced the Jackknife + method,
which incorporates the leave-one-out method. When the model is stable, the Jackknife
+ method can achieve higher coverage with similar lengths to the Jackknife method.
Notably, the Jackknife + method exhibits greater stability when the model is unstable,
employing a leave-one-out regression model instead of a full one. Additionally, Barber
et al. [6] proposed the Cross-validation + (CV+) method, which partitions the train-
ing dataset into L subsets to obtain L leave-one-out block models. When L equals the
number of samples n, , the Jackknife + can be considered a special case of the CV +
method. Kim et al. [7] combined the advantages of ensemble learning and the Jack-
knife + method, introducing the Jackknife + after-bootstrap (J + aB) method, which
utilizes available bootstrapped samples. Lin et al. [8] proposed the leave-one-bag-out +
(LOBO+) method, which extracts a certain proportion of samples by equally returning
them. The LOBO + method is stable and can generate more residuals, enhancing the
accuracy of themodel. However, the estimation of prediction intervals for the PCRmodel
under distribution-free conditions has yet to be explored. Motivated by the aforemen-
tioned studies, this paper introduces several prediction interval construction methods
under distribution-free conditions into the PCR model. The proposed method is applied
to analyze medical data, and its advantages are demonstrated by comparing numerical
results with several different prediction interval construction methods. The results show
that the proposed method has been well applied, enriching the statistical inference tools
for PCR model prediction.
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The main results of this paper can be summarized as follows: (1) Our method offers
a means to construct PCR prediction intervals without assuming data distribution; (2)
Our method proves to be suitable for diverse types of data, including high- and low-
dimensional data, and is applicable in real data analysis; (3) Our method has better
performance, with higher coverage and shorter interval length. Furthermore, our method
can be extended to more types of real data analysis.

2 Notation

μ(x) = E(Y |X = x), x ∈ Rp is the regression function. μ̂(x) is the estimate of μ(x)
obtained by the sample. μ−D(x) represents the regression function after the subsample
D is subtracted, and μ̂−D(x) represents the estimate of the regression function obtained
by subtracting the sample from the subset D. Ri = |Yi − μ̂(xi)|, i = 1, 2, ..., n is the
fitting residual.R−i = |Yi−μ̂−D(xi)| represents the residual obtained after removing the
subset D. When the number of samples in the subset is 1, it is called the leave-one-out
method. R−i represents the residual obtained after subtracting the i sample. Qn,α{Ri}
and Qn,1−α{Ri} are the α-quantile and 1− α-quantile of sequence R1,R2, ...,Rn, where
α is the mis-coverage level.

3 Theory and Algorithm

Consider the linear regression model

Y = Xβ + ε,

where X is a n×p data matrix, Y is a single response vector of n×1, β is the regression
coefficient, and ε is a random error vector of size n × 1 with N (0, σ 2).

To estimate β, the PCR method is used in this paper, and the estimation formula of
the PCR regression coefficient is as follows:

β̂k,PCR = V (VT
∑

x

V )−1VTσxy,

where β̂k,PCR is a p × k matrix, V = (ξ1, ..., ξk) is the eigenvector of the x covariance
matrix, and k is the number of components.

The following subsections will introduce the theory and algorithm of several
prediction interval estimation methods.

3.1 The Jackknife Method

The Jackknife method is proposed to avoid the overfitting problem. Algorithm 1
introduces the leave-one-out method, which consists of three main steps.
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Jackknife uses the quantile of residual sequence obtained by the leave-one-out
method instead of the naive method to solve the problem of overfitting, which can
improve estimation accuracy and achieve higher coverage. However, the defect of the
Jackknife method is that the coverage of calculations could be lower when the modeling
method is unstable.

3.2 The Jackknife +method

As shown in Algorithm 2, Barber et al.6 proposed the Jackknife + method based on the
Jackknife method.
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Jackknife + is an improved version of Jackknife. Compared with the Jackknife
method, the Jackknife + method uses μ̂−i(X ) obtained by the leave-one-out method
instead of estimating the predicted value μ̂(Xn+1) of the sample point Xn+1, which
overcomes the defect of the Jackknife method.

3.3 The Cross-Validation + (CV+) Method

The CV + method is a generalization of the Jackknife + method. The main steps of the
CV + method are shown in Algorithm 3.

Compared with the Jackknife + method, one advantage of the CV + method is that
the computational cost is much lower than that of the Jackknife+method when L << n.
However, the CV + method has a longer prediction interval because it removes a larger
subset and uses fewer sample points in the training dataset when establishing the PCR
model.

3.4 The Jackknife + -After-Bootstrap(J + aB) Method

The J+ aB method proposed by Kim et al. [7] combines the advantages of the Jackknife
method and ensemble learning, and its algorithm consists of four steps.
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The J + aB method provides a framework for quantifying the uncertainty in set
prediction. It also provides prediction intervals with limited sample coverage.

3.5 The Leave-One-Bag-Out + (LOBO +) Method

Lin et al. [8] proposed the LOBO + method based on the empirical distribution of the
leave-one-bag-out prediction error, which has four steps shown as Algorithm 5.
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Themodel prediction results obtained by the LOBO+method aremore accurate and
stable. With the increase in sample size and repetition times, the prediction error infor-
mation obtained is more accurate, and the prediction error estimation is more accurate
than other similar methods.

3.6 Evaluation Index

Two evaluation indexes are used to evaluate the performance of different prediction
interval constructionmethods: coverage rate and interval length. The coverage rate refers
to the probability that the true value of the test dataset falls into the prediction interval.
The higher the coverage rate, the more the true response value falls into the prediction
interval. However, the prediction interval cannot be infinitely long. Otherwise, the true
valuewill fall into the prediction interval. So, interval length is used to solve this problem,
which is the value of the right endpoint of the forecast interval minus the left endpoint.

The coverage rate is calculated by

P(Yn+1 ∈ Ĉ(Xn+1)) ≥ 1 − α,
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where Ĉ(Xn+1) ⊆ R is the mapping of Xn+1 to a prediction interval containing
the true response value Yn+1. The coverage rate is based on the training dataset
(X1,Y1), ..., (Xn,Yn) and the test dataset (Xn+1,Yn+1).

The interval length is calculated by

Ln = bn − an,

where an and bn are the left and right endpoints of the interval.

4 Analysis of Simulation and Real Experiments

In this section, the performance of six different prediction interval construction methods
will be compared using simulation experiments and real-world data. Each experiment
will be repeated 40 times, and the results will be averaged to ensure the accuracy of the
experimental results. Figure 1 shows the flow of the work done in this article, and the
calculation formulas take the naive method as an example.

Fig. 1. Experimental flow chart

4.1 Simulation Experiments

4.1.1 Simulation Data

The experimental process of the simulated data is as follows: firstly, samples with sample
size n and dimension p are randomly generated as training datasets to establish PCR
models, and 100 samples with the same distribution are regenerated as test datasets to
calculate coverage rate and interval length. The number of sample n and dimension p
affect the high or low dimensionality of the data. The population covariance matrix has
an autoregressive structure ρ|i−j|, where ρ is the correlation coefficient. These three
parameters will affect the results of the experiment, so the different values of these three
factors are considered as follows:

1. n = 50;
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2. p = 300;
3. ρ = 0(uncorrelated), 0.9(highly correlated).

There are 2 different simulation settings, and it is generally accepted that the coverage
level of 1 − α = 0.9 is better.

4.1.2 Analysis of Simulation Experiments

The results of the simulation experiments are shown in Fig. 2. The vertical coordinate
is the coverage rate or interval length values of different methods, and the horizontal
coordinate is the component number. All results are based on 40 simulation experiments
and expressed as the mean ± standard deviation of 40 experiments.

Fig. 2. Part of the simulation results

According to the simulation experiments, we can get the following conclusions:

1) For two simulation experiments, the performance of the naive method is the worst,
and the coverage rate is the lowest, which does not reach the 0.9 level.

2) The coverage rate and interval length of Jackknife, Jackknife +, and the J + aB
methods are similar, reaching or close to the level of 0.9, in which the curves of
Jackknife and Jackknife + almost coincide in some cases.

3) The coverage rate of the CV + method is the highest, basically reaching 0.9 level,
and the interval length generated is also the longest, indicating that the CV+method
is more conservative than the other methods;

4) The coverage level of the LOBO + method is higher than other methods except the
CV + method.
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4.2 Real Experiments

In this section, the performance of different prediction interval methods is compared by
three real-world datasets, and all results are expressed as the mean ± standard deviation
of 16 experiments.

4.2.1 Real-World Datasets

Dataset 1: COX-2 Activity Dataset. Each independent variable of the sample point
corresponds to a descriptor, and the dependent variable is the enzyme’s activity. This
dataset consists of 462 sample points, each with 225 variables. In this experiment, two
hundred thirty-one samples are used as the training dataset, and 231 samples are used
as the test dataset.

Dataset 2: Fathead Minnow Acute Aquatic Toxicity Dataset. It contains several data
frames and consists of 322 compounds that are experimentally evaluated for toxicity.
The experiment used one of the AquaticTox_Lcalc data frames; each sample represents
a compound, each independent variable corresponds to a descriptor, and the dependent
variable is the toxicity result. This data frame consists of 332 sample points, each with
23 variables. In this experiment, 166 samples are used as the training dataset and 166
samples are used as the test dataset.

4.2.2 Analysis of Real Experiments

According to the results of Fig. 3, it can be seen that the naive method yields the low-
est coverage rate and the shortest interval length, exhibiting a decreasing trend with
the increase in the number of components, accompanied by significant standard devi-
ations. In contrast, the remaining five methods demonstrate relatively good coverage
performance, all approaching 0.9. Generally, the LOBO + method outperforms others,
achieving a coverage rate of 0.9 with favorable interval length and standard deviation,
indicating superior stability. The Jackknife method also attains a higher coverage rate,
reaching the 0.9 level, but with a higher standard deviation, indicating poorer stability.
Notably, when the number of components is large, the coverage rates and interval lengths
of Jackknife, Jackknife+, and the J + aB methods are very similar, with the curves of
Jackknife and Jackknife + nearly overlapping.

Fig. 3. Coverage probability and the interval length of the COX-2 Activity dataset

In Fig. 4, it is evident that the naive method exhibits the lowest coverage rate, failing
to reach the 0.9 level. The CV+method attains amaximum coverage rate of 0.9, with the
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longest interval length. The performance of Jackknife, Jackknife+, J+ aB, and LOBO+
is comparable. Specifically, the coverage rates of J + aB and LOBO + reach 0.9, while
certain components of Jackknife and Jackknife + fall short of this threshold. Notably,
the interval length of J + aB is lower than that of the other three methods.
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Fig. 4. Coverage probability and the interval length of the AquaticTox dataset

5 Conclusion

In this paper, we introduce a distribution-free prediction interval construction method
to enhance the PCR model. The performance of various prediction interval construction
methods is assessed through simulations and real experiments. The experimental results
show that the naïve method exhibits the poorest performance, with prediction accuracy
significantly below the standard. Notably, among allmethods, both theCV+method and
the LOBO + method demonstrate superior performance, nearly reaching the specified
level. The CV + method boasts a higher coverage rate, while the LOBO + method
exhibits greater stability.
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Abstract. Recently, with the development of social and economic levels and peo-
ple’s pursuit of quality of life, tourism has become the first choice for more and
more people. However, the traditional travel agency-based tourism method has
also begun to expose some problems. However, with the development of machine
learning and big data technology, personalized recommendation systems have
become more and more important, which also provides us with new ideas to solve
this problem. This paper therefore explores the application of spatial clustering
algorithm and collaborative filtering algorithm in tourist attraction recommen-
dation. This algorithm can not only mine the geographical location information
of tourist attractions, but also analyze and study the data connections between
users and attractions, and use these data to make personalized recommendations,
providing more considerate and convenient services for travel planning.

Keywords: personalized recommendation · clustering algorithm · collaborative
filtering · tourism

1 Introduction

Smart tourism research has recently highlighted the importance of recommender sys-
tems. The vast amounts of transaction data generated by the tourism industry provide
critical insight into tourist consumption behaviors and patterns [1]. Tourism has a signif-
icant multiplier effect on the economy, making it one of the industries with the highest
impact [2]. Tourism is a vast and thriving industry in our modern era. In 2022, the United
Nations’ World Tourism Organization reported that over 900 million tourists embarked
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on international travel [3, 4]. The revenue from the tourism industry exceeded 4 tril-
lion yuan, and it is still in a stage of steady development. The proliferation of tourism
websites and social networks has led to a massive influx of data and comments, poten-
tially resulting in information overload [5, 6]. Personalized recommendation systems
effectively alleviate the issue of information overload [7, 8]. Recommender systems are
widely utilized to offer personalized recommendations to users based on their prefer-
ences, interests, and observed behavior towards items [9–11]. Sometimes tourists may
not know if an attraction will meet their expectations or preferences before they visit it. If
the attraction does not align with what they were hoping for, they may feel disappointed
or dissatisfied. Tourists can rely on system-adjusted tourist attraction recommendations,
taking into account ratings from previous visitors, to avoid disappointment and simplify
their decision-making process when choosing tourist destinations [12, 13].

Geographic information refers to data represented spatially or geographically, and
the systems used to store, retrieve, analyze, and display such data have various defini-
tions [14, 15]. It is important to highlight that, thanks to the development of positioning
technology, geographical location information has become ubiquitous in social network
services. The advancement of wearable sensors connected to smart devices enables the
collection of diverse information about users [16, 17]. For example, from its inception in
2004 to January 2018, Flickr’s database has stored a total of 6.47 billion photos. These
photos usually contain information such as geographical location, shooting time, and
tag text, which can be used to reconstruct tourists’ movement trajectories and analyze
the travel of different tourists, model and recommend tourist attractions that tourists are
interested in. Current travel recommendationmethods include two types: general recom-
mendation and personalized recommendation. Modern recommender systems now offer
suggestions across multiple media formats, encompassing audio, text, visual (images),
and videos [18, 19], using media data for personalized travel recommendations has
become a new method of travel recommendation services and has great application
prospects.

2 System-Related Theories

2.1 Introduction of Django Framework

Django is a Python-based open-source web application framework that adheres to the
Model-View-Controller (MVC) design pattern, enabling developers to quickly build
high-quality web applications. Django supports multiple database backends including
MySQL, PostgreSQL, SQLite, and more. Its advantages include ease of learning, exten-
sibility, maintainability, and high security. Django enhances website and application
security by preventing various attacks like XSS, CSRF, SQL injection, and clickjacking
[20]. As a result, Django has become one of the most popular frameworks for Python
web development.

2.2 MySQL Database

MySQL is a platform-independent, secure, reliable, and highly efficient database. It is
developed and implemented by MySQL AB [21]. Due to its small size, fast speed, and
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the cost-saving benefits of open-source code, MySQL has been widely adopted by small
to mid-sized companies.

2.3 System Architecture

The overall structure of a recommendation system is illustrated in Fig. 1.

Fig. 1. The architecture of recommendation system

2.4 Collaborative Filtering

Collaborative filtering algorithm utilizes users’ historical behavior data to analyze their
interests and preferences, accordingly recommend relevant items to the users. Collab-
orative filtering typically models using a matrix consisting of m items and m users.
However, this matrix is often sparse because not all users have rating data for all items.
In such cases, we need to predict the rating relationships between blank items and data
based on the existing sparse data. Subsequently, the system recommends items with the
highest predicted ratings to users.

2.5 Map LBS

In the context of Location-Based Services (LBS), map information, GIS services, and
infrastructures play a crucial role as essential support services [22]. Based on the EXIF
information stored in the photos, the GEO information of each scenic spot photo is
obtained first, as shown in Fig. 2. Then, by combining the latitude and longitude infor-
mation with the API interface provided by Baidu Maps, it is easy to find the location of
the scenic spot on the map and query its specific information, as shown in Fig. 3.
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Fig. 2. Data Processing

Fig. 3. The architecture of our system

3 Methods

3.1 DBSCAN Clustering Algorithm

The DBSCAN algorithm, as a prominent density-based clustering method, exhibits
excellent clustering outcomes in various applications [23]. The DBSCAN algorithm
employs a straightforward approachwhere it randomly selects an unclassified core object
as a seed, identifies all density-reachable sample sets from this core object, and forms a
clustering cluster. This process is repeated by selecting another unclassified core object
to find density-reachable sample sets, resulting in additional clustering clusters. This
process continues until all core objects have a category, as shown in Table 1 and Fig. 4:
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Table 1. The DBSCAN Clustering Algorithm

Algorithm 1: DBSCAN Clustering Algorithm

Input: Dataset , neighborhood parameters (ϵ, MinPts), sample dis-

tance metric Output: Clustering partition C

Output: Clustering partition C

1 Initialize the set of core objects , initialize the number of clusters k = 0, 
initialize the set of unvisited samples , set clustering partition .

2 For j = 1, 2, ..., m, perform the following steps to find all core objects:
Use the distance metric to find the ϵ-neighborhood subset for 
sample 
If the number of samples in the subset satisfies ,
add sample to the set of core objects: .

3 If the set of core objects , then terminate the algorithm. Otherwise, pro-
ceed to step 4.

4 Select a random core object o from the set of core objects Ω. Initialize the 
current cluster core object queue , set category index k = k + 1, ini-
tialize the current cluster sample set ,, update the set of unvisited sam-
ples .

5 If the current cluster core object queue , then the current cluster 
is complete. Update the clustering partition . Update the set of core 
objects . Go to step 3.

6 Select a core object from the cluster's core object queue . Identify all 
ϵ-neighborhood subsets based on the specified distance threshold ϵ. Allow

. Update the current cluster sample set . Update the 
set of unvisited samples . Update . Go to 
step 5.

7 Output the result: Clustering partition .

3.2 ALS Matrix Factorization

Collaborative filtering introduces a matrix factorization technique that supports incom-
plete rating matrices without the need for imputation. This approach achieves excellent
recommendation accuracy. In Spark MLlib, there is an implementation of collaborative
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Fig. 4. Description of the performance of DBSCAN

filtering based on ALS (Alternating Least Squares) matrix factorization. ALS (Alternat-
ing Least Squares) is a powerful matrix that captures the latent features linking users
and items in their interactions [24].

The core assumption of ALS is that the rating matrix A is approximately low-rank,
which means that a rating matrix Am×n can be approximated by the product of two
smaller matrices Um×k and Vn×k :

Am×n ≈ Um×kV
T
n×k , k � m, n (1)

If we interpret ratings as similarity measures, then the rating matrix Am×n can be
approximated by the product of user preference feature matrix Um×k and product feature
matrix Vn×k .

We use the feature vector ui of the i-th user in the user preference featurematrixUm×k
and the feature vector vj of the j-th product in the product feature matrix Vn×k to predict
the rating aij in the rating matrix Am×n. The loss function for the matrix factorization
model can be expressed as follows:

C(U,V) =
∑

(i,j)∈R
[
(
aij − uiv

T
j

)2 + λ(u2i + v2j )] (2)

Once we have the loss function, we can discuss the optimization methods. Then we
use Alternating Least Squares (ALS) to optimize the loss function.

4 Results and Presentation

4.1 DBSCAN Clustering Effectiveness

Taking a dataset of 38,293 photos in Beijing as an example, the DBSCAN clustering
results with different parameters are shown in the Table 2.
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Table 2. DBSCAN Clustering Results with Different Parameters

ε minPts clusters noise rate

0.0004 15 422 37.20

0.0006 15 380 31.45

0.001 15 320 26.12

0.002 15 244 15.30

0.004 15 120 7.02

When ε = 0.001 and minPts = 15, the clustering results for each province are as
shown in Table 3, and the clustering results are projected on Baidu Maps as shown in
Fig. 5.

Table 3. Clustering Results for Different Provinces

province data cluster noise rate province data cluster noise rate

Macao 5954 37 11.79 Guizhou 946 15 51.37

Hong Kong 65953 381 19.27 Zhejiang 5894 80 51.55

Taiwan 272237 2462 20.32 Anhui 1742 22 53.45

Shanghai 31561 249 23.11 Chongqing 2368 28 53.76

Beijing 38228 333 25.16 Chongqing 1988 16 54.1

shaanxi 5450 77 31.69 Heilongjiang 886 13 54.95

Hainan 1461 15 35.25 Sichuan 5954 59 55.06

Jiangxi 1129 16 40.06 Hubei 2138 26 56.8

Tianjin 1347 20 42.57 Nei Monggol 1181 13 59.2

Fujian 3028 46 43.07 Henan 977 15 61.29

Guangdong 12462 155 46.01 Hunan 1510 19 62.47

Tibet 4543 56 47.23 Shandong 2507 23 62.73

Jiangsu 6562 87 47.71 Gansu 1207 15 66.44

Jilin 748 9 47.94 Gansu 756 9 70.64

Jilin 1335 22 49.03 Xinjiang 1967 21 70.96

Yunnan 6326 76 49.94 Hebei 1354 12 74.33

GZAR 4147 54 50.27 Ningxia 48 0 100
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Fig. 5. The projection of clustering results on Baidu Maps is shown in the figure below

4.2 System Navigation Interface

Our system’s final functional interface is shown in Fig. 6. By clicking on the "Upload
Photos" option in the navigation bar at the top of the system, users can select and upload
their own travel photos to their album. The uploaded photos can also be deleted if needed.

Based on the GEO information extracted from the user’s uploaded photos, we
perform clustering analysis and utilize a collaborative filtering algorithm built upon
ALS matrix factorization to provide personalized recommendations for attractions. For
users who haven’t uploaded any travel photos, we can still offer high-quality attrac-
tion recommendations to effectively address the cold start problem and enhance user
experience.

Furthermore, we integrate the API of Baidu Maps to facilitate route planning for
our travel. This feature allows us to provide services such as restaurant and hotel
recommendations as well.
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Fig. 6. System Navigation Layout

5 Conclusion

Throughout this paper, we have developed a user-oriented tourism attraction recommen-
dation system. In this system,we use theYFCC100Mdataset as our source photo dataset
and store the data using MySQL database. The system is developed using the Django
framework to ensure ease of use and operability. Personalized attraction recommenda-
tions are provided to users through DBSCAN clustering algorithm and collaborative fil-
tering algorithm based on ALSmatrix factorization.With this system, we aim to provide
a more thoughtful, convenient, and efficient way for travel planners to solve problems
related to travel planning and satisfy people’s expectations and needs for travel.
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Abstract. In today’s interconnected digital landscape, Security Information and
Event Management (SIEM) systems play a vital role as the frontline defense
against cyber threats, providing prompt detection of the most common cyber-
threats. As Denial of Service (DoS) and Distributed Denial of Service (DDoS)
attacks remain among the most challenging hazards for organizations worldwide,
their quick and effective detection is amajor concern. This research paper explores
innovative methods to enhance the effectiveness of rule-based SIEM systems in
detecting DoS and DDoS attacks. The SIEM rule sets are augmented leveraging
Association Rule Mining (ARM), a data mining technique for uncovering hidden
relationships within dataset’s features. By identifying and applying association
rules to network traffic data, our methodology aims to strengthen SIEM rules,
ultimately leading to more accurate DDoS attack detection.

Keywords: SIEM · DoS Attacks · Association Rule Mining · Benchmark
Datasets · Rule-based Systems

1 Introduction

In an increasingly interconnected digital landscape, the importance of Security Infor-
mation and Event Management (SIEM) systems cannot be overstated. SIEM systems
serve as the first line of defense against cybercrime, as they are in charge of monitoring
networks and systems for signs of intrusion and malicious activity [1–3]. Among the
threats that organizations face, Denial of Service (DoS) and Distributed Denial of Ser-
vice (DDoS) attacks represent a persistent and disruptive menace [4, 5]. These attacks
flood target systems with malicious traffic, rendering them unresponsive and causing
significant downtime, financial losses, and reputational damage [6].

The sheer scale and sophistication of contemporary cyber threats have necessitated
the evolution of SIEM systems. While traditional rule-based SIEM systems have been
instrumental in detecting known patterns of attacks, their adaptability and accuracy in
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handling evolving threats, such as DoS andDDoS attacks, have been called into question
[7, 8]. In particular, as shownby the latestENISAThreatLandscape (ETL), there has been
a “significant rise on attacks against availability, particularly DDoS, with the ongoing
war being the main reason behind such attacks” [9]. Effective DDoS attack detection is,
therefore, paramount for the security and operational continuity of modern enterprises.
For the aforementioned reasons, this research paper delves into the realm of enhancing
the effectiveness of rule-based SIEM systems in DDoS detection. To fortify the rule sets
used by SIEM systems, an innovative approach leveraging Association Rule Mining
(ARM), a data mining technique that seeks to discover hidden relationships and patterns
within datasets, is proposed. By identifying and applying association rules to network
traffic data, the proposedmethodology aims to bolster the discriminatory power of SIEM
rules, leading to more accurate DDoS detection. The present research revolves around
the need for SIEM systems to evolve and adapt in the face of evolving cyber threats [10].
While rule-based systems have served as dependable supporter in network security,
the dynamic nature of DoS attacks demands a more adaptive and nuanced approach
[3]. The fundamental issue lies in the ability to discern between legitimate network
traffic and malicious DoS or DDoS attacks in real-time [11], a challenge exacerbated
by the ever-evolving tactics of cyber adversaries [12]. The proposed solution combines
Machine Learning (ML) and ARM to improve traditional rule-based SIEM, supporting
the definition of reliable and accurate detection rules.

The main contribution can be summarized as follows.

– Integration of ARM: The concept of integrating ARM into the rule creation process
of SIEM systems is introduced. By discovering hidden associations and correlations
within network traffic data, the accuracy of rule-based DDoS attack detection is
increased.

– EnhancedDiscriminationCriteria: Thepresent approach results in the identificationof
more precise discrimination criteria, enabling SIEM systems to differentiate between
benign and malicious traffic with increased accuracy.

– Experimental Validation: Comprehensive experimental results are presented to val-
idate the effectiveness of the proposed methodology. Through rigorous testing on
real-world datasets, significant improvements in DDoS attack detection accuracy are
demonstrated in comparison to traditional static rules.

The remainder of this paper is organized as follows. Section 2 provides an overview
of related work. Section 3, showcases the materials and methods used in our research.
Section 4 details the experimental setup, including datasets, parameter settings, and
results, while Sect. 5 provides a comprehensive discussion of the obtained results
and the implications of the proposed approach, including limitations and areas for
future research. Finally, Sect. 6 offers a conclusion summarizing the key findings and
contributions of the research.

2 Related Works

SIEM systems have been the subject of discussion and research in recent years [13–15],
highlighting the importance of SIEM solutions in cybersecurity, especially in critical
infrastructures and corporations, and remarking the need for early detection and response
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to cyberattacks.Multiple research works have proposed the usage ofML to enhance DoS
and DDoS detection [16–18], for the benefits brought in terms of pattern recognition,
real-time detection, and continuous learning.

Among the related works, [19–21] discuss the usage of rule-based systems in various
application domains of cybersecurity. As shown in the literature, ARM offers a valuable
toolkit for enhancing cyber incident detection, optimizing alert management, and reduc-
ing false positives. In [22], the authors investigate the integration of associative rules into
SIEM systems to bolster the detection of cyber incidents. Their approach incorporates
fuzzy sets theory and data mining techniques to construct associative rules based on
an analysis of cyber incidents. In [23], the focus shifts towards the utilization of data
mining, specifically sequential rule mining, in the analysis of intrusion detection alerts.
The primary objective is to reduce the volume of alerts received by security profes-
sionals. The work presented in [24] addresses the common issue of false positive alerts
generated by intrusion detection systems. The study proposes a novel network security
Intrusion Detection System (IDS) framework that leverages Modified Frequent Pattern
(MFP-Tree) with the K-means algorithm in detecting various attacks, including DoS.
The authors of [25] present a correlation approach to SQL Injection Attack detection,
improving the ability to spot those attacks. The authors of [26] introduce a method for
mining association rules from multi-source logs to identify various intrusion behaviors
in cloud computing platforms.

In comparison to existing literature, the proposed approach aims to provide support
to traditional rule-based SIEM systems in the definition of static discrimination criteria.
While the usage of ARM and rule-based SIEM is widespread across different contexts,
the present research introduces a novel integration of ARM into the context of rule-based
SIEM systems. Major novelties are the definition of a methodology for the definition
of highly accurate detection rules, backed by experimental evaluation tailored, but not
limited, to DDoS detection. In comparison with rules defined based on correlation anal-
ysis, the ones defined after ARM show a significant improvement in terms of Precision,
Recall, F1-Score, and Accuracy. The present research also opens the door to future
developments in real-time and adaptive security systems.

3 Materials and Methods

This section details the materials and methods employed in the present research, includ-
ing the application of ARM and the fundamentals of SIEM systems, with a specific
emphasis on rule-based systems. Finally, the applied method along with the improved
SIEM rules are presented.

3.1 Association Rule Mining

ARM is a powerful data mining technique widely utilized in various domains, including
cybersecurity, for discovering hidden patterns and relationships within large datasets.
In the context of this research, ARM plays a pivotal role in enhancing the discrimina-
tory criteria of traditional rule-based SIEM systems. The application of ARM can be
summarized as follows.
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– Dataset Selection: The first step has consisted in the selection of appropriate network
traffic datasets for analysis. The choice of datasets, such as CICIDS2017 [27] and
CICFlowMeter Dataset [28], wasmade based on their relevance to the focus onDDoS
attack detection.

– Data Preprocessing: Before applying ARM, essential data preprocessing steps have
been conducted to ensure the quality and suitability of the datasets, and consis-
tency among them. This included handling missing values, removing duplicates,
and addressing class imbalance issues through techniques like Synthetic Minority
Over-sampling Technique (SMOTE) [29].

– Feature Selection: To streamline the analysis and reduce dimensionality, the Selec-
tKBest feature selection method from the scikit-learn library has been employed.
SelectKBest utilizes univariate statistical tests, such as ANOVA F-value, to identify
the most relevant features for our analysis.

– ARM Algorithm: For ARM, the APRIORI algorithm has been employed.
– APRIORI is a classic algorithm for association rule discovery, that efficiently

identifies correlations between attributes in the dataset.
– Association Rule Discovery: the APRIORI algorithm has been applied to the prepro-

cessed datasets, resulting in the identification of association rules that describe rela-
tionships between different features. These rules provide insights into the behaviors
and patterns associated with network traffic.

3.2 SIEM and Rule-Based Systems

SIEM systems are central to the present research, serving as the foundational framework
for the development and testing of the proposed rule-based approach for DDoS attack
detection.

A SIEM system typically consists of several essential components, including data
collection agents, event correlation engines, a database or storage repository, and a user
interface for monitoring and reporting. These components work together to collect, pro-
cess, and analyze security events and logs from various sources within an organization’s
network. Event correlation is a crucial function of SIEM systems. It involves the analysis
of incoming security events to identify patterns or sequences that may indicate poten-
tial threats. In rule-based SIEM systems, correlation rules play a central role in such a
process.

Rule-based systems are responsible for defining the logic that determines how secu-
rity events should be processed and classified. These rules are typically crafted based on
domain knowledge, known attack patterns, and heuristic analysis. The present research
aims to enhance the effectiveness of these correlation rules through the integration
of association rules derived from ARM. In particular, the SIEM presented in [30] is
enhanced, extending the authors’ previous research.

3.3 Proposed Innovative Methodology for Rule-Based DDoS Detection with Rule
Discovery

The applied method is formalized as follows. The experiments focus on DDoS attacks
detection for a proof-of-concept approach, but the same methodology can serve a wider
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scope, as the core concept is the analysis of hidden discrimination criteria within traf-
fic. Let X represent the set of features in the generic original dataset Di, and let y =
{DDoS,BENIGN} be the corresponding labels. The aim is to identify xrule and use it as
discrimination criteria between DDoS and BENIGN samples. ARM is applied to Di to
generate a set of detection rules. The application of such rules leads to the creation of a
set of SIEM-labelled datasets Dsi.

As shown in Eq. 1, to minimize the number of mislabelled samples, the difference
between the original labels y and the SIEM labels yDsi must be minimized.

xrule ∈ X : minxrule|yDsi\y| (1)

To test the proposed methodology, the CICIDS2017 dataset [27] (D1) and the
CICFlowMeter Dataset [28] (D2) have been employed. In particular, the APRIORI
algorithm has been applied to D1 and D2 to mine the most correlated features with
the target variable (DDoS), and discover hidden relationships between features. For D1,
an interesting rule has been found between the following features: BwdPacketLength-
Mean (mean packet length observed in the backward direction), FwdPacketLengthMean
(average length of packets in the forward direction), and InitWinBytesForward (record
of the initial window size in bytes for forward traffic flows at the beginning of network
communication sessions). ForD2, the rule mining returned a hidden correlation between
the following features: SrcPort (the source port number), ActiveMean (mean duration of
active communication session), and FwdIATTot (cumulative total of inter-arrival times
for forward traffic flow). Two different sets of SIEM-labelled datasets, Ds1 and Ds2,
have been created according to the refined rules defined after the ARM analysis. The
logic behind the creation of each of the SIEM-labelled datasets is formalized in the
following paragraphs. To test the impact of considering the association rules in the defi-
nition of static correlation rules for the SIEM, three different versions of Ds1 have been
considered. The three versions are the results of the correlation rules shown in Eq. 2,
Eq. 3, and Eq. 4. In the equations, the features BwdPacketLengthMean and FwdPack-
etLengthMean are represented as BPLengthMean and FPLengthMean respectively, for
the sake of brevity. Among the rules, Eq. 2 has been the best rule defined throughout past
experiments, without the usage of data rule mining, and it has been used as the control.
The feature BwdPacketLengthMean has been chosen as a key feature for the rule as it
was the most correlated one with the DDoS label. The parameters Threshold1 (T1) and
ThresholdMultiplier (TM) constitute threshold values for the considered features, and
their definition is explained in detail in Sect. 4.

yDs1 =
{
DDoSifBPLengthMean ≥ T1

BENIGN otherwise
(2)

yDs1 =
{
DDoSifBPLengthMean ≥ TMxFPLengthMean

BENIGN otherwise
(3)

yDs1 =

⎧⎪⎪⎨
⎪⎪⎩

DDoSifInitWinBytesForward = 256
or

BPLengthMean ≥ TMxFPLengthMean
BENIGN otherwise

(4)
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Having obtained the association rules, Eq. 3 and Eq. 4 have been defined. It has
been observed that, for D1, only DDoS instances had a specific value for InitWinBytes-
Forward. As suggested by the association rules, this has been a key feature for highly
accurate detection. To validate the proposed approach, a second set of datasets Ds2 has
been created. The correlation rules employed in the generation of Ds2 follow the same
approach described previously, and are shown in Eq. 5, Eq. 6, and Eq. 7.

yDs1 =
{
DDoSifFwdIATToT ≥ T2

BENIGN otherwise
(5)

yDs1 =

⎧⎪⎪⎨
⎪⎪⎩

DDoSifFwdIATToT ≥ T2

or
ActiveMean > ε

BENIGN otherwise

(6)

yDs1 =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

BENIGNifSrcPort ∈ Whitelist
DDoSifSrcPort ∈ Blacklist

or
FwdIATToT ≥ T2

or
ActiveMean > ε

BENIGN otherwise

(7)

where theWhitelist and Blacklist sets have been defined by identifying all the ports that
were exclusive forBENIGNandDDoS instances respectively. The parameterThreshold2
(T2) and ε constitute threshold values for the considered features, and their definition is
explained in detail in Sect. 4.

4 Experimental Setup and Results

This section shows the details of the experiments conducted, including the Datasets
employed, parameters setting, and results.

4.1 Datasets

To test the proposed approach, the CICIDS2017 dataset [27] and the CICFlowMeter
Dataset [28] have been employed. The CICIDS2017 is a well-recognized benchmark
dataset designed for evaluating IDSs and Intrusion Prevention Systems (IPSs) against
sophisticated and evolving network attacks. The choice of this dataset was motivated by
its careful addressing of the shortcomings of other datasets, which suffer from outdated
information, lack of diversity, and anonymization of critical data. Both datasets provide
a realistic representation of real-world network traffic captured from Packet Capture
(PCAPs) data, as they include a variety of benign background traffic and various attack
scenarios. In line with the topic of this research, only the DDoS attack subset along
with the benign traffic captured in that scenario have been utilized for this experiment.
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Given the imbalanced nature of the original datasets, an initial pre-processing phase was
implemented, leveraging the SMOTETechnique as an effective strategy for ameliorating
data disproportionality [29]. Records containing missing values and duplicates were
discarded. In order to facilitate an accurate comparison of identical samples across
different analyses, an auxiliary attribute comprising a distinct index for each data instance
was incorporated into the datasets. It is essential to note that this index attribute was
excluded from the feature set, recognizing that its role was solely for identification
purposes and it bore no relevance to the process of inferential analysis.

4.2 Parameter Settings

To conduct the experiments and implement the proposed methodology effectively, sev-
eral parameters needed to be defined. The present section outlines the key parameter
settings used throughout the research.

Feature Selection Parameters. For the dimensionality reduction, the datasets were
processed with scikit-learn’s SelectKBest, and the individual scores for each feature
were analyzed to identify the most relevant features. SelectKBest performs a univariate
statistical test using the Analysis of variance (ANOVA) F-value between the labels and
the features. The top 14 features were selected. This value was chosen after observing
a significant drop in feature scores beyond this point, indicating that these 14 features
were the most relevant. The correlation between features has also been studied to avoid
redundant features and only select the most representative ones.

Association Rule Mining Parameters. The APRIORI algorithm has been employed
for discovering association rules in the considered datasets. The Minimum Support
Threshold controls the minimum frequency or occurrence of an itemset in the dataset
for it to be considered in the rulemining process. The authors experimentedwith different
support thresholds, including 0.1, 0.05, and 0.01, to observe the impact of varying support
levels. TheMinimumConfidenceThreshold determines theminimum level of confidence
required for an association rule to be considered relevant. Different confidence thresholds
have been tested, such as 0.7, 0.8, and 0.9, to assess the impact on rule discovery.

SIEMParameters. For defining SIEM correlation rules, specific threshold values were
set based on the association rules. These threshold valueswere derived from the statistical
properties of the selected features and the discovered association rules. In particular, in
Eq. 2, the T1 parameter has been set equal to the mean value of BwdPacketLengthMean
for all the DDoS samples of the original dataset. To define a suitable value for the TM
parameter shown in Eqs. 3 and 4, multiple approaches have been considered. Ultimately,
the optimal value has been obtained by calculating the average BwdPacketLengthMean
to FwdPacketLengthMean ratio for DDoS instances. This value was set to optimize the
discrimination between DDoS and benign traffic. In Eq. 5, the Threshold2 T2 parameter
has been set equal to the mean value of FwdIATTot for all the DDoS samples of the
original dataset. In Eqs. 6 and 7, the ε parameter is defined as shown below (Eq. 8):

ε → 0 (8)

This value has been selected as threshold for the ActiveMean parameter as it has
been observed that only benign flow had an average duration of the session close to zero.



Effective Rules for a Rule-Based SIEM System 243

4.3 Results

This section shows how association rules have provided significant support in the defini-
tion of more accurate correlation rules for the considered SIEM system. The results are
summarized in Table 1 and Table 2. In particular, a comparison is provided between the
static rules defined prior to the usage of ARM, and the ones defined using the proposed
methodology.

Table 1. Summary of classification reports for SIEM-labelled dataset Ds1 implemented using
different correlation rules. Equations 2 has been defined prior to the ARM application, based on
correlation analysis. Equation 3 and 4 have been derived from ARM.

Correlation Rules Precision
BENIGN

DDoS Recall
BENIGN

DDoS F1-Score
BENIGN

DDoS Accuracy

Equation 2 (before
ARM)

0.73 0.96 0.97 0.64 0.83 0.76 0.8

Equation 3 0.73 0.99 1 0.63 0.84 0.77 0.81

Equation 4 1 0.99 0.99 1 0.99 0.99 0.99

Table 2. Summary of classification reports for SIEM-labelled dataset Ds2 implemented using
different correlation rules. Equation 5 has been defin7ed prior to the ARM application, based on
correlation analysis. Equation 6 and have been derived from ARM.

Correlation Rules Precision
BENIGN

DDoS Recall
BENIGN

DDoS F1-Score
BENIGN

DDoS Accuracy

Equation 5 (before ARM) 0.73 0.88 0.91 0.66 0.81 0.75 0.79

Equation 6 0.76 0.88 0.91 0.71 0.83 0.79 0.81

Equation 7 0.87 0.93 0.93 0.86 0.90 0.89 0.90

5 Discussion

The primary objective of this research was to enhance the effectiveness of rule based
SIEM systems in DDoS attacks by integrating ARM. The presented findings suggest
that this approach has yielded substantial improvements in the accuracy of DDoS attack
detection. The association rules discovered through ARM provided valuable insights
into the hidden relationships and patterns within network traffic data. These rules served
as a foundation for creating more precise correlation rules in the SIEM system. The
results, as demonstrated in Tables 1 and 2, showcase a remarkable enhancement in the
system’s ability to distinguish between benign and malicious traffic in comparison to
static SIEM rules, defined without the knowledge brought by ARM.
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Notably, the correlation rules derived from association rules, particularly Eq. 4 and
Eq. 7, achieved near-perfect precision and recall values. This suggests that by incorpo-
rating association rules, SIEM systems can significantly reduce false positives and false
negatives, thereby enhancing overall effectiveness in detecting DDoS attacks.

5.1 Limitations

While the present research shows promising results, it is essential to acknowledge certain
limitations that should be considered. In particular, dataset specificity could constitute a
threat to validity, as the effectiveness of the proposed approach may be influenced by the
choice of datasets. The authors utilized the CICIDS2017 and CICFlowMeter datasets,
which, while comprehensive, may not cover all possible network scenarios. Addition-
ally, it is possible that different DoS and DDoS attacks would lead to other network
patterns, affecting the correctness of the defined rules. Further evaluation on a broader
range of datasets is warranted. A further limitation is constituted by parameter tuning.
The determination of optimal parameters, such as threshold values in correlation rules,
relies on domain knowledge and empirical observations. More advanced techniques
for automatic parameter tuning could be explored to further optimize the performance.
Additionally, as network traffic data volumes continue to grow, the scalability of the
proposed approach may become a concern. Efficient methods for handling large-scale
network datasets should be investigated.

5.2 Future Work

Building upon the foundations laid in this research, several avenues for future work
emerge, such as real-time implementation. Extending the present approach to operate in
real-time environments is essential. Developing a real-time SIEM system that integrates
association rules for on-the-flyDDoS attack detectionwould be a valuable advancement.
Also, Investigatingmethods for dynamically adapting correlation rules based on evolving
network conditions and threat landscapes is crucial. An adaptive rule-based SIEMsystem
that self-adjusts its rules in response to emerging threats would be highly desirable.
Finally, expanding the scope of research to address multi-class classification challenges
beyondDDoS attacks could provide amore comprehensive security solution. Identifying
and distinguishing between various types of attacks would be a valuable addition.

6 Conclusion

The present research has explored and demonstrated the potential of ARM as a valuable
tool for enhancing the accuracy of rule-based SIEM systems in the context of DoS/DDoS
attacks detection. By leveraging association rules derived from network traffic data, the
authors refined the correlation rules used in their SIEM system, resulting in signifi-
cantly improved precision, recall, and F1-score values. Notably, some correlation rules
achieved near-perfect accuracy in distinguishing between benign and malicious traffic,
highlighting the effectiveness of the proposed approach. While certain limitations exist,
such as dataset specificity and scalability concerns, the experimental results provide
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insights for future advancements in real-time, adaptive rule-based SIEM systems. The
integration of ARM into SIEM represents a promising avenue for strengthening network
security and mitigating the impact of evolving cyber threats.

Acknowledgement. This research has received funding from the European Union’s Horizon
2020 Research and Innovation Programme under Grant Agreement No 101020560 CyberSEAS,
and from the Industrial Cyber Shield (ICS) No C83C22001460001 project funded by INAIL. The
content of this publication reflects the opinion of its authors and does not, in any way, represent
opinions of the funders. The European Commission and INAIL are not responsible for any use
that may be made of the information that this publication contains.

References

1. Tariq, A., Manzoor, J., Aziz, M.A., Tariq, Z.U.A., Masood, A.: Open source siem solutions
for an enterprise. Inform. Comput. Secur. 31(1), 88–107 (2022)

2. Fakiha, B.S.: Effectiveness of security incident event management (siem) system for cyber
security situation awareness. Indian J. Forensic Med. Toxicol. 14(4) (2020)

3. Sheeraz, M., et al.: Effective security monitoring using efficient siem architecture. Hum.-
Centric Comput. Inf. Sci. 13, 1–18 (2023)

4. Khader, R., Eleyan, D.: Survey of dos/ddos attacks in iot. Sustainable Eng. Innov. 3(1), 23–28
(2021)

5. Priyanka, S., Vijay Bhanu, S.: A survey on variants of dos attacks: Issues and defense
mechanisms. J. Appl. Res. Technol. 21(1), 12–16 (2023)

6. Pawlicka, A., Chora´s, M., Pawlicki, M.: The stray sheep of cyberspace aka the actors who
claim they break the law for the greater good. Personal Ubiquitous Comput. 25(5), 843–852
(2021)

7. Cucu, C., Cazacu, M.: Current technologies and trends in cybersecurity and the impact of
artificial intelligence. In: The International Scientific Conference eLearning and Software for
Education, vol. 2, pp. 208–214, Carol I” National Defence University (2019)

8. Campfield,M.: The problemwith (most) network detection and response. Netw. Secur.. Secur.
2020(9), 6–9 (2020)

9. Ardagna, C., Corbiaux, S., Impe, K.V., Sfakianaki, A.: Enisa threat landscape (2022)
10. Pawlicki, M., Pawlicka, A., Kozik, R., Chora´s, M.: The survey and meta-analysis of the

attacks, transgressions, countermeasures and security aspects common to the cloud, edge and
iot. Neurocomputing, p. 126533 (2023)

11. Awan, M.J., et al.: Real-time ddos attack detection system using big data approach.
Sustainability 13(19), 10743 (2021)

12. Adedeji, K.B., Abu-Mahfouz, A.M., Kurien, A.M.: Ddos attack and detection methods in
internet-enabled networks: Concept, research perspectives, and challenges. J. Sens. Actuator
Netw.Netw. 12(4), 51 (2023)

13. Podzins, O., Romanovs, A.: Why siem is irreplaceable in a secure it environment? In: 2019
OpenConference ofElectrical, Electronic and InformationSciences (eStream), pp. 1–5 (2019)

14. Gonz´alez-Granadillo, G., Gonza´lez-Zarzosa, S., Diaz, R.: Security information and event
management (siem): analysis, trends, and usage in critical infrastructures. Sensors 21(14),
4759 (2021)

15. Rosenberg,M., Schneider,B., Scherb,C.,Asprion, P.M.:Anadaptable approach for successful
siem adoption in companies, arXiv preprint arXiv:2308.01065 (2023)

http://arxiv.org/abs/2308.01065


246 F. Uccello et al.

16. d.LimaFilho, F.S., Silveira, F.A., deMedeirosBrito Junior,A.,Vargas-Solar,G., Silveira, L.F.:
Smart detection: an online approach for dos/ddos attack detection using machine learning.
Secur. Commun. Networks 2019, 1–15 (2019)

17. Alsulaiman, L., Al-Ahmadi, S.: Performance evaluation of machine learning techniques for
dos detection in wireless sensor network, arXiv preprint arXiv:2104.01963 (2021)

18. Al-Shareeda, M.A., Manickam, S., Ali, M.: Ddos attacks detection using machine learning
and deep learning techniques: analysis and comparison. Bull. Electr. Eng. Inform. 12(2),
930–939 (2023)

19. Holkoviˇc, M., Ryˇsavy‘, O., Dudek, J.: Automating network security analysis at packet-level
by using rule-based engine. In: Proceedings of the 6th Conference on the Engineering of
Computer Based Systems, pp. 1–8 (2019)

20. Nespoli, P., D´ıaz-Lo´pez, D.,Ma´rmol, F.G.: Cyberprotection in iot environments: a dynamic
rule-based solution to defend smart devices. J. Inf. Secur. Appl. 60, 102878 (2021)

21. Siddabathula, K.S., Panneerselvam, R.K., Vasana, V., Vejendla, J., Rafi, M., Gummadi,
S.B.: Yaracapper–yara rule-based automated system to detect and alert network attacks. In:
Research Advances in Network Technologies, pp. 25–47. CRC Press (2023)

22. Subach, I., Mykytiuk, A.: Methodology of formation of fuzzy associative rules with weighted
attributes from siem database for detection of cyber incidents in special information and
communication systems. Inf. Technol. Secur. 11(1) (20) (2023)

23. Husa´k, M., Bajtoˇs, T., Kaˇspar, J., Bou-Harb, E., Celeda, P.: Predictive cyberˇ situational
awareness and personalized blacklisting: a sequential rule mining approach. ACM Trans.
Manage. Inf. Syst. (TMIS) 11(4), 1–16 (2020)

24. Sivanantham, S.,Mohanraj, V., Suresh,Y., Senthilkumar, J.: Association rulemining frequent-
pattern-based intrusion detection in network. Comput. Syst. Sci. Eng. 44(2) (2023)

25. Chora´s,M., Kozik, R., Puchalski, D., Ho lubowicz,W.: Correlation approach for sql injection
attacks detection. In: International JointConferenceCISIS’12ICEUTE´ 12-SOCO´12Special
Sessions, pp. 177–185. Springer (2013)

26. Lou, P., Lu, G., Jiang, X., Xiao, Z., Hu, J., Yan, J.: Cyber intrusion detection through
association rule mining on multi-source logs. Appl. Intell.Intell. 51, 4043–4057 (2021)

27. Sharafaldin, I., Lashkari, A.H., Ghorbani, A.A.: Toward generating a new intrusion detection
dataset and intrusion traffic characterization. ICISSp 1, 108–116 (2018)

28. Sarhan, M., Layeghy, S., Portmann, M.: Evaluating standard feature sets towards increased
generalisability and explainability of ml-based network intrusion detection. Big Data Res. 30,
100359 (2022)

29. Chawla, N.V., Bowyer, K.W., Hall, L.O., Kegelmeyer, W.P.: Smote: synthetic minority over-
sampling technique. J. Artif. Intell. Res.Artif. Intell. Res. 16, 321–357 (2002)

30. Coppolino, L., D’Antonio, S., Uccello, F., Lyratzis, A., Bakalis, C., Touloumtzi, S., Papoutsis,
I.: Detection of radio frequency interference in satellite ground segments. In: 2023 IEEE
International Conference on Cyber Security and Resilience (CSR), pp. 648–653 (2023)

http://arxiv.org/abs/2104.01963


Beibu Gulf Marine Ranch: Utilizing BeiDou
Grid Code and Multi-system Integration

for Modernized Management and Monitoring

Guilin Xu1, Hengtong Qiu1, Xiaomin Yan1, Man Wu2, Jing Guo1, Zhaoyong Huang1,
and Wenlong Huang1(B)

1 Nanning Normal University Key Laboratory of Environment Change and Resources Use in
Beibu Gulf, Ministry of Education, Nanning 530100, Guangxi, China

wenlonghuang999@gmail.com
2 Guangxi Key Laboratory of Marine Environmental Science, Guangxi Academy of Marine

Sciences, Guangxi Academy of Sciences, Nanning 530007, China

Abstract. This paper delineates the conception, cultivation, and application of the
Geospatial-Temporal Data Grid Smart Service Platform for the BeibuGulfMarine
Ranch. This platform amalgamates a multitude of pivotal data elements and both
software and hardware components. It employs BeiDou grid code technology to
orchestrate geospatial-temporal data, refining retrieval algorithms to elevate data
indexing efficiency and augment the discernment and governance of diverse, het-
erogeneous data sources within the marine ranch. The platform encompasses a
multitude of modules, spanning marine ecological milieu surveillance, buoy data
scrutiny and analysis, as well as radar oversight systems, thereby enabling a com-
prehensive scrutiny ofmarine ranchproduction operations and ecological integrity.
Against the backdrop of rapid technological advancement, this platform serves to
satiate the informatization exigencies of marine data management. Through the
edifice of a contemporary marine ranch monitoring framework, this platform pro-
vides substantive underpinning for the elevation of themarine industry, amplifying
its cachet and fiscal utility. In summation, this platform furnishes the Beibu Gulf
MarineRanchwith tangible, efficacious information services and decision-making
support, thus galvanizing the robust evolution of the marine economy.

Keywords: Geospatial-temporal data · BeiDou grid code ·Marine ecological
monitoring · Data governance ·Marine industry

1 Introduction

In recent years, China’s coastal fisheries resources have witnessed a severe decline.
Ocean ranching, as a pivotal means for rehabilitating marine fisheries resources and
aquatic ecosystems, plays a crucial role in coordinating the strategic spatial planning
of marine fisheries and achieving sustainable development [1]. Compared to developed
marine fishing nations like Japan andNorway, China’smarine ranching initiatives started
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relatively late, commencing in the late 1970s [2]. After more than four decades of devel-
opment, China’s marine ranching is currently in an accelerated construction phase [3].
The first batch of 20 national-level marine ranching demonstration zones was approved
for construction in 2015, with plans to establish as many as 178 national-level marine
ranching demonstration zones by 2025 [4]. However, in recent years, seasonal hypoxia
events have been recurring in the marine waters ofMuping, Yantai, Shandong, leading to
the significant mortality of marine organisms. In the summer of 2018, Liaoning experi-
enced an unprecedented and sustained high-temperature period, resulting in a large-scale
die-off of cultured sea cucumbers and causing substantial losses to aquaculture farmers.
An increasing number of occurrences indicate that localized anomalies in the marine
ecological environment are a significant factor contributing to the mass mortality of
marine organisms. Therefore, the establishment of disaster response and early warning
mechanisms, through real-time monitoring of marine environmental information and
efficient information transmission and processing methods, has become crucial. This
can mitigate the systemic risks associated with marine ranching development.

In response to the inadequacies of traditional marine ranching, such as the lack
of comprehensive three-dimensional monitoring and insufficient levels of automation,
Shandong Province initiated the establishment of the “Marine Ranch Observation Net-
work” in 2015.This endeavor achieved real-time andonlinemonitoringof crucial ecolog-
ical elements on the seabed, includingmultiple water quality parameters, high-definition
underwater video capture, and seawater profile flow velocity and direction [4]. Jia Wen-
juan and her colleagues explored the development of oceanic environmental data col-
lection devices that not only satisfy the long-distance transmission demands of massive
on-site observations in marine ranching but also exhibit cost-effectiveness, low power
consumption, and robust stability [5]. As marine ranching data continue to grow in rich-
ness, encompassing various aspects such as marine biology, ecology, economics, and
physics, the collection, processing, and storage formats of different types of data may
vary, posing a significant obstacle to the integration and sharing of marine data. How-
ever, the unified storage, retrieval, and management of marine big data within a grid
framework represent an effective approach for efficiently handling heterogeneous data
from diverse sources in the marine domain.

The Beibu Gulf, situated at the southwestern end of China’s mainland coastline and
the northwest of the South China Sea, adjacent to ASEAN and the Greater Bay Area
of Guangdong, Hong Kong, and Macau, serves as the maritime entry point for the new
land-sea corridor in western China, highlighting its strategic significance. However, the
Beibu Gulf region is marked by pronounced natural disasters, with frequent occurrences
of tropical cyclones [6] and algal blooms [7, 8], posing significant harm to marine
life. Furthermore, the springtime mortality of the flagship industry’s Qinzhou oysters
in Guangxi is linked to persistently high environmental salinity [9]. Therefore, there
is an urgent need to establish an all-encompassing, intelligent marine ranching service
platform that integrates monitoring, early warning, traceability, disaster prevention, eco-
logical leisure, and online transactions across the entire industry chain. This platform
will provide essential technological support for the ecological monitoring of Beibu Gulf
marine ranch and the development of marine fisheries.
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2 Platform System Design and Development

In the wake of advancements inmarine environmental sensing and information transmis-
sion technologies, the wealth of maritime spatiotemporal data resources has grown sig-
nificantly. This has imposed heightened demands on the organization and management
of oceanic data. Leveraging a grid-based model, the spatiotemporal data organization
method provides an avenue for the efficient management of vast, diverse, and dynamic
oceanic spatiotemporal data on a large scale [10, 11]. Furthermore, in accordance with
the Beidou grid positioning code (GB/T 39409-2020), the temporal and spatial attributes
of all entities can be assigned and defined within the national Earth-centric spatiotem-
poral framework. The establishment of a fused spatiotemporal data Beidou grid code
index promises a substantial enhancement in the efficiency of querying, organizing, and
managing marine spatial information [12].

2.1 Platform System Design Principles

The technical principles underpinning this service platform encompass three fundamen-
tal aspects: communication mechanism design, spatiotemporal big data preprocessing,
and service platform development. These components collectively ensure the acquisi-
tion, transmission, fusion, integration, and presentation of data within the Beibu Gulf
Marine Ranch demonstration area. The project has established an intelligent service area
for the Beibu Gulf Marine Ranch, comprising a hall (exhibition hall), a chamber (mon-
itoring room), a center (Beibu Gulf Marine Ranch oyster trading center), a bay (Beibu
Gulf geospatial spatiotemporal data set), a zone (core demonstration area), three sets

Fig. 1. Comprehensive Schematic of the Intelligent Service Area.
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of equipment (beacons, depth sounders, multifunctional devices), and three platforms
(marine big data platform, offshore and underwater map service system, and geospatial
spatiotemporal data grid smart service platform). The overall schematic of the intelligent
service area is depicted in Fig. 1.

The service platform not only necessitates the automated collection, remote trans-
mission, processing, and storage of marine geospatial data to meet the requirements
of application demonstrations, but also requires the remote modification of telemetry
station operating parameters and communication parameters based on this foundation.
The communication mechanism is designed as follows: ➀ Establishing an integrated
information system with the control center at its core; ➁ Providing each sub-center with
an automated platform to control the collection of data from both above and below the
sea within its jurisdiction, automatically collecting data from all telemetry stations and
sending it to the center according to the configured operational mode through communi-
cation monitoring front-end machines; ➂ Enabling the setting of operational parameters
for all running telemetry stations and controlling the operation of collection stations;
➃ Remotely and simultaneously extracting historical solid-state data from all telemetry
stations throughmobile technology channels (4G) [13]. Based onmobile 4G technology,
this remote data collection technology achieves real-time monitoring and data collection
from remote marine ecological sensors.

The management process of spatiotemporal big data is governed by a series of
standard constraints. Building upon existing industry standards within the realm of big
data, and following a meticulous process of comparison and analysis, we have curated
industry standards tailored to the processing of marine ranch big data. By referencing
prevailing international standards, we have crafted novel standards for marine ranch
data processing, thereby enhancing and complementing the standards framework for
marine big data management. According to these standards, structured data (relational
databases) are stored in the Hbase database, while semi-structured data (JSON logs) and
binary data (videos, audio) are stored in the HDFS files.

The platform data primarily comprises two categories:➀Real-time data and storage,
encompassing Beidou spatiotemporal grid data, high-precision navigation and position-
ing data for marine (surface/underwater) environments, data from the deployment of
marine geodetic benchmarks (beacons) and responsive sensing devices, prototype sys-
tem data for offshore/underwater location services, and operational data from the digital
marine integrated business system.➁ Historical survey data, including information from
the “908 Special Project” for comprehensive assessment of China’s coastal marine areas,
which covers data from fundamental surveys of nearshore waters, coastal zones, islands,
and socio-economic conditions in coastal regions. By integrating and managing data
that spans multiple levels of databases, formats, and applications, we aim to enhance the
level of data integration and management.

2.2 The Development of the Service Platform

Oceanic heterogeneous data from various sources, such as databases, videos, audios,
and logs, undergo a series of steps including data cleansing, transformation, and quality
control. These data are then classified and written into target repositories like HDFS,
Hcatalog, Hbase, Redis, etc. Data extraction and presentation are carried out through
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web or log modules. ETL tools [14] are employed for data cleansing and integration,
ensuring that disparate and chaotic data finds structured storage.

Based on the wide-ranging sources and diverse forms of marine data, this paper
introduces the application of the Hadoop 2.2.0 framework [15] in various aspects of
marine heterogeneous data storage, extraction, integration, and analysis. In this cluster
environment, the marine environmental perception system and database, combined with
the JBoss server and integrated with theMapReduce [16] programmingmodel, map data
that meets query conditions to the visualization platform. Simultaneously, the platform
adopts a J2EE architecture [17], designed based on REST API design principles, with
a persistence layer utilizing frameworks such as Hibernate and MyBatis. The platform
primarily utilizes the Java programming language and server-side Java technologies,
while communication data packets are in a lightweight JSON format [18]. Both the
business application system and data integration platformmust be built on top of Hadoop
2.2.0 and Oracle 11g (or higher) large-scale databases. The platform integrates at least
the following components: HBase, Hive, Impala, Sqoop, and Phoenix. Marine big data
is presented using the HTML5 framework and open-source ECharts and webGL. The
technical roadmap for the Beibu Gulf Ocean Ranch Geographic Spatiotemporal Data

Fig. 2. Technological Roadmap of the Multi-Source Heterogeneous Data Grid Processing
Platform.
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Grid Smart Service Platform’s multi-source heterogeneous data gridding processing
platform is depicted in Fig. 2.

To enhance the quality of information services, the platform has employed Web
Service client and server mechanisms, enabling remote users to engage in unhindered
HTTP communication. Furthermore, it has incorporated the principles of inversion of
control and dependency injection to eliminate direct dependencies between components
ormodules, thereby rendering the software system’s developmentmore extensible.Addi-
tionally, it has elevated data retrieval techniques to ensure both retrieval performance and
speed, ensuring that the extraction of information from vast datasets remains seamless.

3 Platform Functions and Applications

3.1 Platform Main Page

The geospatial-temporal data grid smart service platform for the Beibu Gulf Marine
Ranch, as constructed in this study, showcases its web main page (Fig. 3) predominantly
in deep blue hues. The access to the site is available at http://47.92.145.187:8081/front/
index and is now freely accessible to researchers and aquaculturists. It furnishes compre-
hensive marine ecological data and disaster alert information for the Beibu Gulf Marine
Ranch.

Fig. 3. Web Main Page of the Beibu Gulf Marine Ranch Geospatial-Temporal Data Grid Smart
Service Platform.

http://47.92.145.187:8081/front/index
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3.2 Platform’s Principal Modules

(1) Marine Ranch High-Precision Positioning Service: Leveraging marine geodesy
benchmark beacons and responsive sensing equipment, it furnishes high-precision
positioning services to marine ranch production facilities such as surface vessels,
sightseeing and fishing platforms, net cages, rafts, oyster racks, underwater fish reefs,
AUVs, ROVs, and more.

(2) Analysis of Adjacent Marine Area Geoid Models: Utilizing marine geodesy bench-
mark beacons and responsive sensing equipment, it computationally derives and
displays the gridded geoid models of the marine ranch’s adjacent marine areas on
the platform.

(3) Demonstration Area Hydrodynamic Numerical Model Analysis: Visualizing the
gridded spatial distribution and temporal variations of hydrodynamic elements, it
vividly portrays calculated results, offering a scientific basis for studying the laws
of waves, tides, and sediment movement in the nearshore region.

(4) Intelligent Query of Marine Scientific Data: Utilizing the Beibu Gulf Economic
Zone’s intelligent scientific data query system and auxiliary analysis and decision-
making system, it conducts data visualization, browsing, viewing, and statisti-
cal presentation for climate resource data, geological information, hydrological
information, and other related datasets.

(5) Buoy Information Monitoring and Analysis: By collecting oceanographic monitor-
ing data including wind direction, wind speed, surface current speed, surface current
direction, average wave height, wave count, air temperature, as well as oceano-
graphic chemical monitoring data like water temperature, conductivity, salinity, dis-
solved oxygen, chlorophyll concentration, and pH, it enriches the environmental
information elements of the marine ranch.

(6) Beibu Gulf Marine Ranch Radar Monitoring System: By radar, it remotely detects
the routes of civilian vessels navigating in the Beibu Gulf waters, tracks vessels
engaged in theft or accidents that may harm the marine ranch, ensuring safety in
production.

(7) Precision Management and Rapid Monitoring and Early Warning: Realizing fine
management of the marine industry within the demonstration area, it provides high-
precision positioning services and attributemanagement formarine ranch production
facilities and equipment such as surface vessels, sightseeing and fishing platforms,
net cages, rafts, oyster racks, underwater fish reefs, AUVs, and ROVs. It enables
informed decisions for the management team. Simultaneously, it achieves dynamic
monitoring and early warning by performing comparative analysis, calculations,
and scoring based on data from the planning and monitoring modules, quickly
determining whether there are deviations that warrant early warning. The current
status data from planning and monitoring are presented in different ways to assist
decision-making.

(8) Oyster Trading System and Trend Analysis: Through the trading system, it tracks,
queries, stores, displays, and sells oyster products, records information on stored
goods, and efficiently locates and identifies goods stored by various merchants in
the same area tomaximize storage space utilization. It conducts statistical analysis of
all e-commerce in-stock products, inspects the validity period of perishable goods,
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and provides alerts in case of impending expiration. E-commerce can also check the
shipping status of goods. Through analysis, it showcases oyster ecology and sales
trends.

4 Discussion

The development of the Beibu Gulf Marine Ranch Geospatial-Temporal Data Grid
Smart Service Platform involves the integration of various key data information and
software-hardware components. Building upon the foundational grid algorithm for the
regional spatiotemporal Beidou grid code within the demonstration area, it combines
environmental data spatiotemporal evolution, multifunctional data collection for Bei-
dou anti-interference, investigation and assessment models for marine vulnerability,
core databases and storage standards for land-sea integration, hydrodynamic numeri-
cal simulation models, marine geodesy benchmarks (beacons), and responsive sensing
equipment. Simultaneously, it enhances grid data indexing efficiency through optimized
retrieval algorithms, elevating the perception and management levels of diverse, hetero-
geneous data sources concerning the marine ranch’s ecological environment, biological
resources, meteorology, hydrodynamics, and more. This platform serves as a valuable
reference for industry professionals.

Located in the oyster main production area of Maowei Sea, Qinzhou, the platform
comprises multiple systems, including marine ecological environmental monitoring,
buoy information monitoring and analysis, and Beibu Gulf Marine Ranch radar surveil-
lance. By connecting to these systems, it achieves comprehensive monitoring of the
oyster rack production and operational status in the marine ranch, as well as potential
ecological security threats.

In the current era of rapid technological advancement, the capabilities for marine
data perception and transmission continue to improve, leading to an explosive growth in
marine data. However, the management of marine ranch data, given its diverse sources
and complex processing requirements, requires an enhancement in information tech-
nology [19]. Leveraging the spatiotemporal geospatial data organization method based
on Beidou grid codes, which are strongly correlated with time and space and exhibit
high coupling characteristics, can lay the foundation for realizing multidimensional
information monitoring of broad-spectrum ecological environments in modern marine
ranches. It provides support for the development of modern marine ranches, even fully
integrated marine ecological ranches, and contributes to the efficient management of
marine big data. As China’s marine ranch strategic space continues to expand and
guided by the strategic concept of a new stage for marine ranches characterized by
“ecology, precision, intelligence, and integration,” the construction of a modern marine
ranch multidimensional dynamic stereoscopic monitoring system through means such
as scientific site selection, resource nurturing, and security guarantees [20] is essential.
This system will create an integrated platform for the entire industry chain of modern
marine ranches, incorporating monitoring, early warning, traceability, disaster preven-
tion, ecological leisure, and online transactions. The goal is to enhance brand reputation,
increase efficiency, and mitigate losses, thereby promoting industry transformation and
upgrading.
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5 Conclusion

(1) We have built a smart service platform that integrates online collection and analysis
of marine scientific data, monitoring and early warning of marine disasters, and
online trading of marine products for global traceability. Realize the transformation,
storage, and display of geographic spatiotemporal grid data for marine pastures and
their surrounding areas, forming a corresponding collection and analysis system
for complex ecological, industrial, and life land and sea regulatory information, and
carry out refinedmanagement andmonitoring and early warning for marine ranches.

(2) The service platform has introduced the Beidou grid code algorithm and high-
precision underwater location services for marine pastures in the blind spot of Bei-
dou/GPS signals, which are important features of this service platform. Relying
on the global subdivision grid, the traditional polygonal spatial intersection retrieval
algorithm is transformed into a grid encoded numericalmatching retrieval algorithm,
greatly reducing the computational complexity of spatial retrieval and improving the
retrieval efficiency of spatial data. Relying on underwater marine geodetic reference
beacons and response sensing equipment, and through the solution of high-precision
positioning algorithms integrated in the sea and sea, a regional marine geodetic ref-
erence and marine/underwater integrated position service system is established to
provide high-precision position services for users in the region.

(3) The service platform promotes industrial integration. The platformmainly serves the
Qinzhou “Longmen Oyster Bay” aquaculture industry demonstration zone, shifting
from marine fishing to multi industry integration in industrial integration, covering
the breeding of local advantageous natural oyster seedlings, large oyster cultivation
and trading in Qinzhou, Guangxi, promoting the combination of industrial value-
added and ecological protection.

On the basis of traditional ocean data management information systems, a grid based
intelligent service platform for geographic spatiotemporal data of marine ranches in the
Beibu Gulf has been constructed using technical means and methods such as network
databases, rapid data retrieval, data network analysis, Beidou grid code, and visualization
http://47.92.145.187:8081/front/index. This service platform has the characteristics of
user-friendly and beautiful interface, high resolution, and fast retrieval speed. It can
provide practical and effective information services and decision-making support for
marine ranches in the Beibu Gulf, promoting the healthy development of the marine
economy in the Beibu Gulf.

6 Prospects

The informationization construction ofmarine ranches still facesmany challenges. Rely-
ing on intelligent management platforms to carry out digital cruising of marine ranches,
timely sensing and responding to environmental stress and death disasters of breeding
objects, is an important way to improve the survival rate of breeding target organisms.
Strengthen the research and development of multi-functional sensing devices such as

http://47.92.145.187:8081/front/index


256 G. Xu et al.

online monitoring of marine environmental physicochemical factors and real-time mon-
itoring of breeding object behavior, while improving the transmission, storage, process-
ing and analysis capabilities of marine ranch data, and developing key control points for
response mechanisms to enhance information service capabilities for marine ranches.
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Abstract. The development of deep learning has brought about the business
model of Machine Learning as a Service (MLaaS). Malicious users can infer
whether a member has participated in model training through Membership Infer-
enceAttacks (MIA), thereby stealing user privacy. Although variousmethods have
been proposed to defend against membership inference attacks, they are all aimed
at defending against a certain type of membership inference attack and cannot
defend against various membership inference attacks at the same time. This paper
proposes the MEWDP method, which can defend against multiple types of mem-
bership inference attacks. Firstly, it uses multi-round MIXUP data augmentation
method to process privacy data and adds non-interference noise to the data in the
form of data fusion. Then, during the model training stage, Gaussian noise that
satisfies differential privacy is added to protect model privacy, and label smooth-
ing method is used to prevent the training model from overfitting. The results
show that this defense method can reduce the success rate of metric-based mem-
bership inference attacks to 51.2%, and reduce the success rate of model-based
membership inference attacks to 50.9%. Compared with other defense methods,
the MEWDP defense method has universality and better defense effect. For the
CIFAR10 dataset, it can reduce the success rate of member attacks to 50.8%.

Keywords: Differential Privacy · Member Inference attack · Privacy Protection ·
Data Enhancement

1 Introduction

With the development of science and technology, Artificial Intelligence (AI) has pen-
etrated into all aspects of people’s lives. In particular, the usefulness of ChatGPT [1]
has been widely recognized and has had a huge impact on people, prompting further
attention to the field of artificial intelligence. At the same time, the security of various
models has also been paid attention to, because there is no absolutely safe system in the
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world, machine learning is no exception. Since the birth of machine learning, research
on its security has never been interrupted. For each stage of machine learning, there
are corresponding attack means, including confidentiality attack [2], integrity attack and
availability attack [3]. Common attack methods include data poisoning attack [4] and
backdoor attack [5]. Common attacks on model data include data theft attacks, attribute
inference attacks andmember inference attacks. InMembership InferenceAttacks (MIA)
[6], the attacker can infer whether a piece of information has participated in the training
of the model. This attack is covert and easy to implement. Compared with other attacks,
Membership Inference Attacks have lower attack difficulty, fewer conditions involved
in the attack, and are easier to implement. They can leak sensitive user data and have
become one of the major threats to current machine learning.

In recent years, a commercial model of machine learning, the Machine Learning as
a Service (MLaas) model [7], has become a major cause and environment for privacy
risks. The working principle of this model is that each manufacturer publishes its own
trained model interface for users to query for free or for a fee. This model is convenient
for users but also brings the risk of privacy disclosure. Because the training data used in
some models contains some sensitive information, privacy information will be leaked.
The harm caused by personal privacy disclosure is self-evident, and lawbreakers can
use illegal means to obtain information to commit fraud, blackmail and other acts that
endanger social stability.

This paper proposes the MIXUP Enhance With Differential privacy (MEWDP)
defense method to defend against member inference attacks. This method uses dif-
ferential privacy and label smoothing to train neural network models, and performs
MIXUP data enhancement processing on the training data to defend against member
inference attacks. This method can effectively resist member inference attacks and has
less interference with model accuracy.

The rest of this study is organized as follows: Sect. 2 introduces related work
and background knowledge, including currently common membership inference attack
methods and member inference attack defense methods. Section 3 describes the method
proposed in this article, including multi-round hybrid data enhancement technology,
differential privacy noise-adding mechanism and privacy budget selection, and label
smoothing to prevent over-fitting technology. Section 4 presents the experimental results
and analysis, and Sect. 5 summarizes the conclusions and prospects.

2 Related Work

2.1 Member Inference Attack

Shokri et al. [6] proposed the concept of member inference attack for the first time in
2017. Due to the easy deployment and implementation ofmember inference attack, it has
been widely studied and the methods of member inference attack have been developed
and expanded [8]. Subsequently, research onmember inference attack in all directions of
deep learning has been carried out, such as image recognition [6]. Speech recognition [9],
positioning information [10], etc. The purpose of member inference is to infer whether a
sample data participates in the training of this model, and to steal the privacy information
of users participating in the training model by constructing an attack model. Existing
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member inference attacks are mainly carried out in two ways: Model-based Attack and
Metric-based Attack.

Model-Based Attack
Shokri et al. [6] obtains training data with the same distribution as the target model,
trains multiple shadow models that mimic the target model, and obtains prediction data
as a training dataset to train a binary classification attack model. The model-based
Membership Inference Attack is shown in Fig. 1.

Fig. 1. Model-based Membership Inference Attack

As can be seen from the figure, there are three main stages of model-based member
inference attacks.

The first stage is data preparation. In order to train the shadow model, we need to
prepare the shadow data set Dshadow

1 . . .Dshadow
n , the second stage needs to establish

the shadow model Mshadow
1 . . .Mshadow

n , the shadow model to close to the target model
Mtrain, according to the different prior knowledge of the attacker. In the third stage, the
attack model Mattack is trained. A binary classification model is trained by combining
the output of the shadow model with the raw data as the input of the attack model. After
the training is completed, a complete attack model is obtained. Input a sample Ptest to
be tested, and the output of the model indicates whether the test sample is member data.

Metrics-Based Attacks
Model-based member inference attacks require the preparation of shadow data and asso-
ciation attack models, and the attack cost is high. Therefore, model-based member infer-
ence attacks, also known as metrics-based member inference attacks, are proposed and
applied. Since there is no need to train the attack model, only some output parameters
of the target model are required, and the attack cost is low and the success rate is high.
In 2021, song et al. [11] proposed a metrics-based attack, which is simpler and easier to
use. Themain attackmethods include sample label threshold based attack, loss threshold
based attack and model output confidence based attack.

In the attack based on sample label threshold, the attack idea is that the attacker
determines whether test sample x is the member data of the target model by whether the
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label output by the target model is the real label of test sample x. In the attack based
on loss threshold, the attack mainly uses the deep learning training process to always
minimize the loss, so the loss obtained by the training sample input model should be
smaller than that of the non-member sample, so a threshold value is set. If the loss is less
than this value, the sample can be identified as themember sample.Amodel-based output
confidence attack that uses deep learning to output a prediction vector that describes the
probability that the input data x belongs to a class. The goal of deep learning training is
to maximize the probability of true labels in the prediction vector as much as possible,
so the probability of true labels in the prediction vector output by the model should be
greater than that of non-member samples as input.

2.2 Defense Against Member Inference Attacks

The harm caused by the member inference attack cannot be underestimated, so the
defense methods are endless. Shokri et al. [6] believe that member inference attacks are
caused by overfitting during model training, and propose that regularization can resist
member inference attacks. The classic Memguard method proposed by Jia et al. [12]
adds noise to the model prediction to disturb the attacker. Nasr et al. [13] proposed an
adversarial regularization method to defend against member inference attacks, which
introduced a new training method to optimize the defense model by simultaneously
training the attack model and the defense model. Differential privacy, as a privacy pro-
tection method with strict mathematical proof, was first proposed by Dwork et al. [14,
15]. Differential privacy has a good protective effect on private data, which is widely
used in various data publishing scenarios and subsequently applied to machine learning
[16, 17]. At present, differential privacy is also used to defend against member inference
attacks [18].

Because differential privacy has strictmathematical proof, it iswidely used in privacy
protection. Hagestedt et al. [19] proposed a differential privacy mechanism that can
effectively prevent the risk of privacy leakage of biomedical data members. This defense
method effectively defends against model-based member inference attacks. Chen et al.
[20] proposed a model training method that satisfies differential privacy for machine
learning models of genetic inference, which can defend against model-based member
inference attacks. Chen et al. [21] proposed the EMT method to defend against metric-
based membership inference attacks.

However, most of the existing defense methods are aimed at one kind of member
inference attack method. Member inference attack methods are becoming more and
more diversified. Based on the use of differential privacy, this paper applies MIXUP
data enhancement to member inference attack defense and proposes MEWDP defense
method, which uses the MIXUP data enhancement method combined with differential
privacy to protect user privacy data, introduces label smoothing in model training to
prevent model overfitting, and can resist model-based member inference attacks and
metric-based member inference attacks.
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3 Our MEWDP Defense Method

In this paper, MEWDP defense method is proposed, which can simultaneously defend
against model-based and metric-based member inference attacks. In this method, noise
conforming to differential privacy is added during model training, so as to protect mem-
bers’ private data during model training. Before the training starts, multiple rounds of
MIXUP are carried out to enhance the private data. Compared with adding useless noise
to the training data to improve the defense effect, this operation enhances the availability
of noise and reduces the impact on the model accuracy. In addition, the label smoothing
technique is used to prevent the model from overfitting, thus defending against various
metry-based member inference attacks. The defense method architecture is shown in
Fig. 2.

Fig. 2. Defense approach architecture

3.1 Multi-rounds of MIXUP Mixing Enhancement

The MEWDP defense method uses multiple rounds of MIXUP for data enhancement.
Different from traditional data enhancement methods, MIXUP integrates two types of
data in a certain proportion to create new data. The core idea of MIXUP is to do fusion,
randomly pick two training samples of vectors and labels. The new vectors and labels
are generated by linear interpolation, as shown in Eq. 1.

x̃ = λxi + (1 − λ)xj; ỹ = λyi + (1 − λ)yj (1)

where x̃ is a new vector generated by linear fusion of two class vectors xi and xj, and
ỹ is a new label of the same fusion. The data after MIXUP enhancement processing
can significantly reduce the overfitting degree of the model and make the classification
boundary smoother.

In the training stage of the deep learning model, batch is used as the minimum unit
for gradient update. Batch refers to the training data according to the batch size. All
the training data is packaged according to the batch size, which is set according to the
specific data amount. As the minimum input unit in each round, MIXUPmixing is based
on a batch of data. For each batch of data, n new batches are copied, the sample order in
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the copied batch is randomly disrupted, and then fused n times to generate n new batch
data based on MIXUP enhanced fusion. The process of multi-round MIXUP hybrid
enhancement method is shown in Fig. 3.

Fig. 3. Multi-round MIXUP process of hybrid enhancement method

As can be seen from the figure, for each batch that will be input into the model for
training, a new n new batch will be copied, and then the initial batch will be mixed up for
data enhancement fusion. After n rounds of fusion, the new batch data enhanced with
data will be obtained and input into the model for training as input data. After multiple
rounds of replication and generation, the number of samples of training data is increased
and the data set is expanded, which can make the model training more accurate.

3.2 DPSGD Algorithm

When theMEWDPmethod trains the model on the training data after data enhancement,
it uses the DPSGD algorithm to add noise that is consistent with differential privacy.
Based on experimental verification, it sets an appropriate privacy budget value to protect
users in a query-based machine learning as a service environment. Private data.

DPSGD Algorithm Description
The Stochastic Gradient Descent with Differential Privacy (DPSGD) algorithm applied
to deep learning is proposed byAbadi et al. The core of the algorithm is tomake the neural
network model conform to the definition of differential privacy by adding appropriate
amount of noise in the gradient of the training process of the neural network model.

Privacy Budget
Deep learning training is achieved through continuous iteration, and differential privacy
requires the privacy budget to be set for the entire model. In order to solve the problem of
adding privacy budget in each iteration training, this algorithm proposes a privacy budget
accumulation algorithm,whichmeans that the privacy budget generated by each iteration
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during the model training process will be superimposed. Therefore, privacy budget is
an important parameter that needs to be adjusted. If the privacy budget is small, it will
generate too much noise in each iteration, which will seriously affect the model training
effect and the success rate of prediction and recognition of the final model. If the privacy
budget is large, it will not exert a constraint on the model and it is difficult to protect the
model privacy.

In this paper, 15 privacy budget values are selected from0–10 to verify their impact on
the model accuracy and protection effect on the model, and select appropriate privacy
budget values to minimize the impact on the model accuracy and effectively defend
against member inference attacks.

DPSGD Algorithm Description
The DPSGD algorithm first calculates the gradient according to the data sample and
model architecture, and then introduces the gradient norm boundary C to clipping the
gradient. The core of gradient clipping is to calculate the L2 norm of the sample gradient
and compare the parameter C to select the smaller one to achieve the clipping effect.
Then, Gaussian noise is added to the processed gradient, that is, the gradient value is
added to the disturbance followingGaussian distribution. The cumulative privacy budget
is recorded, followed by gradient descent to update the model parameters. The detailed
description of the DPSGD algorithm is shown in Algorithm 1.

Privacy Loss Measurement of DPSGD
To measure the Privacy loss of deep learning training process, this paper uses the Zero-
Concentrated Differential Privacy (zCDP) privacy loss measurement mechanism, which
is defined as follows:

Definition: For adjacent data sets D and D ‘that differ by at most one piece of data,
if centralized difference privacy is obeyed, the stochastic algorithm A can satisfy the
following formula:

Dα(A(D)‖A(D
′
)) � 1

α − 1
log(E[e(α−1)L(o)]) ≤ ρα (2)

Includingα ∈ (1,+∞), the smaller the rho said the higher level of privacyprotection,

and privacy protection degree is lower, entries Da

(
A(D)||A(D

′
)
)
said A(D) and A(D

′
)
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“a - Renyi” distance. The privacy loss of adjacent data sets is calculated according to
the results of the stochastic algorithm A, and the calculation method is as follows:

L(O)(
A(D)‖A

(
D′))log

Pr(A(D) = O)

Pr
(
A
(
D′) = O

) (3)

where, O is the calculation result of stochastic algorithm A, according to the sequence
combination and parallel combination of differential privacy, that is, If random algorithm
Ai(1 ≤ i ≤ k) satisfies ρi − zCDP, then combined algorithm A(1 ≤ i ≤ k) composed of
random algorithmAi satisfies

(
�k

i ρi
)−zCDP, if the data setD intoD1,D2, . . . ,Dk , then

A(D) = (Al(D ∩ Dl), ...,Ak(D ∩ Dk)) satisfies
1
k

(
�k

j=1ρi

)
− zCDP. It follows that:

Corollary: If random algorithm A satisfies ρ − zCDP, random algorithm A satisfies(
ρ + 2

√
ρlog

( 1
δ

)
, δ

)
− DP differential privacy for any δ > 0.

In this paper, highfilament noise andGaussian noisemechanismN
(
0,�2σ 2I

)
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1
2σ 2

)
− zCDP. After one round of convolutional network training, the neural network
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k

(
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1

2σ 2

)
−zCDP. That is

(
1

2σ 2

)
−zCDP. The neural network needs

to train T rounds. After training T rounds, according to the parallel combination, the

trainedmodel should satisfy
(

T
2σ 2

)
−zCDP, that is, the trainedmodel satisfies differential

privacy. According to the inference, the model satisfies
(

T
2σ 2 + 2

√
T
2σ 2 log

( 1
δ

)
, δ

)
−DP.

3.3 Label Smoothing Regularization

When training the model, we adds label smoothing regularization processing to further
improve the model’s ability to resist member inference attacks, strengthen the defense
effect of MEFDP, and enable it to defend against member inference attacks designed
based onmodel overfitting. Label SmoothingRegularization is proposed in deep learning
to train convolutional neural networks to avoid overfitting. Preventing model overfitting
can also improve the robustness of the model.

The deep learning training process is constantly approaching the real label, which is
infinitely close to 1 on the basis of one-hot coding. The generation of overfitting means
that the trained model can accurately identify the training data set, but the recognition
success rate for the non-training data set is not high. Therefore, a parameter ε can be
set to make the result infinitely approximate to 1-ε, so that the real label will not be
excessively approximated, thus inhibiting the generation of overfitting. The essence of
label smoothing is to change the distribution of real labels, as shown below:

q
′
(k|x) = (1 − ε)δk,y + εu(k) (4)

where u(k) represents the label distribution independent of the training sample x, ε

represents the smooth parameter, q(k|x) = δk,y is the original label distribution for the
sample x and the label y, q

′(k|x) is the new label distribution in place of the original
distribution, which is the weighted average of the original distribution q(k|x) and the
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fixed distribution u(k). Using the training results of label smoothing will make the
features more clustered and have better generalization effect.

TheMEWDP defense method first uses multiple rounds of hybrid data enhancement
methods to process data to weaken the privacy features of individual data, and then
conducts model training on the enhanced data. During training, differential privacy noise
that conforms to DPSGD is added to protect user privacy data, and labels are modified.
Label smoothing regularization processing preventsmodel overfitting, thereby achieving
the purpose of defending against member inference attacks.

4 Experimental Results and Analysis

This section deploys the MEWDP defense method for the target model to be protected,
verifies the influence of multi-rounds of MIXUP hybrid enhancement method on the
model accuracy, the effect of different differential privacy budgets in the DPSGD algo-
rithm on the model accuracy and the defense against member inference attacks, and
compares the defense effect of the MEWDP defense method proposed in this paper
against different data sets. The defense effect of other defense methods against inference
attacks of different members is compared.

In this paper, data sets ADULT [6] and CIFAR10 [22] are used. The ADULT data set
contains 48,442 pieces of data, each of which contains 14 personal privacy items such
as age, working hours, marital status, race, nationality, and annual salary. CIFAR10
includes aircraft, cars, boats, trucks, birds, frogs, cats, dogs, horses, deer, snakes ten
categories of labels, a total of 60,000 32*32 pictures. Model training and prediction
were conducted respectively for no and with data enhancement. The results showed that
when CIFAR10 data set was not enhanced, the success rate of model test set recognition
was 94.5%; when CIFAR10 data set was enhanced and the same model was used, the
model recognition rate was 95.1%. The training times of the model are all 100 times, and
the rounds of multiple rounds of data enhancement are defined as 3. When the model
is trained using data enhancement, the training time is increased because each round
of data enhancement requires training, and the success rate of test set recognition is
improved. The situation of ADULT data set is similar to that of CIFAR10, specific data
are shown in Table 1.

Table 1. The effect of data enhancement on recognition rate

Dataset Test sets predict success rates

Non-enhancement multi-round MIXUP data enhancement
method

3 rounds 5 rounds

CIFAR10 94.5% 95.1% 96.2%

ADULT 96.7% 96.8% 97.2%

The results showed that the multi-round MIXUP data enhancement did not affect
the recognition rate of the model, and the recognition success rate would be improved



A Member Inference Attack Defense Method Based on Differential Privacy 267

when the number of enhancement rounds was modified. The MEWDP defense method
adds noise conforming to differential privacy during model training and performs label
smoothing for data labels. To protect the user’s private data. In the model training stage,
the important parameter is the allocation of privacy budget. Although a small privacy
budget can provide higher protection for users, it will reduce the recognition success rate
of the model, and a high privacy budget will weaken the privacy protection effect. In this
paper, several key privacy budget values were selected and the changes in the success
rate of model recognition under different privacy budgets were calculated, as shown in
Fig. 4.

Fig. 4. The change of model recognition success rate with privacy budget

As can be seen from the figure, the size of the privacy budget is positively correlated
with the success rate of model recognition. The larger the privacy budget, the higher
the success rate of model recognition, and correspondingly, the weaker the protection
effect on users. In the experiment, it is found that when the privacy budget is selected
near 5, it has less impact on the success rate of model recognition and can provide more
protection. In this paper, the privacy budget that has little influence on the accuracy of
the model is selected.

In view of the diversified means of member inference attack, MEWDP defense
method can resist different member inference attacks, including model-based member
inference attack and metric-based member inference attack respectively. For the two
data sets selected in this paper, the attack success rates of the two categories of member
inference attack are shown in Table 2.

It can be seen from the table that the MEWDP defense method proposed in this
paper can deal with multiple member inference attacks, reduce the success rate of the
attacker’s member inference attacks to the dimension of random guessing, and can
effectively defend against multi-level attacks.

MEWDP defense methods compare with Memguard [12], AdvReg [13] and EMT
[21] defense methods. Memguard adds noise to the prediction vector of the model to
protect against inference attacks by members, while AdvReg defends against inference
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Table 2. Defense performance of different attack methods

Dataset Model-based attack metrics-based attack

label threshold Loss threshold Output confidence

CIFAR10 51.8% 49.9% 50.3% 50.9%

ADULT 50.6% 51.4% 51.6% 51.7%

attacks by regularization. The EMT defense method uses data to increase the method
of processing private data to resist member inference attacks. The defense effects of
different defense methods against different data sets are shown in Table 3.

Table 3. Comparison of different defense methods

Dataset Attack success rate

undefended Memguard AdvReg EMT MEWDP

CIFAR10 75.3% 51.4% 51.8% 52.3% 50.8%

ADULT 78.8% 52.2% 51.3% 50.6% 51.3%

As can be seen from the table, compared with Mem, AdvReg and EMT, the defense
methods proposed in this paper can better defend against member inference attacks. For
CIFAR10 data set, the defense effect is better, and the attack success rate is reduced to
50.8%. Both data sets can protect user privacy information and resist member inference
attacks.

5 Conclusion

In this paper, a MEWDP defense method is proposed to process data through multiple
rounds of MIXUP data enhancement technology to prevent the model from overfitting
with little impact on the model accuracy. After that, label smoothing technology and
differential privacy are used for model training. Differential privacy is used as a privacy
protection algorithm, combinedwith deep learningmodel, Gaussian noise is added to the
gradient of themodel, and appropriate privacy budget is selected tomake themodel meet
the differential privacy. This defense method can effectively reduce multi-dimensional
member inference attacks, and reduce model accuracy less. It is an effective and stable
member inference attack defense method with availability and generalization ability.
In this paper, only two data sets are selected for testing, and the deep learning model
has a small number of layers. Now the era of large models has arrived, and more and
more extensive data are required for training models. In the face of more complex neural
network models, there is still a long way to go to protect users’ privacy.
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Abstract. The position deployment and firepower allocation of weapons are very
important in military conflict. To the anti-reconnaissance aircraft cluster problem
of multi-type air defense weapons, considering the location and fire distribution
of different types of air defense weapons simultaneously, a multi-objective mixed
deployment model is established taking the overall effectiveness and cost of air
defense as the optimization objectives. An immune optimization algorithm with
nested double particle swarm is designed to solve the model. Through a series
of comparative analysis of algorithm parameters and performance, the proposed
algorithm is verified, and the final simulation results illustrate the feasibility and
effectiveness of the model and algorithm.

Keywords: Air defense weapons · Fire distribution · Location deployment ·
Nested algorithm

1 Introduction

In modern air defense operations, the deployment of air defense weapons is particu-
larly important. In recent years, research on this issue has received increasing attention
[1–4]. Özdemir and Ic [2] focus on the optimal deployment and positioning of missile
systems to protect a region against possible threats using the layered air defense system,
a multi-objective optimization model is proposed to maximize the probability of killing
and minimize the total cost. Farlik et al. [3] provided an autonomous air defense effec-
tors deployment algorithm for modeling and simulation purposes. Zhong et al. [5, 6]
comprehensively analyzed the main factors affecting air defense deployment, designed
an air defense deployment model based on the adaptive nested particle swarm opti-
mization algorithm. Yan et al. [7] established an air defense deployment optimization
model based on dynamic programming-genetic algorithm. Aiming at the problem of
coordinated deployment of various types of weapon systems for anti-UAV cluster, a
multi-objective hybrid air defense deployment model was established, and a multi-layer
dynamic genetic algorithm was provided to obtain the optimal deployment plan by Xue
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et al. [8]. Li et al. [9] studied an optimization problem for deploying air defense systems
against reconnaissance drone swarms, the location of each air defense system is deter-
mined in a predetermined region, such that the cost for enemy drones to pass through
the region would be maximized by using an exact iterative search algorithm and an
evolutionary framework. In addition, the queuing theory model is adopted to optimize
the deployment of air defense weapons taking the total number of air defense weapons
and defense cost as the optimization objectives in literatures [10, 11] and [12].

The above research either just discusses a single type of air defense weapon, or
just studies the fire distribution or location deployment of air defense weapons. In this
paper, to the problem ofmulti-type air defense weapons coordinated anti-reconnaissance
aircraft cluster, taking into account the location and fire distribution of different types
of air defense weapons simultaneously, a multi-objective mixed deployment planning
model is established, and an immune optimization algorithm with nested double particle
swarm (IONDPS) is designed to solve the model.

2 Air Defense Deployment Model of Anti-reconnaissance Aircraft
Cluster

2.1 Description of the Problem

Air defense weapon anti reconnaissance aircraft cluster operations generally contain
air defense (AD) side and reconnaissance aircraft (RA) side. The RA side mainly uses
various reconnaissance methods to conduct reconnaissance on military facilities in AD
side, and the AD side is composed of various air defense weapons, mainly performing
regional air defense tasks.

Assuming that the RA side has n different reconnaissance aircraft, and the AD side
has h different types of air defense weapons and m alternative positions of air defense
fire points. It is stipulated that each alternative position can only set up one type of air
defense weapons at most. Now it is necessary to study the location deployment and fire
distribution of different types of air defense weapons.

2.2 Constraint Analysis

In the operation of the above-mentioned air defense weapons against reconnaissance
aircraft cluster, the position deployment and firepower allocation of different types of
air defense weapons must be considered simultaneously.

Suppose that the decision variables wij is denoted as

wij =
{
1, The i − th position deploys the j − type air defense weapon
0, otherwise

The decision variable xijk represents the ammunition consumption of the j-type air
defense weapon deployed at the i alternative location to attack the k RA.

Obviously, if dik is the distance between the i alternative position and the k RA, and
rij is the farthest range for deploying the j-type air defense weapon at the i alternative
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location, then when wij = 0 or rij < dik , xijk = 0, and when wij = 1 and rij ≥ dik ,
xijk ≥ 0.

Since each RA must have at least one fire point to intercept it, the air defense
deployment must meet the following constraint conditions.

m∑
i=1

h∑
j=1

xijk > 0, k = 1, 2, 3, · · · , n (1)

Due to the limitation of operational resources, the number of each type of air defense
weapons and their total ammunition quantity are limited, these constraint conditions can
be expressed as follows.

m∑
i=1

wij ≤ gj, j = 1, 2, 3, · · · , h (2)

m∑
i=1

n∑
k=1

xijk ≤ qj, j = 1, 2, 3, · · · , h (3)

where, gj represents the number of the j-type air defense weapons, and qj represents the
total ammunition inventory of the j-type air defense weapons.

In addition, if each deployment site can deploy at most one type of air defense
weapon, it can be expressed as follows.

h∑
j=1

wij ≤ 1, i = 1, 2, 3, · · · ,m (4)

2.3 Optimization Objective Analysis

The optimization objective of anti-reconnaissance aircraft cluster is to maximize the
effectiveness of air defense and minimize the loss of its own air defense [13].

1. Air defense effectiveness objective

The effectiveness of air defense can be measured by the total residual value of
reconnaissance aircraft cluster. In order to maximize air defense effectiveness, it is
necessary to minimize the total residual value. Denote pRk is the survival probability of
the k RA at the end of the battle, so

pRk =
m∏
i=1

(1 −
h∑

j=1

pWjk wij)

h∑
j=1

xijk

, k = 1, 2, 3, · · · , n (5)

where, pWjk is the single-shot damage probability of the j-type weapon attacking the k

RA, and (1−
h∑

j=1
pWjk wij)

h∑
j=1

xijk
is the survival probability of the k RA after being attacked

h∑
j=1

xijk times by air defense weapon deployed at the i alternative location.
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If the value of the k RA is uRk , the overall residual value of the RA cluster can be
measured as follows.

W1 =
n∑

k=1

pRk u
R
k (6)

2. Air defense cost objective

The air defense cost of AD side can be calculated by their consumption of various
weapons and ammunition [13]. If cj is the value of single ammunition of the j-type
weapon, the total air defense cost of AD side can be measured as follows.

W2 =
m∑
i=1

h∑
j=1

n∑
k=1

cjxijk (7)

2.4 Multi-objective Deployment Model of Air Defense Weapons

Through the above analysis, the multi-objective mixed deployment planning model of
anti-reconnaissance aircraft cluster of air defense weapons can be obtained as follows.

minW1 =
n∑

k=1

pRk u
R
k =

n∑
k=1

⎡
⎢⎢⎣

m∏
i=1

(1 −
h∑

j=1

pWjk wij)

h∑
j=1

xijk

⎤
⎥⎥⎦uRk

minW2 =
m∑
i=1

h∑
j=1

n∑
k=1

cjxijk

s.t.
m∑
i=1

h∑
j=1

xijk > 0, k = 1, 2, 3, · · · , n

m∑
i=1

n∑
k=1

xijk ≤ qj, j = 1, 2, 3, · · · , h

h∑
j=1

wij ≤ 1, i = 1, 2, 3, · · · ,m

m∑
i=1

wij ≤ gj, j = 1, 2, 3, · · · , h

wij = 0 or 1, xijk ∈ N

xijk ≥ 0, if wij = 1 and rij ≥ dik
xijk = 0, if wij = 0 or rij < dik

In the abovemodel, the optimization variableswij candetermine the optimal positions
air defenseweapondeployed, and theoptimizationvariable xijk candetermine theoptimal
ammunition consumption of the j-type air defense weapon deployed at the i alternative
location to attack the k RA.
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2.5 Single Objective Transformation of Model

Normalize two optimization objectives,

S1 =
n∑

k=1

pRk u
R
k /

n∑
k=1

uRk (8)

S2 = (

m∑
i=1

h∑
j=1

n∑
k=1

cjxijk)/(
h∑

j=1

cjqj) (9)

If α and β (0 ≤ α, β ≤ 1, α + β = 1) are the weights of the above two objectives
respectively, measured by the experience and psychological expectations of decision
makers, the model objectives can be transformed into following form.

min D = αS1 + βS2 (10)

3 Model Solution Based on Immune Optimization Algorithm
with Nested Double Particle Swarm

The mixed deployment of air defense weapons is a multi-dimensional complex prob-
lem with large scale and high difficulty. It needs to design a fast and accurate intelligent
algorithm to solve it.When dealingwith high-dimensionalmulti-objective complex opti-
mization problems, particle swarm optimization has a relatively fast speed of approach-
ing the optimal solution [14, 15]. The disadvantage is that it is easy to fall into the
local optimal solution. The immune optimization algorithm has the advantages of global
optimization, maintaining population diversity, avoiding falling into the local optimal
solution, and good robustness [16, 17]. The disadvantage is that its convergence speed
is slower. Aiming at the mixed deployment model of air defense weapons, an immune
optimization algorithm with nested double particle swarm (IONDPS) is provided in the
following.

The IONDPS algorithm is designed as internal and external layers. The outer of
the algorithm uses immune optimization to select the optimal air defense positions
according to the objective function value fed back by the inner algorithm. The inner
algorithm designs the first particle swarm optimization to search the types of air defense
weapons to be deployed at each position provided by the outer algorithm, and the second
particle swarm to optimize the air defense fire distribution according to the air defense
positions and the types of weapons deployed. The algorithm design flowchart is shown
in Fig. 1.
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Fig. 1. The design flowchart of the IONDPS algorithm.

The specific solution steps of the IONDPS algorithm are as follows.
Step 1. Initialize the system, set the maximum number of iterations, population size,

crossover probability and mutation probability of the inner and outer algorithm.
Step 2. Generate the initial air defense position selection scheme, and use it as the

initial antibody group of the outer immune optimization algorithm.
Step 3. Antibody diversity evaluation of the outer immune optimization algorithm.
The optimal objective function value fed back by the inner algorithm is used as

the corresponding fitness evaluation index of the outer antibody, and its corresponding
optimal weapon deployment and air defense fire distribution scheme are recorded.

Step 4. The outer immune optimization algorithm determines whether the conditions
are met. If yes, it ends, and if not, it continues to the next step.

Step 5. The outer immune optimization algorithm generates a new antibody group.
Step 6. Continue to step 3.

4 Simulation and Analysis

4.1 Simulation Background

Assuming that the air defense area of the engagement is a rectangular strip area, the RA
cluster composed of 10 large reconnaissance aircraft try to detect the different mission
targets of the AD side respectively. Among the 10 large reconnaissance aircrafts, No.1,
No.2, and No.3 are type I RA (RA1), No.4, No.5, and No.6 are type II RA (RA2),
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No.7, No.8, No.9 and No.10 are type III RA (RA3). The reconnaissance values of these
three types of RA are 1.5, 2 and 1.7, respectively. The early warning radar of the AD
side can obtain the aerial position of RAs. They must select at most 4 positions from
the 10 alternative positions in the linear configuration zone of air defense to deploy the
most appropriate air defense weapons and determine their ammunition inventory and air
defense tasks.

The AD side is prepared to conFig. two kinds of air defense weapons, AD1 andAD2,
respectively. The performance, ammunition inventory, ammunition value and quantity
of the two air defense weapons are shown in Table 1. The hit rates of different types
of RA hit by different weapons in the best range are shown in Table 2. The alternative
location of air defense weapons and the location coordinates of detected reconnaissance
aircraft are shown in Table 3. Here, assuming that reconnaissance aircraft operate within
a small range in the air duringweapon deployment, and their positions are approximately
represented by points in the air.

Table 1. Air defenseweapon performance, ammunition inventory, ammunition value andweapon
quantity

Air defense weapon AD1 AD2

Air defense radius/km 50 100

Stock/piece 12 10

Single piece value/USD 10000 10 15

Number of weapons/set 3 3

Table 2. Hit rates of various air defense weapons

RA type AD1 AD2

RA1 0.6 0.5

RA2 0.7 0.6

RA3 0.5 0.8

4.2 Comparative Analysis of Algorithm Parameters

Although the inner layer nested particle swarm has fast convergence speed and high
accuracy, the convergence result is relatively easy to fall into the local optimum to a
discrete high-dimensional problem. So, the population size and iteration times of inner
particle swarm need to be treated specifically.
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Table 3. Alternative positions of air defense weapons and RA positions

AD
coordinate/km
(x,y,z)

RA
coordinate/km
(x,y,z)

1 (221, 176, 0) (50, 51, 3)

2 (167, 59, 0) (137, 157, 3)

3 (109, 144, 0) (52, 230, 3)

4 (102, 188, 0) (8, 103, 1)

5 (133, 49, 0) (177, 8, 1)

6 (154, 164, 0) (235, 105, 1)

7 (150, 39, 0) (204, 270, 0.5)

8 (72, 210, 0) (137, 24, 0.5)

9 (18, 219, 0) (232, 218, 0.5)

10 (31, 137, 0) (207, 171, 0.5)

In the next, let α = 0.9, β = 0.1, and population size and iteration number of outer
immune optimization algorithm is 10 and 50, respectively.

1. Comparison analysis of population size of inner particle swarm algorithm

Set the number of inner iteration is 50, and the population size of inner particle
swarm is 5, 10, 20, and 30, respectively. The convergence of the IONDPS algorithm is
compared as shown in Fig. 2.

From Fig. 2, it is shown that with the continuous expansion of the population size of
the inner particle swarm, the convergence curve of the final nested algorithm is gradually
stable.

2. Comparison analysis of iteration times of inner particle swarm algorithm

Set the inner population size is 50, and the number of inner iteration is 10, 20, 50
and 100, respectively. The convergence of the IONDPS algorithm is compared as shown
in Fig. 3.

From Fig. 3, it is shown that the convergence curve of the final nested algorithm
is gradually stable with the increasing number of iteration of the inner particle swarm.
After 50 iterations, the convergence curve remains almost unchanged.

So, tomake the convergence result of the IONDPS algorithmmore stable, and reduce
the amount of calculation, we take the number of iteration 50 and the population size 50
as the parameters of the designed particle swarm algorithm embedded in the inner layer.
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Fig. 2. Comparison of population size of inner layer algorithm.
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Fig. 3. Comparison of iteration times of inner layer algorithm.

4.3 Comparative Analysis of Algorithm Performance

In the following, we will compare the performance of the IONDPS algorithm with the
common immune optimization algorithm nested with random sampling (IONRS).

In the IONRS algorithm, the combination strategy of 2500 kinds of weapons and air
defense fire distribution is randomly sampled in the inner layer. The convergence speed
and accuracy of two algorithms are shown in Fig. 4. It can be seen that the convergence
speed of two algorithms are fast, but the IONDPS algorithm has higher convergence
accuracy.
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Fig. 4. Comparison of the convergence speed and accuracy of two algorithms.

4.4 Simulation Results and Analysis

For specified α = 0.9, β = 0.1, the simulation results are shown in Table 4. The
minimum value of objective function D is 0.3420. For specified α = 0.6, β = 0.4, the
simulation results are shown in Table 5. The minimum value of objective function D is
0.4037. With the increase of α, the smaller the objective function D is, and the better the
air defense effect is.

Table 4. Simulation results for specified α = 0.9, β = 0.1

the optimal air defense
positions

air defense weapon deployed intercept RAs (ammunition
quantity)

1 AD2 2(1), 6(1), 7(1), 9(1),10(1)

5 AD2 1(1), 5(1), 8(1)

8 AD2 2(1), 3(1)

10 AD1 4(1)

Table 5. Simulation results for specified α = 0.6, β = 0.4

the optimal air defense
positions

air defense weapon deployed intercept RAs (ammunition
quantity)

1 AD2 2(1), 6(1), 7(1), 9(1), 10(1)

5 AD2 1(1), 5(1), 8(1)

8 AD1 3(1)

10 AD1 4(1)

5 Conclusion

In this paper, aiming at the anti-reconnaissance aircraft cluster problem of multiple
types of air defense weapons, considering the location and fire distribution of different
types of air defense weapons simultaneously, a multi-objective hybrid deployment plan-
ning model is established taking the overall effectiveness and cost of air defense as the
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optimization objectives. An immune optimization algorithm with nested double parti-
cle swarm is designed to solve the model. Through a series of comparative analysis of
algorithm parameters and performance, the proposed algorithm is verified, and the final
simulation results illustrate the feasibility and effectiveness of the model and algorithm.
Due to the complexity and uncertainty of conflict environments, we will further study
the deployment of air defense weapons in uncertain conflict environments in the future.
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Abstract. Social media web services like Flickr allow users to share and freely
annotate images with textual tags. These tags play a crucial part for text-based
social image retrieval and browsing tasks. However, these tags are usually irrel-
evant and incomplete which limits their effectiveness and use. One fundamental
problem is to interpret the relevanceof tagswith respect to the imagevisual content.
Existing solutions have targeted either imagevisual content or user contributed tags
separately to address the issue. Our proposed method Tag-tag, however, combines
both aspects and exploit their semantic relationship.

We use state of the art pretrained machine learning models in Tensorflow for
object detection and NLP (Natural Language Processing) for semantic analysis.
Our experiments on a dataset of 219 randomly collected Flickr images demon-
strates the applicability of our method. Images with missing tags were excluded
from the experiments. We identified two reasons where relevant tag was not found
as: (1) relevant tag itself was missing from user contributed tag list, (2) relevant
tag got skipped because it was either not found in the Wordnet dictionary or has
no pretrained vector in word2vec-google-news-300model.We identify this as one
limitation of the proposed method.

Keywords: Social Tagging · Tag Relevance · Flickr · Object Detection ·
Semantic Similarity

1 Introduction

The popularity of several digital imaging devices and with the advancement of Internet
technologies, digital images can be easily created and distributed. Social media tag-
ging, a process where images, videos and text objects are mostly assigned with tags or
keywords by common users, is reshaping the way people generate, manage and search
multimedia resources [1]. Services like Flickr which cumulates 10 billion images with
around 3.5 million new uploads per day are flourishing [33]. Besides their general use,
these rich multimedia databases have triggered many innovative research domains such
as tag recommendation [2], landmark recognition [3], tag ranking [4], concept similarity
measurement [5], automatic image annotation [6] and personalized information delivery
[7].

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
D.-S. Huang et al. (Eds.): ICAI 2023, CCIS 2015, pp. 283–295, 2024.
https://doi.org/10.1007/978-981-97-0827-7_25

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-97-0827-7_25&domain=pdf
http://orcid.org/0000-0002-9554-2827
https://doi.org/10.1007/978-981-97-0827-7_25


284 N. Fazal and P. Fränti

The major concern, however, is that the multimedia objects are usually not anno-
tated properly and includes irrelevant, and often incomplete tags. Some objects are
left completely unlabeled also. Liu et al. [4] reported that only 50% of the tags are
related to the image content, which poses a great challenge for typical web image search
approaches. To address this issue, various tag refinement techniques have been reported
by the researchers recently, which can improve the quality of tags [1, 5, 8–11]. Tag refine-
ment improves the quality of tags but does not answer the tags which best represent the
visual content of an image [12]. Kennedy et al. [13] reports that the tags associated with
images contain many noises and not only describe the image contents but a broad spec-
trum of semantic space such as location, time, and subjective emotion [14, 15]. Liu et al.
[3] claims that the automatic detection of tags which are content-related can support
more smart use of the social images and tags such as ease the task of browsing, retrieval
and indexing of large-scale image repositories [16].

Li et al. [1] proposed a voting algorithm to find a relevant tag from the tagging behav-
ior of visual neighbors of that image. They conducted three experiments one for image
ranking and two tag ranking experiments for verification purpose. Their experiments
on 3.5 million Flickr images improved upon baselines and demonstrated the usability
of algorithm for both social image retrieval and image tag recommendation. Liu et al.
[4] reports that the tags are almost in random order in terms of their relevance to the
associated tags. They propose a tag ranking method to automatically rank tags for a
given image, according to their relevance to image visual content. Their experiments
on 50,000 Flickr photo collection show that the proposed method is both effective and
efficient. They further applied tag ranking into three applications i.e., tag-based image
search, tag recommendation, and (3) group recommendation, which demonstrates that
the proposed tag ranking approach really boosts the performances of social-tagging
related applications.

Zhao et al. [16] proposed PoCR a data driven method to assess the probability of a
tag relevancy to its corresponding image. Their experiments on 149,915 Flickr images
demonstrated that PoCR achieved best performance by obtaining 59.8%, 26.6%, 29.3%,
and 20.4% relative improvements compared to Baseline, LiCR g, LiCR l, and LiCR
f respectively. Liu et al. [36] proposed the pixel voting method to choose the visual
neighbors for seed image to find a representative tag. Their experiments on MIR Flickr
dataset show the effectiveness of the method in tag de-noising and tag ranking. They
also stated that the concern of tag relevancy learning could not be resolved completely
because of the semantic gap between the images and tags.
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Lindstaedt et al. [17] proposed a research prototype tagr which makes use of data
from Flickr group “fruit & veg” and electronic lexical database WordNet. Techniques
from the various fields such as image analysis, social network analysis and statistical
text analysis were used to develop the service. The results revealed that the despite of
low precision and recall values test users did find the tagr useful. Zhuang et al. [12]
proposed a novel two-view learning approach for social image tag ranking by exploiting
both visual and textual contents. To evaluate the method efficiency, extensive set of
experiments on automatic image annotation task and text-based social image retrieval
were conducted. Encouraging results were reported as proposed method outperformed
the conventional approaches. See Table 1 for the summary of the existing methods.

Table 1. Existing Tag relevance methods comparison.

Reference Method Datasets Used Data Context Properties

[1] Tagging behavior of
visually similar
neighbors

3.5 M Images and tags Does not require any
model training for
any visual concept
but visually similar
neighbors for every
seed image are
needed

[4] Probability density
estimation and
Random walk

50,000 Tags Does not require
model training

[16] Data-driven method 149,915 Image and tags Does not require any
model training and
limited to 270
popular Flickr tags
only

[17] Tagr 14,000 Tags, images, and
users

Offline analysis and
limited to Flickr
group fruit & veg

[12] Data-driven method 1 M Tags and images No parametric model
relevance between
images and tags

[36] Pixel voting method MIR Flickr Images and tags Visually similar
neighbors for every
seed image required
to focus on the local
features of an image



286 N. Fazal and P. Fränti

In this paper, we propose a new method for extracting a tag which best describes the
image visual content. Instead of relying on the existing tags alone, or use image visual
content as such, we apply them jointly. We refer this method as Tag-tag, which exploits
the semantic relationship between objects identified on a given image and associated user
tags. The method is completely independent of visually similar images, their associated
tags and is not restricted to a certain set of tag groups. It further relies on state of the art
pretrained models, thus does not require building anything from the scratch.

2 Representative Tag Extraction Using Tag-Tag

We define the representative tag as the one which best describes the objective aspects
of the visual content of an image (see Fig. 1). Our method to select a representative tag
for a photo comprise of two approaches i.e., computer vision techniques and natural
language processing. We use TensorFlow object detection, a computer vision technique
that detects, locates, and traces an object from a still image or video and NLTK (Natural
Language Toolkit) to perform semantic analysis of textual tags.

The proposed method consists of three steps as 1) Object detection using Tensor-
Flow, 2) Semantic analysis of textual tags using NLTK (WordNet) and 3) Deriving
representative tag (Wu & Palmer similarity and Word2Vec). The thorough processing
of the Tag-tag method is shown in Algorithm.

Photo User-provided tags Representative tag

London, Paddington, UK, Sir 

Simon Milton, statue, sculpture, 

deputy mayor, official

sculpture / statue

Fig. 1. Representative tag extraction based on the image visual content.
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ALGORITHM: REPRESENTATIVE TAG SELECTION USING WORDNET SIMILARITY AND WORD2VEC SIMILARITY

Input: Image i and its user contributed list of tags t;
Output: A representative tag rTag which best describes the visual content of an image;
1. Obtain unique object detections d using Tensorflow object detection model 

FasterRCNN+InceptionResNet V2
2. Extract set of tags t and object detections d present in the Wordnet dictionary and 

word2vec-google-news-300 model using wordnet.synsets(word) and word not in
google_news_vectors.key_to_index respectively

3. Perform Part of Speech (POS) tagging using nltk.pos_tag(t)
4. Filter named entities using NLTK and extract tags with NN, NNS, NNP and NNPS, 

POS labels 
5. for detection in d do
6. for tag in t do
7. WORD2VECSIMILARITY(d, t)

// For representative tag extraction using Wordnet Similarity call WORDNETSIMILARITY(d, t)
8. scores ← append(similarityScore)
9. matrix ← append(scores)
10. maxScore ← [sum(col) for col in zip(*matrix[1:])]
11. rTag ← matrix[0][ maxScore.index(max(maxScore))]
12. return rTag
13. function WORD2VECSIMILARITY (d, t)
14. similarityScore ← google_news_vectors.similarity(d, t)
15. return similarityScore
16. function WORDNETSIMILARITY (d, t)
17. w1 ← wordnet.synsets(t)[0]
18. w2 ← wordnet.synsets(d)[0]
19. similarityScore ← w1.wup_similarity (w2)
20. return similarityScore

2.1 Object Detection Using Tensorflow

The object detection framework in TensorFlow works on trained models, so it does
not require building anything from scratch. Prioritizing accuracy over speed, we chose
FasterRCNN + InceptionResNet V2 [19] module for object detection task. This model
is trained on Open Images V4 with ImageNet pre-trained Inception Resnet V2 as image
feature extractor. Themodel is further publicly available as part of the TensorFlow object
detection API.

The Inception ResNetV2 feature extractor was trained on ImageNet and fine-tuned
with FasterRCNN head onOpenImages V4 dataset containing 600 classes. Open Images
is a dataset of ~9M images annotated with image-level labels, object bounding boxes
and visual relationships. The training set of Open Images V4 [20] contains 14.6 million
bounding boxes for 600 object classes on 1.74 million images, making it the largest
existing dataset with object location annotations. The images used are diverse and often
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contain complex scenes with several objects. The hierarchy for 600 boxable classes can
be viewed and download as JSON file [21, 34].

For a given image, we first perform the object detection and extract all the identified
objects. Next, we apply 2 level filtering to find unique detections made, and extracting
only those which are present in the Wordnet dictionary [22] and pretrained vectors of
the word2vec-google-news-300 [23] model for deriving representative tag (see Fig. 2).

Furniture, Bronze sculpture, Human face, Man, 

Footwear, Clothing, Tree, Footwear, Trousers, 

Coat, Tree, Tree, Jacket, Tree, Footwear, Foot-

wear, Sculpture, Human head, Palm tree, Palm 

tree, Person, Tree, Tree, Footwear, Tree, Plant, 

Plant, Footwear, Plant, Plant, Footwear, Palm 

tree, Palm tree, Plant, Footwear, Plant, Plant, 

Cloth, Man, Sculpture, Human eye, Human leg, 

Fashion accessory, Human arm, Man, Clothing, 

Man, Houseplant, Plant, Palm tree, Coat, Palm 

tree, Human leg, Human hair, Furniture, Jacket,

Bust, Trousers, Suit, Fashion accessory, Human

hair, Jeans, Tree,  Footwear, … , Suit

Unique detections

Trousers, Shirt, Footwear, Jacket, Human hair, 

Bronze sculpture, Mammal, Human body, 

Human head, Jeans, Sculpture, Coat, Tree, 

Fashion accessory, Houseplant, Human leg, 

Bust, Man, Person, Human arm, Human face, 

Suit, Human eye, Plant, Palm tree, Human 

nose, Clothing, Furniture, Woman.

Extract tags
1. Wordnet

2. Word2vec
Wordnet 
Trousers, Shirt, Footwear, 

Jacket, Mammal, Jeans, 

Sculpture, Coat, Tree, 

Houseplant, Bust, Man, 

Person, Plant, Clothing, 

Furniture, Woman, Suit.

Wordnet 
Trousers, Shirt, Footwear, 

Jacket, Mammal, Jeans, 

Sculpture, Coat, Tree, 

Houseplant, Bust, Man, 

Person, Plant, Clothing, 

Furniture, Woman, Suit.

Object detection

Fig. 2. Object detection and tags grouping

2.2 Semantic Analysis of Textual Tags

Natural language processing (NLP) is a subfield of Artificial Intelligence (AI). This
is a widely used technology which deals with the interaction between computers and
humans in natural language. It processes and analyses the natural language data such as
text and speech with the goal of understanding the meaning behind the language. Some
common techniques used in NLP includes tokenization, part-of-speech tagging, named
entity recognition, sentiment analysis, machine translation and text classification. In this
paper, we have used the Natural Language Toolkit (NLTK) a python package to work
with NLP for carrying out the semantic analysis of textual tags. NLTK acts as a toolbox
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for NLP algorithms and provides easy-to-use interfaces to over 50 corpora and lexical
resources such as Wordnet [24].

In this step, the user-provided tags of the photo are refined before computing the
semantic similarity. Firstly, we extract two sets of tags i.e., tags which are present in the
Wordnet dictionary and the ones which are present in the word2vec-google-news-300
model. Secondly, we apply Part-of-Speech (POS) tagging, a process where each word in
a text is labeledwith its corresponding part of speech. Thismay include nouns, pronouns,
verbs, adverbs, adjectives, and other grammatical categories. Thirdly, we filter the named
entities [35] followed by extracting tagswhich are identified as Singular CommonNouns
(NN), Plural Common Nouns (NNS), Singular Proper Nouns (NNP), and Plural Proper
Nouns (NNPS) (see Fig. 3).

Tags
London, UK, Padding-

ton, Sir Simon Milton, 

statue, sculpture, depu-

ty official, deputy 

mayor, official

Extraction
1. Wordnet

2. Word2Vec

1
London, UK, statue, sculpture, 

official

2
London, UK, statue, sculpture, 

official

POS

1
NNP, NNP, 

NN, NN, JJ

2
NNP, NNP, 

NN, NN, JJ

Named entities filtered

1
UK, statue, sculpture, official

2
UK, statue, sculpture, official

Select NN, NNS, 
NNP, NNPS tags

1
UK, statue, sculpture

2
UK, statue, sculpture

Fig. 3. Semantic analysis and tags refinement

2.3 Extracting Representative Tag

Wu& Palmer Similarity. To select a representative tag for a given photo, we compute
the semantic similarity between a unique set of object detections (Fig. 2) and refined
tags (Fig. 3). For this purpose, we have considered two NLP techniques i.e., Wu &
Palmer similarity [25] and Word2Vec [26, 27]. Wu & Palmer similarity returns a score
denoting how similar two-word senses are, by considering depths of two synsets (groups
of synonymous words expressing the same concept) in the WordNet taxonomies, along
with the depth of the LCS (Least Common Subsumer).

Wu − Palmer = 2 ∗ depth(lcs(s1, s2))

(depth(s1) + depth(s2))
(1)

For a given tag and object detected, we first retrieve the list of available synsets. Some
words may have only one synset and some may have several. We, however, use the first
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available synset. The list of synsets can be retrieved using wordnet.synsets(word). For
computing Wu & Palmer similarity using NLTK, we use wup_similarity function as
follows:

synset1.wup_similarity(synset2) (2)

Next, we derive a matrix of d × t dimensions. Where d represents the number
of objects detected and t represents the number of tags. Each element in the matrix
represents a wup_similarity score between d and t. Finally, we perform the summation of
matrix columns and a tag with maximum column sum is acknowledged as representative
tag for a photo (see Fig. 4).

Word embedding –Word2Vec. Word Embedding inNLP is an important aspect which
connects a human language to that of amachine. This technique transforms thewords into
a numerical representation of words (vectors). These vectors try to capture the different
characteristics of words regarding the overall text, including semantic relationships of
words, definitions, and context etc. [28]. One Hot Encoding, TF-IDF (Term Frequency-
Inverse Document Frequency), Bag of Words, Word2Vec, FastText and GloVe (Global
Vectors forWord Representations) are frequently usedWord Embeddingmethods.Word
Embedding find its applications in music/video recommendation systems, analyzing
survey responses, verbatim comments, and others [29].

We choseWord2Vecmethod to find the semantic similarity between user contributed
tags and objects detected. It was developed by Thomas Mikolov in 2013 at Google. It
is a popular word embedding technique which embed words in a lower-dimensional
vector space using shallow neural network. This results in a set of word vectors where
vectors close together in a vector space are semantically related and word vectors dis-
tant in vector space have different meanings. For example, clean and tidy would be
close together as compared to the clean and season [29]. Embeddings learned through
Word2Vec has proven to be efficient with learning high-quality vector representations
and capturing semantic and syntactic information [30]. It has two neural network-based
variants: Continuous Bag of Words (CBOW) and Skip-gram.

While one can train their ownWord2Vec embeddings, we take advantage of the pre-
trained vectors on part of Google News dataset of about 100 billion words. This model
(word2vec-google-news-300) contains 300-dimensional vectors for 3 million words
and phrases. The model is available throughGensim, which is a free open-source python
library for unsupervised topic modeling and natural language processing [29, 31]. For a
given list of tags and object detections, we compute the cosine similarity using built-in
similarity function as shown below: [32]

google_news_vectors.similarity(′Statue′, ′Clothing′) (3)

Next, we derive amatrix of d×t dimensions as discussed above.Where, d represents
the number of objects detected and t represents the number of tags (see Fig. 4). Each
element in the matrix represents a cosine similarity score between d and t. Finally, we
perform the summation of matrix columns and a tag with maximum column sum is
acknowledged as representative tag for a photo (see Fig. 4).
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Fig. 4. Representative tag calculation using Wu & Palmer similarity (left) and Word2Vec (right).

3 Experiments

We collected a random sample of 169 Flickr images against 6 different locations around
the world for experimental purpose (see Table 2). Flickr standardizes the user-provided
tags by removing the space between words and converting the letters into lowercase.
A user tag “My Helsinki” would become “myhelsinki” [18]. However, for research
purpose we rely on the raw tags. Images with missing tags were excluded. It is worth
mention that the authors collected the ground truth data by hand. On average, each
photo had 6 to 7 tags ranging from name of the place, content of the photo, weather
details, camera information and time information. Our results show that representative
tag derivation using Wu & Palmer similarity (Wordnet similarity) outperforms cosine
similarity measures in Word2Vec by 11%.

For images, where representative tag was not correctly identified, we observed the
following two main reasons:

1. For a given list of user tags, representative tag itself was missing (see Fig. 5)
2. Representative tag existed in the user tags but got filtered because it was either not

found in the Wordnet dictionary or has no pretrained vector in the word2vec-google-
news-300 model (see Fig. 6)
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Table 2. Representative tag selection results.

Locations Images
Inspected

Average
number of
tags

Images
without tags

Wu & Palmer
correct
prediction

Word2Vec
correct
prediction

Helsinki
Cathedral

27 7 14 38% 23%

Stonehenge 41 6 11 40% 3%

Leaning Tower
of Pisa

101 13 22 41% 29%

Koli 1 9 0 100% 100%

Hyde Park 42 7 14 46% 32%

Mont des Arts
Garden

7 6 0 14% 28%

Photos

User-provided Tags
q, 

finland, helsinki

stonehenge, world heritage 

site, photographie, 

landscapes, wbayer.com

stonhenge, stone, circle, 

neolithic, wiltshire, uk

Representative tags Wordnet / Word2Vec
helsinki / helsinki Stonehenge / landscapes stone / stone

Ground truth Tag
Pohjola Graffitied Stone Sign

Fig. 5. Representative tag itself was missing in user’s contributed list of tags
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Photos

User-provided Tags
London, Camden, 

Regent's Park, London 

Parks, Frieze 

Sculpture, Frieze 

Sculpture 2022, Public 

Sculpture, Tim 

Etchells

Stonehenge, Wiltshire, 

Neolithic Village

tuscany, pisa, giardino scotto

Representative tags Wordnet / Word2Vec
Camden / - Stonehenge / Stonehenge tuscany / -

Ground truth Tag
Frieze Sculpture Neolithic Village Giardino scotto

Fig. 6. Representative tag was neither present in the Wordnet dictionary nor in Word2Vec model

4 Conclusions and Future Work

Social tagging is subjective, orderless and noisy which restrict the use of tags in many
related applications. In this paper, we propose a method named Tag-tag to derive a
representative tag which best describes the visual content of a given image. For this
purpose, we exploit the semantic relationship between visual content of a given image
and its tags. Our method is completely independent of visually similar images, their
associated tags and is not limited by any set of Flickr tag groups. We further use the
existing state of the art pretrained machine learning models for object detection, thus
does not require building anything from the scratch.

Our experiments on a set of 169Flickr images, demonstrate the efficiency of proposed
method. We identify two possible reasons where representative tag was not found as: 1)
Representative tag itself was missing in the user given list of tags 2) Representative tag
got filtered because it was not found in Wordnet dictionary or had no pretrained vector
in word2vec-google-news-300 model, which we recognize as the one limitation of our
method. For futurework,we aim to extend our dataset of images, conduct comprehensive
comparison with existing methods and check the applicability of proposed method with
other social tagging services.
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Abstract. Topic-aware text segmentation (TATS) involves dividing text into cohe-
sive segments and assigning a corresponding topic label to each segment. The
TATS of a document has become increasingly significant for business researchers
to obtain comprehensive insights into the behavior of enterprises.However, current
models either cannot balance accuracy and generalization or are unable to handle
the topic nesting problem, leading to low efficiency in practical needs. This paper
proposes a novel Span-based approach for Topic-awareText Segmentation called
STTS, which consists of two components including a sliding window encoder
and a span-based NER module. First, we utilize the sliding window encoder to
transform the input document into text spans, which are then represented in their
embeddings using pre-trained language models. Second, we obtain the coherent
segments and assign a topic label to each segment based on the span-based NER
method called Global Pointer. Experiments on four real-world business datasets
demonstrate that STTS achieves state-of-the-art performance on the flat and nested
TATS tasks. Consequently, our model provides an effective solution to TATS tasks
with lengthy texts and nested topics, which indicates that our solution is highly
suitable for large-scale text processing in practice.

Keywords: Text Segmentation · Span-based NER Task · Overlapping Sliding
Window

1 Introduction

Topic-aware text segmentation (TATS) segments text into coherent parts and assign to
each segment a topic. The TATS of a document enables business researchers to quickly
obtain the desired information by searching for the content under predefined subtopics,
better understanding the document, and affording a more convenient application for
downstream tasks.

TATS tasks can utilize either supervised or unsupervised methods. The unsupervised
statistical models exploit the strong correlation between the topic and lexical usage to
determine the segmentation points between paragraphs [2, 4, 6, 14]. Accordingly, super-
vised deep learningmodels decompose TATS tasks into two sub-tasks: text segmentation
and segment topic labeling. With the advent of pre-trained language models (PreLMs),

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
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many approaches exploit PreLMs, which are properly adapted for semi-structured doc-
uments, to obtain domain-specific models exhibiting great performance [3, 5, 12, 19,
21].

Fig. 1. An example for topic nesting from Enterprise Violation Announcement. This passage
has three topics: PENALTY RESULT, RELEVANT REGULATIONS, and AMOUNT OF FINE.
AMOUNT OF FINE and RELEVANT REGULATIONS are nested within PENALTY RESULT.

However, the methods mentioned above suffer from two limitations. First, they tend
to solve TATS under a sequence labeling strategy, which assumes that each segment
in the document can only have one topic label. Nevertheless, the same segment can
belong to different subtopics in real-world datasets, denoted as topic nesting for the
remainder of this paper. Figure 1 illustrates an example of TATSwith topic nesting,where
AMOUNT OF FINE and RELEVANT REGULATIONS are nested within PENALTY
RESULT. Second, the above methods rely on complex hierarchical feature engineering
when dealing with long texts. Furthermore, TATS has not been thoroughly explored for
long Chinese multi-topic datasets.

Spurred by the deficiencies above, this paper proposes a novel Span-based approach
for Topic-aware Text Segmentation (STTS), which is a generic end-to-end model for
the TATS task. First, STTS employs a sliding window encoder to segment long texts into
multiple fragments, which are then encoded using a PreLM. Then, a span-based Named
Entity Recognition (NER) model is utilized to identify the target fragment’s starting and
ending positions and its corresponding topic. Our extensive experiments demonstrate
that STTS can outperform existing solutions.

Overall, this paper has the following contributions:

1. Solving the TATS task under the span-based NER paradigm and overcoming the flat
and nested topic segmentation problems.

2. Designing a slidingwindow encoder to process long text input and evaluate the impact
of window size on the model’s performance.

3. Demonstrating the superiority of STTS on real-world datasets and its effectiveness
in industrial applications.

To the best of our knowledge, this is the first work successfully solving the problemof
the Chinese TATS task with topic nesting. Our model’s effectiveness is demonstrated in
industrial applications. The developed code will be released after the paper is accepted.
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2 Related Work

Unsupervised StatisticalModel.Unsupervisedmethods utilize the correlation between
topics and terms to find the segmentation points for text segmentation. For instance,
Hearst et al. [6] presented TextTiling, founded on the principle that a high degree of
vocabulary intersection between two adjacent text blocks indicates a high level of coher-
ence between them. Choi [4] proposed a probabilistic algorithm for text similarity detec-
tion based on overlapping domain-specific terms. Besides, Chen et al. [2] introduced a
novel Bayesian topic model to constrain the potential topic allocation and reflect the
underlying document structure. Additionally, TopicTiling [14] uses the LDA model and
the frequency of the terms to detect topic transitions. However, unsupervised statistical
methods are highly complex and ignore the topic label prediction task.

Supervised Deep Learning Model. Contemporary supervised methods are based on
deep learningmodels.Koshorek et al. [10]were thefirst to applyhierarchicalBiLSTM[7]
for text segmentation, outperforming unsupervised methods on the large public dataset
Wiki-727k [10]. Li et al. [12] presented SEGBOT, amodel that employsBiGRU to decide
whether a topic-changing boundary exists and assigns the related topics.With the advent
of Transformers [17] such as BERT [9], Zhang et al. [21] segmented documents into
paragraphs and trained BERT at the paragraph level to extract content elements from
regulatory filings and property lease agreements. Yoong et al. [19] created three BERT
models for segmenting a document or dialogue into semantically coherent segments. Lo
et al. [13] proposed a Transformer-based model with a bi-level architecture that utilizes
BERT as sentence encoders to learn semantic coherence between sentences. Chivers
et al. [3] built a classifier based on BERT to identify Human Capital Disclosures (HCD).
Besides, Gong et al. [5] utilized a neural topic model to infer latent topic distributions
of sentences and divided the document into topically coherent segments. Nevertheless,
existing studies regard TATS as a sequence labeling task and thus cannot deal with the
challenge of topic nesting.

Spurred by the existing literature, this paper refines a span-based NERmodel for the
TATS task, specifically addressing the challenge of topic nesting that existing methods
cannot handle.

3 Approach

3.1 Task Definition

Given the set ofK topics C = {c1, . . . , cK } and a documentD containingN independent
sentences D = {d1, . . . , dN }, the output of a TATS system is a list of tuples Y =
{(Iheadi , I taili , ti)}mi=1, each specifying a segment mentioned in document D. Here, Iheadi
and I taili are the head and tail sentence indices of the i th segment, respectively. ti is a
topic predefined in C and m is the number of segments in D. Note that this definition
holds for both flat and nested topic segmentation scenarios. For convenience,we consider
the collection of continuous sentences {di, di+1, . . . , dj} as a fragment of document D,
denoted as D[

i : j].
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Remark. We aim to illustrate the similarity between TATS and span-based NER tasks.
Recall that the target of the span-based NER task is to find the head and tail token indices
of all entities with the given entity type. Formally, given a sentence X = x1, . . . , xK with
K tokens, the output of an NER system is a list of tuples Y = {(Iheadi , I taili , ti)}mi=1, each
specifying an entity mentioned in X , where Iheadi and I taili are the head and tail token
indices of the i th entity, respectively. ti is the entity type from a predefined type set and
m is the number of named entities in X . In this way, the problem of nested entities can
be resolved, which motivates us to solve TATS from the perspective of span-based NER
tasks.

Fig. 2. STTS framework. (a) The STTS model employs a sliding window encoder to acquire the
embeddings of multiple input sentences. The sliding window encoder consists of an overlapping
sliding window mechanism with a fixed window size that can process the input into text spans,
and a pre-trained language model (Lawformer in our method) that can obtain the embedding of
the text span. (b) GP conducts the TATS task and outputs the segment boundaries and the topic
label of each segment.

3.2 Model Formulation

Figure 2 illustrates the model structure. STTS first transforms the long text document
into text spans with a fixed window size using the proposed overlapping sliding window
mechanism, and the text spans are encoded into their semantic embeddings byLawformer
[18]. Then, the embeddings of text spans are sent to Global Pointer (GP) [16] to identify
the topics.

Sliding Window Encoder. The sliding window encoder consists of the overlapping
sliding window mechanism and a PreLM Lawformer.

The overlapping sliding window mechanism segments long texts into smaller units
by sliding a fixed-size window over the document with a certain overlap. It reduces the
influence of irrelevant information within the sliding window when predicting the seg-
mentation points, considering that a document’s segmentation history has aminor impact
on predicting the next segmentation point. Overlapping provides a smooth transition of
semantic information between two consecutive sliding windows.



STTS: A Novel Span-Based Approach 303

Lawformer is a law-specific PreLMbased on Longformer [1]. Based on SlidingWin-
dow Attention, Dilated Sliding Window, and Global Attention, Lawformer and Long-
former reduce the time and memory complexity of the original Transformer from O

(
n2

)

toO(n × w), where n is the input sequence length, andw � n is the fixed slidingwindow
size.

Global Pointer. Given a document D = {d1, . . . , dN } of M sentences, the embedding
of each sentence is of dimension v, where v is the hidden layer size of PreLM, and can
be represented as:

h1, . . . , hM = PreLM (d1, . . . , dM ), (1)

where hi ∈ R
v is the embedding of sentence di, 1 ≤ i ≤ M.

After the sentence representations have been obtained, we calculate the fragment
representations depending on each fragment’s start and end position. For this purpose,
two fully-connected layers are used:

qi,α = Wq,αhi + bq,α, ki,α = Wk.αhi + bk,α, (2)

where Wq,α and Wk.α are learnable weight matrices, bq,α and bk,α are bias terms, and
qi,α ∈ R

d and ki,α ∈ R
d are the vector representations that are used to identify segments

of type α. Then, the score of fragmentD[
i : j], which is a segment of type α, is calculated

as follows:

sα(i, j) = q�
i,αkj,α. (3)

To avoid GP’s insensitivity to the length and span of segments, the scoring function
also integrates rotational position encoding (RoPE) [15]. In this way, the scoring function
can be written as follows:

sα(i, j) = (
Riqi,α

)�(
Rjkj,α

) = q�
i,αRj−ikj,α, (4)

where RoPE satisfies R�
i Rj = Rj−i.

Training Objective.We adopt the loss function used in GP, which is inspired by circle
loss and can alleviate the problem of class imbalance. The loss function can be calculated
as follows:

∑

α∈C

{
log

(
1 +

∑

(q,k)∈Pα

e−sα(q,k)
)

+ log

(
1 +

∑

(q,k)∈Qα

esα(q,k)
)}

, (5)

where q and k represent the start and tail indexes of a fragment, respectively,Pα denotes a
collection of fragments with topic type α, whereasQα denotes a collection of fragments
that are not segments orwhose topic type is notα, and sα(q, k) is the score that a fragment
D[

q, k
]
is of topic type α.

For inference, we determine whether a fragmentD[
q : k] belongs to topic type α as

a segment by the non-negativity of sα(q, k).
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4 Experiments

4.1 Experimental Setup

Datasets and Baselines. We conduct extensive experiments to demonstrate the effec-
tiveness of STTS on four real-world Chinese datasets, including Legal Documents (LD),
Administrative Penalty News (APN), Product Recall News (PRN), and Enterprise Viola-
tion Announcements (EVA). LD, APN, and PRN, do not involve topic nesting, whereas,
in EVA, about 20% of the samples have nested topics. Table 1 and Table 2 report the
corresponding statistics. In the subsequent trials, we challenge ourmodel against PreLM-
NERmodels [21] and PreLM-BiLSTM-CRFmodels [8, 11] by considering four PreLM
types: BERT, Longformer, Lawformer, and BigBird [20].

Table 1. Statistics of the four datasets. Topics: the number of topics. Docs: the total number of
documents. SLen: the average sentence length. S/doc and P/doc: the average number of sentences
and paragraphs per document. S/P: the average number of sentences per paragraph. Nesting: if
marked by ✓, topic nesting is present, and otherwise not.

Dataset Topics Docs S/doc P/doc S/P SLen Nesting

LD 8 24829 41.35 7.05 5.87 45.92 ✘

APN 2 13118 54.30 13.50 4.02 20.15 ✘

PRN 3 2112 12.04 2.05 5.88 56.09 ✘

EVA 8 12752 393.47 18.77 20.96 99.65 ✓

Table 2. Topic statistics.

Dataset Topic(in Chinese) Topic(in English)

LD 首部,当事人信息,诉讼记录,案件基本情况,
本院认为,判决结果,尾部,法律依据

Header, Party Information, Litigation
Records, Basic Case Information, Court’s
Opinion, Judgment Result, Footer, Legal
Basis

APN 违法事实,处罚决定 Illegal facts, Penalty decision

PRN 产品召回信息概要,产品信息总览,产品信息
详细

Product Recall Summary, Product
Information Overview, Product Information
Details

EVA 发文单位,处罚日期,文件批号,相关法规,违
规原因,处罚结果,当事人名称,处罚金额

Issuing authority, Date of penalty, Document
number, Relevant regulations, Reason for
violation, Penalty result, Name of the party
involved, Penalty amount

Evaluation Metrics. We employ the segment-level F1 score and document-level accu-
racy as evaluation metrics. For the segment-level F1 score, a segment is considered
correctly recognized only if the detected boundaries and topic are consistent with the
manually annotated ground-truth labels. For document-level accuracy, a document is
considered correctly segmented only if all segments in the document are correctly
recognized.



STTS: A Novel Span-Based Approach 305

Parameter Settings. We follow the same model initialization method of GP [16] and
tune the models’ hyperparameters on each dataset. Table 3 reports the hyperparameters
for the best-performing model per dataset.

Table 3. Hyperparameters for the best-performing model.

Dataset Epochs LR Window size Overlap Batch size Optimizer

LD 50 1e−5 400 500 3 BertAdam

APN 50 2e−5 1000 500 5 BertAdam

PRN 20 2e−5 2000 0 10 BertAdam

EVA 50 2e−5 2500 500 5 BertAdam

4.2 Main Results

Table 4 presents the experimental results on the test set of each dataset. Regard-
ing the segment-level F1 score, our model has an average improvement of 5.6% and
26.51% under flat-topic and nested-topic scenarios compared to Lawformer-BiLSTM-
CRF. Regarding the document-level accuracy, our model reaches 94.95% on average on
flat-topic datasets and 89.80% on nested-topic dataset, demonstrating an improvement
of 17.82 and 32.15 points compared to Lawformer-NER. It should be noted that the pro-
posed method, STTS, performs consistently better regarding the segment-level F1 and
document-level accuracy for TATS with topic nesting. This demonstrates our model’s
robustness under complex situations. Moreover, our approach achieves state-of-the-art
performance due to the overlapping sliding window mechanism and span-based NER
method. Due to constraints on the input text length, BERT can only model short texts,
while Lawformer, Longformer, and BigBird, although capable of modeling long texts to
some extent, still face the incapability of dealing with extremely long texts in real-world
datasets. The experimental results demonstrate our model’s effectiveness on the TATS
task, especially in scenarios with nested topics.

4.3 Overlapping Sliding Window Evaluation

To illustrate the effect of the overlapping sliding window mechanism, we conduct an
ablation study on the APN dataset by choosing different sliding window sizes on three
PreLMs, including Longformer, BigBird, and Lawformer. Note that we do not take the
overlap into account to eliminate its interplay. Moreover, setting the window size to
zero means excluding the proposed overlapping sliding window mechanism. Figure 3
depicts the line chart of document-level accuracy versus window size, revealing that
choosing an appropriate window size improves the model’s performance, demonstrating
the effectiveness of our overlapping sliding window.
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Table 4. Segment-level F1 (Segment-F1) and document-level accuracy (Doc-acc) of different
models on four datasets.

Dataset LD APN PRN EVA

Segment-F1 Doc-acc Segment-F1 Doc-acc Segment-F1 Doc-acc Segment-F1 Doc-acc

BERT-NER 0.6150 0.1429 0.3600 0.1014 0.8527 0.7333 0.1743 0.1225

Longformer-NER 0.9188 0.7177 0.8734 0.7485 0.9291 0.7857 0.6975 0.5586

Lawformer-NER 0.9188 0.7169 0.9015 0.8063 0.9251 0.7905 0.7057 0.5765

BigBird-NER 0.8907 0.5810 0.7301 0.5308 0.9251 0.7857 0.6360 0.5058

BERT-BiLSTM-CRF 0.6365 0.2103 0.5713 0.2320 0.9271 0.7905 0.4027 0.3829

Longformer-BiLSTM-CRF 0.9169 0.7126 0.8620 0.7305 0.9242 0.7810 0.7056 0.5714

Lawformer-BiLSTM-CRF 0.9188 0.7185 0.8962 0.7935 0.9312 0.7905 0.7106 0.5798

BigBird-BiLSTM-CRF 0.9169 0.7044 0.8660 0.7357 0.9251 0.7857 0.7001 0.5674

The proposed model 0.9857 0.9584 0.9403 0.9230 0.9887 0.9668 0.9757 0.8980

Fig. 3. Comparative evaluation of the document-level accuracy of the overlapping slidingwindow
approach on APN.

4.4 Case Study

In Fig. 4, we present a representative example demonstrating the differing predic-
tion results obtained using STTS and Lawformer-BiLSTM-CRF. In this example, the
“penalty amount”, “document number” and “name of the party” involved are nested



STTS: A Novel Span-Based Approach 307

within “penalty result”. STTS successfully identifies all segments and assigns appropri-
ate labels to each one, while Lawformer-BiLSTM-CRF correctly identifies the segments
nested within the penalty result but fails to identify the segment corresponding to the
label “penalty result” itself. This case highlights the advantage of STTS over Lawformer-
BiLSTM-CRF in handling nested topic segmentation problems. The example serves as
a validation of the effectiveness of STTS in TATS tasks under the span-based NER
paradigm.

This case study provides evidence that STTSoutperformsLawformer-BiLSTM-CRF
due to its superior syntactic and semantic learning capabilities. Specifically, STTS excels
in overcoming both flat and nested topic segmentation challenges, making it more robust
and accurate in this context.

Fig. 4. A representative example with different results by STTS and Lawformer-BiLSTM-CRF.
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5 Conclusion

This paper proposes STTS, a framework to address topic-aware text segmentation tasks
from the perspective of span-based NER tasks. STTS has two main advantages. On the
one hand, it can cope with nested topic segmentation using the span-based NER. On the
other hand, STTS enables long document processing via an overlapping sliding window
mechanismwithout losing much contextual information. Extensive experiments demon-
strate the superiority of STTS on four real-world business topic segmentation datasets,
which indicates that our solution is highly suitable for large-scale text processing in
practice.
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Abstract. Knowledge-grounded response selection in retrieval-based chatbots
aims to select the proper response given the conversation context and background
knowledge. Most of existing BERT-based approaches only consider the relations
between the conversation context and response candidates, and often ignore the
effect of BERT in domain adaptationwith task-specific data and fail to consider the
relevance between the context and knowledge. To address these issues, we propose
a BERT-basedmodel for Knowledge-grounded Response Selection (BERT-KRS).
We first design a domain adaptation task, consistency detection, to yield a domain-
adaptive BERT for capturing the consistency relation between conversations and
knowledge. Then we take the domain-adaptive BERT as the encoder and pro-
pose an attention-based matching network to strengthen the relationship between
the context and knowledge before matching with response candidates. Experi-
mental results on two canonical benchmarks indicate that our BERT-KRS model
outperforms the strong baseline methods.

Keywords: Response selection · Retrieval-based conversation ·
Knowledge-grounded conversation · Pre-trained language model

1 Introduction

Retrieval-based chatbots [1] are a typical kind of dialogue systems and have been widely
used in many fields of the industry. As one of the most important part of retrieval-based
chatbots, multi-turn response selection aims to identify the best response from a set
of response candidates given a dialogue context, i.e., the conversation context. Previous
works had focused on offering fine-grained text encoding and better interactions between
response candidates and conversation contexts, by specially designedmatching networks
[2–4]. Some recent works [5–8] have also tried to build utterance-response matching
models based on attentionmechanisms and pre-trained languages, e.g., BERT,RoBERTa

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
D.-S. Huang et al. (Eds.): ICAI 2023, CCIS 2015, pp. 310–321, 2024.
https://doi.org/10.1007/978-981-97-0827-7_27

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-97-0827-7_27&domain=pdf
https://doi.org/10.1007/978-981-97-0827-7_27


BERT-KRS: A BERT-Based Model for Knowledge-Grounded Response Selection 311

and ELECTRA, and achieved significant performance improvements in the multi-turn
response selection. However, these works tend to give users the false positive answer and
encounter inconsistencies between the context and the response, since they select the
response by only considering the dialogue history without the guidance of knowledge
grounding.

An example is given in Table 1, where the appropriate response selection should
consider not only the conversation context, but also the background knowledge, i.e.,
personalized profiles. In order to better select proper response from candidates that is
consistent with both context and background knowledge, some knowledge-grounded
response selection models [9, 10] were also proposed. For example, Gu [9] extend the
interactive matching network [3] to the dually matching version such that the context
and knowledge match with the response candidate respectively. Hua [10] propose the
pre-selection and post-selection strategies to detect the relevant parts of context and
knowledge before they match with the response candidate. While Humeau [11] and
Mazaré [12] pre-train BERT with millions of data extracted from Reddit and fine-tune
it on downstream tasks to incorporate domain and task-specific knowledge.

Table 1. An example of knowledge-grounded dialogue from the Persona-Chat dataset. Redwords
demonstrate that the true response is related to the profile.

Background Knowledge

A's profile: B's profile:
I work part time at a pizza restaurant.
My major is business.
I love the beach.
I like to party.

My mom taught me how to play the cello.
Everyday I go swimming.
My favorite color is red.
I love going to concerts on the weekend.

Conversation
A: Hi, how are you today?
B: I am good. I just got done practicing the cello, my mom taught me.
A: Do you enjoy playing it?
B: Yes I do, I also go swimming everyday. How about you?
A: I enjoy the beach so swimming is nice.
B: The beach is nice, what's your favorite color?
A: I am not sure really. You?
B: Mine is red, do you like concerts? (True response)
B: My favorite color is orange. (False response)

These works have already demonstrated the effectiveness of using external knowl-
edge, i.e., background knowledge and domain-specific knowledge, to better select
responses. However, they still exist some following problems: (1) most of them neglect
other knowledge or encode the context and knowledge separately without considering
their internal relationships. (2) pre-training BERT-based matching models with extra
external large corpus is computationally costly and time-consuming. (3) BERT-based
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matching models are unable to handle long sequences in knowledge-grounded dialogue
due to the maximum length limitation (i.e., 512 for BERT), and thus might lose potential
important information after roughly truncating the input sequences.

To address the above problems, the contributions of this paper can be summarized
as follows:

(1) We design a consistency detection pre-training task for BERT to better capture
the semantic coherence and consistency between the conversion and background
knowledge, which yields a domain-adaptive BERT that contains domain-specific
knowledge after pre-training on the task-specific dialogue corpus.

(2) We propose a BERT-based model BERT-KRS for knowledge-grounded response
selection by taking the domain-adaptive BERT as the encoder and employing cross-
attention mechanism to capture interaction between the context and background
knowledge without truncating sequences.

(3) We conduct experiments on two widely used datasets, Persona-Chat [13] and CMU-
DoG [14], and the results demonstrate that our model outperforms those strong
baseline models and achieves new state-of-the-art performance.

2 Related Works

The most common practice are to build utterance-response matching models based
on attention mechanisms and output a score indicating the adequacy of individual
response candidates. More recently, Gu [8] have applied BERT into retrieval-based
chatbots and obtained new state-of-the-art results. However, they mainly focus on
designing fine-grained text encoding and building the relationship between dialogue
context and response candidates without taking other knowledge into account. They
also encode the context and knowledge separately without considering their internal
semantic relationships.

To better incorporate knowledge grounding and improve the response selection per-
formance, Zhang [13] present Persona-Chat that includes personal profiles as back-
ground knowledge, and propose a profile memory network to fuse profile information
with the context. Zhou [14] release CMUDoG and employs movie-related documents
as background knowledge. Zhao [15] propose a document-grounded matching network
(DGMN) to select important matching information with the hierarchical interaction
mechanism. Gu [3] propose a dually interactive matching network (DIM) to match the
response candidate with the context and knowledge respectively. Hua [10] design selec-
tor modules to detect the relevant parts of the context and knowledge. Zhu [16] propose
a document content selection network (CSN) to perform explicit selection of relevant
document contents, and filter out the irrelevant parts.

To capture contextual information when the downstream task is biased towards a
specific domain anddifferent from the pre-trained corpora.Humeau [11] andMazare [12]
used Reddit as additional corpus to further pre-train BERT for learning more domain-
specific knowledge. These works have demonstrate the importance of pre-training and
domain adaptation could effectively improve the performance of knowledge-grounded
response selection. However, they usually need to use extra large corpora, which are
computationally costly and extremely time-consuming.
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3 Model

3.1 Overview

As illustrated in Fig. 1, we first pre-train BERT on the training data of dialogue cor-
pus with two domain adaptation tasks: masked language model (MLM) and consis-
tency detection (CD). During the pre-training, a data augmentation (DA) method is also
designed for increasing the amount of data. Then we propose a model BERT-KRS to
take the domain-adaptive BERT as the encoder and matches response candidates with
both context and knowledge.

Fig. 1. An overview of our proposed model.

3.2 Task Definition

Given a dialogue dataset D, an example in D can be represented as (c, k, r, y), where c
= {u1, u2,…, un} denotes a conversation context with {ui}uni=1 as utterances, k = {k1,
k2,…, km} denotes a collection of knowledge with {ki}umi=1 as sentences. r is a response
candidate, and y ∈ {0, 1} is a binary label denoting whether r is a proper response for
c and k. The goal of the task is to learn a matching model g(c, k, r) from D, such that
for a new context-knowledge-response triplet (c, k, r), g(c, k, r) measures the degree of
suitability of the response r to the given context c and the knowledge k.

3.3 Domain Adaptation

We propose a new domain adaptation task based on MLM, aiming to help the model
better learn domain-specific knowledge.

Figure 2 shows the domain adaptation for knowledge-grounded response selection.
The CD task can be regarded as a supplement of BERT without changing its original
transformer structures.

For training our CD task, the positive examples are created by taking contexts and
corresponding knowledge contents from the training corpus, while negative examples
are created by pairing contexts with knowledge contents that are randomly sampled.

Formally, given a conversation context c and a collection of knowledge k, we set the
binary label ycd as 1 if they are matched, otherwise 0 for not matched. We formulate
the input of BERT encoder as x = {[CLS], u1, [EOU],…, ui, [EOU],…, un, [SEP], k1,
[EOK],…, kj, [EOK],…, km, [SEP]}, where [EOU] and [EOK] are two special tokens
appended to the end of each utterance and knowledge sentence respectively.
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Fig. 2. Domain adaptation for knowledge-grounded response selection. ui denotes the i-th
utterance in the context and kj is the j-th knowledge sentence.

The aggregated representation E[CLS] ∈ Rd is then fed to a single-layer perceptron
for computing the final matching score via a sigmoid function as follows:

gcd (c, k) = sigmoid
(
WcdE[CLS] + bcd

)
(1)

where Wcd ∈ R1×d and bcd ∈ R are trainable parameters. Finally, the objective of the
consistency detection task is formulated as:

Lcd = −ycdlog(gcd (c, k)) − (1 − ycd )log(1 − gcd (c, k)) (2)

Plus the MLM task, the learning objective of domain adaptation is the sum of the
MLM loss Lmlm and CD loss Lcd as L = Lmlm + Lcd .

3.4 Model Architecture

We present the details of our proposed BERT-KRS model as shown in Fig. 3.

Fig. 3. The model architecture of BERT-KRS.
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Encoding Layer
We use the above domain-adaptive BERT as the sequence encoder. Following previ-

ous works [11], we concatenate context utterances into a context sequence. After feeding
the context, knowledge sentences and response to the BERT encoder, we can yield their
hidden embedding representations C ∈ Rlc×d, K = {Kj}mj=1 and R ∈ Rlr×d from the last
layer of BERT, where lc, lr and d denotes the context length, the response length and

the embedding size of BERT respectively. Kj ∈ R
lkj×d

is the representation of the j-th
sentence with the length of lkj.
Interaction Layer

To further provide complementary information and enrich the representations of
context and knowledge, we propose an interaction network for capturing their global
features based on cross-attention mechanism.

Given C and K = {Kj}mj=1, we use two separate cross-attention networks to compute
the word-word similarity between context and each knowledge sentence. For example,

the similarity between C and the j-th sentence Kj is computed as Mj = C ·KT
j ∈ R

lc×lkj .
After normalization with softmax function, we combined them in a weighted way and
yield the j-th knowledge-aware context representation Cj

′ and the j-th context-aware
knowledge representation Kj

′ respectively, formulated as:

C′
j = softmax

(
Mj

) · Kj,K
′
j = softmax(MT

j ) · C, (3)

A linear layer with RELU activation function and the residual connection is then
adopted to yield the fused representations as:

C∗
j = max

(
0,C ′

jW1 + b1
)

+ C, K∗
j = max

(
0,K ′

jW2 + b2
)

+ Kj (4)

where W1, W2, b1 and b2 are all trainable parameters.
In the same way, all fused context representations {C∗

j }mj=1 and knowledge represen-

tations {K∗
j }mj=1 can be obtained. We stack {C∗

j }mj=1 together as C
∗ ∈ Rm×lc×d , and yield

the final output C ∈ Rlc×d of the context in the mean-pooling way as C = mean(C∗). All
knowledge sentence representations {K∗

j }mj=1 are also concatenated as the final output of

knowledge, denoted as K = [K∗
1,K

∗
2, . . . ,K

∗
j ] ∈ Rlk×d where lk = ∑m

j=1 lkj is the total
length of the knowledge content.
Matching Layer

After using cross-attention to separately build the matching representations between
context and the response, and the matching representations between knowledge content
and the response, we can provide discriminative features and significant information to
further decide their matching degrees. Formally, the aligned word-level matrix Mcr =
Rlc×lr between the context and the response is defined as Mcr = C · RT .

We further employMcr to build the response-aware context representation C̃ and the
context-aware response representation R̃c respectively as follows:

C̃ = softmax(Mcr) · R, R̃c = softmax(MT
cr) · C (5)

Similarly, we also use the above operations to obtain the response-aware knowledge
representation K̃ and the knowledge-aware response representation R̃k respectively. To
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aggregate these matching representations on the sentence-level, we adopt mean-pooling
strategy to yield the corresponding vectors c

∧ = mean(C̃) ∈ Rd , r
∧

c = mean(R̃c) ∈ Rd ,
k
∧

= mean(K̃) ∈ Rd and r
∧

k = mean(R̃k) ∈ Rd .
Prediction Layer

We take the concatenation of c
∧

and k
∧

as the final query vector xf = [c∧, k
∧

] ∈ R2d ,
and the concatenation of r

∧

c and r
∧

k as the final response vector yf = [r∧c, r∧k ] ∈ R2d . Then
the final matching score is obtained with dot product operation g(c, k, r) = xf · yf .

Learning
Let θ denote the parameters of the model and f (·) denote the softmax function. Then,

θ would be optimized by minimizing the cross-entropy loss on D, which is defined as:

L(θ) = −
∑

(c,k,r,y)∼D
y log f (g(c, kr)) (6)

4 Experiment and Analysis

4.1 Experimental Settings

We evaluate our BERT-KRS model on two publicly used datasets, Persona-Chat [13]
and CMUDoG [14]. For Persona-Chat, we use “revised” and “original” to indicate the
different versions of the dataset. Since CMUDoG does not contain negative responses,
we randomly sample 19 negative responses for each utterance as [10, 15]. Statistics of
these two datasets are shown in Table 2.

Following [3, 10, 15], we utilize Rn@k (k = 1, 2, 5) as evaluation metrics with n =
20 and k ∈ {1,2,5}, that is 1 in n recall at k, it gets 1 if a golden response is positioned
in the k selected responses and 0 otherwise for these two datasets, n is equal to 20.

Table 2. Statistics of Persona-Chat and CMUDoG.

Statistics Persona-Chat CMUDoG

Train Dev Test Train Dev Test

Total number of conversations 8939 1000 968 2881 196 537

Total number of turns 65719 7801 7512 36159 2425 6637

Average turns per conversation 7.5 7.8 7.8 13.5 13.3 13.1

Average length per utterance 11.6 11.9 11.8 17.3 18.6 16.9

Average number per knowledge collection 4.5 4.5 4.5 31.8 31.8 31.7

Average length per knowledge sentence 7.3 7.7 7.3 28.3 23.8 23.5

We use uncased BERTbase as the basis for further pre-training. In the stage of
domain adaptation training, we set the maximum lengths of the conversation, knowledge
sequence and batch size as 330, 100 and 14 for Persona-Chat, and 400, 100 and 12 for
CMUDoG respectively. In the fine-tuning stage, the default settings about the maximum
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length of the context, that of the response, that of the knowledge sentence, the maximum
number of sentences in a knowledge collection and batch size are 310, 25, 25, 5 and
20 for Persona-Chat, as well as 360, 30, 30, 20 and 12 for CMUDoG. Optimizer uses
Adam with the learning rate 3e−5. All experiment results except ours are cited from
their original studies.

4.2 Baseline Models

We compare BERT-KRS with the following two kinds of baseline models:
Non-BERT-Based Models

(1) Starspace [2], ProfileMemory [1] andKVProfileMemory [1] produce the fused rep-
resentation between the context and knowledge, and calculate the cosine similarities
between the fused representation and response candidate.

(2) DGMN [15] extracts matching information through a hierarchical interaction
mechanism.

(3) CSN-Sent and CSN-word [16] use a document content selection network (CSN) to
perform explicit selection of relevant document contents, and filter out the irrelevant
parts from the perspectives of sentence-level and word-level respectively.

(4) DIM [3] andRSM-DCK[10] adopt a dualmatching architecture,which lets response
candidates interactive match with the context and knowledge respectively. RSM-
DCK is the state-of-the-art model on Persona-Chat and CMUDoG.

BERT-based Models: Bi-encoder [11] and Poly-encoder [11] adopt BERT as the
encoder to produce text representations. Both of themmatch the response candidate with
the concatenation of the context and knowledge sentences.

4.3 Results and Analysis

The experiment results are shown in Table 3.
From Table 3, we can see that BERT-KRS significantly outperforms all baseline

models over all metrics. Compared with RSM-DCK that is the current best baseline on
two datasets, BERT-KRS achieves respectively 2.4% and 4.9% absolute improvements
on the original and revised Persona-Chat, and 2.9% absolute improvement on CMUDoG
with respect to R20@1 metric. For other evaluation metrics, BERT-KRS also obviously
outperform RSM-DCK. On all datasets, improvement on the revised Persona-Chat is
greater than that on the original Persona-Chat and CMUDoG. It is because BERT-
KRS can better capture the semantic similarity relationship between revised profiles and
conversations rather than only considering trivial word overlap.

BERT-based models (i.e., Bi-encoder and Poly-encoder) outperform most non-
BERT-based models, which indicate that BERT can provide much richer representations
and context information for response selection. However, well-designedmatching archi-
tectures, i.e., DIM and RSM-DCK, outperform BERT-based models, which demonstrate
the importance of sufficient interaction. Since BERT-KRS takes full advantages of both
BERT and attention-based interaction, it thus consistently outperforms all strong base-
line models on both Persona-Chat and CMUDoG over all evaluation metrics, indicating
the universality of our proposed model.
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Table 3. Evaluation results on the two datasets. Numbers in bold indicate the best performance
for the corresponding models on specific metrics.

Models Persona-Chat CMUDoG

Original Persona Revised Persona

R20@1 R20@5 R20@10 R20@1 R20@5 R20@10 R20@1 R20@5 R20@10

Starspace 49.1 60.2 76.5 32.2 48.3 66.7 50.7 64.5 80.3

Profile Memory 50.9 60.7 75.7 35.4 48.3 67.5 51.6 65.8 81.4

KV Profile Memory 51.1 61.8 77.4 35.1 45.7 66.3 56.1 69.9 82.4

DGMN 67.6 80.2 92.9 58.8 62.5 87.7 65.6 78.3 91.2

DIM 78.8 - - 70.7 - - 78.5 88.4 96.4

CSN-sent 77.5 88.8 96.8 70.1 83.4 95.1 70.1 82.5 94.3

CSN-word 78.1 89.0 97.1 71.3 84.2 95.5 69.8 82.7 94.0

RSM-DCK 79.6 90.2 97.4 71.8 84.9 95.5 79.2 88.8 96.6

Bi-encoder 77.0 87.8 96.0 69.1 82.4 93.8 78.0 87.7 96.3

Poly-encoder 77.9 88.8 96.6 69.0 83.0 94.6 66.4 78.0 87.3

BERT-KRS 82.0 91.5 97.7 76.7 88.3 96.6 82.1 91.3 97.6

4.4 Ablation Analysis

We conduct ablation experiments for investigating the effects of domain adaptation and
different parts of the matching architecture, as well as the importance of the context and
knowledge. The experiment results are shown in Table 4.

Table 4. Evaluation results on the two datasets. Numbers in bold indicate the best performance
for the corresponding models on specific metrics.

Models Persona-Chat CMUDoG

Original Persona Revised Persona

R20@1 R20@5 R20@10 R20@1 R20@5 R20@10 R20@1 R20@5 R20@10

BERT-KRS 82.0 91.5 97.7 76.7 88.3 96.6 82.1 91.3 97.6

w/o domain adaptation 81.2 91.2 97.8 75.8 87.7 96.4 79.6 89.8 97.2

w/o interaction 80.4 90.9 97.6 75.9 87.8 96.4 81.1 90.5 97.5

w/o matching 76.0 87.8 96.3 70.1 83.1 94.7 80.4 90.4 97.3

w/o knowledge 66.4 80.7 92.5 67.8 81.2 93.3 79.3 89.2 96.8

w/o context 47.2 57.7 71.0 32.3 43.2 60.2 54.2 69.8 84.9

From Table 4, we can see that domain adaptation is necessary because removing it
would bring obvious performance drops on both datasets over most metrics. Domain
adaptation performs better on CMUDoG than on Persona-Chat, because it allows to deal
with longer texts on CMUDoG and thus enables the model to capture more complete
in-domain information.

When removing the interaction layer or the matching layer, the performance drop
significantly, which confirms the necessity and effectiveness of these two layers. We can



BERT-KRS: A BERT-Based Model for Knowledge-Grounded Response Selection 319

also observe that the conversation context plays a more important role than the knowl-
edge collection for knowledge-grounded response selection, because the performance
drops more when the context is removed. The reasons lie in the fact that conversa-
tion contexts provide the primary semantic information for response selection, while
the background knowledge offers auxiliary information. It is worth noting that remov-
ing the knowledge collection causes more performance degradation on Persona-Chat
than on CMUDoG, because the positive response is more closely related to background
knowledge on Persona-Chat.

4.5 Effectiveness of Domain Adaptation

To further compare the effects of different domain adaption methods, we conduct exper-
iments on CMUDoG. In the experiment situation, we concatenate context utterances
and knowledge sentences to a long sequence and take them as the input of BERT for
domain adaptation. Compared with using average sequence length on the Persona-Chat,
the sequence length on CMUDoG exceeds the maximum length limitation of BERT,
which as result requires truncation and thus might lose some potential information. To
address this issue, we propose a data augmentation method.

Concretely, given a conversation context c = {u1, u2,…, un} and a knowledge col-
lection k = {k1, k2,…, km}, we transform them to {Uq}scq=1 and {Kp}skp=1 respectively,
where Uq denotes the concatenation from ui to ui+t , and Kp denotes the concatenation
from kj to kj+d . sc and sk denote the number of utterance segments and knowledge seg-
ments respectively. We perform all possible combinations and formulate the input as
x = [[CLS], Uq, [SEP], Kp, [SEP]]. In this way, we can not only keep the complete
conversations and background knowledge, but also can incorporate those training data
for domain adaptation. Experiment results are listed in Table 5.

Table 5. Effectiveness of different domain adaption methods on CMUDoG.

Models CMUDoG

R20@1 R20@5 R20@10

BERT-KRS 82.1 91.3 97.6

w/o CD 81.0 91.1 97.3

w/o MLM 79.0 88.7 96.8

w/o DA 79.7 89.7 97.5

As shown in Table 5, we can see that CD and MLM, and the data augmentation
method DA are all useful as removing any of them leads to a performance drop with
the impact rank of MLM > DA > CD on the R20@1 metric. The combination of CD
and MLM can encourage the model to take the coherence and consistency relationship
between conversation and background knowledge into consideration and thus learnmore
domain-specific knowledge. When removing DA, the performance drops, indicating
that incorporating domain-specific corpus for domain adaptation training is effective,
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since DA can enable the model to better learn contextual representations and capture
task-specific knowledge.

5 Conclusions

We propose a BERT-based model for knowledge-grounded response selection with
respect to retrieval-based chatbot by designing a domain adaptation task to yield domain-
adaptiveBERT for capturing the coherence and consistency relationship between conver-
sations and knowledge, taking the domain-adaptive BERT as the encoder and designing
an attention-based matching network to strengthen their interactions before they match
with response candidates.

Experimental results on two benchmarks demonstrate that our model outperforms
those current strong baseline models and achieves new state-of-the-art results. In the
future, we plan to develop a knowledge-grounded response selection model with self-
supervised learning for capturing and utilizing more training knowledge and features.
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Abstract. Due to the widespread use of computers, assembly language is indis-
pensable in operating computer software. Learning assembly language is par-
ticularly important. However, it requires strong logical and spatial imagination,
making it difficult to learn and master. In order to enhance the efficiency of learn-
ing assembly language, this paper proposes the use of Chinese language to learn
assembly language and designs a Knowledge Graph-based Assembly Language
Question Answering (KG-ALQA) System. Taking the assembly language of the
8051 microcontroller as an example, firstly, we construct a knowledge graph of
8051 assembly language. Secondly,We construct aKG-ALQAsystem that utilizes
templates to enable Chinese-to-8051 assembly language question answering (QA)
functionality. Finally, to address the problem of template limitations in the KG-
ALQA system, We propose a joint Transformer model to enhance the flexibility
and accuracy of the system. Experimental results show that utilizing knowledge
graph (KG) and deep learning techniques can effectively achieve Chinese-to-8051
assembly language QA functionality.

Keywords: Assembly Instruction · Question Answering System · Knowledge
Graph

1 Introduction

The presence of computers is ubiquitous and computer operations rely on programming.
Therefore,mastering programming languages is particularly important.As programming
languages evolved from low-level to high-level, assembly language, although considered
low-level, is closest to machine language. It can directly control the processor, with con-
cise code, high efficiency, and easy manipulation [1]. In addition, skilled programmers
proficient in assembly language can use disassembly to uncover bugs that high-level
languages may not detect, so learning assembly language is essential. However, many
beginners in assembly language lack spatial imagination, analytical skills, solid theoret-
ical knowledge, and a thorough understanding of assembly language. Additionally, they
lack practical experience, leading to poor learning outcomes [2]. We propose a method
of generating assembly language code from natural language, converting Chinese into
assembly language. By utilizing the expressive nature of Chinese, learners can focus on
the logic and structure of assembly language.
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In the early stages, template-based code generation techniques were employed to
generate repetitive code. However, due to the limited flexibility of template-generated
code, researchers explored the use of traditional statistical machine translation (SMT)
techniques to generate code. With the rapid development of artificial intelligence, atten-
tion shifted towards neural network-based automatic code generation. Yin [3] proposed
a sequence-to-sequence model that generates abstract syntax trees, using tree struc-
tures as intermediate states in the code generation process to convert natural language
into syntactically correct code. OpenAI introduced the Copilot [4] model, which uses
natural language descriptions as comments to optimize code generation through doc-
strings and function name tuning. The model expands source text information using
specialized blank tokens to generate the most relevant code. These methods are suitable
for generating common and frequently used code, but they have limitations in specific
domains.

To achieve code generation from Chinese to assembly language, this paper proposes
treating Chinese and 51 assembly language as “QA pairs” and designs a QA system
that takes Chinese input questions and generates assembly language output. To address
the challenge of varied Chinese expressions with similar meanings, this paper suggests
structurally storing 51 assembly language in a knowledge graph, serving as the knowl-
edge source for the QA system. This knowledge graph represents addresses, registers,
and other elements involved in assembly language as nodes, with data transfer rela-
tionships as edges, and instruction symbols as supplementary node attributes, enabling
the QA system to accurately understand input statements based on capturing key infor-
mation, irrespective of the expression format. Additionally, to overcome limitations in
knowledge graph-based QA systems due to the size of the knowledge base, this paper
trains a Transformer-basedmachine translationmodel, combining twomodels to achieve
flexible and efficient QA between Chinese and 8051 assembly language.

2 Related Work

Converting Chinese into assembly language through a QA approach can be seen as
a form of code generation. As programming languages developed, understanding and
using them became a long-standing question for individuals seeking to work in related
fields. Researchers started exploring how to convert natural language into programming
languages or vice versa. Generating assembly language from natural language requires
accurate understanding of the content and intent of the natural language description.
This aligns with the idea of QA systems, which analyze the semantics of questions to
understand user intent and provide correct answers. Therefore, this paper adopts a QA
form to achieve the conversion from Chinese to assembly language and designs a QA
system based on the assembly language knowledge graph.

Early QA systems, also known as expert systems, focused on specific domains and
mainly relied on rule-based and template matching methods to answer domain-related
questions. However, due to the limitations of rules and templates, these systems had low
utilizationof information and limited applicability. The emergenceof the internet brought
new breakthroughs to QA systems. Researchers utilized a vast amount of high-quality
data from the internet for QA systems, which can be classified into document-based QA
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and knowledge-based QA, based on the source of information [5]. Document-based QA
systems retrieve answers by searching network documents, while knowledge-based QA
systems rely on high-quality knowledge graphs.

Since Google introduced the concept of knowledge graphs in 2012, there have been
many large-scale, high-quality knowledge graphs, such as Freebase and DBpedia in
English and domain-specific knowledge graphs in Chinese medicine. The accurate data
and efficient retrieval capabilities of knowledge graphs have made knowledge-based
QA systems a popular research direction. Fader [6] introduced a small set of templates
to answer simple questions involving a single triple. For complex questions, Yin [7]
proposed a pipeline approach to generate query graphs in multiple stages. Frankenstein
[8] analyzed over 60 knowledge-based QA systems and proposed a pipeline framework
based on knowledge graphs, which can be improved using neural network techniques
for any module within the framework to enhance the overall performance of the QA
system. Nowadays, knowledge-based QA systems have been widely applied in search
engines like Baidu and Bing, as well as intelligent voice assistants like Siri and Xiaodu.

3 Method

3.1 Construction and Storage of Knowledge Graphs

The construction techniques of knowledge graphs can be divided into two main
approaches: top-down and bottom-up [9]. There are three types of raw data: struc-
tured, semi-structured, and unstructured. Entities and relationships in a KG are typically
expressed in triple form and stored in resource description frameworks (RDF) or graph
databases. This paper adopts the top-down construction technique, extracting entity
information related to assembly language from reference materials and manually anno-
tating triples. It organizes the unstructuredChinese sentences describing the functionality
of 51 assembly instructions into structured data, serving as the corpus for constructing
the assembly language KG, which is stored in Neo4j.

Triples have two basic forms: (Entity1, Relationship, Entity2) and (Entity, Attribute,
Attribute Value). Based on the characteristics of assembly language and the Chinese
descriptive statements, we employ the triplet form of (Entity1, Relationship, Entity2).
In this form, Entity1 represents the head entity, Entity2 represents the tail entity, and
the Relationship represents the connection between the two entities. In constructing the
corpus for the KG of 51 assembly language, various registers or memory locations, i.e.,
operands in the instructions, are treated as entities, and the data transfer relationship, i.e.,
the opcode, is considered as the relationship between entities. For example, given the
sentence “Copy the content of register R0 to the accumulator” the entities in the sentence
are “register R0” and “accumulator” and the relationship between the entities is “copy”.
Therefore, the triple form of this sentence is (“register R0”, “copy”, “accumulator”). An
example of a partial knowledge graph dataset is shown in Table 1.

Due to the uniqueness of each entity and relationship, specific attributes can be
extended to accurately identify relevant entities and relationships from the text. Utilizing
their attribute information helps enhance the model’s reasoning and comprehension
capabilities. Some entity attributes and relationship attributes are presented in Table 2
and Table 3, respectively.



An Assembly Instruction Question Answering System 325

By organizing the knowledge graph corpus, this paper stores it in Neo4j. Neo4j is a
type of graph database that enables the storage,management, and visualization of entities
and relationships in a KG. Additionally, the Cypher language is utilized to query and

Table 1. Partial Example of a Knowledge Graph Dataset

Head Entity Relationship Tail Entity

register R0 input/send/copy accumulator

direct address unit 01H input/send/copy accumulator

immediate operand #03H input/send/copy accumulator

accumulator input/send/copy direct address unit 04H

direct address unit 33H input/send/copy indirect address register R0

external data memory input/send/copy/MOVX accumulator

indirect address register @R0 half-byte swapping/XCHD accumulator

direct address unit 00H exchange/swap/XCH accumulator

register R3 add/append accumulator

Table 2. Partial Entity Attribute

ID Operand Symbol Addressing Type

1 accumulator A register internal RAM

2 register R0 R0 register internal RAM

3 direct address unit 00H 00H direct internal RAM

4 indirect address register @R0 @R0 register internal RAM

5 immediate operand 00H #00H immediate internal RAM

6 address register DPTR register internal RAM

7 external data memory @DPTR register indirect external RAM

Table 3. Partial Relationship Attribute

ID Opcode Symbol Type

1 input/send/copy MOV internal RAM data transfer instruction

2 input/send/copy/MOVX MOVX external RAM data transfer instruction

3 input/send/copy/MOVC MOVC program storage data transfer instruction

4 swap the high four digits with the low four digits SWAP half-byte data exchange instruction

5 half-byte swapping/XCHD XCHD half-byte data exchange instruction

6 exchange/swap/XCH XCH byte data exchange instruction

7 plus one INC increment instruction
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search the KG stored in Neo4j, serving as an important component in the design of the
QA system in this paper. Figure 1 illustrates the stored results of the knowledge graph
for partial 51 assembly instructions in Chinese. In the figure, nodes represent operands,
and edges represent data transfer relationships between nodes.

Fig. 1. Chinese Knowledge Graph of Partial 51 Assembly Instructions

3.2 Knowledge Graph-Based Assembly Language Question Answering
(KG-ALQA) System

Different from QA systems that typically handle interrogative statements ending with
question marks, such as “what”, “why”, “how”, etc., the designed KG-ALQA system
in this paper accepts declarative statements as input. For example, input statements
like “Transfer the content in register R0 to the accumulator and convert it into a 51
assembly instruction” or simply “Transfer the content in register R0 to the accumulator”
are expected to yield a response such as “MOV A, R0” which is the corresponding 51
assembly instruction. This approach is similar to machine translation. Therefore, in this
paper, the question and answer modeling in the QA system is treated as a translation
process. The symbolic representation of the assembly instruction’s opcode and operand
is considered as the attributes of nodes and edges in a KG. By parsing and retrieving the
KG, the input statement is translated into the corresponding symbols, forming a correct
expression, which serves as the output answer statement, i.e., the assembly instruction.

The QA system designed in this paper consists of four main components: question
preprocessing, question classification, templatematching, and knowledge base querying.
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As shown in Fig. 2. The process of achieving question answering involves parsing
the input statement, extracting entities and keywords from the question, matching the
question keywords to corresponding question templates, retrieving relevant nodes and
edges within the KG, and finally employing the appropriate answer template to form a
correct expression that outputs the assembly instruction.

Fig. 2. Diagram of the KG-ALQA System

The question preprocessing component involves parsing the input statement to deter-
minewhether it contains question keywords and relevant entities. The format of assembly
instructions is [label:] opcode [operand][,operand][,operand], where the opcode speci-
fies the specific operation and nature of the instruction, serving as an essential component
in an instruction. The operand can represent either a specific data value or the address
where data is stored. There can be multiple operands or none at all in a single instruc-
tion. Therefore, based on the characteristics of assembly instructions, this paper treats
the opcodes which represents the functionality as keyword phrases and the operands as
entities. It constructs separate dictionaries for opcodes and operands that cover all the
instructions. These dictionaries are used for keyword and entity detection to preprocess
the input statements.

The question classification process involves categorizing the input statement based
on the recognized question keywords and entities. The classification of questions primar-
ily relies on the symbols of opcodes, where different opcodes represent different question
categories. It is important to note that the symbols of opcodes are influenced not only by
the type and addressing mode of the operand but also by the natural language expression
of the opcode itself. For example, different natural language expressions such as “copy”,
“transfer” or “move” correspond to the same opcode symbol “MOV”. Therefore, ques-
tion classification needs to consider both the semantic meaning of the words and the type
of operand. In this paper, a dictionary-based question classifier is constructed, defining
over a hundred question types. When the question keywords and operand types meet the
requirements, the question will be automatically assigned to the corresponding question
category (Table 4).

Template matching involves setting question answering templates based on question
categories and the characteristics of assembly language. These templates are used to
match query results, thereby generating correct statements that comply with the require-
ments of assembly instruction syntax and format, which implement the functionality
of system that utilizes natural language queries to access 51 assembly instructions.
To enhance the general applicability of the templates, this paper labels all entities as
“operand”, assigns semantic entity identifiers and utilizes relevant entity attributes to
establish question answering templates (Table 5).
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Table 4. Question Categories (Partial)

Question Categories Question Keywords Operand Type

MOV_INRAM input internal RAM

send internal RAM

copy internal RAM

MOVX_OUTRAM input external RAM

send external RAM

copy external RAM

MOVC_OUTROM input external RAM

send external RAM

copy external RAM

SWAP_INRAM swap the high four digits with the low four digits internal RAM

exchange the low four bits with the high four bits internal RAM

Table 5. Question Templates (Partial)

Question Categories Question Instance Answer Templates

MOV_INRAM copy the contents from register R0
(operand1) to the accumulator
(operand2)

MOV
opeand2.symbol,operand1.symbol

MOVX_OUTRAM copy the contents from the external
RAM’s indirect address register R0
(operand1) to the accumulator
(operand2)

MOVX
operand2.symbol,operand1.symbol

MOVC_OUTROM copy the contents from the
addressing unit (operand1) with
DPTR as the base address and A as
the displacement to the
accumulator (operand2)

MOVC
operand2.symbol,operand1.symbol

SWAP_INRAM swap the upper four bits of the
accumulator (operand1) with the
lower four bits of data

SWAP operand1.symbol

Knowledge base queries involve searchingwithin the knowledge graph usingNeo4j’s
query language, Cypher. For each question type, corresponding Cypher statements have
been defined as query templates. These templates are used to search for nodes and edges
that meet the criteria, and retrieve their properties. Finally, utilize the py2neo toolkit,
which connects Cypher with Python, to return the query results. The retrieved results
are then populated based on the answer templates to generate the final 51 assembly
instructions.
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3.3 Joint Knowledge Graph and Transformer-Based Assembly Language
Question Answering (KGT-ALQA) System

In the previous section, when the question is contained within the KG, the KG-ALQA
system performs exceptionally well. It has fast response times and can provide clear and
accurate answers to assembly instructions. However, the KG is primarily constructed
through manual annotation and has limited capacity. It may face difficulties in handling
flexible and varied natural language inputs, meaning that it may not be able to retrieve
answers when the input statement cannot be correctly recognized. To address the limita-
tions of theKG-ALQAsystem,we consider combining theKGwith aTransformer-based
machine translation model [10]. By leveraging the deep learning and strong generaliza-
tion capabilities of neural networks, the entire model can improve its accuracy and
flexibility when dealing with complicated natural language inputs.

The KGT-ALQA system consists of two question answering methods. In most cases,
the KG-ALQA system is used to retrieve answers. However, when the QA system
encounters a recognition failure and outputs “query failed, please retype”, the trained
Transformer-basedmachine translationmodel is invoked to parse the input statement and
obtain the question answering results. The question answering process of the dual-model
is illustrated in Fig. 3.

Fig. 3. Dual-model question answering process.

The Transformer-based machine translation model is constructed using the fun-
damental structure of the Transformer, employing an encoder-decoder framework. It
consists of six encoder layers and six decoder layers, each layer comprising multi-head
attention mechanisms and fully connected layers. The encoder is responsible for read-
ing the word vector sequence of the input sentence, along with corresponding positional
encodings, to obtain hidden vectors. The decoder takes the hidden vectors from the
encoder and word vectors of the assembly instructions as inputs, decoding the depen-
dency relationship between the input sentence and the assembly instructions. After com-
putation, the decoder’s output is passed through a linear layer to restore the word vectors
and utilizes a softmax layer to calculate the positional weights of each symbol in the
assembly instructions. Finally, the model employs a greedy search algorithm to select
the symbol with the highest weight as the question and answering result.

The question answering results obtained through the Transformer model can com-
pensate for the shortcomings ofKGqueries.On the other hand, the knowledge-based app-
roach can accurately identify entities and relationships in complex sentences, addressing
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the high processing cost and potential loss of semantic information in the Transformer
model when dealing with syntactically complex statements. Therefore, in this paper,
the question answering statements obtained through the Transformer model are ana-
lyzed and processed using the techniques described in Sect. 3.1 to extract entities and
attributes. These are then used to supplement and update the KG’s knowledge base,
enhancing the answering capability of the KG-ALQA system. Experimental results con-
firm that this combined question answering approach, which supplements knowledge
graphquery resultswith aTransformermodel, expands the knowledgebase and addresses
the high cost and low efficiency of using a Transformer model through the knowledge
graph. It achieves good performance in natural language and assembly language question
answering tasks.

Table 6. Partial Bilingual Sentence Pairs Dataset

Source Sentence in Chinese Target Sentence

copy the contents from register R0 to the accumulator MOV A,R0

copy the data from direct address unit 00H to the accumulator MOV A,00H

move the immediate value 03H into the accumulator MOV A,#03H

move the data from indirect RAM to the direct address unit MOV direct,@Ri

move the 8-bit immediate value to the indirect RAM unit MOV @Ri,#data8

exchange the lower nibble between indirect RAM and the
accumulator

XCHD A,@Ri

swap the contents between the register and the accumulator XCH A,Rn

copy the contents from the addressing unit with DPTR as the base
address and A as the displacement to the accumulator

MOVC A,@A + DPTR

add the content of indirect RAM with carry to the accumulator ADDC A,@Ri

4 Experiments

4.1 Dataset

To better validate the effectiveness of the model, in addition to the Transformer model,
a classic Seq2Seq model is also used for comparative experiments. For these neural
network models, we construct a bilingual sentence dataset consisting of Chinese and 51
assembly language for training and validation purposes. The construction of bilingual
sentence pairs involves using the functional description of 51 assembly instructions as
the source sentence in Chinese and the corresponding 51 assembly instructions as the
target sentence. To expand the dataset, we replace similar words in the Chinese source
sentences based on the similarity of Chinese vocabulary, focusing on the 174 basic
instructions. Additionally, we include all registers or address units related to certain
instructions to form bilingual sentence pairs, further enhancing model training. The
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training set contains 1500 samples, and the test set contains 500 samples. The bilingual
sentence dataset is shown in Table 6.

4.2 Experimental Environment and Parameter Settings

The experiments in this paper primarily rely on the Pytorch deep learning framework,
with an RTX3050 GPU, Cuda11.0, and Windows 11 operating system. The parameter
settings for the neural network model are shown in Table 7.

Table 7. Model Parameters

Parameter Name Value

word vector dimension 256

learning rate 0.001

Dropout 0.1

Batch Size 1

optimizer Adam

iterations 50

4.3 Experimental Results and Analysis

In this paper, comparative experiments were conducted on a KG-ALQA system, a
Transformer-based assembly instruction translation system, and aSeq2Seq-based assem-
bly instruction translation system. The experimental effectiveness of a KGT-ALQA sys-
tem was also tested. The training processes for the Transformer model and the Seq2Seq
model are illustrated in Fig. 4. After approximately 35 iterations, the loss rate of the
Transformer model training stabilized, reaching close to 0. On the other hand, the loss
rate of the Seq2Seq model training stabilized at around 57% after 30 iterations. Obvi-
ously, the Transformer model exhibited better convergence in training compared to the
Seq2Seq model.

As this study involves language conversion between two languages, similar to
machine translation, the performance of the three models was evaluated using the BLEU
metric to assess the quality of generating 51 assembly instructions. The BLEU score
ranges between 0 and 1. The results are presented in Table 8.

From Table 8, it can be observed that compared to the Seq2Seq model, the Trans-
former model exhibits lower loss rates and higher BLEU scores. Even the KG-ALQA
system achieves a BLEU score of 100%, indicating that the generated assembly instruc-
tions are completely accurate. This can be attributed to the question answering tem-
plate approach employed by the KG-ALQA system. When the input question correctly
matches the question answering template, the assembly instruction response obtained
through knowledge graph querying will yield the correct output format, which is in
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Fig. 4. Training Process of Transformer and Seq2Seq Models. The left image shows the training
process of the Transformer model, while the right image depicts the training process based on the
Seq2Seq model.

Table 8. Comparative Results of the Models

Transformer Seq2Seq KG-ALQA

Loss(%) 0.706 57.03

BLEU(%) 97.27 68.6 100

contrast to neural network models that are more susceptible to semantic and syntactic
influences.

Based on the results of experimental comparisons, the Transformer model outper-
forms the Seq2Seq model, hence combining the knowledge graph and Transformer
model to implement Chinese-to-assembly instruction question answering. This allows
the system to generate answers with correct formats and content even when faced with
different expressions conveying the same semantic meaning. The effectiveness of the
question answering is illustrated in Fig. 5.
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Fig. 5. Effectiveness of the Question Answering System

5 Conclusion

To address the difficulties in understanding the logical structure and the low learning effi-
ciency of assembly language, this paper proposes a knowledge graph-based question and
answering system for assembly instructions that utilizes natural language descriptions of
the functional content. Additionally, it combines the use of a Transform-based assembly
instruction translation model to complement the limitations of the question-answering
system in terms of knowledge base size and question-answering templates. Experimen-
tal results demonstrate that the proposed model effectively achieves the conversion from
Chinese to assembly language, ensuring both the correct format of assembly instructions
and accurate symbol representation.

Furthermore, the approach of using natural language for program writing has gar-
nered extensive attention from researchers, with large-scale language models currently
being employed to facilitate the conversion between different natural languages and
programming languages. This paper aims to design a lightweight language model for
converting Chinese into assembly instructions, while also preparing it for future inte-
gration into assembly language compilation software. In the future, there are plans to
expand the variety of programming languages and the scale of datasets, and to enhance
the model’s structure and parameters, in order to develop a natural language model that
is applicable to a wider range of programming languages.

References

1. Shen, X., Sun, K., Ju, J.: Computer programming languages and their applications. Electron.
Technol. 51(09), 12–14 (2022)

2. Jiang, S.: A brief discussion on the implementation plan of the course “51 single-chip
microcontroller technology and applications.” Inf. Syst. Eng. 5, 161–164 (2022)

3. Yin, P., Neubig, G.: A syntactic neural model for general-purpose code generation. arXiv
preprint arXiv:1704.01696 (2017)

http://arxiv.org/abs/1704.01696


334 Y. Zhang et al.

4. Pearce, H., Ahmad, B., Tan, B., et al.: An empirical cybersecurity evaluation of GitHub
copilot’s code contributions. ArXiv abs/2108.09293 (2021)

5. Guo, Z.: Knowledge-BasedQuestionAnswering System in the Field of Artificial Intelligence.
Dalian University of Technology (2022)

6. Fader, A., Zettlemoyer, L., Etzioni, O.: Paraphrase-driven learning for open question answer-
ing. In: Proceedings of the 51st Annual Meeting of the Association for Computational
Linguistics (Volume 1: Long Papers), pp. 1608–1618 (2013)

7. Yih, S.W., Chang, M.W., He, X., et al.: Semantic parsing via staged query graph generation:
question answering with knowledge base. In: Proceedings of the Joint Conference of the 53rd
Annual Meeting of the ACL and the 7th International Joint Conference on Natural Language
Processing of the AFNLP, pp. 1321–1331 (2015)

8. Wu, P., Zhang, X., Feng, Z.: A survey of question answering over knowledge base. In: Knowl-
edge Graph and Semantic Computing: Knowledge Computing and Language Understanding:
4th China Conference, CCKS 2019, Hangzhou, China, 24–27 August 2019, Revised Selected
Papers 4, vol. 1134, pp. 86–97. Springer, Singapore (2019). https://doi.org/10.1007/978-981-
15-1956-7_8

9. Zhang, J., Zhang, X., Wu, C., et al.: Survey on knowledge graph construction techniques.
Comput. Eng. 48(03), 23–37 (2022)

10. Tan, Z.,Wang, S., Yang, Z., et al.: Neural machine translation: a review ofmethods, resources,
and tools. AI Open 1, 5–21 (2020)

https://doi.org/10.1007/978-981-15-1956-7_8


Improving Natural Language Inference
with Residual Attention

Shanshan Yu1, Jindian Su2(B), Xiaobin Ye3, and Dandan Ma3

1 College of Medical Information Engineering, Guangdong Pharmaceutical University,
Guangzhou 510006, Guangdong, China

2 College of Computer Science and Engineering, South China University of Technology,
Guangzhou 510641, Guangdong, China

sujd@scut.edu.com
3 Guangdong Unicomm, Guangzhou 440100, China

Abstract. Natural language inference (NLI) aims to identify the logical rela-
tionship between a premise and a corresponding hypothesis, which requires the
model should have the ability of effectively capturing their semantic relationship.
Most of the existing transformer-basedmodels tend to concatenate the premise and
hypothesis together as the input of themodel and capture their relationship through
multi-head self-attention mechanism, which as a result might only consider their
plain context-sensitive relationship and neglect the potentially mutual impacts of
their contextual semantics. To better model the relationship between the premise
and hypothesis, we propose a new transformer-based model RAN4NLI that con-
sists of a sequence encoder based on pre-trained language model for encoding
the input semantics and an interaction network based on residual attention for
further capturing their relationship. We utilize residual attention for combining
multi-head self-attention and cross-attention information so as to strengthen the
potential semantic relationship between the premise and hypothesis. Experiments
conducted on two canonical datasets, SNLI and SciTail, demonstrate that our
RAN4NLI achieves comparable performance with other strong baseline models.

Keywords: Natural Language Inference · Natural Language Processing ·
Pre-trained Language Model

1 Introduction

Natural language inference (NLI) is an important and challenging task in the field of
natural language processing (NLP), aiming to automatically identify the logical relation-
ship (e.g., entailment, neutral or contradiction) between a premise and a corresponding
hypothesis [1]. It can be also regarded as a sentence-pair classification task that consists
of a premise and a hypothesis. In the past few years, NLI has received more and more
attention from researchers due to the rapid developments of deep learning technolo-
gies and its wide applications in various fields, e.g., search engine, dialogue robots and
knowledge reasoning. Previousworksmainly focus on using traditional neural networks,
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i.e., long short-term network (LSTM), convolutional neural network (CNN) and graph-
ical network, to offer independent fine-grained sentence encodings for the premise and
hypothesis, and then design task-specificmodels for further capturing their semantic rela-
tionship, especially with attention mechanism to jointly interpret and align the premise
and hypothesis. Some typical works include TBCNN [2], ESIM [3], DR-BiLSTM [1],
HBMP [4] and BiLSTM-Max [4].

Recently, some scholars have begun to build NLI models based on pre-trained lan-
guage models, e.g., BERT [5], RoBERTa [6] and achieved significant performance
improvements. Compared with previous works that use common neural networks and
statically pre-trained word embeddings, pre-trained language-based models can offer
better contextual sentence representations for premise and hypothesis, as well as their
inner- and intra-relation through pre-training and fine-tuning on the downstream task-
specific data. However, these works tend to concatenate the premise and hypothesis
together as the input of the model, and capture their relationship through multi-head
self-attention (MHA) mechanism based on masked language model (MLM), as well as
other auxiliary pre-training objectives, i.e., next sentence prediction (NSP) or sequence
order prediction (SOP). As a result, the relationship between the premise and hypoth-
esis might not be fully exploited, since they paid more attention to the word-to-word
relationship and superficial next or sequential relationship. For example, the meanings
of each word in the premise might vary with respect to different hypothesis context, and
vice versa for that of the hypothesis with respect to premise. In order to further explic-
itly model the relationships between the premise and hypothesis during the encoding
and inference processes and prevent the network from the loss of relevant, contextual
information, we propose a new transformer-based inference model based on pre-trained
language model and residual attention.We demonstrate that the output sequence embed-
dings of pre-trained languagemodel still contain some potentially important relationship
information about the premise and hypothesis, and explicitly modeling them can obtain
performance improvement gains.

The contributions of this paper can be summarized as follows:

(1) We propose a transformer-based model RAN4NLI for NLI that consists of a
sequence encoder for encoding sentence representations and an interaction network
for explicitly modeling the relationship between the premise and hypothesis.

(2) We use residual attention to exploit relevant and contextual information between
the premise and hypothesis by combining the self-attention and cross-attention
information.

(3) We conduct experiments on two widely used datasets, SNLI [7] and SciTail [8],
and the results demonstrate that our model achieves comparable performance with
strong baseline models without additional pre-training or external knowledge.

2 Related Works

One of the common practice for earlier works is using sequence-based recurrent neural
network (i.e., LSTM, GRU) [1, 4, 9, 10] or convolutional neural network as encoders to
build independent sentence-level representations for the premises and hypothesis based
on the pre-trained distributive expressions, and combine them through a classifier. For
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example, Samuel [9] and Conneau [10] tried to improve sentence-level representations
of premises and hypothesis by using stack-augmented parser-interpreter neural network
(SPINN) and bidirectional LSTM (BiLSTM) with max pooling. Ghaeini [1] proposed
a novel dependent reading bidirectional LSTM network (DR-BiLSTM) to efficiently
model the relationship between a premise and a hypothesis during encoding and infer-
ence. They also introduced a sophisticated ensemble strategy to combine the models for
final predictions. Aarne [4] proposed a hierarchy-like structure HBMP by taking BiL-
STM layers with max pooling as the sentence encoder for iterative refinement. Another
common practice is treating the hypothesis and premise sentences together and focusing
on capturing their relationship through some special mechanisms, e.g. cross-sentence
attention [3, 11]. They put more emphasis on the inference relations rather than on the
internal semantics of the sentences.

In the past few years, more and more scholars have begun to apply various pre-
trained language models into NLI task and gained significant improvements over the
previous works that based on staticly pre-trained word embeddings. Parts of these works
tend to directly replace the static word embeddings with contextualized ones and tra-
ditional neural networks with transformer-based ones. Both BERT [5], RoBERTa [6]
have shown excellent performances on SNLI only through pre-training and fine-tuning,
without relying on any additional task-specific networks.

Some other works try to design more complicated strategies (i.e., multi-task learn-
ing, adversarial training) or incorporate external knowledge. For example, Liu [12] pro-
posed a multi-task deep neural network (MT-DNN) model based on BERT, while Zhang
[13] propose a semantics-aware BERT (SemBERT) by incorporating explicit contextual
semantics over a BERT backbone. Liu [12] proposed a general adversarial algorithm
ALUM for training large neural language models, which regularizes the training objec-
tive by applying perturbations in the embedding space that maximizes the adversarial
loss. Gajbhiye [14] present a new model for NLI, External Knowledge Enhanced BERT
(ExBERT), to enrich the contextual representationwith real-world commonsense knowl-
edge from external knowledge sources and enhance BERT’s language understanding and
reasoning capabilities. Pilault [15] proposed a transformer-based architecture CA-MTL
that consists of a new conditional attentionmechanism aswell as a set of task conditioned
modules for facilitating weight sharing.

On the whole, the existing works have already verified that pre-trained language
models can capture the relationship between the premise and hypothesis well with the
help of their pre-training capabilities (i.e., MLM, NSP or SOP) and MHA. But we argue
that it is still far from enough, because NSP or SOP only consider the next or sequential
relationship of sentences, while MHAmainly focuses on the word-to-word relationship,
which as a result might lose some potential semantic relationship information between
the premise and hypothesis. Different from the above describedworks, wewant to further
investigate and analyze how to utilizeMHA for better modeling the relationship between
the premise and hypothesis based on the sequence output of pre-trained languagemodels,
instead of designing task-specific networks or incorporating external knowledge.



338 S. Yu et al.

3 Our Method

3.1 Overview

In this section we propose a residual attention network-based model for NLI, named
RAN4NLI for short. The overall structure of RAN4NLI is demonstrated in Fig. 1.

Fig. 1. Structure of RAN4NLI model.

Let p= [p1,…, pn] and h= [h1,…, hm] be a given premise consisting of n tokens and
a hypothesis consisting of m tokens respectively, then the NLI task is to predict a label
y that indicates the logical relationship between the premise p and hypothesis v, which
is usually a triple label set y = {entailment, contradiction, neutral} or y = {entailment,
neutral} in most of the relevant works.

3.2 Subsequence Encoder

We concatenate the premise p = [p1, …, pn] and hypothesis h = [h1, …, hm] as a pair
of sentences and denote as X = [CLS]p[SEP]h[SEP], where [CLS] and [SEP] are two
special symbols padded to the beginning and the end of an input sequence respectively.
Let Transformer denote the transformer encoder in the pre-trained language model that
we use for sentence initializations and EX = {e(p)

[CLS], e
(p)
1 , ..., e(p)

[SEP], e
(h)
1 , ...., e(h)

[SEP]} ∈
RL×d denote the corresponding sequence hidden embeddings of Transformer encoder
from the last layer, as shown in Eq. 1. L = n + m + 3 is the total length of X, which
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is restricted to some maximum value (i.e. 512 or 1024). $d$ is the dimension of the
embeddings and usually set to 768 or 1024.

X = [CLS]p1 . . . pn [SEP]h1 . . . hm [SEP],EX = Transformer(X ) (1)

In many cases, the final hidden state corresponding to [CLS] is directly used as the
aggregate sequence representation for final inference. To further explore the relationship
between the premise and hypothesis, we split the hidden embedding sequence EX into
two parts, E(p)

X ∈ R(n+2)×d and E(h)
X ∈ R(m+2)×d , that correspond to the premise p and

hypothesis h, as shown in Eq. 2.

E(p)
X = {e(p)

[CLS], e
(p)
1 , . . . . , e(p)

n , e(p)
[SEP]},E(h)

X = {e(h)
[CLS], e

(h)
1 , . . . . , e(h)

m , e(h)
[SEP]} (2)

Obviously, E(p)
X and E(h)

X encode the contextual semantic information for p and h
respectively, as well as their superficial relationship via self-attention.

3.3 Interaction Network

After yielding the respective contextual embeddings of the premise and hypothesis,
we further explore their relationship through an interaction network based on residual
attention and the fully-connected feed forward layer.
Residual Attention Layer

The detailed structure of the residual attention layer is shown in Fig. 2. In each
layer, we use two independent residual attention parts respectively to explore the mutual
impacts of hypothesis as a sequence on the premise, and vice versa.

Fig. 2. Structure of Residual Attention Layer.

The residual attention layer consists of a multi-head self-attention module and a
multi-head cross-attention module. We omit extensive formulations of the multi-head
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self-attention and recommend readers to get the details from [16].We paymore attention
to the cross-attention formulation [15].

Given a query Q ∈ Rdk and a key K ∈ Rdk of dimension dk , and a value V ∈ Rdv of
dimension dv, we compute the dot products of the query with all keys, divide each by√
dk , and apply a softmax function to obtain the weights as Eq. 3 shows:

Attention(Q,K,V ) = softmax

(
QKT

√
dk

)
(3)

Besides using traditional self-attention to calculate the similarities of the premise
sentence itself, we also employ cross-attention mechanism to consider the similarities
of each word in the premise with the contextual embeddings E(h)

X by taking E(h)
X as the

key and the value, which is shown in Eq. 4.

S(p)
s = Attention(E(p)

X ,E(p)
X ,E(p)

X ), S(p)
c = Attention(E(p)

X ,E(h)
X ,E(h)

X ), S(p)
X = S(p)

s ⊕ S(p)
c
(4)

Similarly, we can yield the final representations of hypothesis as Eq. 5 shows.

S(h)
s = Attention(E(h)

X ,E(h)
X ,E(h)

X ), S(h)
c = Attention(E(h)

X ,E(p)
X ,E(p)

X ), S(h)
X = S(h)

s ⊕ S(h)
c
(5)

In this way, we can capture the relationship between the premise and hypothesis
more comprehensively and deeply based on their plain context-sensitive embeddings
output from transformer encoder in the pre-trained language model.
Feed Forward Layer

The contextual embeddings S(p)
X and S(h)

X from the residual attention layer are then
fed to a feed forward layer that consists of a nonlinear transformation layer and a normal-
ization layer LayerNorm, as shown in Eq. 6.W1,W2,W3 andW4 are trainable parameter
matrices, b1, b2, b3 and b4 are the corresponding trainable bias values.

FFN (S(p)
X ) = LayerNorm(GeLU (S(p)

X W1 + b1)W2 + b2)

FFN (S(h)
X ) = LayerNorm(GeLU (S(h)

X W3 + b3)W4 + b4) (6)

Finally, we select S(p)
[CLS] corresponding to [CLS] from the output FFN (S(p)

X ) as the
aggregate sequence representation for final inference via a simplemulti-layer perceptron
(MLP) with a softmax function.

3.4 Loss

Following other works, we use the cross-entropy loss function as shown in Eq. 7 for
RAN4NLI and train it to minimize the loss Loss(θ ) given the input X.

Loss(θ) = − 1

M

∑M

i=1

∑N

j=1
yij log(ŷij) (7)

where M denotes the sample number of each batch and N denotes the total number of
labels in y. y

∧

ij is the predicted label of themodel and yij is the corresponding ground-truth
label for the ith input sentence-pair.
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4 Experiment and Analysis

4.1 Datasets

We evaluate our models on two classical NLI datasets, Stanford Natural Language
Inference (SNLI) [7] and SciTail [8].

SNLI is one of the most widely used entailment datasets that contains 570k human
annotated sentence pairs, in which the premises are drawn from the captions of the
Flickr30 corpus and hypotheses are manually composed for each relationship class
(entailment, neutral, contradiction, and -). The “-” class indicates that there is no consen-
sus decision among the annotators. We remove them during the training and evaluation,
and use the same data split as other works [1, 3] to report comparable results.

SciTail is a textual entailment dataset that derives from treating multiple-choice
question-answering as an entailment problem. The task involves assessing whether a
given premise entails a given hypothesis or not. The hypotheses in SciTail are created
from science questions, and the corresponding answer candidates and premises come
from relevant web sentences retrieved from a large corpus.

The detailed information about SNLI and SciTail datasets are presented in Table 1.

Table 1. Statistical Information about SNLI and SciTail datasets.

Dataset SNLI SciTail

Train Dev Test Train Dev Test

Total Number 550,152 10,000 10,000 23,596 1,304 2,126

Average Length of Premises 14.1 10.5

Average Length of Hypothesis 8.3 6.9

Numbers of Entailment, Neutral, and
Contradiction Samples

190113, 189218, 189702 10,101, 16,925, -

4.2 Experimental Settings

For fair comparisons, we use the pre-trained weights of BERTlarge and RoBERTalarge to
initialize our model. The dropout rate is set to be 0.1, the batch size is 24 and the number
of residual attention layers is selected from {1, 2, 3, 4, 5, 6}. The maximum number
of epochs is 3. Texts are tokenized using wordpieces with a maximum length of 128.
We use the Adam method for optimization with the first momentum 0.9 and the second
0.999. The initial learning rate is 3e−5. The warmup steps is 500 and the weight decays
is 0.01. We report the accuracy as evaluation metric.

4.3 Results and Analysis

Toverify the effectiveness of ourRAN4NLI,we choose the following typicalNLImodels
proposed in the past few years as the baseline models for comparison.
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DR-BiLSTM (Ensem.) + Process [1] is a dependent reading bidirectional.
LSTM network (DR-BiLSTM) to model the relationship between a premise and

a hypothesis during encoding and inference with sophisticated ensemble strategy to
combine multiple models.

BERT [5] pre-trains on a bidirectional word-masking language modelling task, in
addition to sentence pair prediction.

ExBERT_BERT-large + ConceptNet [14] is a BERT-based model that enriches
the contextual representation with real-world commonsense knowledge from external
knowledge sources.

MT-DNN [12] performs multi-task learning on the nine GLUE (General Language
Understanding Evaluation) benchmark tasks, after BERT’s pre-training.

SemBERT [13] is an improved language representationmodel that explicitly absorbs
contextual semantics over a BERT backbone by incorporating contextual semantics from
pre-trained semantic role labeling.

CA-MTL [15] is a transformer-based architecture consisting of a new conditional
attentionmechanism and a set of task conditionedmodules that facilitate weight sharing.

ALUM [17] is a general adversarial algorithm for training largeneural languagemod-
els, which regularizes the training objective by applying perturbations in the embedding
space that maximizes the adversarial loss.

The results on the SNLI and SciTail datasets are listed in Table 2, in which the
results of the baseline models come from their published papers and - denotes that the
results are not reported originally. The results indicated with * are based on our own
experiments with the officially released pre-trained models. The bolded values represent
the best results. Since there doesn’t directly exist experimental results of RoBERTalarge
on SNLI and SciTail in other works, we conduct the experiments and take the average
of the results from five epochs to decease uncertainty.

As shown in Table 2, we can conclude that:

(1) RAN4NLI outperforms most of the previous works on SNLI and SciTail, except
for ALUM. Compared with DR-BiLSTM, BERTlarge, ExBERT, RoBERTalarge,
MT-DNNBERT-large and SemBERTBERT-large, we achieve better performance obvi-
ously. Especially, RAN4NLIBERT-large outperforms both MT-DNNBERT-large and
SemBERTBERT-large that also built on BERT-large model, without employing multi-
tasking learning or additional structured information, which as a result confirm
the effectiveness of further modeling the relationship between the premise and
hypothesis.

(2) RAN4NLIRoBERTa-large performs better than CA-MTLRoBERTa-large on SNLI with
marginal gains up to 0.6% points in accuracy, but worse than CA-MTLRoBERTa-large
on SciTail by 0.5% points. Although they both use RoBERTa-large, CA-MTL use
more complicated conditional attention mechanism and a set of task conditioned
modules, as well as a new multi-task data sampling strategy, while our RAN4NLI
only uses self-attention and cross-attention mechanisms, which is more intuitive and
easy to understand. Additionally, we only consider single-task training instead of
multi-task learning like CA-MTL, and achieve comparable performances, which as
a result implies the importance of the interaction network in RAN4NLI.
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Table 2. Statistical Information about SNLI and SciTail datasets.

Dataset SNLI (Accuracy %) SciTail (Accuracy %)

Dev Test Dev Test

DR-BiLSTM (Ensem.) + Process - 89.6 - -

BERTlarge 91.7 91.0 95.7 94.4

RoBERTalarge 92.1 91.5 96.2 94.8

MT-DNNBERT-large 92.2 91.6 96.3 95.0

ExBERT_BERT-large + ConceptNet - 91.5 - 95.2

SemBERTBERT-large 92.3 91.6 - -

CA-MTLRoBERTa-large 92.4 92.1 97.8 96.8

ALUMRoBERTa-large 93.1 93.0 97.4 96.3

ALUMRoBERTa-large-SMART 93.6 93.4 98.2 96.8

RAN4NLIBERT-large (ours) 92.3 91.9 96.4 95.3

RAN4NLIRoBERTa-large (ours) 92.7 92.5 97.3 96.3

(3) ALUMRoBERTa-large and ALUMRoBERTa-large-SMART surpass RAN4NLIRoBERTa-large,
because they utilize a new adversarial training algorithm for large neural language
models and continually pre-train RoBERTa based on RoBERTa-large model with
a union set of Wikipedia, OPENWEBTEXT, and STORIES (total size 82 GB).
Especially, ALUMRoBERTa-large-SMART also combines adversarial pre-training with
adversarial fine-tuning and yields further gains. By contrary, we only directly fine-
tune RAN4NLI on the downstream task without any further pre-training. Compared
with ALUMRoBERTa-large that uses adversarial pre-training but standard fine-tuning,
our RAN4NLIRoBERTa-large achieves almost comparable results, which implies the
effectiveness of the interaction network. We believe that the performance would be
further improved if we also incorporate the adversarial pre-training of ALUM.

4.4 Ablation Analysis

To analyze the major components that are of importance to RAN4NLI, we performed
ablation study on SNLI and SciTail datasets.

Firstly, we study the effects of interaction network in RAN4NLI by comparing its
performancewith respect to severalwidely-used pre-trained languagemodels, including:
BERTbase, BERTlarge, RoBERTabase and RoBERTalarge. We follow the default settings
of these pre-trained models and only use their weights to initialize our RAN4NLI.When
directly evaluating the performance of these pre-trained language models on SNLI and
SciTail, we concatenate the premise and hypothesis into a sentence-pair and take the
hidden embeddings of the [CLS] from the last layer of the transformer encoder for final
classification via a MLP classifier. The comparison results are demonstrated in Table 3.

From Table 3, we can see that all RAN4NLI models outperform their corresponding
pre-trained language models on both datasets, which demonstrate the necessity and
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Table 3. Comparison of RAN4NLI with Different Pre-trained Language Models.

Dataset SNLI (Accuracy %) SciTail (Accuracy %)

Dev Test Dev Test

BERT-base 91.0 90.8 94.3 92.0

RAN4NLIBERT-base (ours)e 91.6 91.1 94.9 93.1

BERT-large 91.7 91.0 95.7 94.4

RAN4NLIBERT-large (ours) 92.3 91.8 96.4 95.1

RoBERTa-base 91.5 91.2 95.1 93.2

RAN4NLIRoBERTa-base (ours) 92.0 91.9 95.7 94.1

RoBERTa-large 92.1 91.9 96.2 94.8

RAN4NLIRoBERTa-large (ours) 92.7 92.5 97.0 96.3

effectiveness of the interaction network, since RAN4NLI only use it to further model the
relationship between the premise and hypothesis based on the sequence outputs of pre-
trained language models, without employing any other complicated strategies or extra
models, i.e., multi-task learning or external knowledge. The results also demonstrate
the generalization capability of interaction network since it is consistently effective for
different pre-trained language models.

Secondly, we continue to investigate the influence of the number of residual attention
layers. We consider the number ranges from 0 to 6 and only report the accuracy results
on the test sets of SNLI and SciTail respectively. See Fig. 3 for the details.

Fig. 3. Performances of RAN4NLIRoBERTa-base and RAN4NLIRoBERTa-large on SNLI and
SciTail

From Fig. 3, we can see that:

(1) As the number increase from 0 to 1, the performances of both two RAN4NLImodels
improve obviously, which confirms the effectiveness of residual attention layers and
it can enables themodel to capture deeper potential relationship between the premise
and hypothesis.

(2) The performance of RAN4NLI improves steadily as the number of residual attention
layers increases, but decreases after it reach some threshold value. In our experiment



Improving Natural Language Inference with Residual Attention 345

situations, we find different threshold values for different RAN4NLI models built on
different pre-trained languagemodels. For example, RAN4NLIRoBERTa-base achieves
best performance when the number is 4 for SNLI and 3 for SciTail. According to our
analysis, we think the reasons are mainly due to the different sizes of training data in
these two datasets. As the layer number increases, the model has stronger abilities to
explore more comprehensive relationship between the premise and hypothesis, but it
also brings the side-effect of rapidly increasing numbers of the trainable parameters.
Since SNLI has a much larger scale than SciTail, it can fine-tune RAN4NLI more
fully and thus adding more layers can bring further improvement gains to some
extent.

(3) After the number surpasses the threshold value, the performances of both RAN4NLI
models decrease. We think the main reason might be due to the fact that more layers
require more task-specific data for fine-tuning and the model tends to be over-fitting
when training data are insufficient. Additionally, as the layer number increases,
higher layer will contain more abstract relationship information about the premise
and hypothesis, which might not be necessary for simple classification.

5 Conclusions

This paper proposes a transformer-based inference structure RAN4NLI by using a
sequence encoder based on pre-trained language model to capture the input semantics
and an interaction network based on residual attention to furthermodel their relationship.
Different from the common practice of pre-trained language models that use the hidden
embeddings of $[CLS]$ for inference by concatenating the premise and hypothesis into
a pair of sentences as input, we also consider the independent premise and hypothesis
information and propose an interaction network based on residual attention to further
explore their relationship. The experiments conducted on two widely used NLI datasets,
SNLI and SciTail, demonstrate that our RAN4NLI achieves comparable performance
with most of existing strong baseline models. The ablation analysis also confirms the
effectiveness of the interaction network and the corresponding residual attention.

In our future work, wewill continue to further explore how to strengthen the relation-
ship modeling between the premise and hypothesis by pre-training with more effective
objectives or external knowledge. We also want to investigate the roles of interaction
network and residual attention more extensive and comprehensive.
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Abstract. Modern Large Language Models (LLMs), such as ChatGPT, demon-
strate exceptional capabilities in text classification and reasoning. The catego-
rization of severity levels for descriptions of Power Defects and the inference of
Defect Causes present an innovative and challenging task aimed at providing com-
prehensive and accurate reasoning pathways to power grid workers. In this study,
a comparison is made among three Chain-of-Thought (CoT) prompting methods
and the Role-Play prompting method using a Power Grid dataset. It is observed
that the manually designed Manual-CoT method achieves the best results, with
other methods showing significant improvements in classification accuracy and
the coherence of reasoning pathways. This further highlights the potential for sub-
stantial enhancement of LargeLanguageModels’ reasoning abilities in specialized
domains through expert-guided template pathways.

Keywords: Large Language Models · Chain-of-Thought · Role-Play
Prompting · Power Defects

1 Introduction

Society’s increasing emphasis on large-scale production and scientific technological
advancement has led to a growing demand for electrical power supply. Consequently,
higher requirements have been placed on the reliability and stability of key power grid
components such as transformers. With the accelerated development of intelligence in
the power industry, the functionality and automation level of power equipment continue
to advance. In order to ensure the secure operation and cost-effectiveness of the power
system, and to guarantee the smooth progress of daily life and production, the safe and
efficient operation andmaintenance of power equipment have gradually become a crucial
issue. However, knowledge within the field of electricity is often highly specialized and
intricate. Relying solely on human memory and analysis during the maintenance and
operation of power equipment not only incurs significant time costs but also risks errors
and omissions, which are insufficient to meet the real-time and efficient demands of
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power equipment diagnostics. Therefore, expediting the integration of power companies’
grid production operationswith artificial intelligence technology has become profoundly
important.

Recent research has shown that Large Language Models (LLMs) have achieved sig-
nificant success in complex comprehension and question-answering tasks when appro-
priately guided [1]. When tackling intricate reasoning tasks, LLMs often break down
multi-step problems into intermediate steps and then generate answers gradually, demon-
strating impressive performance [2]. Particularly noteworthy is the recent introduction
of the “Chain of Thought” (CoT) approach, through which LLMs are capable of effec-
tively addressing reasoning tasks, including arithmetic, commonsense, and symbolic
reasoning.

Fig. 1. Zero-Shot-CoT [3] (using the “Let’s think step by step” prompt), Manual-CoT [1] (using
manually designed demonstrations one by one), AutoCoT [4] (using clustering, select the central
problem and build it automatically through “Let’s think step by step”) with structure of an LLM.

The CoT paradigm can be categorized into three main approaches as shown in Fig. 1.
The first involves the Zero-Shot CoT paradigm, where a single prompt like “Let’s think
step by step” is added after the test question to encourage the reasoning chain within
LLMs [3]. This zero-shot CoT paradigm is agnostic to tasks and does not require input-
output demonstrations. Through zero-shot CoT, LLMs have demonstrated impressive
zero-shot reasoning capabilities. The second paradigm is Manual CoT, achieved by
designing reasoning demonstrations manually one by one. Each demonstration consists
of a question and a reasoning chain, where the reasoning chain comprises a rationale (a
sequence of intermediate reasoning steps) and an expected answer.In contrast, the third
paradigm is Auto-CoT, used to automatically construct demonstrations with questions
and reasoning chains. Auto-CoT consists of two main steps: firstly, clustering questions
from a given dataset, and secondly, selecting a representative question from each cluster
and generating its reasoning chain using simple heuristics and the zero-shot CoT prompt.
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Specifically, Auto-CoT employs the prompt “Let’s think step by step” to iteratively
generate reasoning chains for demonstrations, step by step.

In addition to using prompts to generate chains of thought, employing roleplaying
prompts with predefined scenarios is also highly valuable in specialized domains. Unlike
the CoT prompt approach that enhances model quality, role-playing prompts focus on
generating more targeted outputs by setting the perspective of specific roles within a
scenario.While theCoTmethod primarily enhances reasoning capabilities by generating
intermediate reasoning steps, role-playing prompts guide the model to adopt different
angles when generating output by setting specific roles or perspectives. The objective of
this approach is to enable the model to generate content more contextually, producing
relevant answers based on the backgrounds and viewpoints of the designated roles.
Through role-playing, the model can better grasp the context, leading to more accurate
responses.

2 Related Work

2.1 Chain-of-Thought

CoT enhances themodel’s inference accuracy by guiding it to generate a series of natural
language intermediate steps that lead to the ultimate answer. This concept draws inspira-
tion from how humans utilize thoughtful thinking processes to undertake complex tasks.
Experiment results from various LLMs, such as GPT-3 [5] and PaLM [6], indicate that
CoT prompts can improve performance across a spectrum of arithmetic, commonsense,
and symbolic reasoning tasks. Originally proposed by Wei et al., the “Manual-CoT”
method requires the manual design of demonstrations to facilitate the generation of rea-
soning paths. In contrast, Kojima et al. introduced “Zero-Shot CoT”, which employs
a single zero-shot prompt to extract CoT from LLMs. By simply adding “Let’s think
step by step” before each answer, the “Zero-Shot CoT” demonstrates that LLMs are
capable of zero-shot reasoning without the need for any manually constructed few-shot
examples. Furthermore, Wang et al. proposed an “Auto-CoT” strategy for automatically
constructing demonstrations for large language models. This involves samplingmultiple
outputs from various LLMs and aggregating them throughmajority voting. This strategy
encourages the model to consider multiple CoTs when generating answers. However,
generating a substantial number of reasoning paths is essential for optimal performance,
which subsequently leads to increased computational costs.

2.2 In-Context Learning and Prompt

CoT prompts are closely related to In-Context Learning (ICL) [7]. ICL involves incor-
porating prompt examples into the input to enable LLMs to perform target tasks. ICL
allows a single model to be versatile across multiple tasks without requiring gradient
updates. Research directions aimed at improving ICL performance include: (i) dynam-
ically retrieving training examples related to a given test input, which has become a
popular practice [8]; (ii) incorporating finer-grained information, such as integrating
task instructions [9]; (iii) adjusting LLMs’ output probabilities to replace direct compu-
tation of target label likelihoods [10]. Although ICL has achieved success, studies [11]
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point out that the efficacy of ICL might significantly vary due to the choice of context
demonstrations. Specifically, factors such as the format of prompts, like wording or the
order of demonstrations, could lead to performance fluctuations [12] has even questioned
the necessity of a direct input-output mapping for benchmarks, suggesting that using
incorrect labels in examples only slightly diminishes performance. Aobo Kong [13]
employed models like ChatGPT and Llama 2 to validate that role-playing prompts con-
sistently outperform standard zero-shot methods on most datasets. The authors believe
that role-playing prompts not only enhance contextual understanding but also serve as
implicit triggers for Chain of Thought (CoT), thus elevating the quality of reasoning.
By comparing our approach with zero-shot CoT techniques, which encourage models
to think step by step, we further validate that role-playing prompts are capable of gen-
erating more effective CoTs, highlighting their potential to enhance LLMs’ reasoning
capabilities.

2.3 LLM in Specialized Domains

Currently, Large Language Models (LLMs) have shown immense potential across vari-
ous domains like Natural Language Processing, Text Generation, and Machine Transla-
tion [14]. Examples such as GPT-3 and BERT have demonstrated wide-ranging appli-
cations in multiple fields [15]. In the domain of Natural Language Processing, they are
employed for text generation, including the creation of articles, poems, and conversa-
tions, providing creativity and support for content creation [16]. In the realm ofMachine
Translation, they have enhanced the efficiency and accuracy of cross-lingual commu-
nication. Regarding sentiment analysis, they possess the capability to comprehend the
underlying emotional tendencies in text, thereby playing a role in social media moni-
toring and brand reputation management [17]. Within intelligent assistants and virtual
characters, they offer a more natural and smooth conversational experience, becoming
the core of intelligent customer service [18]. In specialized sectors like healthcare and
law, their applications are gradually being explored to aid in tasks like medical diagnosis
[19] and legal document analysis [20]. Despite the rapid development of Large Language
Models, challenges in their development exist due to concerns such as data privacy and
training costs.

3 Methodology

Zero-Shot.When presentedwith a question describing a power grid defect phenomenon,
the Large Language Model (LLM) will automatically provide a corresponding answer
indicating the level of the power grid defect. However, this process tends to be relatively
straightforward, resulting in lower accuracy.
Zero-Shot-CoT. Zero-Shot CoT doesn’t require manually annotated task demonstra-
tions; instead, it directly generates reasoning steps and then employs the generated CoT
to derive the answer. In this approach, the LLM first generates reasoning steps prompted
by “Let’s think step by step” and subsequently derives the final answer prompted by
“Therefore, the answer is.” Specifically, for this question,when inputting a query describ-
ing a power grid defect phenomenon, the model automatically adds “Let’s think step by
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step” to trigger CoT, generating intermediate reasoning steps to guide the Large Lan-
guage Model (LLM) through complex reasoning. This enables the model to provide
justifications for its decisions, thereby enhancing the quality of answers.

Fig. 2. Manual-CoT [1] (using manually designed demonstrations one by one) with example
inputs and outputs of an LLM

Manual-CoT. The Manual Chain-of-Thought (Manual-CoT) is an approach within the
context of CoT prompting. It utilizesmanually designed demonstrations to prompt Large
Language Models (LLMs). In this method, the process of human reasoning, known as
the Chain of Thought, is explicitly embedded in the prompt message using a few-shot
prompt format. This transformation modifies the prompt message from<input, output>
to <input, chain of thought, output>. When the Chain of Thought is included in the
prompt, it compels the LLM to produce the Chain of Thought output before presenting
the final answer. From the perspective of conditional probability distribution, placing
the Chain of Thought before the answer enhances the accuracy likelihood. Therefore,
in experiments employing the Manual-CoT, the initial step involves the manual design
of CoT prompts. These prompts consist of multiple sets of example demonstrations.
Each demonstration set encompasses a question and a chain of reasoning. The chain
of reasoning comprises a series of intermediate reasoning steps leading to the expected
answer.

In the manual rationale design of this experiment, “due to” is first used to elicit the
cause and impact of the problem. Subsequently, employing the phrase “The problem
may cause” it segues into an evaluation of the severity of the issue based on its impact
analysis. Finally, initiated by “To ensure the normal running of the device and personnel
safety” it introduces solutions, recommendations, and concludes with a final statement.
TheManual-COTalso adheres to the crafted response format, explicating and elucidating
the question to ultimately derive a conclusion, as shown in Fig. 2. During actual question-
answering, when provided with a question describing a power grid defect phenomenon,



352 J. Xu et al.

the model processes both the prompt and the question as inputs. Subsequently, the
LLM supplies both the reasoning steps and the answer. This approach highlights the
importance of explicitly designed prompts, including the Chain of Thought, to guide the
LLM’s reasoning process effectively in order to generate accurate answers.
Auto-CoT. Auto-CoT constructs demonstrations by sampling a diverse set of ques-
tions and generating corresponding chains of reasoning. It primarily involves two steps:
Question Clustering and Demonstration Sampling. In the Question Clustering step, the
k-means algorithm is used to cluster questions into k clusters. For each cluster, questions
are sorted based on their distance from the cluster center. In the Demonstration Sam-
pling step, a corresponding demonstration is built for each cluster. In this experiment, the
model performs Question Clustering using k-means, forming clusters of questions. For
each cluster, a central question is selected, and the Zero-shot Chain-of-Thought (Zero-
shot-CoT) method is employed to automatically construct examples with questions and
chains of reasoning as prompt inputs. During actual question-answering, when presented
with a question describing a power grid defect phenomenon, the model simultaneously
takes the prompt and the question as inputs. Subsequently, the Large Language Model
(LLM) provides both the steps of reasoning and the answer. This approach enables the
model to engage in reasoning and answer questions without the need for manual design.
Role-Play Prompting. In traditional approaches, Role-Playing Prompts combine rea-
soning questions fromdifferent roleswith a single prompt and involve a single interaction
with a Large Language Model (LLM). Given our focus on specialized datasets in the
power grid domain, the model has a significant advantage in decision support. To further
guide the LLM andmaximize its effectiveness, we upgraded the single-round interaction
to a two-round dialog process.

This dual-round structure serves different purposes: the first round immerses the
model into a specific role, while the second round prompts the model to provide answers
based on predefined roles. In both rounds of dialogue, the introduction of the initial role
aids the subsequent reasoning. Considering the challenge of fully controlling the quality
of the initial response, we sample multiple responses in the first round to determine the
optimal answer for handling various questions. By ensuring the optimal initial reaction,
we concatenate the input and output of the first interaction with the reasoning question,
generating a single prompt that guides targeted responses, as shown in Fig. 3.

In summary, our Role-Playing Prompt method follows a two-stage process as illus-
trated in Fig. 2: firstly, establishing the optimal role-immersive interaction for each task,
and then guiding the model to respond to each reasoning question based on a specific
role. Specifically, in this method, the first round of dialogue is used to elaborate on
the role the model is assuming, namely, an expert role in the power grid domain. Such
descriptions aid in shaping a deeper understanding of the model’s framework and role
characteristics. Subsequently, the second round of dialogue guides the model to respond
to reasoning questions, as illustrated in the example in Fig. 3.

Through this approach, we enhance the model’s understanding and integration into
the professional background of the power grid domain. This dual-round dialog design
enables the LLM to exhibit more expertise in reasoning and response, thereby providing
stronger support for decision-making in the power grid domain.
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Existing research indicates that both Role-Playing Prompt Learning and Chain of
Thought approaches can enhance the accuracy and fluency of text generation. These
techniques aid models in improving their grasp of language grammar and structure,
while also bolstering model interpretability. As a result, models become more adept at
comprehending context and tasks, leading to more precise and dependable outcomes
in text generation and language model training. To compare which approach is better
suited for datasets in the power grid domain, we conducted experimental validations.

Fig. 3. Two stages of Role-Playing prompt programdescription. In stage 1,multiple role feedback
prompts were sampled. In stage 2, select the optimal role feedback prompt (underlined in blue) to
generate an answer. (Color figure online)

4 Experiment

4.1 Datasets and Tasks

To evaluate the effectiveness of Role-Play Prompting and CoT methods on an electric
grid dataset, we conducted experimental research using a dataset of transformer defect
descriptions provided by an electric grid company. The dataset comprises a total of
38,412 defect descriptions, 38,408 corresponding defect severity levels, and 273,294
corresponding classification criteria for defect severity. On average, each defect descrip-
tion is approximately 112.3 characters long, and the defect severity levels include gen-
eral, serious, and critical. The average length of the classification criteria for each defect
severity level is around 31.2 characters. We extracted a subset of 1,200 data samples
from the dataset, following a 1:1:1 ratio for defect severity levels, and referred to this
subset as “DataSet.”

We designed two sets of experiments. In the first set of experiments, we employed
four different CoT methods by invoking GPT-3 (gpt3-xl) to run on the DataSet and
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obtained results for comparative analysis. In the second set of experiments, we tested
the Role-Play Prompting method and compared its results with those of the four CoT
methods. Finally, we combined the results from both sets of experiments to draw conclu-
sions. These experimentswere conducted to investigate the effectiveness of theRole-Play
Prompting method and various CoT methods on the electric grid dataset, aiming to gain
a better understanding of their advantages and applicability.

4.2 Baseline and Evaluation

Baseline.We directly ran the dataset on GPT-3 (gpt3-xl) and used the generated results
as a baseline for comparison with our model.
Evaluation. Automatic Evaluation: To assess the quality of generated answers, the
accuracy (ACC) of the model on a test dataset is used as a criterion for model
performance.

Manual Evaluation: In order to evaluate the quality of themodel generation inference
path, a manual evaluation was performed. Four graduate experts specializing in the
field of power grids or computer science were recruited for annotation. These expert
annotators were instructed to rate the answers based on four criteria: fluency, relevance
[21].

Fluency: Which robot’s response is smoother and more easily understandable?
Relevance: Which robot’s reasoning for defect level classification is more closely

aligned with the criteria?
Rating was conducted within a 5-star range, where 5 stars represent the highest

rating. To evaluate the quality of generated responses, we followed the steps outlined
below:

(i) 100 sets of data were randomly selected as evaluation samples.
(ii) The 4graduate experts, specialized in power grids or computer science,were divided

into 2 groups, each comprising two annotators.
(iii) Each group of two annotators independently annotated 50 questions.
(iv) For the same questions, the score differences between the two annotators in each

group were calculated.
(v) Answerswith score differences exceeding two pointswere re-annotated by the other

group of annotators.
(vi) Steps (iv) and (v) were repeated until a sufficiently high level of agreement was

reached (assessed using Cohen’s Kappa coefficient [22]).

4.3 Results and Analysis

We chose the results of running the dataset directly on GPT-3 (gpt3-xl) as the baseline.
The evaluation metrics include Precision (P), Recall (R), F1 score, and Accuracy (ACC).
The comprehensive assessment results are shown in Table 1.

Among the evaluated methods, Manual-COT demonstrated the best performance on
the dataset, achieving the highest accuracy, fluency, and relevance scores. Auto-COT
also outperformed the baseline significantly across the three evaluation metrics. Role-
Play Prompting and Zero-shot-COT exhibited similar accuracy and relevance, but the
use of Role-Play Prompting led to smoother professional domain expressions. All four
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Table 1. Experimental Results and Baseline Performance

Model ACC Fluency Relevance

GPT-3(gpt3-xl) 0.533 3.56 3.12

Zero-shot 0.467 / /

Zero-shot-cot 0.608 3.97 3.57

Manual-cot 0.867 4.48 4.33

Auto-cot 0.692 4.23 3.96

Role-Play Prompting 0.599 4.15 3.46

methods showed improvements over directly invoking GPT-3 (gpt3-xl). However, using
Zero-shot directly resulted in lower accuracy than the baseline, and the lack of reasoning
pathways in its responses made it challenging to assess fluency and relevance.

The success of Manual-COT aligns with expectations, as general large-scale models
might exhibit biases in professional domain reasoning. For example, when facing defects
like “more than 2/3 of the total amount of the silica gel hygroscopic discoloration part,”
a generic language model might, without contextual prompts, classify it as “serious”
based on common data, even though it should be classified as “general.” A manually
designed demo could address such issues of misjudgment by pre-designing rationales to
guide themodel towards the intendedoutcome, thereby significantly improving accuracy.
Moreover, guiding reasoning using phrases like “due to” “the problem may cause” and
“ensure the normal running of the device and personnel safety” not only enhances the
fluency of reasoning but also helps to lead to accurate conclusions.

5 Conclusion

This study, through the meticulous design of a manual demo tailored for the domain
of power grids, along with a comparative analysis against four other methods on the
dataset, unveils that the manually designed CoT significantly outperforms other models
in terms of experimental results within the professional domain dataset. Furthermore, it
validates the substantial enhancement in reasoning capabilities of large language models
in the realm of power grids, as achieved by both CoT and Role-Play. These results
notably emphasize the potential of applying CoT and Role-Play to specialized datasets.
In summary, this research provides valuable insights for further deepening the application
of large language models in domain-specific question answering and reasoning. It also
underscores the crucial direction for the practical application of large language models,
offering a significant reference for realizing their practical value.
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