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Abstract. One of the key factor in teaching data science and machine learning is
the well-prepared dataset. Although there are some well-known datasets, such as
the MNIST, Fashion MNIST and ImageNet dataset are already used in teaching.
To inspire students to learn more actively, it needs the instructors to design new
experimental tasks and build dataset with the participation of the students. In this
paper, we introduce our live examples to design experiments with hand-crafted
dataset, crawling-base data, and live generated IoT data.
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1 Introduction

1.1 Data Processing

Data science is the practice of using data to try to understand and solve real-world
problems [1–4]. The concept of data science was put forward earlier in the last century.
In the early stage, it has been in a tepid state due to the lack of data size, programming
language, practical software tools, and the support of data analysis methodology.

In the 1980s, the advancement of data mining methods made the development of
data science enter a new stage. Entering the 21st century, the field of data science has
finally flourished due to the emergence of the ubiquity of Internet connection and mobile
Internet, which has led to a sharp increase in the amount of data available. At the same
time, with the fast cost reducing in the computing hardware and storage, organizations
and enterprises are collecting and storing more data than ever before.

At the same time, in the aspect of the data analysis methodology, there have been
breakthroughs in machine learning [5]. Machine learning techniques, especially deep
learning [6, 7] have proven to be an efficient way to identify data patterns in practice.
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Fig. 1. Data processing steps

Machine learning technologies such as deep learning have a profound impact on the data
science and technology industry. In deep learning, as more and more data are input into
the Deep Neural Network, the effectiveness of deep learning has improved significantly.

As shown in Fig. 1, data science is flourish and has developed into a relatively
comprehensive area. The common steps from data preparation, data management, data
visualization and data analysis, a complete set of scientific and technological systems
has been developed.

Since 2015, the course teaching group (CTG) has launched three courses about Big
data andMachineLearning for teaching and training students in data science andmachine
learning. The main challenge in courses is the practice process and experiments design
after theory learning. Hereafter we will introduce the principle and operation details
about the dataset and experiments design in our courses.

1.2 Dataset

Dataset Used in DSML
Dataset is the key element in teaching data science and machine learning (DSML).Well-
prepared dataset helps students to learn Machine learning Tasks and inspire themselves
to explore the dataset space and to model the dataset with machine learning toolboxes.
Although there are some well-known datasets, such as the MNIST [2], Fashion MNIST
[1] and ImageNet [3] dataset already used in teaching. These datasets usually are used
for toy examples or research purpose without the focus of real problems.

The need to use real data to inspire student to explore the technology frontier more
actively requires the instructors to design brand-new course related experimental tasks
and build their dataset with themselves, e.g., students participate in the data preparation
stage.

In this paper, we introduce our three live examples to design experiments with hand-
crafted dataset, crawler base data, and live generated IoT data. Our method shows with
participation of student in dataset design, it helps students to learn more actively and
more creatively which is helpful in improving the learning experience.

2 Experiment Dataset and Task Design

As the teaching goal in mind, we design three experimental tasks and the preparation
of three different kinds of experimental dataset for teaching data science and machine
learning.

The three kinds of datasets are introduced as follows:

(1) dataset for intelligent voice control task;
(2) dataset for helmet detect task;
(3) dataset for stock prices prediction task.
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3 Intelligent Voice Control Experiment

Dataset for Intelligent Voice Control
This dataset is designed from real scenario with intelligent voice control devices. The
intelligent voice-controlled devices are more andmore popular as IoT gateway in Smart-
House in recently years. The typical representative cases are Apple Home (with Siri),
Amazon Echo (with Alexa), Xiaomi MI etc.

A set of typical voice directives in a well-designed intelligent voice-controlled
devices are shown in Table 1. There are 24 directives includes the command to operate
the device such as take phone call and play music in the Table.

Table 1. 24 Voice directives for device control.

Handcrafted Data Description
We have collected about 400 students’ voice note data. Each student recorded his or her
voices with their mobile phone or laptop. Each student contributes the 24 directives’
speech note. These data are voluntarily uploaded by students with privacy confirmed
notice.

As speech notemay leak some personal identification information,we anonymize the
data by converting raw voices into spectrogram as shown in Fig. 2. This also includes the
data preprocessing, as the raw data has several different formats. It takes time to handle
different file formats, which is harmful for learn experience.

After the above data preprocessing, there are 2469 spectrogram pictures in dataset
in total.
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Fig. 2. Partial spectrogram dataset in intelligent voice control experiment.

Data Augmentation
Data augmentation is the common method used to expand the dataset larger in size,
which is helpful to fight overfitting in the training process. The concrete approaches in
data augmentation include adding random noise in images, random transformation such
as image rotation, flipping, zooming etc. In the end, the size of dataset is multiplied with
the factor of 6–8. The final results of data augmentation are shown in Fig. 3.

Intelligence Voice Control Task Design
Task design:

(1) Classification into 24 categories;
(2) F1-Score as metrics.

F1 = precision · recall
precision + recall

(1)

4 Helmet Detection Experiment

Helmet Dataset
The size of helmet dataset is 806 in total. Helmet Dataset includes three categories of
photos. One is collected by taking photo by course group, the second is crawled in
Internet, and the third is the pure photos of 7 brands. The different categories of pictures
are stored in different directories as shown in Fig. 4.
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Fig. 3. Data augmentation with different methods.

Hand crafted: 216 photos, 72 students in class, each student wears a helmet and
contribute the three photos: Front photo, Side-view photo and back-view photo. It is
regular dataset with good definitions.

Collected Data: 200 photos with helmet wearied. With diversity of angles, colors
and persons, and picture formats (*.jpg or *.png). Such dataset usually is not very in
pixel level resolution.

Helmet only data: 390 with different sizes, seven brands of helmets. It is regular
dataset with good definitions.

Fig. 4. Three kinds of data in helmet photo dataset.
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Helmet Detection Task Design
As referred in Stanford HAI AI index report [13], TensorFlow2 remained by far the
most popular open-source AI software library in 2021, which was followed by Keras,
PyTorch and Scikit-learn. For this reason, TensorFlow2 is chosen as deep learning stack
in our experiment tasks.

Fig. 5. Experimental environment with TensorFlow software stack.

Experimental Task Goal:
Detect the Objects in photos to find the person wear helmet or not.

(1) Step1. Preparation: Labeling the photo in train dataset, and train deep learningmodel.
Install the requirement software and python library, the dependency in show in Fig. 5.

(2) Task steps:
There are totally 6 steps in processing the data and train the deep learning model

after the preparation.

Step 2. Convert: Convert the label_map and raw photos into TFRecord format for
using in TensorFlow.

Step 3. Model Training: data input into training pipeline and save the checkpoint
regularly.

Step 4. Model Evaluate: Using TensorBoard to visualize the training result.
Step 5. Model Export: frozen the model file when the accuracy reach requirement.
Step 6. Model Detect: Using test data to test object detection results.
Figure 5 shows the detection results of helmets and human in heading helmet from

a student’s task (Fig. 6).
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Fig. 6. Detected objects in learning results.

5 Stock Prices Prediction Experiment

Dataset for Stock Mid-Price Movement Prediction
As liquidity plays a vital role in the financial markets, the predicting of limit order book
(LOB) by mining micro-structure of high frequency trading (HTF) is often considered
a crucial task. LOB is a form of record listing all outstanding limit orders maintained
by the exchange, which provides information on available limit order prices and their
volumes. Based on these quantities, we provide a limit order book mid-price movement
prediction (LOBMMP) dataset for empirical study on stock market as part of quant
trading teaching courses.

Data Preparation

(1) Data gathering
To collect a more representative dataset on China stock market, we sampled 10

securities’ data of 4 months’ trading record (79 trading days in total) with Level-
2 stock quote from both Shanghai Stock Exchange and Shenzhen Stock Exchange.
The data then has been divided by continuous trading window, meaning the morning
data(from 9:30am to 11:30 am) and afternoon data (from 1:00pm to 3:00pm). The
daily data is stored in separated csv files and named with the form of ‘snapshot_sym
< xx > _date < yy > _am/pm.csv’, containing all 1521 csv files in total, as shown
in Fig. 7.
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(2) Feature enginering
In the dataset mentioned above, each row of data tables contains 31 attributes

in different columns, 26 of which are features of snapshot data, with three types of
information in LOB, as shown in Table 2.

For the purpose of avoiding information leaking, wemasked the symbol name of
security and exact trading day, keeping a sequential number as distinction. To further
de-identify the symbol and standardize the price, we extract the split-adjusted factor
of each security in all trading days and recalibrate their split-adjusted closing price.
Next, we normalize all price data (ask/bid/mid/close) into movement ratio respect to
adjusted closing price of previous trading day. For example, if the adjusted closing
price of previous day was 50 and now best bid price was 50.05, it will be processed
as 0.001 and 49.95 as -0.001.

(3) Data labeling
Last five columns of data provide prediction label, showing the different move-

ment direction of mid-price in different time window. All though there are various
types of weighted mid-price definition, we take the most succinct way to calculate
by (ask1 + bid1)/ 2. The mid-price varied with ask and bid price is shown in Fig. 8.

Fig. 7. Daily trade data of 10 stocks.
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Table 2. List of provided features

Type Feature Description

basic date No. of trading date, from 0 to 78

time Time of snapshot

sym No. of security, from 0 to 9

price Mid-price Mid-price of this snapshot

close Latest closing price

ask1–5 The first to fifth best ask price in LOB

bid1–5 The first to fifth best bid price in LOB

volume asize1–5 The volume of first to fifth best bid price in LOB

bsize1–5 The volume of first to fifth best bid price in LOB

amount daily cumulative trading volume

Fig. 8. The mid-price of bid and ask.

In order to better capture the movement momentum of the continuously changing
stock price, we define the movement direction with ϕ(x), and label with -1 for move
down, 1 for move up, 0 for stationary.

ϕ(x) =
⎧
⎨

⎩

−1, if x < −α

0, if |x| ≤ α

1, if x > α

(2)

As volatility tends to grow larger with longer time window, we take α = 0.05%
when predicting movement on 5-tick and 10-tick time windows, and α = 0.1% with 20,
40 and 60-tick time windows.
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Stock Mid-Price Movement Prediction Task Design
This experiment was designed to help students with an empirical study on high fre-

quency stock trading with data exploration. The key-point was encouraging student with
feather engineering and model selection by enhancing their domain-specific knowledge.

Task steps:

(1) Understand the task;
(2) Exploratory Data Analysis;
(3) Data check with Python pandas;
(4) Trending predication with SVM (Supported Vector machine);
(5) Trending predicting with DNN (Deep Neural network).

The task benchmark metric is F-score within the test set. As in practical HFT (high-
frequency trading) algorithm, the precision usually takesmore important role than recall,
for this reason we choose F-0.5 score as final result.

Fβ =
(
1 + β2

)
· precision · recall
β2 · precision + recall

(3)

6 Live Generated IoT Data

IoT Datasets
Most IoT device equipped with sensors including temperate, humidity, PM2.5 and light
sensor etc. with fast and constantly connectivity, sensor data can be upload into the
database in cloud and for further analytic use.

Our experiment uses raspberry Pi as the IoT devices and use DHT11 temperature
sensors (Fig. 9).

Fig. 9. Temperature data acquisition.

IoT Data Visualization Task Design:
This experiment helps students to understand the principle of IoT system and implement
a simple IOT system.

Experimental process:

– Step 1. Use Raspberry Pi to collect the temperature and humidity data, which are
obtained by DHT11 sensor;

– Step 2. Upload it to the server of Influxdb through wireless network;
– Step 3. Configure UI to view the data in the web side.

Experimental results:
The graph of data visualizing shows the real-time temperature and humidity on the

web side of the server in the experimental scene.
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7 Conclusion

In this paper, we introduce spectrogram data, helmet pictures, stock prices and IoT tasks
to design experiments with hand-crafted dataset, crawler base data, and live generated
IoT data. All these experiments are designed and made it possible by course teaching
group, and are used to teach and train students in Data Science and Machine Learning
within three real courses launched by CTG since 2015. The main contribution is let
students to take part in the design of dataset generating, cleaning, and to targeted real
problems in DSML domain, which inspires the students to learn more actively and have
better learning experiences in mastering the knowledge of Data Science and Machine
Learning.
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