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Preface

Welcome to theproceedings of the 18th InternationalConferenceonComputer Science&
Education (ICCSE 2023), held December 1–7, 2023, at Xiamen University Malaysia in
Selangor, Malaysia. We proudly present these volumes encompassing both online and
in-person presentations.

Since its inception in 2006, ICCSE has served as a premier international forum for
sharing and exploring cutting-edge advances in computer science, education, and allied
fields like engineering and advanced technologies. It bridges the gap between industry,
research, and academia, fostering dynamic information exchange and collaboration.

Under the theme “Empowering development of high-quality education with digital-
ization”, ICCSE 2023 invited and received 305 submissions in total, culminating in 106
high-quality manuscripts accepted for these proceedings. Each underwent a rigorous
double-blind peer-review process (three reviews per submission) by an esteemed inter-
national panel consisting of organizing and advisory committee members and renowned
experts.

The proceedings are organized into three volumes reflecting the diversity of submis-
sions: Computer Science and Technology, Teaching and Curriculum, and Educational
Digitalization. These reflect the latest developments in computing technologies and their
educational applications. Volume 1 covers topics like data science, machine learning,
and large language models, while Volume 2 delves into curriculum reform, online learn-
ing, and MOOCs. Finally, Volume 3 explores digital transformation and new digital
technology applications.

ICCSE 2023 had a dynamic technical program, brimming with cutting-edge insights
from renowned figures and diverse opportunities for engagement. Three captivating
keynote speeches kicked off the conference:

• Xu Rongsheng, from the Chinese Academy of Sciences, delved into the intricate
interplay between the internet, China, and cybersecurity, sparking thought-provoking
discussions.

• Andrew Ware, of the University of South Wales, shed light on the transformative
potential of generative AI in education, inspiring new perspectives on learning and
teaching.

• Zhou Aoying, from East China Normal University, navigated the complexities of
digital transformation and its impact on smart education, offering practical guidance
for navigating the evolving landscape.

Beyond the keynotes, a dedicated workshop titled “Digitalization Capability Level
Certification” provided participants with valuable tools and frameworks for assessing
and enhancing their digital skills. Additionally, two Best Paper sessions and 11 parallel
sessions offered platforms for researchers to showcase their groundbreaking work and
engage in stimulating dialogue with peers.



vi Preface

This comprehensive programensured that every author had the opportunity to present
their research to a receptive audience, fostering a vibrant exchange of ideas and fostering
meaningful collaborations.

In closing, we express heartfelt gratitude to everyone who made ICCSE 2023 pos-
sible. Our thanks go to the program chairs for their program expertise, the publication
committee for their meticulous review process, and the local organizing committee led
by the School of Computing and Data Science at Xiamen University Malaysia. We hope
these proceedings inspire further discourse and collaboration in the ever-evolving world
of computer science and education.

December 2023 Geetha Kanaparan
Wenxing Hong
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Analyzing Children’s Behaviors Based on AI
Recognition Approach to Promote

Child-Friendly School-to-Home Street Design

Qianxi Zhang1,2,3 , Gang Wang4(B), Yat Ming Loo2 , Xinkai Wang1,
Xiumin Xia1, and Xingyu Mu5

1 School of Design, NingboTech University, Ningbo 315100, China
2 Department of Architecture and Engineering, University of Nottingham Ningbo China,

Ningbo 315100, China
3 The Bartlett Development Planning Unit, University College London,

London WC1H 9EZ, UK
4 School of Computing and Data Engineering, NingboTech University, Ningbo 315100, China

smile588@sina.com
5 Zhejiang Fashion Institute of Technology, Ningbo 315211, China

Abstract. School-to-home streets are an important part of the public space net-
work of child-friendly cities. The improvement of their child-friendliness needs
to be based on the investigation and evaluation of the current usage status. The
traditional site investigation methods are limited by manpower and time, lack
of efficiency and effectiveness. This paper proposes a new analysis framework
for children’s street behaviors based on AI recognition methods, including action
recognition algorithm, human flow statistic algorithm, and target tracking algo-
rithm. It takes one school-to-home street in theMingdong community, Ningbo city
as a case study. Based on the AI recognition of this street’s surveillance videos,
the result data verifies the effectiveness of street usage analysis. This is valuable
to promote the child-friendly school-to-home street design in the future.

Keywords: Children’s environmental behaviors · AI recognition algorithms ·
Surveillance videos · School-to-home street · Child-friendly design

1 Introduction

The rapid expansion of cities has led to an increasing trend of motorized roads, high-
density communities, and isolated schools, with fewer open spaces suitable for walking
and less child-friendly street environments [1]. Based on the Convention on the Rights
of the Child (1989), the United Nations launched the “Child-Friendly City Initiative”
(CFCI) in 1996 [2]. In 2015, it proposed the target of building inclusive, safe, and
sustainable cities and communities. How to build a safe, connected, and symbiotic urban
walking environment for children has become a hot topic nowadays.

School-to-home streets are important public spaces connecting home and school
destinations. They are one of the most frequent places for school-age children’s daily

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
W. Hong and G. Kanaparan (Eds.): ICCSE 2023, CCIS 2024, pp. 3–13, 2024.
https://doi.org/10.1007/978-981-97-0791-1_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-97-0791-1_1&domain=pdf
http://orcid.org/0000-0001-6233-4303
http://orcid.org/0000-0002-8741-020X
https://doi.org/10.1007/978-981-97-0791-1_1
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activities. However, due to the urban traffic dangers and the rise of the “backseat gen-
eration” [3], the routes between school and home are only simple roads connecting two
destinations, rather than complex placeswhere children can freely choose, stroll and play.
How to transform car-centered children’s destinations to walkable children’s networks
is the research context of this study (see Fig. 1). Based on the environmental behavior
theory, the first step is to investigate the current usage status of school-to-home streets,
then analyze and diagnose the using problems of street spaces, so as to put forward
evidence-based design strategies [4].

Fig. 1. The concept of child-friendly school-to-home street [1]

As a classic research method to understand the interaction between humans and
the environment, behavior observation provides an effective way to study children’s
environmental behavior psychology. Scholars generally analyze the interaction between
children and space from the perspective of behavior types, behavior distribution, behavior
trajectory, and behavior frequency [5]. These indicators provide a fundamental analy-
sis framework for our proposed methodology. However, the school-to-home street is
not a dedicated play space for children. Children’s behaviors are complex and diverse.
Their activities are scattered rather than concentrated [6]. Therefore, traditional behavior
observation has great limitations in terms of observation time and manpower.

With the rapid development of computer networks and the advent of the artificial
intelligence era, a large amount of surveillance video data about urban street spaces is
generated [7]. Combined with deep learning technology, it greatly promotes the devel-
opment of target detection technology, which provides a novel idea for site investigation
and analysis methods. However, most of the target detection algorithms are mainly used
in urban management, monitoring, warning, and other application scenarios [8]. They
are less used in the vitality perception of street public life and site research.
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In this context, the paper aims to contribute to the enrichment of existing method-
ologies by applying artificial intelligence recognition technology. Utilizing surveillance
videos from the school-to-home street in Mingdong community, Ningbo City as exper-
imental data, we seek to conduct children’s behavior recognition, flow statistics, and
behavior trajectory detection to comprehensively evaluate and diagnose the current
utilization patterns of the street.

2 Methodology

In order to promote the child-friendly school-to-home street design, this paper focuses on
the relationship between children’s behaviors and street environment, with the novel AI
recognition approach. Taking 5 days’ surveillance videos of the targeted street in Ming-
dong community as the sample data, the artificial intelligence recognition technologies
are applied to realize the automatic detection of children’s behavior types, flow number,
and activity tracks. Then through the open API interface of the Internet platform, the
data processed by the AI detection algorithm is processed again. By coupling analysis
of children’s behaviors and street spaces, children’s use preferences and potential needs
for street space are obtained.

2.1 Site Location

This studywas conducted inMingdongcommunity,NingboCity,China.This community
occupies 19.56 hectares of land, whichwas built in year 1996with around 5500 residents
living in it. It’s a typical high-density community located in the urban center with a
developed traffic network (see Fig. 2). Due to the lack of dedicated play spaces planning
in the early 21st century, the streets in the Mingdong community are all traffic-oriented
with car parking along the roadsides, which are not child-friendly enough [9].

Fig. 2. Site location of Mingdong community
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The target area is one street between the community and the adjacent school, which
is a main pathway for children to travel from home to school (see Fig. 3). The selected
street area is 107 m long, 25 m wide, consisting of a regular sidewalk for pedestrians, a
driveway for vehicles and a designed sidewalk with play facilities [10]. The ground floor
of the buildings along the west side of the street has some community service facilities,
such as committee offices, education institutions, grocery shops, etc. The buildings along
the east side of the street are some volunteer services and childcare rooms which are not
open to the public yet (see Fig. 4).

Fig. 3. Site location of Mingdong community

Fig. 4. Section of the targeted school-to-home street

2.2 Data Collection and Research Design

CCTV surveillance systems are widely used as street monitoring tools in public and
private areas [11]. This paper obtained 5 days of surveillance videos of the targeted
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street from the Mingdong community with the approval of research ethics. The selected
street is located at the terminus of the community, which is not a main traffic road.
Through preliminary investigations, it was found that the period between 16:30 and
17:00 corresponds to the peak hours when school-age children returned home after the
school day. Almost no other groups of residents used this street during this time, making
it an optimal window to observe and analyze the children’s behaviors on the street.
Hence, by desensitizing personal privacy in the videos, this paper focuses on detecting
children’s behaviors in five videos from 16:30–17:00 onMarch 7 to 12, 2022. The visual
threshold range of street surveillance video is shown in Fig. 5.

Fig. 5. Surveillanc photo of the targed school-to-home street

Normally for most of the street surveillance system, there are three major stages
involved in AI recognition process which are moving object detection, tracking and
classification. Based on it, this paper applies 3 detection algorithms of children’s action,
flow number and move tracking (see Table 1).

2.3 Application of AI Recognition Methods

Application of the Action Recognition Approach
School-age children are willing to explore and communicate on the way after school. In
addition to the general traveling behavior (passing directly alone or in company), they
also have the behavior of chasing, sitting, climbing, etc. To intelligently identify these
children’s behaviors in the targeted street, this paper introduces the action recognition
approach into our design. In the action recognition approach, we utilize deep learning
network to obtain the heatmap of children’s skeleton. Then children’s skeleton can esti-
mate children’s pose. Through the action recognition approach, three types of children’s
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Table 1. Research design

Recognition
Time

16:30–17:00, 2022.03.07–2022.03.12
(0.5 rush hour after school /day, 5days)

Weather 1 °C–9 °C, sunny

Recognition
Object

Children in the selected school-to-home street

Recognition
Targets

Children’s behavior types Children’s flow
statistic

Children’s moving
tracks

Recognition
Approaches

the action recognition
approach

the human flow
statistic approach

the person tracking
approach

skeleton images of walking, sitting and running are obtained, which are used as sam-
ple data for in-depth learning to realize the automatic detection and classification of
children’s behavior.

Application of the Human Flow Statistic Approach
To statistic the number of children in the school-to-home street for a period of time,
this paper adopts a YOLO v5-based detection approach. The YOLO v5-based detection
approach can predict person detection boxes with scores. So, we can compute each
frame from the surveillance camera to the number of boxes. The number of each frame
represents the human flow at each time. By counting the human flow in each frame, we
can eventually obtain the human flow data for a period of time.

Application of the Person-Tracking Approach
After the person detection is completed by Yolo V5 algorithm, in order to detect the
distribution position and moving track of children’s behavior, sort algorithm can be
introduced to complete the task of target tracking. Firstly, the characteristics of the
object are modeled. The formula can be expressed by

X = [u, v, s, r, u̇, v̇, ṡ]T (1)

where u and v are the horizontal and vertical coordinates of the center point of the
detection frame, s and r are the size and length width ratio of the detection frame, u̇, v̇, ṡ
are parameters of the next frame.

When the feature of the first frame is input, this framewill be as the target to initialize
and create a tracker. Each target is marked with a specific number. After the data of the
subsequent frame comes in, the tracker will obtain the prediction frame generated by the
previous frame through the Kalman filter. Then it can obtain the intersection and union
ratio of all prediction boxes of the tracker and the prediction box of YOLO V5 in this
frame. Thirdly, we can use the Hungarian algorithm to obtain the maximum matching
of the intersection and union ratio and remove the matching pair less than the threshold.
Finally, the detection box can be tracked.



Analyzing Children’s Behaviors Based on AI Recognition Approach 9

3 Results

Through the three AI recognition approaches above, the amount and proportion of chil-
dren’s typical behaviors, the amount of children passing, and the trajectories of children
moving on this street are obtained respectively.

3.1 Result of Children’s Action Recognition

Based on the action recognition approach, children’s behavior poses are recognized as
skeleton images (Fig. 6). Three main types of skeleton images of walking, sitting, and
running are obtained, which are used as sample data for in-depth learning. Finally, we
get the automatic detection data of three behaviors in 5 video clips.

Fig. 6. Children’s skeleton images of street behaviors

The results indicate that 251 children are detected, of which 237 are walking (includ-
ing two types of fast passing and roaming), accounting for 94.4%; 12 are running,
accounting for 4.8%; 2 are sitting and resting, only accounting for 0.8%. It shows that
the walking behavior type accounted for the highest proportion, the running behavior
type is the second, and there is very little sitting behavior. The reason may be there are
not many facilities on the street that can attract children to stop and sit down. Children
only use this street as a fast-passing area. Unlike adults, railings can also be a supply of
sitting. An interesting finding is that the behavior of a child sitting on the fence railing
is detected, which reflects that the railing is a kind of potential affordance for children
to sit (Table 2).
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Table 2. Statistic of children’s behavior types

Behavior Types Amount Proportion Skeleton Images sample

Walking 237 94.4%

Running 12 4.8%

Sitting 2 0.8%

3.2 Result of Children’s Flow Statistic and Move Tracking

Based on the YOLO V5 and SORT algorithms, a total of 251 children are detected in
5 video clips (Fig. 7). 61 among them are on the west regular sidewalk, accounting for
24.3%; 107 moving trajectories are on the driveway, accounting for 42.6%; 21 moving
trajectories are on the east dedicated playable sidewalk; 62 moving trajectories span
three areas of streets, accounting for 24.7% (see Fig. 8).

Fig. 7. Detection boxes of children
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The data above points out that nearly half of the children choose the middle drive-
way to walk. The reason may be that although this is a traffic road, there are actually
fewer vehicles passing through, and the speed of the vehicle is slower with less danger.
Meanwhile, the driveway is wider than the sidewalk, which is more suitable for children
traveling together. Surprisingly, the dedicated playable sidewalk attracted the lowest
proportion of children to walk. The reason may be that it has to cross the protective
fence to enter this area, and the facilities set up along the street block children’s sight
and cannot attract children to play (Table 3).

Table 3. Statistic of children’s move tracking

Street area Amount Proportion

1. Regular sidewalk for pedestrians 61 24.3%

2. Driveway for vehicles 107 42.6%

3. Dedicated playable sidewalk for children 21 8.4%

4. Whole areas 62 24.7%

Total Number 251 100%

Fig. 8. Children’s moving tracking

4 Conclusion

The analysis results show that the behavioral diversity of children in the target street is
insufficient, which is lack of play and physical activities. Even the dedicated sidewalk
with play facilities did notmeet the expected space performance. The overall results show
that the target street is not child-friendly enough and there is necessity for improvement.
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In this paper, AI recognition approaches of the action recognition, the human flow
statistic and the person tracking are applied to automatically detect children’s behaviors
in the selected school-to-home street. The recognition result shows the effectiveness of
this method in discovering interactions pattern between children and street space. In the
field of child-friendly space design, this method is highly novel. In addition, it is also
a highly potential approach which could be applied in other scenarios in the residential
context, like all-age residents’ environmental behavior in square spaces.

The limitation of this study is that the rigor of algorithm data screening is not enough.
The amount of video sample is insufficient. In addition, the interpretation of children’s
behavior lacks objective interviews to verify, which needs to be further deepened in
future research.
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Abstract. The research content and main work of this paper are as follows: Ana-
lyzing the characteristics of the network traffic data set, the key index vacancy
rate parameters in the process of cleaning the data set. This paper proposes a
fast estimation network model based on process compression and an optimized
parameter search algorithm for Q-Learning (QV-QL). The model starts from a
predictive model based on deep learning, and on the basis of ensuring the func-
tionality and certain accuracy of the model. Through the compression process
and the introduction of mixed-precision calculations, the speed of searching for
optimal parameters has been greatly improved.

Keywords: Reinforcement Learning · Network Traffic forecast · Q-Learning

1 Introduction

The bandwidth demand of network traffic appears to be unevenly distributed at the
moment. In some enterprises where high strength and stability are required to maintain
a high-speed network, excessive network load pressure may be experienced, while in
some companies, such high-speed traffic is not needed, resulting in resource waste. It is
for this reason that there are great challenges facing us in the current situation. To solve
the load capacity limit of network traffic quickly, on-line evaluation of static stability
of the network system is a basic requirement for on-line evaluation of static stability. In
order to maintain the stable operation of high-demand network operators as well as give
full play to the scheduling of network resources, accurate network traffic prediction is
an important step towards providing optimal service to high-demand network operators.
Additionally, in the field of network traffic data prediction, artificial intelligence based
on evolutionary algorithms of deep learning [1] has taken the lead in recent years, aiming
to overcome some disadvantages of traditional predictionmethods in the field of network
traffic data. There is still an increase in applications and development of algorithms and
prediction models that are being used in network traffic prediction, but the imbalance
betweendevelopment andplanningwill lead to an imbalance in resources and an invisible
pressure on the field of prediction as a result of the imbalance in resources. Therefore,
the specific improvement and optimization still need the continuous exploration and
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research of relevant experts and scholars to select a better algorithm prediction model
that continues to improve and optimize. Despite the fact that these prediction methods
are still under development, an imbalance in resources and unseen pressures may result
from a lack of balanced planning and development. The refinement and selection of
superior algorithmic prediction models require continuous expert exploration.

The main focus of the preprocessing of data used in the development of network
traffic prediction models has been on improving the data set as well as handling outliers
and null values, but this focus is easily divorced from the reality, which results in a
research trend that does not correspond to reality. If it is really applied in the life level,
the prediction results are not satisfactory, forming the situation of application limitation.
To make data preprocessing more practical, there are new strategies that are being used
to make it more practical. When designing a prediction model, the model data indicators
tend to be too serious, in order to ensure the integrity of the data, the dimensions of the
data and the number of data points are sufficient, leading to too much in cases where the
dimensions of the data are not large enough. As an example, combining algorithms with
neural networks is often hard to get accurate predictions. Today, amultitude of algorithms
have emerged, especially in the current era of artificial intelligence, and these include
evolution algorithms that combine evolutionary strategies [4, 5], genetic programming,
or algorithms based on physical properties, such as central force optimization (CFO),
artificial chemical reaction optimization algorithms (ACROA), andblackhole algorithms
(BH), have becomewidely used.Generally, there are a number of algorithms that are used
to make animal search decisions such as cuckoo search (CS) [9], Firefly algorithm (FA)
[10],ArtificialBeeColony algorithm (ABC) [11],Antlion optimization algorithm (ALO)
[12], etc. However, these algorithms are still prone to some deviations and contingencies.
Additionally, when it comes to large scale and high latitude data, the data standardization
process is difficult and time-consuming. Therefore, it is important to design a system
that ensures efficiency and accuracy in prediction, as well as meets the requirements of
large volumes of data at high altitudes. It is at this point that the key research content
of this paper is focused on network traffic prediction in the context of the problem to be
solved.

As part of this interdisciplinary area of research referred to as reinforcement learning
[13–15], many aspects of the theory and algorithm have gained great scientific signif-
icance during the 1990s, and they have also made significant advances in psychology,
intelligence computing, operations research, and control theory over the years. As a
result of these achievements, reinforcement learning has greatly expanded in theory.
The application of scheduling decisions has proved to be quite successful in artificial
intelligence and optimization.

2 Parameter Optimization Algorithm Based on Fast Estimation
Network Model and Improved Q-Learning

In traffic prediction, there are a lot of null values and outliers in data due to non-
standard operation during data collection, failure of data collection equipment, data
system upgrade and other reasons. Poor data quality poses a serious challenge to data
preprocessing.
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In the data cleaning stage, we can neither blindly remove all the data lines containing
null values, nor allow the data lines containing a large number of null values to enter the
data enhancement stage or model training stage. In data cleaning process, the non-null
rate parameter of valid data is usually used as one of the key indicators to balance data
quality.

This parameter determines which rows are retained and moved to the next stage
and which are culled from the dataset by controlling the ratio between the number of
non-null values contained in the valid data and the total number of values. When the
non-null value rate is in the optimal state, data cleaning can improve the overall non-null
value rate of the data set while preserving as much data as possible, that is, reducing
the number of noisy data in the data set while preserving as much data diversity as
possible. Non-null rate index is a percentage, which will not be given automatically. It
is generally given by field experts with network engineering and computer background
based on experience, and has problems such as difficult to popularize, lack of inter-
pretability and non-optimality. At the same time, if the exhaustive strategy is used to
search parameters, there are some problems such as high computational complexity
and time consuming. In view of these problems, this chapter proposes an optimization
search algorithm combining the fast valuation networkmodel and improvedQ-Learning,
which can automatically complete the task of parameter optimization under the premise
of reasonable computational complexity.

Fast valuation network model based on process compression.
Generally null value for data, abnormal value, will adopt the method of data cleaning

and enhance the data cleaning operations, the data can improve forecasting precision
of the model within a certain scope, but the introduction of these additional operations
will increase the burden of the model and the GPU in the process of running too much
memory footprint and resource consumption, Valuations so this paper proposes a fast
network, shown in the Fig. 3 below you can see the difference, with a quick first look
for value network model parameters, through the selection of design of experiment, a
new strategy, every five percent for one iteration, omitted to data processing operations
of the zero and outliers, ten generations iterative processing directly, when to find the
optimal parameters, Then, data cleaning and enhancement processing were carried out,

Fig. 1. Comparison of data processing models
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so as to omit a lot of useless time. The specific reason why epoch= 10 was selected will
be analyzed and explained later.

In order to explain why epoch= 10 is chosen, the change can be seen from Fig. 2. It
can be seen that before epoch = 10, the overall loss of baseline has been in a process of
rapid decline, that is rapid convergence stage. The increase of epoch at this time has a
substantial effect on data processing. However, after epoch= 10, the whole convergence
stage entered the long tail stage. It can be seen that, although there was still a slight
decrease with the increase of epoch, the cost performance ratio at this time was very
low. Therefore, considering the cost performance ratio and reality, the epoch = 10 with
the highest cost performance was selected for the universality of application fields.

Fig. 2. Cause analysis of epoch = 10

After the fast valuation network model is defined, in order to see that there will not
be too much difference before and after the network model changes, the reward index in
Q-Learning strategy is used to feedback the network and learn the expected value. From
the current step to all subsequent steps, the total expectation gets the maximum value(Q
value and Value). Action determines the optimal policy for each state in the Q value
function. In each state, the Action with the highest Q value is selected. And the network
does not depend on the environment model. The current Action is rewarded, add the
next step to get the maximum expected value, the current status action reward, plus the
maximum expected value of the next status action The learning rate determines the rate
of information acquired before the coverage rate of newly acquired sample information.
Usually set a small value to ensure the stability of the learning process and the final
convergence. Q-Learning requires an initial value Q. By defining a relatively high initial
value, the model is encouraged to explore more. This kind of network may have a certain
loss in accuracy, but the speed can be greatly improved. It can be seen from Fig. 5 that
the overall accuracy is consistent with the change trend of the processed data.
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As shown in Fig. 3, the SMAPE value on the ordinate is the symmetricmean absolute
percentage error, which is an accuracy measure based on percentage (or relative) error
and can be calculated as shown in formula (2). Indicators used to measure the quality
of the network model, the lower the SMAPE value is, the better. SMAPE is a correction
index forMAPE problems, which can better avoid the problem that the calculation result
of MAPE is too large due to the small real value.

SMAPE = 100%

n

n∑

t=1

|Ft − At |
(|At |+|Ft |)

2

(1)

Fig. 3. Comparison of SMAPE values of the rapid valuation network with other treatments

Where At is the true value and Ft is the predicted value.
Can see from Fig. 5, although after data cleaning and data fill of the network is still

in the overall effect is the result of the optimal, but fast valuations in network epoch
= 10, after the overall trends and processing of network is almost the same, change
rule is no discrepancy, and maintained a high level in the accuracy. The iteration of 100
generation to 10 generation is reduced and the speed is greatly improved, so the fast
valuation network adopted in this paper has better wide applicability in practicability.

Through the proposed fast valuation network for data storage and transportation
experiments, it is obvious that the speed optimization before and after is improved, and
the accuracy is not far behind. In order to further demonstrate the feasibility of this fast
valuation network, the comparison of actual time saving can be shown in Fig. 4.

It can be seen from experimental Fig. 4 above that data cleaning takes 32 s (using
non-null value rate of 93% as standard). Data enhancement time (Laplace algorithm is
adopted for convolution kernel length of 5): 64 s to 56 s, because if data cleaning is
carried out, the data enhancement speed will be improved after removing part of the
data. Among them, the training process (epoch = 100) took 118 s, while the training
process (epoch= 10) took 27 s. The speed is significantly improved, which is about six
times the speed, which is quite remarkable. So whether the data cleaning process and
enhance the filling processing of data in the process of iteration tremendous force and
resource consumption, the cost of training time, the consumption of the first three figure
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is very high, and valuation in the network consume almost negligible, can confirm this
fast valuation on the speed of network has the absolute advantage.

Fig. 4. Comparison of training time for different data processing

2.1 Model Training Process Based on Mixed Accuracy

For circulation data type on the computer, is the most common type of floating-point
number, commonly used have double-precision and single-precision floating point, but
because of the increasing amount of data now and latitude change big wide, so someone
put forward a kind of semi-precision data, double-precision is a 64-bit data, single-
precision is 32-bit, semi-precision can reach 16 low storage usage. As the research,
the double-precision and single precision are used for calculation, semi-precision is in
order to reduce the cost of data transmission and storage, because in many application
scenarios, deep learning field, this paper studies the prediction model. For example, with
semi-precision data, compared to single-precision can save half of the data transmission
cost and resource consumption, In addition, in the field of deep learning, hundreds of
millions of parameters are selected for data, so semi-precision transmission is of great
significance for research. Figure 7 shows the differences between double-precision,
single-precision, and semi-precision floating-point numbers:

float16, a semi-precision floating-point number consists of one sign bit, five exponent
bits, and ten mantissa bits.

float32, a single-precision floating-point number consists of one sign bit, eight
exponent bits and 23 mantissa bits.

float64, a double - precision floating-point number consists of one sign bit, 11
exponent bits, and 52 mantissa bits.

As you can see three different precision floating point numbers, is divided into three
parts, respectively is the sign bit, index and mantissa, the different precision is only
the length of the exponent and the mantissa bits is different, so while keeping on the
accuracy of the data at the same time, can very good saves space on the space and
memory resources consumption, through the study of the compression of data accuracy,
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Fig. 5. Feature comparison of three precision data

pre-processing of model algorithms and data can reduce the cost of consumption. The
single-pass comparison diagram of the two networks in normal network data processing
and fast valuation network can be shown in Fig. 6 below:

Fig. 6. Comparison of time loss between single precision data and semi-precision data

Can be seen from the comparison above Fig. 6, for data storage and operation process,
the data from single precision floating point 32 into half precision 16, get some save
time consumption, can probably thirty percent increased performance, further improve
the effectiveness of the data preprocessing, illustrates the feasibility of this experiment
ideas.
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In order to further demonstrate the feasibility of converting from single-precision
data to semi-precision data, this paper will verify the comparison between the process of
loss value reduction and the effect of amplification in the long-tail stage by high definition
comparison in the following two figures. It can be easily seen from the following two
figures: The first Fig. 9 shows the comparison of loss values between single-precision
data and semi-precision data. The smaller the loss value is, the better. The first figure
shows that the overall trend is roughly the same. It can be seen from Fig. 10 that the
amplification is about 60 times. It can be seen that although the semi-precision float16
data is not stable in the process of loss decrease, the overall downward trend of loss
value is the same as that of float32 single precision data. Therefore, in consideration
of the experimental speed, we can use float16 semi-precision data to replace float32
single-precision to realize an optimal data processing.

Fig. 7. Comparison of Loss values during training with two kinds of precision

Fig. 8. Comparison of loss values during training with two kinds of accuracy after 60 times
magnification
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3 Experiment and Result Analysis

3.1 Introduction and Analysis of Data Sets

Because this article research content of the data taken from the records of daily network
traffic in and out of an enterprise, is more close to real life, and as a result of the data
records have long, data itself exists some days appear more null values, or when business
is busy to many outliers, but also there will be a lot of complete data, according to the
characteristics of the data, It can be roughly shown as Fig. 11 below:

Fig. 9. An introduction to the data set used in this paper

It can be seen from the figure that there are certain null values and outliers in the data.
The triangle represents complete data, the circle represents null values, and the cross
indicates that there are abnormal values. Because of the difference of these data, the
subsequent prediction model will be affected to some extent, therefore, before entering
the training, the data should be improved according to the experimental purpose, and
the Q-Learning enhanced learning preprocessing strategy should be carried out to pave
the way for the subsequent prediction.

3.2 Optimization Parameter Search Experiment Based on Improved Q-Learning

In order to test the difference between the improved Q-Learning and the traditional brute
force exhaustive mechanism in search efficiency, this paper carries out an experiment of
searching optimization parameters on a traffic prediction system based on deep learning.
The basis of the experiment is realized through the improved QV-QL algorithm, in order
to better understand the process of parameter search in the experiment, Table 1 shows the
operation process of combining the fast valuation networkwith the improvedQ-Learning
algorithm in the form of pseudo-code:
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Table 1. Quick Valuation Q-Learning algorithm

valuation

Initialize Maximum episode value

Repeat execution (maximum episode detection) :

Repeat execution (knee and elbow detection or reaching the

boundary of S):

Starting from initial S, all actions an in the action set are

performed simultaneously, observe rn

Update Q table with maximum r value:

End of the cycle
End of the cycle

Knee and elbow test

function a' before is equal to the action function a

(True), interrupts the loop and jumps out of the cu

rrent episode

Otherwise:

Return no (False) , to continue the current episode iteration

The following experimental figure is used to show the search process. First, Fig. 12
shows the SAMPE full solution space obtained by exhaustive method as the baseline.
On the basis of the baseline, the improved Q-Learning algorithm proposed in this paper
is used to search optimization parameters on the same system, and finally the whole
search process is annotated to the baseline manually.

Figure 11 shows the first generation episode of optimization. Starting from the non-
null rate of 50%, the left and right actions of the action set are respectively performed.
In this experiment, there are two actions, namely left and right search. Search in both
directions for a knee and an elbow. After comparing the return values of these two points,
namely the SMAPE value, the point of the best return value is taken as the starting point
of the next episode, and the current episode ends.
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Figure 12 shows the second generation episode of optimization search. Starting from
the point of the best return value given by the previous generation episode, search both
sides until the non-null rate reaches the boundary and the search ends. Compare the
return value of the boundary point with the current best return value and return the better
one as the best advantage sought.

Through experiments, it is concluded that the improved Q-Learning comparison
and exhaust strategy can save 36 times of calculation of return value, which is of great
significance for scenarios with high computational complexity of return function caused
by deep learning model.

Fig. 10. SMAPE values at different non-null value rates obtained by exhaustive search

Fig. 11. First generation episode, starting from 50% looking for knee and elbow points
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Fig. 12. The second generation episode, starting from the found knee elbow point, search for the
next knee elbow point

4 Summary

In this paper, the classic Q-Learning algorithm is introduced in detail and the relevant
characteristics are analyzed and summarized, and the good adaptability of the algorithm
in the field of traffic prediction is expounded. Then a fast estimation networkmodel based
on flow compression is proposed., based on the flow prediction model, a network model
that can be used to quickly estimate the return value is constructed by omiting the pre-
processing steps of the original model and reducing the training algebra of the prediction
model. At the same time, in order to further accelerate the calculation of the return value
and reduce thememory consumption of the algorithm, this chapter then proposes amodel
training process based on mixed precision to accelerate the computational performance
of the algorithm by compressing the data tail. It is proved by experiments that the
introduction of fast estimation network model based on mixing accuracy has better
effect on improving the calculation of return value.
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Abstract. The packet transport network (PTN) is becoming increasingly popular
in mobile communication as a technology to provide efficient transmission. With
the dramatic surge in user numbers, the PTNmust be able to carry more. However,
the existingPTNhas low resource utilization and poor network security, Therefore,
optimizing every aspect of the current PTN is essential. For optimizing PTN
network, the decision of both carrier users and service product suppliers should be
considered. When satisfying the decision of the product supplier, it is necessary
to consider a number of evaluation indicators in the PTN, and there may be some
correlation between the indicators. Hence, This study introduces a multi-objective
optimization approach inspired by the Gray Wolf Algorithm and centered around
the optimization of a PTN network. Carrier user is taken as the upper decision
maker, and the goal is to pay the supplier with the lowest possible cost. Suppliers
play a lower role in decision-making, considering the PTN Optimal performance,
mainly including two goals, the first goal is to have the highest evaluation score
of the LSPOR, and troubleshoot the label switched path (LSP) anomaly on the
network. As a secondary objective, By maximizing chain bandwidth utilization
ratio (CBWUR), we can resolve the problem of high committed information rate
(CIR) bandwidth usage. Results show that the model allows services to use shorter
paths, which improves resource usage and reduces costs for upper-level decision-
makers. At the same time, the model can also improve the evaluation scores of
LSPOR and CBWUR indicators, which improves the security of the PTN, reduces
the cost of additional network resources, and optimizes the performance of the
PTN to the greatest extent.

This paper primarily focuses on the following topics:

1. A proposed improvement in the multi-objective gray wolf algorithm involves
enhancing the convergence factor through implementation of the sine and
cosine functions to address the issue of slow convergence in the original
algorithm.

2. Multi-objective optimization can be used to optimize the twoprimary indicators
in the PTN: the active-standby corouting rate for the label switching path and
the link committed information rate corresponds to that of the label switching
path. In order to solve these multi-objective problems, the wolf algorithm is
used, resulting in Pareto optimal solutions. As a result of the user’s selection of
the most important two indicators, the most suitable solution is then selected.
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1 Introduction

In the era of big data, the traditional SDH (synchronous digital hierarchy) and PDH (ple-
siochronous digital hierarchy) transmission technology is difficult to realize the trans-
mission of large-capacity data services, while the PTN packet transmission technology
can effectively send large-capacity data packets. Moreover, for the overall operation and
development of mobile network, it is very important to have a secure and stable trans-
mission network. For network practitioners, PTN transmission network planning must
be based on geographical characteristics, development patterns and various city sizes.
As the basis of the communication network of the three major carriers, the transmis-
sion network is the carrying platform of services. Therefore, the theoretical circle and
practical network practitioners must consider one aspect – how to construct and plan
the transmission network, how to optimize it in the later stage, so as to be more safe
and healthy, and to provide guarantee for different business transmission needs and the
security of business operation.

As mobile communication networks undergo extensive expansion, a variety of new
services, such as augmented reality and IDC (internet data center), are surfacing. During
this phase, adaptations are required for the packet transport network (PTN) to accom-
modate fluctuating levels of service demand. Congestion or obstructions in the PTN
resulting from service activities can have a substantial impact on user satisfaction. To
meet the low-latency demands of these innovative services, Quality of Service (QoS)
measures are enforced in the PTN network to enhance the utilization of PTN resources.
However, the current implementation of QoS in PTN networks still encounters resource
wastage due to the intricacy of operational networks or inadequately designed network
architecture. Consequently, optimizing PTN networks has become a primary focus for
relevant researchers.

The evaluation of whether the network structure is optimal typically involves the
development of an evaluation system by product suppliers for PTN management. The
level of network quality is judged by integrating the evaluation results of major indi-
cators. Therefore, optimizing the network structure necessitates the consideration of
multiple indicators, posing a multi-objective optimization problem. Over the past few
years, most of the optimization efforts for PTN networks have focused on specific solu-
tions for individual indicators. These studies typically optimize the indicators separately,
but in real network data, there are always interdependencies among the indicators. If each
objective is optimized independently without considering the potential impact on other
indicators, it may result in improvement in one aspect at the cost of a negative effect on
another indicator. To address the issue of index optimization, it is necessary to simulta-
neously optimize all indicators in the PTN network, which requires conducting multi-
objective optimization. However, in multi-objective optimization problems (MOP), the
presence of multiple conflicting objectives means that enhancing the performance of
solo objective may lead to a degradation During another’s performance. This makes it
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challenging to optimize every objectives concurrently. As the dimension of optimiza-
tion targets increases, the dynamic, nonlinear, and non-differentiable characteristics of
various MOPs lead to increasingly complex multi-objective optimization calculations,
resulting in a dramatically expanded search space for solutions and making it difficult
for researchers to find suitable solutions for diverse MOP applications. Currently, many
multi-objective optimization problems are tackled using intelligent optimization algo-
rithms. However, specific analysis is required to identify the most suitable optimization
algorithm for the problem to achieve desirable results.

In 2017, Li Jia conducted an analysis of the PTN framework in the Changsha mobile
metropolitan area networkwithinHunan province, establishing an index system rooted in
the current network structure and identifying its deficiencies. Subsequently, the network
was optimized [2]. In 2018, Zhang Linhao initially scrutinized prospective challenges
within the Chengdu metropolitan area network and proposed corresponding enhance-
ment strategies [1]. In 2019, Dingdi formulated enhancement strategies for the Guiyang
mobile PTN network based on business requirements at all levels [3]. Nonetheless, the
enhancement strategies outlined in these studies are tailored to specific network envi-
ronments, thereby limiting their general applicability. It was reviewed by Ridwan et al.
[4] how MPLS technologies were being utilized across a wide range of industries. A
transport layer protection switching integrated circuit (PPSI) designed by Yongwook
Ra incorporates multiple protection switches, which ensures network traffic protection
on a single or multiple operational paths. Yun Zhanga introduced a reliability-centered
algorithm to address cost and reliability concerns, ultimately obtaining an optimal set
of operational and backup paths [6, 7]. This kind of literature delves into MPLS-TP
techniques and presents a range of protection path strategies. Various QoS indicators,
including availability, throughput, and delay, were identified by Yang Guowei in PTN.
Suppliers may set varying committed information rates (CIR) for throughput depending
on the service type [8]. Based on the requirements of Internet providers, Bo Hui intro-
duced an equitable CIR compensation traffic control method that delivers unique quality
of service based on diverse business requirements [9]. Hou Xin offered strategies for
implementing QoS within PTN networks, including CIR configuration [10, 11]. Never-
theless, these studies predominantly outline the configuration of the QoS system within
PTNwithout addressing the resolution of issues stemming from improper configurations
or high user demand.

1) Abovementioned in the literature of PTNnetwork optimization scheme, optimization
is only for a single index, so alone solve the problem of MPLS - TP with considering
the QoS configuration, but now the Netcom often is more complex, may also be
connected between each index, so for PTN network optimization, all its indicators
can be optimized simultaneously, that is, multi-objective optimization.

2) The main content of this topic is to optimize the PTN network, and the main research
content is as follows:

3) An Modified multi-objective gray wolf algorithm is proposed. In view of the slow
convergence rate in the initial multi-objective gray wolf algorithm, the convergence
factor is improved by using the sine and cosine function.

4) Puts forward the way based on multi-objective optimization of PTN network in two
indicators: label switching path master for commitment by rate and link information
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rate the same way to optimize the bandwidth utilization, using the wolf algorithm
to solve multi-objective, end up with a set of pareto optimal solutions, according to
the supplier for two indicators of the importance of a set of solution of judgment to
select the most appropriate.

2 Multi-objective Optimization of PTN Network

Multi-criteria Optimization Problems (MOPs) involve the simultaneous optimization of
multiple objectives. These objectives are often in conflict, wherein improving the perfor-
mance of one objective can result in the degradation of one ormore other objectives. Over
the past fewdecades, numerous approaches have been proposed by researchers to address
MOPs. Among these, the primary method is the Multi-criteria Evolutionary Algorithm,
which represents a population-based heuristic search approach. It simulates the selec-
tion and evolution processes of organisms, and utilizes a strategy of random search
to solve MOPs without requiring prior knowledge. Notable multi-criteria optimization
algorithms include NSGA-II, which is based on dominance relation, MOEA/D, which
is based on decomposition, and the IBEA algorithm, which is based on performance
evaluation indicators.

2.1 Model Constraints

Two decision-making entities are involved in optimizing the PTN network: the supplier
operators and the users. The operator users are designated as the primary decision-
makers, while the suppliers are considered as secondary decision-makers. The process
begins by identifying the best decision for the operator users. Subsequently, based on
the decision made by the operators, the optimal decision for the product supplier is
determined. Finally, as a result of the supplier’s decision, operators select a solution
aligned with their interests. Product suppliers aim to maximize LSPOR and CBWUR
evaluation scores, while operator users aim to minimize fees.

As part of the PTN network, the carrier ensures that each tunnel has a short primary
path length in order tominimize costs.When setting the total number of tunnels protected
by LSP1:1 to Ntunnels on a PTN network, a tunnel is chosen with its main path NE
and board set denoted as [NEP_i1, NEP_i2,…, NEPiLpi], [BoardPi(1,1), BoardPi(2,0),
BoardP_i(2,1),…, BoardPi(Lpi,0)]. The set of NEs for alternate paths can be obtained
using a similar method. Consequently, relationships are as follows.

(1) As Tunnel i has n corresponding nes, its active or standby path length is n - 1.

LPi = NPi − 1

LBi = NBi − 1

The manufacturer aims to achieve the highest LSPOR and CBWUR assessment
scores, seeking to have the maximum amount of data categorized as normal for each
metric. In this context, normal data is designated as 1 and anomalous data as 0. The
conditions for the anomaly of the LSPOR indicator are as follows:
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(2) If the same NE exists in a Tunnel, the conditions are as follows:

NEm
Pi = NEn

Bi

1 < m < LPi, 1 < n < LBi

(3) In order for the same board to exist in a tunnel, the following conditions must be
met:

Board(a,c)Pi = Board(b.c)Bi

1 ≤ a ≤ LPi, 1 ≤ b ≤ LBi, a = b, c = 0or1

(4) Tunnels must have the same link if they satisfy the following conditions:

[NEd
Pi,NE

d+1
Pi ...NEd+k

Pi ] = [NEe
Bi,NE

e+1
Bi ...NEe+k

Bi ]

1 ≤ d ≤ LPi, 1 ≤ e ≤ LBi, 1 ≤ k ≤ min(LPi,LBi)

(5) LSPOR indicators are scored according to the following criteria:

ScoreLSPOR = 100 ×
NTunne∑

i=0

flagi/NTunnel

∀i ∈ NTunnel,

When�NEm
Pi = NEn

Bi,�Board
(a,c)
Pi = Board(b.c)Bi ,�[NEd

Pi,NE
d+1
Pi ...NEd+k

Pi ]

= [NEe
Bi,NE

e+1
Bi ...NEe+k

Bi ],

flagi = 1,

When ∃ NEm
Pi = NEn

Bi or ∃ Board(a,c)Pi = Board(b.c)Bi or ∃ [NEd
Pi,NE

d+1
Pi ...NEd+k

Pi ]
= [NEe

Bi,NE
e+1
Bi ...NEe+k

Bi ],

flagi = 0,

Pi,Bi ∈ Tunneli

An optical fiber link in a PTN network is represented as [(NE, Board, Port), (NE,
Board, Port), Link Speed], which includes the network elements (NE), boards, and ports
at both ends of the link, as well as the transmission speed of the link. By linking the
Committed Information Rate (CIR) in the L2VPN (Layer 2 Virtual Private Network)
flow configuration with all the associated tunnels, the CIR value for each fiber link is
derived. The transformation of Link Speed to bandwidth capacity is depicted in Table 1:
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Table 1. Mapping between optical fibers and bandwidth capacity

Link Speed GE XGE 40G 100GE 155M

Bandwidth capacity 1000 10000 40000 100000 155

CBWUR indicators that are abnormal must meet the following conditions:

(6) The CIR bandwidth usage of an optical fiber is:

CBWURTopoi = CIRTopoi/BCTopoi

(7) For CBWUR index, the scoring criteria are as follows:

ScoreCBWUR = 100 ×
NTopo∑

i=0

flagi/NTopo

When CBWURTopoi ≤ 0.8,flagi = 1,

When CBWURTopoi > 0.8,flagi = 0,

Overall, the PTN network optimization problem can bemodelled using the following
multi-objective optimization model:

LL :

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

maxF1 = max
Tunnel

ScoreLSPOR = 100 ×
NTunne∑
i=0

flagi/NTunnel

maxF2 = max
Topo

ScoreCBWUR = 100 ×
NTopo∑
j=0

flagj/NTopo

Model constraints are as follows:

∀i ∈ NTunnel,

When � NEm
Pi = NEn

Bi ,� Board(a,c)Pi = Board(b.c)Bi ,� [NEd
Pi,NE

d+1
Pi ...NEd+k

Pi ]
= [NEe

Bi,NE
e+1
Bi ...NEe+k

Bi ],

flagi = 1,

When ∃ NEm
Pi = NEn

Bi or ∃ Board(a,c)Pi = Board(b.c)Bi or ∃ [NEd
Pi,NE

d+1
Pi ...NEd+k

Pi ]
= [NEe

Bi,NE
e+1
Bi ...NEe+k

Bi ],

flagi = 0,

Pi,Bi ∈ Tunneli
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∀j ∈ NTopo,

When CBWURTopoj ≤ 0.8,flagj = 1,

When CBWURTopoj > 0.8,flagj = 0

2.2 MOGWO

The gray wolf groups are categorized into four classes: α, β, δ, and ω, and the gray
wolf optimization algorithm is rooted in the predatory behavior of gray wolves. In the
algorithm, the position of a wolf represents a potential solution to the problem at hand.

During each iteration, the gray wolf optimization algorithm assigns the optimal
value of the objective function at three loci to the α, β, and δ wolves. Subsequently,
the other individuals adjust their positions based on the positions of these three optimal
individuals.

Gray wolf individuals’ position is determined by the formula.

Di(t) = |C · XP(t) − Xi(t)|

Xi(t + 1) = Xi(t) − A · Di(t)

where t symbolizes the current iteration count, Xp(t) represents the location of the prey
at iteration t, Xi(t) denotes the location of gray wolf individual I in the t iteration, A and
C stand for the coefficients of influence, and the calculation formula is as follows.

Di(t)A = 2a · r1 − a

Di(t)C = 2r2

A linear decrease in a is determined by the following formula when r1 and r2 are
both random numbers in the [0,1] interval.

Di(t)a = 2 − 2 × t/tmaxiter

The tmaxiter represents iterations with the maximum number.
The MOGWO algorithm introduces two distinct elements compared to the GWO

algorithm. Initially, a repository is required to access anyPareto optimal solutionobtained
up to the current iteration count that is not dominated. Leadership selection is also part
of the solution repository, which updates solutions and proposes a grid mechanism to
enhance them. Gray wolf individuals will be selected according to the revised selection
strategy. As part of the repository, exceptional individuals from each generation are
retained, specifically non-dominant solutions, and are updated and removed according
to specific policies. TheMOGWOalgorithm employs a roulette method to directly select
three exceptional individuals from the repository as α, β, and ω. In the end, A Pareto
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optimal solution for the optimization problem is represented by the individuals in the
external population repository.

A comparison of the performance of the GrayWolf algorithmwith the DE algorithm,
PSO algorithm, and gravity search algorithm shows that the Gray Wolf algorithm per-
forms better. Its strengths include its straightforward implementation, simple structure,
and minimal parameter requirements. A number of applications have been developed
with the GWO algorithm since its inception, including attribute minimization, surface
wave analysis, feature selection, and economic load distribution [14].

2.3 PTNMOGWO

Research is currently focused on improving the original multi-objective gray wolf algo-
rithm, since it still has some deficiencies. Wolf optimization algorithms have, however,
been criticized for their low accuracy and slow convergence speed, which has prompted
researchers to propose a variety of enhanced algorithms. One common improvement
approach for multi-objective gray wolves pertains to enhancing population diversity
during initialization and addressing the tendency for rapid convergence to local optima.
Additionally, attention is given to advancing the speed of global optimal solution search.

For achieving the goal of lowest cost and shortest path, K. Biswas et al. [20]were pro-
posed a new hybrid cellular automata (CA) technology, gray wolf optimization (GWO)
and particle swarm optimization (PSO) algorithm to solve this issue of the traditional
meta-heuristic algorithm, which only improves the algorithm exploration ability. But it
ignores the issue of application development capability. Experimental results also show
that the new algorithm works better than other standard methods, such as MOGWO and
MOPSO. The proposed optimization method also has minimum spacing measurement
and maximum propagation. Qi Yan et al. [21] aiming at the optimization problem of
microgrid, MOGWO algorithm was used to solve the problem, and the model was sim-
plified. For the initialization and location update of the gray Wolf are divided into time
periods to shorten the computing time. Meanwhile, the nonlinear convergence factor
is also established, but the manual setting of the exponential factor in its convergence
approach makes it challenging to determine the optimal convergence effect. Amiri S
and colleagues [22] proposed the Multi-objective Gray Wolf Optimization (MOGWO)
algorithm and non-dominated sorting for addressing the decision objectives related to
location selection, product supply, production, distribution, collection, quarantine, recy-
cling, reuse, and disposal during the COVID-19 pandemic. Experimental results indi-
cate that the MOGWO algorithm demonstrates greater reliability in problem-solving
and achieves a 25% improvement over NSGA-II in terms of the dispersion of Pareto
solutions.

In this paper, the convergence factor is improved

atraditional = 2 × (1 − t/maxiter)

aimproved =
{
sin(rand()) × (1 − t/maxiter) rand() < 0.5
cos(rand()) × (1 − t/maxiter) rand() >= 0.5

These consist of maximum number of iterations, which represents the maximum
number of iterations; number of current iteration is the number of iterations at the
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current point; Factors of tradition represents the Convergence factor for linear systems;
A random decimal number within the range of 0 to 1 is generated by a mathematical
function called rand(). A non-linear concave decline is produced by combining the linear
decline with a trigonometric function and the magnitude of the random number. This
produces a gradual decline followed by a rapid drop in the number.

For population initialization, this study treats a tunnel as a single individual gray
wolf, and does not account for the data correlation between gray wolf individuals in
order to optimize the individual gray wolf, aiming to optimize in a solution’s optimal
direction.

3 Experimental Design and Evaluation

3.1 Experimental Data Set

According to network regulations, three regions in Hubei province of China were chosen
for experiments to assess the suitability of the proposed scheme. Region 1 has the most
regular network, region 2 also has a regular network, and region 3 has an extremely
chaotic network. According to the original data, only some tunnels have mechanisms
of 1:1 protection for LSPs, This type of tunnel is the only type of tunnel we consider
as the initial population for the experiment. To facilitate network management and opti-
mization, It was decided to store the data in MongoDB. The experimental device was
equipped with an Intel(R) Core(TM) i7-8700 CPU @ 3.20 GHz, 16 GB memory, and
the Windows 10 64-bit operating system. Using active-standby hops, we can determine
how many links are in the active-standby paths in each of the three areas (Table 2).

Table 2. Table of configuring the network

The total
number of
Tunnel

Equipped
with LSP1
as: 1

Number of
network
elements

Card
number

Port number Optical fiber
number

Area1 15438 6488 2973 26495 94945 4033

Area 2 17267 6677 2435 13724 47671 3577

Area 3 21385 11261 2975 17100 57409 4199

3.2 Experimental Results and Analysis

The PTNmulti-objective optimization problem is tackled using the enhanced MOGWO
algorithm, conventional MOGWO algorithm, MOPSO algorithm, and NSGAII algo-
rithm in this study, and these algorithms are compared based on various performance
indicators. Three primary performance indicators—Epsilon (EP), Hyper-cuboid indica-
tor (HV), and InvertedGenerational Distance (IGD) [23]—are chosen for analyzing con-
vergence and distribution settlement. The EP assesses the maximum difference between
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knowledge sets, with lower values signifying superior algorithm performance. In terms
of algorithm performance and convergence, a smaller IGD indicates better performance
and better convergence of each reference point. Using the algorithm and the reference
points, the HV index represents the volume of the non-dominant solution set in the target
space. A larger HV value indicates better algorithm convergence, amore diverse solution
set, and enhanced comprehensive performance. With 10 iterations, a mutation operator
of 0.3, and a disturbance index of 0.5, the initial population number for testing standard
functions such as UF1 and UF8 is set at 100. Table 3, 4 and 5 displays the performance
results of the different algorithms.

Table 3. UF1

The evaluation index algorithm

PTNMOGWO MOGWO MOPSO NSGAII

EP Min 0.132420 0.235409 0.087060 0.090084

Median 0.229681 0.331370 0.174581 0.143975

Max 0.329025 0.420202 0.227263 0.209745

IGD Min 0.122522 0.197619 0.076934 0.071549

Median 0.193988 0.298720 0.144996 0.109934

Max 0.264803 0.365536 0.184091 0.169617

HV Min 0.496013 0.335955 0.584007 0.596818

Median 0.611893 0.414700 0.645996 0.697046

Max 0.681863 0.551439 0.772049 0.778961

Table 4. UF8

The evaluation index algorithm

PTNMOGWO MOGWO MOPSO NSGAII

EP Min 0.103580 1.894131 0.403218 0.959941

Median 0.294761 2.551003 0.654658 1.430914

Max 0.598373 3.231418 0.935432 1.696421

IGD Min 0.072311 2.298665 0.264985 0.862759

Median 0.134508 3.128341 0.478967 1.701316

Max 0.414840 3.881885 0.900546 1.969872

HV Min 0.070812 0.0 0.0 0.0

Median 0.249725 0.0 0.024253 0.0

Max 0.374771 0.0 0.153393 0.0
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Table 5. PTN Problem

The evaluation index algorithm

PTNMOGWO MOGWO MOPSO NSGAII

EP Min 0.0052104 0.0293335 0.0058917 0.0079682

Median 0.0063597 0.0514568 0.0075437 0.0120854

Max 0.0103165 0.1349445 0.0108211 0.0283012

IGD Min 0.0056471 0.0165978 0.0063488 0.0044311

Median 0.0061765 0.0263099 0.0067933 0.0048252

Max 0.0067049 0.0540996 0.0074419 0.0056595

HV Min 0.8290429 0.7793306 0.8285531 0.8282083

Median 0.8292719 0.8100322 0.8289632 0.8291233

Max 0.8294074 0.8197893 0.8291818 0.8294558

It can be seen from Table 3 that NSGAII has better optimization effect for solving
UF1 standard functions with various algorithms. As can be seen from Table 4 in HV
index, PTNMOGWO has better optimization effect for solving UF8 standard function
with various algorithms. The future research direction can be extended to three-objective
optimization; It can be seen from Table 5 that EP index value solved by PTNMOGWO
algorithm is optimal for solving PTN problem by all kinds of algorithms, indicating that
there is little difference between solution sets solved by PTN multi-objective optimiza-
tion. In terms of IGD index, PTNMOGWO is not as good as other algorithms in solving
PTN problem. The experimental results can be further observed by increasing the num-
ber of iterations and optimizing the convergence factor. For HV index, PTNMOGWO
optimization results are better than other algorithms.

We directly identify outliers (outliers) in the data through the box diagram. Intuitively
judge the discrete distribution of data and understand the state of data distribution. As
can be seen from Fig. 1, for HV index, only NSGAII algorithm has a wide solution
set distribution among the four algorithms, while the other three algorithms have sim-
ilar optimization effects. For IGD index, NSGAII algorithm has the widest solution
set distribution, and the overall data distribution is in the lowest numerical segment.
MOGWO was the least effective. For EP index, NSGAII algorithm has the lowest box
line value, which is still better than the other three algorithms, and has no abnormal
constant value. As can be seen from Fig. 2, for the three indicators, only PTNMOGWO
algorithm has the best effect among the four algorithms, and the solution set distribution
is relatively concentrated. As can be seen from Fig. 3, for EP index, PTNMOGWO has
the best performance in solving PTN problem, but there are outliers. For other indexes,
PTNMOGWO’s performance is not as good as NSGAII and MOPSO algorithms.

To sum up, PTNMOGWO algorithm is feasible to solve PTN problem and conforms
to the reality of PTN optimization. In reality, there is no significant difference between
most schemes for PTN network optimization.
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Fig. 1. UF1 box diagram

Fig. 2. UF8 box diagram
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Fig. 3. PTN problem box diagram

4 Summary of This Chapter

This paper firstly presents the PTN technology system, and introduces the packet
forwarding mechanism, multi-service bearer, operation and maintenance management
mechanism, network protectionmode and quality of service mechanism in PTN network
based on MPLS-TP technology in detail. Using the PTN indicator system, we introduce
two new indicators: LSP same-route rates and link CIR bandwidth usages. We introduce
themulti-objective graywolf algorithm and suggest an appropriate improvement scheme
after describing the model and constraint conditions of the multi-objective optimization
PTN network. Meanwhile, other common multi-objective optimization algorithms are
briefly introduced. Finally, PTNMOGWO,MOGWO,MOPSO and NSGAII algorithms
were used to solve the three kinds of problems, including the dual objective standard
function UF1, the triple objective standard function UF8 and the PTN Problem pro-
posed in this paper. The corresponding experimental results were obtained and evaluated
according to EP, IGD and HV indicators. The feasibility of PTNMOGWO in solving
PTN Problem is proved.
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Abstract. In recent years, with the development of cyber security, the national
demand for cybersecurity-related professionals is growing, and the practice of
cyber security related practices is increasing, which makes it difficult for stu-
dents to find suitable practices in the massive practice resources, so the prac-
tice recommendations method for students emerges. As an emerging technique,
Matrix Completion becomes one of the most powerful techniques to predict
missing entries of a low-rank matrix from incomplete samples of its entries.
Despite its efficiency in discovering and quantifying the interactions between stu-
dents and practices, Matrix Completion in the recommender scheme suffers from
the problems of low rating density and scalability. To conquer the above chal-
lenges as well as to provide quick and high-quality recommendations, we pro-
pose partition-based Matrix Completion, a novel recommender scheme that con-
currently exploits locality-sensitive hash (LSH) and Matrix Completion. Specifi-
cally, taking advantage of the good properties of LSHs, our recommender scheme
adopts an LSH hash table to reorder students with similar students buffered in
close positions. As a result, the original student-practice rating matrix is parti-
tioned into sub-matrices each containing a group of similar students thus having
a lower rank. Matrix Completion is then used in the partitioned matrix to more
effectively predict the missing ratings of a student for practice. The experimental
results show that our recommendation scheme achieves better recommendation
results in terms of practicing recommendation compared to other traditional rec-
ommendation methods.

Keywords: Cybersecurity · Personalized recommendations · Practice reform

1 Introduction

In recent years, the popularization of network technology, so that more people to use
the network, the network brings convenience at the same time, but also lets more people
face network security issues. At the same time, each country’s network security issues
also showed a high incidence trend, security issues have been elevated from the cor-
porate level to the national level. At present, there is a growing demand for network
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security-related professionals [1], and many colleges and universities have opened net-
work security courses [2]. The practice of network security-related courses covers a
wide range and is comprehensive, and there are problems such as poor pertinence to the
practice of courses with different lecture contents, and disconnection between class-
room teaching and practical application.

With the rapid development of digital education, many universities have turned to
digital transformation one after another and launched many online experiment plat-
forms. These platforms provide convenient and efficient experimental environments,
which reduce the environmental constraints for students to do experiments and enable
them to practice more network security experiments. Therefore, in the intelligent edu-
cation system, in the face of a great variety of cybersecurity experiments, how to recom-
mend course practices for students that meet their learning characteristics is an impor-
tant issue.

Recommender systems are widely used on the Internet due to their great potential.
Websites such as Amazon, eBay, Netflix, etc. rely on recommender systems to analyze
users’ purchasing records and recommend similar goods to attract users, which brings
great economic benefits. Currently, researchers have applied the related technology of
recommender systems to teaching practice recommendations and carried out prelimi-
nary research work. The approaches commonly utilized in recommender systems can
be categorized into three types: Collaborative Filtering (CF) [3–6], Content-Based (CB)
[7,8], KnowledgeBased (KB) [9,10] and hybrid. Among which, matrix factorization
[11–16], a typical model-based collaborative filtering scheme, becomes one of the most
powerful methods in recommender systems due to its efficiency in handling huge data
sets. However, the plain matrix factorization may not be able to uncover the structure
correlations among students and practices well, and the recommendation quality of the
matrix factorization method is still not high. With the rapid progress of sparse represen-
tation, Matrix Completion [17–23], a remarkable new field, has emerged very recently.
Matrix Completion can infer unknown data of a low-rank matrix from the partially
observed entries. Despite its potentially big efficiency, applying Matrix Completion to
recommendation suffers from the problems of low rating density and scalability. In
Matrix Completion, to successfully recover a sparsity matrix, the number of samples
should be sufficient and meet some conditions.

To overcome the above challenges, we propose to apply both locality-sensitive hash
Function (LSH) and Matrix Completion to provide fast and high-quality recommenda-
tions and utilize them in recommending course practices for students that match their
learning characteristics. Analyzing students’ learning characteristics, interest prefer-
ences, learning history, and lab data, similar students are mapped together and a student-
practice matrix is created. The original term matrix is divided into sub-matrices and
combined with matrix-completion techniques to recommend experimental courses for
students that match their learning characteristics and needs. The main contributions of
our work are summarized as follows.

– Taking advantage of the property of LSH functions, we adopt an LSH hash table to
reorder the student while buffering similar students in the same hash bucket in the
table.
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– Based on the LSH hash table, we partition the original student-practice matrix into
sub-matrices each containing the rating records of similar students in the same
bucket of the target students. To further reduce the matrix dimension, zero-rating
columns will be removed from the submatrix before reconstructing the submatrix to
infer the unknown student-practice ratings and selecting the ones with the highest
ratings to recommend to students.

The rest of this paper is organized as follows. We introduce the related work in
Sect. 2. We present the overview solution of our recommendation scheme in Sect. 3.
The proposed LSH hash table for student management is presented in Sect. 4, and the
partition-based Matrix Completion algorithm is presented in Sect. 5. Finally, educa-
tional experiment in Sect. 6, and conclude the work in Sect. 7.

2 Related Work

In this section, we summarize the existing research on the advanced techniques of rec-
ommendation technology.

As the need for cybersecurity becomes more widespread, a large number of edu-
cational programs and curricular practices have been proposed.Lorena [24] et al. con-
ducted a survey of 35 free online courses and found that the web-based lectures were
very extensive and the lectures varied in content. So the potential use of recommender
systems in cyber security carries on widely.

The main types of recommendation techniques are Collaborative Filtering (CF) [3–
6], Content-Based (CB) [7,8] and KnowledgeBased (KB) [9,10], and hybrid. Collab-
orative filtering is the most commonly used, which is based on the similarity of user
behavior, interests and uses the evaluation data of other users or items to make recom-
mendations. However, in the real world, the evaluation data between users and items is
usually sparse, and most users have evaluated only a few items. This data sparsity may
cause collaborative filtering methods to fail to find a sufficient number of similar users
or items, thus affecting the accuracy and reliability of recommendations [25,26].

Recently, several matrix factorization methods [11–16] have been proposed. In the
context of the recommendation problem, these methods focus on factorizing the user-
item rating matrix into a set of low-rank matrices which are then utilized to make further
predictions. The factorized matrices are user-specific matrix and item-specific matrix
which include the latent factor vectors to characterize users and items. The motivation
behind the matrix factorization model is that there is only a small number of factors
that are important. A user’s preference is predicted and determined by how each factor
applies to that user. Since the matrix decomposition can be predicted by a low-rank
user-item rating matrix, to some extent, the data sparsity problem can be alleviated
[25,27–29]. However, plain matrix factorization may not be able to uncover the struc-
ture correlations among users and items well. The recommendation quality of matrix
factorization approaches is still not high and has a lot of room to improve.

To further increase the recommendation quality, in this paper, we propose a Matrix
Completion based approach. Different from matrix factorization, Matrix Completion
technique models and solves the missing entities prediction problem as a convex opti-
mization problem.When applying matrix factorization [17–22], the latent factor vectors
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should be firstly identified, while Matrix Completion is more practical solution for infer-
ring missing data as it does not require to derive the latent factor vectors in applications.
Our performance results based on extensive experiments demonstrate that our proposed
partition-based Matrix Completion can achieve significantly higher performance gain
compared with the matrix factorization

As the most related model to this paper, the clustering collaborative filtering model
[23,30] organizes a collection of data samples with similar features or close relation-
ships into a cluster. In [23,30], clustering is an intermediate process and the clusters
formed are applied with collaborative filtering algorithms further. One of the big lim-
itations of the clustering collaborative filtering approaches is the clustering algorithms
utilized. For example, in [23,30], a typical algorithm k-means is applied in the cluster-
ing collaborative filtering model to cluster similar users and items. However, k-means
runs iteratively which may give high computation cost. Moreover, the performance of
k-means is sensitive to the parameter setting, and an inappropriate choice of k may yield
poor results. Thus, although k-means may provide good clustering results for fix and
stable off-line data set, k-means can hardly perform well in a dynamical environment
with on-line operations.

To conquer these challenges, we propose to apply both LSH [31,32] and Matrix
Completion to provide fast and high-quality recommendations. The scheme clusters
students with similar preference records together by a simple LSH computation. Based
on this, the original large student matrix is divided into small sub-matrices, each con-
taining similar students in only one bucket in the LSH hash table.

3 Solution Overview

The data of many practical applications have inherent correlations. As one example of
structure correlation in a recommendation scheme, users with similar tastes (interests)
may have similar preferences about items, as shown in Fig. 1. Therefore, the ratings of
similar users have higher impacts on each other and can be applied to predicting the
unknown ones.

In order to exploit some of these correlations, we propose a scheme to partition
the original student-practice matrix into submatrices with each submatrix containing
only similar students, and then apply Matrix Completion to the submatrices to predict
the students’ ratings. This partition will reduce the matrix scale and increase the sam-
pling ratio in the submatrix. Therefore, our scheme can provide quick and high-quality
recommendations compared with directly applying Matrix Completion to the original
student-practice matrix. Our scheme mainly includes the following two technique com-
ponents:

– An LSH hash table, which reorders and buffers students based on LSH. The good
property of the LSH guarantees that similar students are packed into the same bucket
in the LSH hash table.

– A Matrix Completion-based recommender scheme achieves good recommendation
performance by utilizing the capability of Matrix Completion to discover and quan-
tify the interactions between students and practices.
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Fig. 1. Hidden structure correlation

In our scheme, student-related operations such as student inserting and mapping,
student reordering, and updating are executed based on the LSH hash table. Besides
buffering students’ records, another important student of the LSH hash table is to facil-
itate matrix partition, which is the basis of our proposed recommender scheme. For
a given set of active students, the scheme’s main focus is to predict the appropriate
practices of these students through Matrix Completion and recommend the students the
practices with the highest potential to attract the students.

4 Student Management Based on LSH Hash Table

In this section, we propose a student reordering algorithm that buffers students in an
LSH hash table based on the principle of LSH [31,32]. It utilizes an LSH hash table
with an intelligent buffering mechanism to pack together students with similar practice
records.

The key idea is to hash the students using several hash functions, and for each
function, the probability for the hashed values to fall into the same bucket is much
higher for similar students who have close course practices than for students whose
course practices are far apart. To find similar students for the target student to provide
the recommendation for, the target student can be first hashed and the similar students
buffered in the same bucket can be retrieved. The general characteristics and benefits of
our scheme are:

– It reorders and buffers students in a fast and effective way, which ensures data blocks
have lower entropy on average.

– It provides a new indexing method for approximate nearest neighbor queries by plac-
ing students with similar practice preferences in close-by positions. Without depend-
ing on the data size even when the data dimension is high, our scheme eventually
helps to speed up recommendations.

– It is simple and easy to implement, and can also be naturally extended to the dynamic
setting to support student course practice updating and practice expanding.
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4.1 Mapping Students to the LSH Hash Table

The student reordering and buffering are implemented based on the LSH hash table by
using several LSH-based functions to pack similar students. In fact, the basic premise
of our scheme is to use LSH functions to ensure similar students have a high probability
of being hashed to the same hash bucket.

In this paper, the purpose of the LSH functions is to aggregate similar students into
the same hash bucket. As a result, each bucket in the hash table eventually contains a
chain of similar students, as shown in Fig. 2.

Fig. 2. Student reorder in LSH hash table

Student Vector. Consider our recommendation scheme, which has M students and N
practices to be graded. A student-practice matrix P ∈ RM×N is applied to store student
ratings for completion of practice, where the value Pij(1 ≤ i ≤ M, 1 ≤ j ≤ N)
denotes student ui ratings to practice vj . A student’s practice rating can be expressed
directly, such as using a range of rating values, or indirectly, using a binary integer to
indicate whether the student needs to complete the practice, how well the practice was
completed, or whether additional practice is needed. Conventionally, we use Pij =? to
denote the case that student ui is unknown for practice vj , as shown in Table 1.

In our scenario, we wish to pack together students based on the student practice
records. It is a challenge to define a vector that can effectively track student practice
records even when the frequency of student ratings is un-uniformly distributed (i.e.,
some students rate more practices, while others rate fewer practices).

Straightforwardly, we can utilize a vector z ∈ RN to denote the student practices
record, where N is the number of practices. However, the number of practices is usually
very large, which makes the dimension of z very large.
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To reduce the dimension, we use a vector ri ∈ RC (where C is the category num-
ber) to denote student ui’s practices record, with ri defined as

ri [j] =
∑

z∈cj
Piz 1 ≤ j ≤ C, 1 ≤ i ≤ M, 1 ≤ z ≤ N (1)

where P is the original student-practice matrix, cj is the category index. Obviously,
ri [j] aggregates all ratings of student ui for practices belonging to the category cj .

For two students u1 and u2 with their vectors r1 = {5, 1, 0} and r2 = {50, 10, 0},
the values of the two vectors are obviously very different, and student u2 may complete
and rate more practices while student u1 complete and rate fewer practices. However,
both students have completes in the first and second categories and should be hashed
into the same bucket. Therefore, we further propose a normalized vector µi to more
accurately reflect the student ui’s practice needs based on vector ri defined in (1) as
follows:

µi [j] = α · ri [j]∑C
j=1 ri [j]

(2)

where α is a constant. In this paper, we set α = 100.

Table 1. Student-practice rating matrix

SQL Injection XSS Password Cracking Phishing Website Creation

Adam 5 ? 2 ?

Eric ? 1 ? 4

Diana 3 4 ? ?

Sally ? 2 ? ?

Hash Index Calculation. LSH function families [31,32] exhibit the locality-aware
property, which supports similarity aggregation. In this paper, based on the LSH func-
tion, similar students with similar practice data are aggregated together with a higher
probability.

In the LSH, c > 1 and P1 > P2. In order to increase the gap between P1 and P2,
our recommendation scheme uses multiple hash functions. Specially, we define LSH
hash function hai,bi : RC → Z (1 ≤ i ≤ n) (n is the number of hash functions) to map
a student into a single value (“bin”), expressed as:

ha i,bi (µ) =

⌊
ai

Tµ + bi
W

⌋
(3)

where ai is aC-dimensional random vector with each component chosen independently
from a Gaussian distribution, W is the width of a bin, and bi is a real number chosen
uniformly from the range [0,W ).
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4.2 Reordering of Students

As time goes on, a student may complete more practices which consequently changes
its practice record and results in the need of reordering the student in the LSH hash
table. Let µj (t) and µj (t + 1) denote the previous and the updated vector of student
uj , the LSH hash table should be updated following two operations below:

– Removing student uj from the bucket with the position
(
∑n

i=1 hai,bi

(
µj (t)

)
) mod T .

– Rehashing uj into the bucket with the position
(
∑n

i=1 hai,bi

(
µj (t + 1)

)
) mod T .

4.3 Increase of the Number of Practices

Adding new practices may result in an increase in the dimension of the student vec-
tor. To avoid instability, a good student management scheme should keep the students
buffered at the same location even when the practice number expands. The following
theory will show that our student management scheme can achieve this good property
even when the number of practices expands to a large value.

Theorem 1. For student uj , let µj ∈ RC and µj
′ ∈ RC′

denote the student vec-
tors before practice expanding and after practice expanding, respectively. Let L =
(
∑n

i=1 hai,bi

(
µj

)
) mod T and L′ = (

∑n
i=1 hai

′,bi
(
µj

′)) mod T denote the student
positions in the hash table before practice expanding and after practice expanding, then
L = L′.

Proof. When the practice number increases from N1 to N2, we denote the newly added
practices as vk (N1 ≤ k ≤ N2). Because students buffered in the LSH hash table did
not rate the new practices before, the rating values corresponding to these new practices
will be zero. That is, for student uj , Pjk = 0 (N1 ≤ k ≤ N2).

Depending on whether all the newly added practices belong to the existing C cate-
gories, the proof can be divided into two parts.

Part 1, all newly added practices belong to the existing C categories, i.e., C = C ′.
It is easy to see that µj = µj

′, as the ratings of student uj on the newly added practices
are zero. We have

ha i,bi

(
µj

)
=

⌊
ai

Tµj + bi

W
.

⌋
=

⌊
ai

Tµj
′ + bi

W

⌋
= ha i,bi

(
µj

′) (4)

Obviously, by summing up all n LSH hash function values, we have

(
∑n

i=1
ha i,bi

(
µj

)
) mod T = (

∑n

i=1
ha i,bi

(
µj

′)) mod T, (5)

Part 2, newly added practices expand the category number fromC toC ′. According
to (2), we have

µj
′[i] =

{
µj [i] 1 ≤ i ≤ C
0 C < i ≤ C′ (6)
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To handle the category extension, the parameter of LSH hash function ai ∈
RC (1 ≤ i ≤ n) should be extended by adding C ′ − C components, resulting in
ai

′ ∈ RC′
(1 ≤ i ≤ n). The relationship of ai and ai

′ can be expressed as

a′
i[j] = ai[j] 1 ≤ j ≤ C. (7)

Combining (6) and (7), for any hash function i (1 ≤ i ≤ n), we have

ha i,bi

(
µj

)
=

⌊
ai

Tµj + bi

W

⌋
=

⌊
ai

′Tµj
′ + bi

W

⌋
= ha i,bi

(
µj

′) (8)

According to (8), summing up all n LSH hash function values, obviously, we have

(
∑n

i=1
ha i,bi

(
µj

)
) mod T = (

∑n

i=1
ha i

′,bi
(
µj

′)) mod T (9)

The proof is complete.

Therefore, although practice expansion may make the parameter ai extended to
ai

′, the table locations for students already stored in the LSH hash table remain the
same. Therefore, our proposed recommendation scheme has good scalability and can
efficiently handle practice expansion in the recommendation.

5 Partition-Based Matrix Completion

In this section, we introduce the Matrix Completion technique and the specific steps
of the partition-based Matrix Completion approach. Based on the student management
in Sect. 4, to reduce the complexity of Matrix Completion and increase the recommen-
dation performance, we propose to partition the original large-scale matrix into sub-
matrices thus dividing a large Matrix Completion task into small subproblems. The
rationale behind this approach is to partition the original student-practice matrix P into
sub-matrices such that students with similar ratings thus close relationships are con-
tained in the same submatrix. It allows for a quick and high-quality recommendation
because the scale of the submatrix is significantly reduced and the rating density of the
submatrix is increased.

5.1 Matrix Completion

Our problem of Matrix Completions in the recommendation scheme is as follows: given
a student-practice rating matrix P that represents a known set of M students’ ratings to
N practices, for a given set of target students, the goal of the completion is to predict
missing entries of the matrix, and recommends a list of practices with high predicted
ratings to the corresponding group of students for viewing.

The matrix P is generally sparse because the known ratings of students for practices
are usually very limited. Moreover, in reality, M and N are very large, which results
in high computation costs to recover the rating matrix. The focus of this paper is to
reconstruct the matrix for accurate and quick recommendations.
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Generally, a student would not like to be recommended a practice that has been
already completed. Therefore, the practices with known ratings from a student are not
considered for recommendation.

In our study, we use zero as a placeholder to replace the empty entry in the student-
practice matrix P to facilitate Matrix Completion.

5.2 Partition-Based Matrix Completion Approach

The complete partition-based Matrix Completion approach is shown in Fig. 3, which
comprises the following six steps.

Step 1: Construction of student vectors. When the course is finished, student vectors
are generated based on students’ learning characteristics, interest preferences, learning
history and experimental data.

Step 2: Similar student query. From the LSH hash table, it is very easy to obtain sim-
ilar students of any target student. That is, for a target student ui and the corresponding
vector µi, we can apply the n LSH hash functions to find the corresponding bucket. All
the students in the buckets are grouped as similar students.

Step 3: Generating the submatrix by extracting from the original student-practice
rating matrix with the rows corresponding to similar students identified in the first step.

Step 4: Pruning columns with zero-rating.
Step 5: Applying the matrix recovery algorithm to the submatrix pruned, denote the

reconstructed submatrix as Ps.
Step 6: Recommending the top-k practices to the target student by choosing the k

practices that have the highest ratings in Ps.

Fig. 3. The detailed partition-based Matrix Completion

One factor that influences the computation complexity of the Matrix Completion is
the scale of the matrix. In this paper, the scale of the submatrix depends on W , a param-
eter that determines the width of a bin in the LSH function. A large W corresponds to
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a wide bin, which allows more students to be hashed into the same bucket in the LSH
hash table. On the other hand, too large a W may make unsimilar students hashed into
the same bin. We will show in the experiment section that, in real application scenarios,
we can find an appropriate parameter W to facilitate our Matrix Completion approach
to achieve high-quality recommendations.

The partition-based Matrix Completion runs on a small cluster of similar students
in the same bucket. In our scheme, student sets in different buckets do not overlap.
It provides the possibility of parallel and distributed recommendations for large-scale
Matrix Completion. Therefore, in such a setup, even very large completion task can be
handled efficiently.

6 Experiment and Effect Analysis

In this section, we apply the Matrix Completion method based on partitioning to the
practice of cybersecurity courses, describe the content and experimental effect of the
experiment, and analyze the effect.

Experiment Description. This educational experiment is for 103 undergraduate stu-
dents majoring in cyberspace security at Hunan University of Science and Technology.
We collected a large number of cybersecurity practices on the Internet and counted the
students’ completion and grading of these practices. Based on the statistical data, we
recommend appropriate new experiments for each student.

Experimental Results and Analysis. We did a satisfaction survey after the students
completed the recommended new practice, and the experimental results are shown in
Fig. 4. The students’ satisfaction with the recommended practice is 74%, which indi-
cates that the recommended practices are appropriate and attractive enough for most
of the students. In addition, 21% of the students thought that the scheme could be
improved, which could be due to the fact that the accuracy of the recommendation
algorithm still needs to be improved or the diversity of the practice content needs to
be further improved. This feedback can provide valuable input to improve the practice
recommendation scheme. Overall, the majority of students felt that the scheme was
effective for them and provided a sufficiently engaging learning experience. This is
essential for promoting positive motivation and interest in the subject.

Afterwards, after the students completed the final exam, we compared the perfor-
mance of the current students with the previous students in the final exam of the cyber-
security course, and the results of the experiment are shown in the Table 2. The experi-
mental results show that the number of current students who participated in the recom-
mended practices and scored more than 80 points in the final exam increased by 14%
compared with the previous students. The number of students who scored less than 60
points decreased by 2%. This shows that the scheme facilitates the students to familiar-
ize themselves with the knowledge points of the course and to improve their ability to
combine theory and practice so that they can get better grades in the examination.
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Fig. 4. The results of the experiment

The method recommends suitable practices to students, which improves their prac-
tical efficiency and practical operation level. Moreover, using the comprehensive prac-
tice score as the assessment standard for the practical part of the grade reflects students’
mastery of the knowledge points in a more objective way than the previous standard of
practice report. This not only improves the accuracy of the assessment, but also encour-
ages students to actively participate in practical activities and develop their operational
skills.

Overall, the application of partition-based matrix complementation scheme in net-
work security course practice has achieved better results. It can provide students with
personalized practice recommendations, improve the efficiency of practice and student
interest. The assessment method of comprehensive experimental rating scores is used
to more accurately assess students’ practical ability. However, there is still some room
for improvement to further enhance the accuracy of the recommendation algorithm and
the diversity of the practice content to better meet students’ needs and interests.

Table 2. Session Compare

100–90 89–80 79–70 69–60 60–0

Current session 9% 58% 27% 4% 2%

Previous session 6% 47% 32% 11% 4%

7 Conclusion

In order to address the problem of recommending course practices for students that
match their learning characteristics in the face of a wide variety of cybersecurity exper-
iments in an intelligent educational system. This paper proposes a novel recommender
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scheme, which incorporates LSH and Matrix Completion to provide quick and high-
quality recommendations. Specifically, by exploiting the good property of LSHs, our
scheme adopts an LSH hash table to reorder students where similar students will be
buffered in close positions. Based on the LSH hash table, the original student-practice
rating matrix is partitioned into submatrices with each containing a group of similar
students. Matrix Completion is then employed in the partitioned matrix to predict the
missing ratings of a student for a practice.

To the best of our knowledge, this is the first work to improve the performance
of Matrix Completion for information retrieval from extremely sparse and large-scale
datasets without auxiliary data. Compared to the original rating matrix, the submatrix
formed with our partition-based approach is significantly smaller and the rating ratio is
much larger. Thus the recommender accuracy can be significantly increased while the
computation complexity can be significantly reduced.
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Abstract. The principle of computer composition is an important basic
course for undergraduates majoring in computer science, in which the
I/O channel control method in the input/output system is mainly
applied to mainframes. However, mainframes that support I/O chan-
nel design experiments are expensive, complex and costly to operate
and maintain, which makes it impossible to carry out hands-on exper-
iments for large-scale students. In this paper, to break the situation
that this part of content is mainly taught through textbook in tra-
ditional teaching, we design a virtual simulation experiment of com-
puter I/O channel, which is an effective supplement to the practical
teaching of computer composition principle. The experimental case has
been applied in computer science and technology, information security
and software engineering in Tongji University and other colleges and
universities, and has been awarded Chinese national first-class course
(Virtual Simulation Class). The experimental system has been opened
and shared on Chinese national virtual simulation experiment teaching
project sharing service platform (www.ilab-x.com). The experiment web-
site is http://www.ilab-x.com/details/2020?id=7256.

Keywords: Computer I/O channel · Virtual simulation · Experiment
teaching case · Principles of computer composition

1 Introduction

The Principle of Computer Composition is a core professional basic course for
undergraduates majoring in computer science, and plays an important role in
many hardware courses. It is a very technical, engineering and practical course.
Its teaching requirements are: to master the basic composition of the computer
and the basic knowledge of the operation principle, including the computer hard-
ware design principle, debugging and operation and maintenance skills, while
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deepening the understanding of the computer’s various functional components,
as well as the whole computer hardware system composition and operation prin-
ciple related content.

The course teaching process generally adopts the teaching method combining
theory and practice. In order to deepen students’ understanding of theoretical
knowledge, many computer majors in domestic universities have carried out
the construction of virtual simulation experiments. For example, Xi ’an Jiao-
tong University has established a virtual simulation experiment environment
and designed a virtual simulation experiment of the instruction execution pro-
cess. The experiment deepens students’ understanding of instruction execution
process and improves students’ understanding of the Von Neumann architecture
and how it works [2]. National University of Defense Technology proposed a
set of customized teaching path of university computer basic virtual simulation
experiment construction scheme, which can not only meet the teaching needs
of training students’ computational thinking, but also provide theoretical and
practical reference for further expanding the content and form of virtual sim-
ulation experiment [15]. Shandong University has designed and built a highly
realistic virtual simulation experiment teaching environment, allowing students
to deeply understand the basic design principles of Von Neumann architecture,
the structure organization and operation mode of computers [1]. Nanjing Uni-
versity of Science and Technology developed a virtual simulation experiment
platform for the principle of computer composition, which consists of five func-
tional components: arithmetic experiment, memory experiment, microprogram
controller experiment and interrupt experiment [3]. Inner Mongolia University
has researched and established a virtual simulation experiment teaching net-
work platform, which can not only share teaching experiment resources, but
also enhance students’ practical ability and innovative consciousness [5]. On the
basis of the national computer experiment teaching demonstration Center, Shen-
zhen University established the national network engineering virtual simulation
experiment teaching Center, which achieved a breakthrough in the all-round
sharing of teaching resources and the social sharing of large-scale experimental
instruments and equipments [11].

Other universities use software to carry out virtual simulation experiments.
For example, Dalian Maritime University proposed to introduce Proteus software
into the experimental teaching of computer composition principles and carry
out the virtual-real experimental teaching model based on the experimental box
and Proteus virtual simulation technology [12]. Huazhong University of Science
and Technology introduced Logisim virtual simulation experiment platform to
develop and improve a series of designed experiments and course design, and
achieved good results in practical application promotion [6]. South China Nor-
mal University proposed a practical teaching mode based on simulation design
assistance. The simulation platform Logisim, which focuses on the cultivation
of logical design ability, can not only cultivate students’ ability of self-learning,
problem analysis and solving, and logic design, but also improve the quality and
efficiency of engineering verification experiments on experimental boxes [14].
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At present, most of the virtual simulation experiments of computer major
in China focus on the teaching content such as central processor and memory,
and because the I/O channel control mode in the input and output system is
mainly applied to the mainframes, the teaching content of this part cannot be
practiced by students on the FPGA development board. The mainframe platform
system supporting I/O channel is large in scale, complex in structure, expensive
in price, limited in resources, complicated in operation and maintenance, and
high in operation and maintenance cost, which leads to certain limitations in
experimental teaching and open sharing.

To address the above issue, according to mainframe knowledge [4,7–10,13],
our course team designed a computer I/O channel virtual simulation experiment,
in line with the principle of “can be real, not virtual, virtual and real combina-
tion”, to break the traditional teaching that this part of the content is mainly
taught through textbook. The experiment not only effectively supplemented the
practical teaching of the principles of computer composition, but also formed a
complete practical teaching system for the whole course. The experiment enables
students to have a comprehensive and in-depth understanding of the computer
from the chip to the composition and working principle of the mainframe, to
master the working principle of the computer I/O channel, information process-
ing and control process, to cultivate the ability of students to link the theory to
practice, and to lay a solid foundation for the practical process of the subsequent
computer system courses.

2 Design of Experiment Case

2.1 The Purpose of the Experiment

This experiment is mainly to help computer major students understand the the-
oretical knowledge related to the input and output system of computer I/O
channel. The low-level basic experiment involves two knowledge points: the
structure and composition of I/O channel and the similarities and differences
between I/O channel and DMA. The high level design and innovation experi-
ment involves fours knowledge points: Byte Multiplexor Channel, Block Selector
Channel, Block Multiplexor Channel, I/O channel design and optimization as
shown in Fig. 1.

The Level of Knowledge and Ability that Students Should Achieve
After Completing Low-Level Basic Experiments. (1) Can complete the
definition and configuration of hardware and software of components at all levels
of the I/O channel according to the basic experimental I/O channel architecture;
(2) Master the architecture and composition of I/O channel, understand the
similarities and differences between I/O channel and DMA; (3) Acquire basic
skills in the construction, configuration, and management of mainframe I/O
channel subsystems.
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Block Mul�plexor Channel

Byte Mul�plexor Channel

Block Selector Channel

Fig. 1. Knowledge points in the course of computer composition principles correspond-
ing to experiments

The Level of Knowledge and Ability that Students Should Achieve
After Completing the Advanced Design Experiment. (1) Master the
principle of data exchange mode of Byte Multiplexor Channel, Block Selector
Channel and Block Multiplexor Channel; (2) Master the principle of I/O channel
design and optimization; (3) Gain the ability to independently design and build
I/O channel system according to the given application requirements; (4) Can
correct errors and optimize the design according to the design feedback given by
the experimental platform.

The Level of Knowledge and Ability that Students Should Achieve
After Completing the Advanced Innovation Experiment. (1) Can
decompose and solve complex engineering problems by integrating various
resources with literature; (2) Have the ability to analyze and conduct overall
design of I/O channel system for complex engineering applications; (3) Master
the scientific method and cultivate innovative consciousness of designing I/O
channel system for complex engineering problems.

2.2 The Content and Task of the Experiment

This experiment requires students to master the composition and working prin-
ciple of I/O channel, understand the hierarchy and operating mechanism of I/O
channel, and realize the virtual simulation design and optimization of I/O chan-
nel. The experiment consists of pre-class cognitive experiment, in-class low-order
basic experiment and high-order design and innovation experiment, as shown in
Fig. 2. The experiment contents and tasks are as follows:

Cognitive Experiments. Learn about mainframe components by reading
mainframe equipment documentation. Observe and understand the I/O channel
components of mainframe by mouse click, drag and scroll wheel, and understand
the position relationship of channel subsystem in computer system.
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Fig. 2. The hierarchy of experiments

Basic Experiments. According to the basic I/O channel architecture, com-
plete the definition and configuration of the hardware and software of each level
component of the I/O channel, master I/O channel architecture and composi-
tion, understand the similarities and differences between I/O channel and DMA;
Acquire basic skills in building, configuring, and managing a mainframe I/O
channel subsystem.

Design and Innovation Experiment. Complete the independent design and
construction of I/O channel for small-scale peripheral application scenario, mas-
ter the principles of Byte Multiplexor Channel, Block Selector Channel, Block
Multiplexor Channel, and I/O channel design and optimization; Complete the
independent design and construction of I/O channel for large-scale peripheral
application scenarios, understand the influence of different settings of channels,
switches and control units on the construction of I/O architecture through explo-
ration and trial, and master I/O channel design and analysis methods for com-
plex engineering applications. After the completion of the channel design, the
software gives a comprehensive evaluation of the I/O channel reachability and
the maximum achievable transfer rate of the peripheral, according to which the
I/O channel design can be further optimized by students until the requirement
of this application is met.

2.3 The Principle of the Experiment

I/O Channel Architecture and Composition. In a mainframe system,
there can be multiple channels. A channel can connect multiple device con-
trollers, and a device controller can manage one or more I/O devices. Channels
can provide an independent data and control path between I/O devices and
memory, which is the multi-level hierarchical architecture of early mainframe
I/O systems, as shown in Fig. 3.
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Fig. 3. Architecture of early mainframe I/O systems

In order to accommodate the I/O throughput requirements, most modern
mainframe computers use channel switches to extend the connection between
channels and control units, through which the control units can be connected
to multiple channel subsystems, so that the control units and I/O devices in all
subsystems can be shared, as shown in Fig. 4.

Similarities and Differences Between I/O Channels and DMA. Com-
pared with DMA mode, both of them can establish a direct data transmission
path between the I/O device and the main memory and improve the parallel
processing between the CPU and I/O. DMA directly relies on pure hardware
management of input and output, so it is only responsible for data transmis-
sion of high-speed devices. The I/O channel can complete the input and output
management of peripheral initialization, interrupt, data transmission and so on
through channel commands and hardware, so it can be applied to devices of
various speeds. A DMA channel can connect to only one device, while a channel
can connect to multiple devices.

Byte Multiplexor Channel. Byte Multiplexor Channel is a simple shared
channel that mainly serves multiple low-speed or medium-speed peripherals.



Experiment Teaching Case Design 61

Fig. 4. Modern mainframe I/O system architecture

These devices typically share I/O channel in bytes, and there is a long wait
between adjacent transmissions. It serve multiple I/O devices in turn in a way
that is interleaved by bytes. Each channel connects to a peripheral, transmits
only one byte, and then connects to another device, transmits another byte, as
shown in Fig. 5.

Fig. 5. Byte Multiplexor Channel

Block Selector Channel. Block Selector Channel is mainly used to connect
high-speed peripherals, such as disks and tapes, and information is transmitted
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at high speed in group mode. Physically, it can also be connected to multiple
devices, but these devices can not work at the same time. In a period of time,
the channel can only select one device for data transmission, and the device
can monopolize the entire channel. When the data transmission of the device is
complete, the selected channel can be transferred to another peripheral service,
as shown in Fig. 6.

Fig. 6. Block Selector Channel

Block Multiplexor Channel. Block Multiplexor Channel is regarded as a
combination of Byte Multiplexor Channel and Block Selector Channel. Like
Block Selector Channel, it is also suitable for high-speed devices, but in a dif-
ferent way. It does not transfer all the data of the selected device at once, but
re-selects other devices after the exclusive channel transmits a fixed-length block
of data. Therefore, it provides services to multiple high-speed devices on a time-
sharing basis in blocks of data.

I/O Channel Design and Optimization. In order to ensure that the periph-
eral connected to the channel does not lose information when working at full load,
the actual maximum flow rate of the channel should not exceed the limit flow
rate of the channel. The actual traffic of a Byte Multiplexor Channel is the sum
of the data transfer rates of all devices on the channel. The actual traffic of Block
Selector Channel and Block Multiplexor Channel is equal to the one with the
highest transfer rate of all the devices connected to this channel. If there are
multiple channels in the I/O system, and each channel is working in parallel,
the limit flow of the I/O system is the sum of the limit flow of each channel or
subchannel.

2.4 The Process and Requirements of the Experiment

The experiment involves a total of 12 steps, as shown in Fig. 7. Among them,
step 1 is a pre-class cognitive experiment, step 2–6 is a low-order experiment
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during class, step 7–11 is a high-order experiment during class, and step 12 is
an online test after class. These steps are described in detail as follows:
Step 1 Observe and understand the I/O channel components of mainframe, and
understand the position relationship of channel subsystem.
Step 2 Based on the given I/O channel architecture, configure the processor and
understand the meaning of the configuration properties.
Step 3 According to the given I/O channel architecture, select and configure the
channel subsystem that meets the requirements.
Step 4 According to the given I/O channel architecture, configure the attributes
of the channel switch, set up a reasonable port mapping matrix, and establish
the routing path between the channel subsystem and the switch.
Step 5 According to the given I/O channel architecture, select and configure the
appropriate control unit, and set up the data path between the control unit and
the channel switch through the interconnection between the ports.
Step 6 According to the given I/O channel architecture, various devices were
reasonably configured, and the data path between the control unit and device
was constructed.
Step 7 According to the requirements of comprehensive design experiment, com-
plete mainframe internal channel construction.
Step 8 According to the requirements of comprehensive design experiment, com-
plete mainframe external channel design and construction.
Step 9 Check the channel reachability. If it does not meet the design experiment
requirements, optimize the I/O channel architecture.
Step 10 According to the requirements of innovation design experiment, complete
the design and construction of high-load I/O channel system.
Step 11 Check the channel reachability and the maximum achievable transfer
rate of the peripheral. If it does not meet the requirements of innovative exper-
iment, it is necessary to optimize the I/O channel architecture.
Step 12 Complete the test questions and submit the experimental results.

3 Teaching Guidance and Evaluation of the Experiment

3.1 Teaching Guidance of the Experiment

This experiment adopts a comprehensive teaching method that combines online
and offline, in class and out of class, theory and practice. The experimental
teaching process includes three stages: pre-class cognitive experiment, in-class
low-order basic experiment, high-order design and innovation experiment, after-
class test and experiment report writing, as shown in Fig. 8.

Pre-class Cognitive Experiment Stage (Step 1). Before the experiment,
the teacher opens the course platform. Students can understand the experiment
purpose, preview the experiment principle and get familiar with the experi-
ment method by browsing the experiment introduction module on the platform.
Select the device cognition experiment module, observe various I/O components
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Fig. 7. The step diagram of the experiment

Fig. 8. The teaching process of the experiment

through interactive operations such as mouse click, drag and scroll, get familiar
with the location of each component and the position relationship between each
other, and establish a perceptual understanding of the I/O channel system.

Experiment Teaching Stage in Class. The experimental teaching stage
includes the following processes:

Process 1. The teacher explains the purpose, principle and method of the exper-
iment. Taking IBM mainframe I/O channel system as an example, as shown
in Fig. 9, the teacher introduced the I/O channel architecture and composition,
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the similarities and differences between I/O channel and DMA, Byte Multi-
plexor Channel, Block Selector Channel, Block Multiplexor Channel, I/O chan-
nel design and optimization principle and other knowledge.

Fig. 9. Multilevel hierarchy of mainframe I/O system

When the teacher explains the experimental method, it is necessary to focus
on the principle of classifying and managing different types of I/O devices in mul-
tiple channels of the mainframe I/O system, the design elements of I/O channels,
the calculation and optimization method of the actual reachable transfer rate
of I/O peripherals. In this way, students are encouraged to design I/O channel
systems that meet application requirements for I/O peripherals with different
speed requirements (including printers, scanners, tapes, disks, consoles, etc.) and
improve the utilization rate of I/O channels.

Process 2. Students complete low-level basic experiments (Steps 2–6). Students
click on the basic experimental module of I/O channel and complete the experi-
mental steps 2–6 successively according to the multi-level hierarchical structure
of the I/O system in Fig. 9. Through the configuration of the attributes of I/O
components at various levels, such as CPU, logical channel subsystem, logical
partition, channel, switch, control unit and peripheral, realize the construction
of logical channel subsystem, channel switch data exchange path, data path
between control unit and channel switch, and data path between I/O peripheral
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and control unit, so as to complete the construction of the entire I/O channel
system.

The logic engine of the experimental platform will monitor the students’
experimental process according to the constraint rules between different lev-
els, and support trial and error correction, which will help students understand
the structure and composition of I/O channels, the similarities and differences
between I/O channels and DMA. Through this experimental design, students
can master the definition, configuration and control of hardware at all levels of
I/O channel system, and acquire basic skills in the construction, configuration
and management of large-scale computer I/O channel subsystem.

Process 3. Students complete an advanced design experiment (Steps 7–8). On
the basis of mastering the operation skills of basic experiment steps and under-
standing relevant knowledge points, students click on the I/O channel design and
innovation experiment module, independently design and build an I/O channel
system serving small-scale peripherals with low, medium and high speed accord-
ing to the application requirements. Through this experimental design, students
can master the principle of data exchange mode of Byte Multiplexor Channel,
Block Selector Channel and Block Multiplexor Channel, master the principle of
I/O channel design and optimization.

The logic engine system of the experimental platform allows students to freely
design hierarchical architecture of multiple channels in the design and innovation
experiment stage, and the design does not have to adhere to the fixed process
for architecture design and configuration. By clicking, dragging and dropping,
students can bring up any level of I/O channel components at any time, add or
remove components as needed. Through the windows of component properties,
port configuration and path selection, students can adjust the design scheme
and make trial and correct error at any time, and instantly optimize the design
of the I/O channel architecture.

Process 4. Students examine high-level design experiment based on system feed-
back (Step 9). After students submit the design experimental scheme, the exper-
imental platform will test the accessibility of channels and automatically light up
each accessible channel. Students will check whether the I/O channel architec-
ture meets the design requirements. If it does not meet the design requirements,
they will repeat steps 7–8 to optimize the design scheme and verify it again.
The system records scores based on channel accessibility and violations of I/O
channel hierarchy constraints.

Process 5. Students complete the Advanced Innovation experiment (Step 10). On
the basis of understanding the three I/O channel data transmission modes and
the principle of I/O channel design optimization, students design and build an
I/O channel system serving large-scale I/O peripherals with low, medium and
high speed by integrating various resources according to the application require-
ments of complex scenarios and referring to literature. Students can make trail
and correct error in various situations, improve the ability to analyze and solve
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complex engineering problems, master the scientific method and cultivate inno-
vation consciousness of designing I/O channel system for complex engineering
problems.

Process 6. Students examine high-level innovation experiment based on system
feedback (Step 11). After students submit the innovative experimental design
scheme, the experimental platform will test the accessibility of the channel. Stu-
dents will check whether the channel path meets the requirements of the ques-
tion. If it does not meet the requirements, analyze and find out the reasons,
repeat step 10, and optimize the I/O channel.

The experiment platform will also give the actual transmission rate of each
device in extreme cases, and students will consider whether the design require-
ments have been met according to the feedback results. If not, the problems
existing in each data transmission mode will be analyzed according to the con-
structed I/O channel, and the application of various data transmission modes
will be considered. Then step 10 will be repeated to optimize the I/O channel
until the device transmission rate meets the requirements.

After-School Experiment Stage (Step 12). After the end of the experiment
in class, students can review the experiment in any environment with Internet
and computer, optimize the experiment design, complete the knowledge point
assessment test, and write and submit the experiment report.

3.2 The Evaluation of the Experiment

Experimental teaching adopts a five-in-one innovative evaluation system of “pro-
cess assessment”+“design assessment”+“knowledge assessment”+“student self-
assessment”+“teacher evaluation”. The logic engine provided by the experiment
platform will completely record all the operation steps and processes of all stu-
dents in the experiment process. The process assessment is made according to
the number of students violating the constraint relationship in the I/O chan-
nel configuration rules during the experiment process. The design assessment is
made according to the accessibility of the student channel design and the reach-
able rate of the I/O peripheral. Knowledge assessment is evaluated based on the
accuracy of the test questions finished by students online. After the completion
of the experiment, the students make a self-evaluation of the experiment harvest
and experience, and submit it to the platform. The teacher gives a comprehen-
sive evaluation according to the students’ assessment results and self-evaluation,
and makes a statistical analysis of the time spent by students and the number of
mistakes in the experiment process, so as to timely adjust the teaching content.
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4 Characteristics of the Experiment

4.1 The Experiment Design Is Highly Simulated and Can Service
Multi-level Talent Training

The experiment platform uses 3D technology to reconstruct the physical struc-
ture of the IBM Z10 mainframe of Tongji University and accurately model and
simulate the mainframe I/O channel system. The experiment accurately repro-
duces the configuration process of I/O component properties at all levels, such as
CPU, logical channel subsystem, logical partition, channel, switch, control unit,
and device, and the construction process of logical channel subsystem, chan-
nel switch data exchange channel, data path between control unit and chan-
nel switch, and data path between I/O peripherals and control unit. Thus, the
dynamic reconfigurable experimental environment of the whole I/O channel sys-
tem is formed.

The experimental design can meet the training needs of all kinds of large-scale
computer design and research talents majoring in computer science at different
levels in higher vocational colleges, junior colleges, general undergraduate col-
leges, 985, 211 universities.

4.2 The Experiment Design is Highly Exploratory and Can
Stimulate Students’ Interest in Learning

The experimental platform enables students to explore the influence of differ-
ent settings of key components such as channels, switches and control units on
the construction of I/O architecture when designing Byte Multiplexor Chan-
nel, Block Selector Channel and Block Multiplexor Channel architectures in the
design and innovation experiment stage. The platform can give timely feedback
on the I/O channel architecture designs submitted by students. Students use
the feedback to determine whether they need to continue to optimize the design.
The repeated exploration and optimization process will stimulate students’ inter-
est in learning, and help students deeply understand the principle, process and
optimization method of data exchange of the three I/O channel types.

4.3 The Experiment Design is Flexible Enough to Meet the Demand
of Cultivating Students’ Innovative Ability

The experimental platform allows students to design dynamically reconfigurable
hierarchical architecture of I/O channel system freely in the design and innova-
tion experiment stage, and the design does not have to adhere to the fixed process
for architecture design and configuration. By clicking, dragging and dropping,
students can bring up any level of I/O channel components at any time, add or
remove components as needed. Through the windows of component properties,
port configuration and path selection, students can adjust the design scheme at
any time, instantly optimize the design of I/O channel architecture, and cultivate
students’ innovation ability.
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5 Conclusion

We propose a teaching scheme based on IBM mainframe to design computer
I/O channel virtual simulation experiment, and carry out practical teaching
from three levels: equipment cognition experiment, low-order I/O channel basic
experiment, and high-order I/O channel design and innovation experiment, so as
to meet the training needs of computer professionals in multi-level universities
and fill the gap in domestic I/O channel experiment teaching. The experiment
platform allows students to design dynamically reconfigurable I/O channel sys-
tem hierarchy according to the actual engineering application requirements, and
the design does not have to be confined to a fixed process. The logic engine inde-
pendently developed by the platform can monitor the experimental process of
students, support trial and error correction, and students can adjust the design
scheme according to the feedback of the system, immediately optimize the archi-
tecture design of I/O channel, which improves their computer system design and
research ability.
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Abstract. In order to solve the problem of lack of innovation and prac-
tice ability of students in the field of software engineering talent training
in China, it has become an important task to train applied talents with
innovation consciousness and ability. From the perspective of application-
oriented talent training, this work proposes a whole-process project prac-
tice teaching model called the four-step, and evaluates its effectiveness.
The model aims to cultivate application-oriented talents with innova-
tion awareness and ability. It is implemented through such activities as
open innovation practice base, student science and technology innova-
tion project and university student discipline competition. Based on the
autonomous approach, this model combines the professional curriculum
within the teaching plan and the practice teaching of independent plan-
ning to meet personalized and free practice teaching needs of students.
This paper also presents an evaluation model based on the Apriori algo-
rithm for four-step. The evaluation of teaching effectiveness is conducted
through seven evaluation indicators, including subject competition prac-
tice and outcome promotion. The experimental results show that the
four-step whole-process project practice teaching mode has significant
effectiveness in cultivating innovative applied software engineering tal-
ents. This paper provides a new teaching practice model for the training
of software engineering professionals in colleges and universities, and ver-
ifies its effect on the improvement of innovation ability.

Keywords: project practice · whole-process · Apriori · talent training

1 Introduction

The mismatch between the demand for high quality education and the supply of
high quality education resources is a major problem facing the development of
software engineering education. Training applied talents with innovative ability
and consciousness is an important task of software engineering talents training,
which can provide services for the economic development of the whole region.
Amidst the context of the “Internet+” era, enhancing the quality of engineering
innovation talent development has been a core issue in engineering education.
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Numerous scholars have conducted in-depth analyses of talent development in
the field of software engineering, focusing on aspects such as the demand for inno-
vative capabilities and the cultivation of innovative awareness. Xiu [1] proposed
that in the era of big data, it is necessary to actively reform the teaching model
and pay attention to the cultivation of students’ practical ability and innova-
tive ability. Tang [2] pointed out that students majoring in software engineering
should have strong innovation ability, innovation consciousness and innovation
thinking when discussing the basic abilities that students should possess. Tao [3]
pointed out that the talent development goals in the field of software engineering
are to cultivate applied talents with a solid foundation, practical orientation, and
outstanding abilities. According to Zhang and Yang [4], the cultivation of innova-
tive awareness cannot be achieved merely through a 45-min “transmission” in the
classroom. It requires the adoption of diverse teaching methods and a progres-
sive approach to foster students’ innovative consciousness. On the other hand,
Wang, Zhang, and Wu [5] emphasized the orientation towards societal needs and
place particular emphasis on developing students’ entrepreneurial and technical
skills. They highlight that innovation capability and innovative spirit are two
important quality evaluation indicators in the process of talent development in
software engineering. Compared to traditional curriculum-based learning, the
cultivation of extracurricular practical teaching has gradually become a research
focus in many applied universities. However, there is a lack of a systematic and
comprehensive practical teaching system.

Project-based Learning (PjBL) is a systematic teaching and learning method
based on actual projects. It is based on the constructivism theory, emphasizing
the transformation and construction of knowledge. In comparison to inquiry-
based learning (IBL), which revolves around posing questions, and problem-
based learning (PBL), which focuses on problem-solving, PjBL places greater
emphasis on students’ application of previously acquired knowledge and skills,
their practical abilities, and self-management skills. Additionally, PjBL also
involves the production of tangible outcomes [6,7]. Indeed, PjBL contributes to
the holistic development of students’ abilities in various aspects. It is a typical
variant of collaborative and inquiry-based learning, characterized by students’
active engagement and inductive learning [8]. As a form of practical teaching,
PjBL fosters critical thinking and problem-solving skills, interpersonal communi-
cation, information and media literacy, collaboration, teamwork and leadership,
creativity, and innovative abilities. It is an effective method for cultivating new
types of applied talents [9]. Chen and Yang [10], through a meta-analysis, demon-
strated that PjBL has a certain impact on students’ academic achievement. Fac-
tors such as disciplinary domain, school location, educational stage, duration
of practice, environmental support, and group size played important roles in
this regard. Regarding teamwork in PjBL, Hernández-García [11] utilized the
Comprehensive Training Model for Teamwork Competencies (CTMTC) to track
and analyze teamwork in PjBL. The study confirmed that students’ autonomous
communication, coordination, and collaboration abilities are important factors
influencing the effectiveness of teaching. Therefore, in the process of PjBL, it
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is crucial to create a student-centered practical environment, with projects at
the core of teaching [12,13]. The establishment of a conducive practical envi-
ronment and the quality of projects are prerequisites for the smooth imple-
mentation of PjBL. Specifically, a well-constructed student-centered practical
environment provides students with positive, engaging, and meaningful learning
experiences, thereby stimulating their interest and motivation to learn. Addi-
tionally, the quality of the projects is also a key element in PjBL. A high-quality
project design and implementation offer students challenging, practical, and col-
laborative learning tasks, encouraging them to apply their acquired knowledge
and skills to solve real-world problems while fostering their innovative thinking
and problem-solving abilities.

This work proposes a whole-process of project practice teaching model called
the four-step. It is applied to the process of cultivating applied talents in the
field of software engineering and evaluates its effectiveness. Based on construc-
tivist theory and the Conceive, Design, Implement and Operate(CDIO) concept,
short for conceive, design, implement and operate, this practical teaching model
utilizes real-world projects as the vehicles for each stage of practical learning. In
the four-step, students have the autonomy to choose their practice environment,
project content, guiding teachers, and learning partners. Through the four stages
of project design, practice, management, and evaluation, students complete the
entire PjBL process. Different from the traditional approach where projects are
developed within specific courses, the four-step emphasizes an independent and
project-centered mode of practice. It operates independently of traditional class-
room teaching and advocates for the mutual reinforcement of theoretical and
practical teaching.

2 The Design of the four-step

2.1 The Problems of Applied Universities in China

As a whole-process project practice teaching mode, the four-step mainly solves
the main problems faced by local application-oriented undergraduate colleges
and universities in several aspects of teaching, which is also part of the factors
affecting the project teaching quality.

The lack of systematic and professional engineering practice environments
has posed challenges in meeting students’ diverse, comprehensive, individual-
ized, and optimized development needs. Currently, most PjBL models primarily
revolve around courses. However, course instructors often struggle to provide
a comprehensive and well-developed practical environment, only meeting par-
tial requirements of the current course. This situation not only hampers stu-
dents’ comprehensive development but also hinders teamwork and affects the
effectiveness of the practice. Therefore, there is an urgent need to establish a
comprehensive engineering practice environment to fulfill students’ need for deep
involvement. Such a practice environment should be systematic and professional,
allowing students to engage in every stage from planning, design, implementa-
tion, to evaluation. Only then can students truly face real-world problems and
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challenges, solve them through collaboration with peers and mentors, and culti-
vate creativity, problem-solving abilities, and a spirit of teamwork.

In many Chinese universities, the practical components of undergradu-
ate education, such as open experiments, disciplinary competitions, scientific
research projects, papers, and patents, are often conducted independently, lack-
ing overall synergy. This poses challenges to the sustainable development of stu-
dents’ innovative abilities, divergent thinking, problem-solving skills, and team
collaboration spirit. To address this issue, there is an urgent need for systematic
top-level design to ensure the interconnectedness of these practical components
and maximize their comprehensive effects.

Currently, there are several issues in Chinese universities that have resulted in
unsatisfactory outcomes in practical teaching. For instance, the practical teach-
ing components are excessively passive, and students lack opportunities for active
participation and proactive exploration. To address these issues, we need to
change the traditional injection education model and turn to experiential prac-
tice education to improve the effectiveness of practice teaching. It is essential to
ensure that students actively participate in practical projects and receive neces-
sary guidance and support. Furthermore, the roles of teachers and mentors need
to be transformed from being mere knowledge providers to becoming facilitators
and guiders who inspire students’ innovative potential and practical abilities.

2.2 The Solution Provided by the four-step

Practice Environment Construction. Based on the CDIO engineering edu-
cation philosophy, we are committed to construct an engineering practice envi-
ronment for whole-process project practice teaching. The CDIO engineering edu-
cation philosophy adheres to a constructivist view of knowledge, emphasizing the
active cognitive construction of learners and the iterative improvement of arti-
facts. This involves learners gradually engaging in the development and applica-
tion of products, processes, and project lifecycles. To construct a comprehensive
and effective whole-process practice environment, we need to focus on both the
hardware and software aspects simultaneously [14,15].

In terms of the physical environment, we need to provide a place suitable for
students’ independent practice and equip it with necessary instruments, among
others. By improving the physical environment, we can ensure that students
have the necessary support to successfully complete the entire project and the
entire practical process. To achieve this, we plan to establish a comprehensive
project practice base and prepare corresponding practice venues and equipment
resources. We can also collaborate with external partners such as companies and
research institutions to enhance the professionalism of the practice base.

In terms of the non-material environment, we aim to establish a comprehen-
sive and well-rounded learning resource repository through Internet technology.
This repository will provide design and development systems, application tools,
and learning materials necessary for practical activities. Additionally, we form a
professional team of instructional mentors and further enhance the development
of teaching staff by establishing mentors’ studios.
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Whole-Process Project Practice Teaching Model. To construct the
whole-process project practice teaching model with project as the main line, we
have adopted a project-centered teaching approach, dividing the project prac-
tice process into four steps: basic project practice, scientific and technological
innovation practice, scientific and technological competition practice, and out-
come consolidation and promotion practice. This model aims to guide students
to gradually participate in project practice activities and enhancing their prac-
tical and engineering skills through different stages of practice. Firstly, students
familiarize themselves with and experience the whole-process of project prac-
tice teaching through participation in foundational innovation practice. Then,
they engage in scientific and technological innovation practice by building their
own mainline projects, forming teams, and collaborating on development. In the
practice bases, students are required to refine their projects and deepen their
understanding and application of relevant knowledge and skills. To enhance stu-
dents’ motivation and engagement in four-step, they participate in scientific and
technological competitions with their mainline projects in the next stage. This
step serves to not only evaluate the effectiveness of students’ practice but also
motivate them to unleash their full potential.

Five-Autonomies. Implementing project practice learning in a manner named
five-autonomies. In this context, five-autonomies means: selecting practice con-
tent autonomously, building practice teams autonomously, selecting practice
time autonomously, managing the practice base autonomously, and selecting
practice mentors autonomously. The establishment of a whole-process project
practice base provides more possibilities for students to engage in project prac-
tice. In this way, students are able to carry out practical activities in a freer
environment. They can choose the right practical content according to their own
interests and goals, and form multidisciplinary teams with students from different
grades and disciplines to participate in the project practice. During the process
of practical teaching, students have greater autonomy, allowing them to manage
the practice base and project progress independently, thereby unleashing their
creativity and proactiveness. The five-autonomies not only empowers students
to take a more active role in their own learning but also fosters their team-
work and self-management skills. Students can continuously experience, explore,
and innovate during the practice, enhancing their problem-solving abilities and
creativity. Moreover, the five-autonomies promotes personalized development,
enabling individualized learning goals and paths to be achieved.

The structure of the four-step is shown in Fig. 1.

2.3 Whole-Process Project Practice Teaching

The four-step aims to establish a comprehensive teaching paradigm outside of
the traditional university curriculum. It serves as both a supplement and support
to the content of the traditional university curriculum, as well as an extension
and practical application of professional courses. It plays a complementary role
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Fig. 1. Structure of the four-step whole-process project practice teaching

to a certain extent. In the four-step, the whole-process is reflected in the following
steps.

Basic Project Practice. It is the first step of the whole-process project prac-
tice teaching, aiming to let students explore and experience from the starting
point of practice. By visiting the innovation practice base, students can person-
ally experience the atmosphere and resources of the practice environment, and
gain insights into advanced tools, equipments, and practical techniques. Addi-
tionally, they have the opportunity to interact with existing members of the
practice teams, learn about their project achievements and share experiences,
which can inspire and motivate them. During this step, students will have the
opportunity to form teams and choose relatively simple and fundamental prac-
tice projects. These projects aim to help students become familiar with the pro-
cess and methods of the whole-process project practice, while cultivating their
teamwork and problem-solving abilities. Students can choose suitable project
topics based on their interests and professional directions. Under the guidance
of the instructors, they gradually plan, design, and implement their projects.
Through hands-on activities and teamwork during the practice, students will
gradually understand and grasp the concepts of active cognitive construction
and upward spiral, which are central to the CDIO engineering education philos-
ophy. As the starting point of the whole-process project practice teaching model,
basic project practice provides students with a platform for experimentation and
exploration. By participating in this foundational practice phase, students can
gradually understand the importance and value of project practice, and develop
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a passion and motivation for practical activities. At the same time, this phase
also lays a solid foundation for students to engage in subsequent practices such
as scientific and technological innovation, scientific and technological competi-
tion practice, and outcome consolidation and promotion practice. It provides a
strong basis for their comprehensive development and growth.

Scientific and Technological Innovation Practice. It is an important com-
ponent of four-step. Its purpose is to optimize team structure based on students’
individual interests and strengths, and determine the content and main project
of the project practice. Through this step, students will have the opportunity
to improve their organizational skills, research skills, collaboration skills, design
skills, development skills and teamwork skills. Students will choose a challenging
and innovative topic to practice as a main line project according to their own
interests and academic disciplines. Through this stage of practice, students will
have the opportunity to delve into and explore the relevant fields of their chosen
project. They will collaborate and coordinate with team members to establish
project goals and plans, and engage in specific design and development work.
Through autonomous selection and in-depth practice, students can uncover their
own potential and creativity, enhance their competitiveness and adaptability in
the field of technology.

Scientific and Technological Competition Practice. In this step, students
will face higher requirements and challenges. They need to further refine and
enhance the outcomes of their previous stage of project practice to meet the
evaluation criteria and requirements of scientific and technological competitions.
Throughout the process, students need to delve deeper into the knowledge of
relevant fields, improve their understanding and grasp of the competition top-
ics, and apply their acquired knowledge and skills to creatively solve problems,
demonstrating unique insights and abilities. Scientific and technological com-
petition practice requires students to possess good project management skills.
Students need to develop detailed project plans, allocate resources effectively,
control project progress, and ensure timely completion of project deliverables.
They also need to write comprehensive documents, including project reports,
software technical documentation, etc., to showcase the outcomes and value of
their projects. Additionally, students are required to clearly express their ideas
and achievements through forms such as presentations and exhibitions, enhanc-
ing their public speaking skills and communication abilities.

Outcome Consolidation and Promotion Practice. It is the final crucial
step of the whole-process project practice teaching model. Students summa-
rize, refine, and transform their previous project practice outcomes to further
disseminate and apply the knowledge and experience gained. Outcome consoli-
dation and promotion practice primarily involves presenting and disseminating
project practice outcomes through writing papers, filing for intellectual prop-
erty rights, participating in academic conferences, and other means. Through
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writing papers, students can systematically summarize and organize the out-
comes of their project practice, showcasing the academic and practical abilities
they have gained through the practice. The process of applying for intellectual
property rights requires students to conduct in-depth technical research and lit-
erature review, further deepening their understanding and application of project
practice outcomes. It not only protects their innovative achievements but also
provides opportunities for students to transform and commercialize their prac-
tical outcomes.

2.4 Experiment and Results

Experimental Process. First, we established a whole-process project practice
base called Blue Space within the campus. Additionally, we created correspond-
ing renowned teacher studios and provided an environment in relevant profes-
sional laboratories to support students’ project practice activities. Through the
student-developed resource sharing system and project management system in
the practice base, we have built a well-equipped software environment, offer-
ing students convenient tools and resources. Our experimentation spanned from
2015 to 2022, with over 500 students participating in this endeavor.

The students participating in this experiment started engaging in the four-
step and practical activities in the Blue Space from their freshman year in univer-
sity. They conducted project practice following the teaching model of four-step.
In the second stage, we required students to select and construct their own main-
line projects based on their personal interests and professional strengths. They
were also required to rebuild and optimize their teams for the new projects. For
example, there was a team that focused on the theme of “Tourism Management
System” and developed multiple related projects and software systems revolv-
ing around this theme. In the third stage, we required students to improve and
refine their previous achievements and use them as competition entries to par-
ticipate in scientific and technological competitions related to their projects. For
example, a team developed software systems such as “AI-based Comprehensive
Tourism Monitoring and Dispatching System” and “West Lake Impression” as
part of the “Tourism Management System” mainline project. These systems were
utilized in various interdisciplinary competitions, and the team received honors
and awards for their accomplishments. Finally, in the last stage of the project
practice, some participating students will write relevant academic papers based
on their previous achievements and participate in academic exchanges to sum-
marize and share their experiences and outcomes in the project practice. They
also have the opportunity to apply for intellectual property rights for new tech-
nologies, products, or methods developed during the project practice, in order
to protect and promote their innovative achievements.
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Experimental Result. After seven years of experimentation, some students
completed the entire whole-process project practice teaching, while others only
completed a few steps. Overall, students showed improvement in practical skills
and teamwork abilities. In terms of software project development, most stu-
dents who underwent the four-step were able to handle projects independently.
They learned key skills such as requirement analysis, system design, coding
implementation, and software testing through project practice, enabling them
to independently carry out software development work. This laid a solid foun-
dation for their future career development and innovative capabilities. In the
second step, students completed a total of 253 projects covering various topics.
Through autonomous selection of main projects and in-depth practice, they con-
tinuously expanded their knowledge and skills. The completion of these projects
not only demonstrated students’ professional qualities and innovative abilities
but also provided them with valuable practical experience and problem-solving
skills. In the third step, students participating in the whole-process project prac-
tice teaching received 319 awards in discipline competitions. By applying their
project practice outcomes to competitions, they showcased their unique insights
and innovative achievements in relevant fields. These honors not only recog-
nized students’ individual abilities but also demonstrated the effectiveness and
achievements of our comprehensive PjBL model. In the final stage, students pub-
lished 87 academic papers and applied for 15 invention patents. This showcased
their research outcomes and academic contributions in practice and effectively
protected and transformed new technologies and methods from project practice.

3 Effectiveness Analysis

For this teaching model, we employed a series of relevant methods for effective-
ness analysis to ensure the credibility and accuracy of the research. We utilized
quantitative research methods and collected a large amount of student data. By
statistically analyzing and assessing students’ academic performance, project
outcomes, participation in scientific competitions, and publication of papers, we
were able to quantitatively evaluate the impact of the four-step on students’ aca-
demic achievements and comprehensive abilities. This approach provided objec-
tive data support, enabling us to conduct statistical analysis and comparisons
and draw reliable conclusions.

3.1 Association Rule Mining and Apriori Algorithm

Association rule mining was first proposed by Agrawal [16,17], and it is one
of the most active research methods in data mining [18]. Association rules were
originally used to solve the shopping basket problem to find associations between
different kinds of goods in a commodity transaction database. These connections
reflect the purchasing habits of customers, which can be used as a basis for
scientific shelf design and commodity inventory arrangement.

In association rules, items are used to refer to the things involved, and Itemset
is a collection of different items. The sum of all the elements in the item set is
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the length of the item set, and the item set of length K is called the K-item set.
Sample set Y is a subset of item set I. Sample database D contains all samples.

Support and Confidence are two key indicators to evaluate the quality of
an association rule. Support is used to indicate how likely a rule is to occur.
Confidence is used to indicate how reliable a rule is.

A : M ⇒ N (1)

where (M ⊂ I,N ⊂ I,M ∩ N = ∅) are two sub-item sets of item set I. A is the
association rule between M and N.

S(A) =
count(M ∪ N)

|D| (2)

C(A) =
count(M ∪ N)

count(M)
(3)

where S(A) is the support degree of rule A, and C(A) is the confidence degree
of rule A. Count(M ∪N) is the number of samples in sample set Y that contain
both item sets M and N. count(M) is the number of samples containing item
set M in sample set Y. |D| is the number of all samples contained in sample
database D.

The minimum support degree of association rules is expressed by Smin, and
the minimum confidence degree is expressed by Cmin. If rule A meets both
conditions S(A) ≥ Smin and C(A) ≥ Cmin, then association rule A is called
strong association rule, which has important guiding significance for guiding
practical decisions.

Apriori algorithm is a commonly used data mining algorithm in the field of
association rule mining. The algorithm iterates through layer by layer search to
obtain candidate sets, and then searches frequent item sets (that is, item sets
whose support degree is higher than the minimum support degree) on the basis
of which k-1 item sets are used to search K item sets. Apriori algorithm has two
important properties:

1. The subset of frequent item set must be frequent. If item set M,N is frequent
item set, M and N are frequent item set.

2. The superset of infrequent item sets must be infrequent. If item set M is not
frequent item set, M,N and M,O are not frequent item sets either. Where, M,
N and O are independent item sets.

3.2 Effectiveness Evaluation Model Based on Apriori Algorithm

In the implementation process of four-step, it is very important to test the cul-
tivation effect. For the relationship between the practical teaching of four-step,
this paper proposes an effectiveness evaluation model that uses Apriori algorithm
to evaluate the teaching effect.
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The evaluation mode includes seven aspects: Theoretical basis, basic project
practice, scientific and technological innovation practice, scientific and technolog-
ical competition practice, outcome consolidation and promotion practice, techni-
cal practice and graduation project. In the theoretical score part, the academic
scores of professional courses are selected, and the weight is set according to
the credit level to get the score of theoretical scores. The basic project prac-
tice includes the results of some basic experimental courses and the practical
results obtained by participating in teachers’ scientific research projects. In the
part of scientific and technological innovation practice, scientific and technologi-
cal competition practice, outcome consolidation and promotion practice, we set
different scores for different levels of project approval, competition award and
achievement publication according to the incentive policy of software engineer-
ing major of Zhejiang University of Science and Technology (ZUST). In this
way, students can objectively evaluate their achievements and contributions in
the project practice. The implementation process of the effectiveness evaluation
model is shown in Fig. 2.

Fig. 2. The basic process of evaluation model

The effectiveness evaluation model comprises two key aspects. Firstly, we
established connections between seven phases and students’ participation in the
four-step and utilized the Apriori algorithm to reveal the potential relationships
among these phases and the impact of practical teaching on each phase. This
helps us gain a deep understanding of the interactions between different phases
and evaluate their effects on students. Secondly, based on the degree of influence
on the quality of cultivating innovative and applied talents, we assigned different
weights to the seven phases. The purpose is to balance the importance of each
phase in fostering students’ comprehensive abilities and derive the final evalua-
tion scores for students who participated or did not participate in the four-step.
By establishing the connections between phases and participation and setting
weights accordingly, we can comprehensively consider students’ performance in
each phase and obtain an integrated evaluation score. Such an evaluation model
allows us to more accurately assess students’ comprehensive abilities and practi-
cal level, providing targeted feedback and guidance for their growth. Therefore,
the establishment of the effectiveness evaluation model not only helps us reveal
the effectiveness of the four steps but also provides a scientific assessment tool
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for schools to measure the quality of cultivating innovative and applied talents.
This is of great significance for teaching improvement and nurturing outstanding
talents.

3.3 Evaluation of Model Experiments and Results

This paper uses the data of students majoring in software engineering from
2014 to 2022. We use A-G to represent the links in the seven evaluation modes:
Theoretical basis, basic project practice, scientific and technological innovation
practice, scientific and technological competition practice, outcome consolidation
and promotion practice, technical practice and graduation project. The seven
sections are scored on a scale of 1–6.

Before participating in the four-step, students are required to undergo a
series of assessments, including evaluating their programming foundation, team-
work ability, and project competition experience. As a result, the proportion of
students who participate in the four-step is relatively low, accounting for approx-
imately 15% of the total number of students. Consequently, when it comes to
setting the test parameters, both the minimum support and the minimum con-
fidence are set at 10% to ensure a reasonable threshold for analysis.

Through data collection, the Apriori algorithm is utilized to mine the data of
students participating in the four-step. As a result, we have identified 190 items
for frequent 1-itemsets, 279 items for frequent 2-itemsets, 125 items for frequent
3-itemsets, 18 items for frequent 4-itemsets, and 2 items for frequent 5-itemsets.
After screening, we have obtained 15 association rules with significant reference,
which have been sorted in descending order of support. In the association rules,
Y represents participation in the four-step, F1 indicates achieving level 1 in the
technical internship evaluation, and so on. Table 1 presents the trial results of
some students who participated in the four-step.

Table 1 indicates that students who participate in the four-step have a higher
probability of performing well in technical practice, basic project practice, and
graduation project, with probabilities exceeding 40% and exhibiting a high level
of confidence. Additionally, there is a probability of more than 30% for these stu-
dents to possess a strong theoretical and practical foundation. Furthermore, the
probability of engaging in activities such as paper publication, patent acquisition,
or software work publication in the outcome consolidation and promotion prac-
tice is close to 30%. Students with a solid foundation in innovation and practice
are more likely to excel in technical practice. Moreover, by participating in the
four-step, students have the opportunity to enhance themselves comprehensively
in all aspects of outcome consolidation and promotion practice.

Through the application of the Apriori algorithm, data mining was conducted
for students who did not participate in the four-step. The results revealed 91
items for frequent 1-itemsets, 244 items for frequent 2-itemsets, 380 items for
frequent 3-itemsets, 319 items for frequent 4-itemsets, 133 items for frequent
5-itemsets, and 21 items for frequent 6-itemsets. After applying filtering tech-
niques, 15 association rules with reference significance were obtained and sorted
based on descending order of support. In Table 2, N represents not participating
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Table 1. Results of participated in the four-step

No. Association rules Support Confidence level

1 F1 ⇒ Y 50.0% 100%
2 B2 ⇒ Y 46.9% 100%
3 G3 ⇒ Y 43.8% 100%
4 A2 ⇒ Y 34.4% 100%
5 A2 ⇒ B2 ⇒ Y 31.3% 100%
6 E5 ⇒ Y 28.1% 100%
7 B3 ⇒ F1 ⇒ Y 28.1% 100%
8 Y ⇒ D3 21.9% 21.9%
9 F1 ⇒ Y ⇒ G3 18.8% 37.5%
10 E5 ⇒ Y ⇒ C5 18.8% 66.7%
11 E5 ⇒ Y ⇒ B2 18.8% 66.7%
12 E5 ⇒ G2 ⇒ Y 15.6% 100%
13 E5 ⇒ F1 ⇒ Y 15.6% 100%
14 D4 ⇒ E5 ⇒ Y 12.5% 100%
15 E5 ⇒ G2 ⇒ Y ⇒ C5 12.5% 80%

in the four-step, and C6 denotes an evaluation of grade 6 in the practice section
of the science and technology project, and so forth. The table presents the results
of some trials where students did not participate in the four-step.

From Table 2, it can be observed that among software engineering students
who did not participate in the four-step, there is a probability of over 40% for
those with good theoretical and innovative foundations to exhibit poor perfor-
mance in the three links of scientific and technological innovation practice, sci-
entific and technological competition practice, and outcome consolidation and
promotion practice. Additionally, due to the lack of targeted training in these
three core links, the probability of students performing well in technical practice
and graduation project is also relatively low. In the outcome consolidation and
promotion practice, which reflects students’ innovation awareness and abilities,
software engineering students who did not participate in the four-step also show
a lack of outstanding performance.

Based on the practical experience and theoretical methods of the four-step,
the percentages for the seven links in the overall evaluation score are set as
follows: 5%, 10%, 15%, 20%, 30%, 10%, and 10%. Since the improvement of
students’ abilities through the four-step is mainly reflected in the three links of
scientific and technological innovation practice, scientific and technological com-
petition practice, outcome consolidation and promotion practice, higher weights
are assigned to these three links in the final evaluation stage. The comparison of
the overall evaluation scores between students who participated and those who
did not participate in the four-step is shown in Fig. 3.
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Table 2. Results of didn’t participate in the four-step

No. Association rules Support Confidence level

1 C6 ⇒ D6 ⇒ E6 ⇒ N ⇒ A2 50.0% 100%
2 C6 ⇒ D6 ⇒ E6 ⇒ G3 ⇒ N 49.1% 100%
3 B3 ⇒ C6 ⇒ D6 ⇒ E6 ⇒ N 47.7% 100%
4 C6 ⇒ D6 ⇒ E6 ⇒ N ⇒ B2 45.3% 45.3%
5 A2 ⇒ C6 ⇒ D6 ⇒ E6 ⇒ N ⇒ B2 41.4% 81.4%
6 C6 ⇒ D6 ⇒ E6 ⇒ F3 ⇒ N 45.3% 45.3%
7 C6 ⇒ D6 ⇒ E6 ⇒ G3 ⇒ N ⇒ A2 21.1% 42.9%
8 C6 ⇒ D6 ⇒ E6 ⇒ F3 ⇒ N ⇒ G3 19.6% 69.1%
9 C6 ⇒ D6 ⇒ E6 ⇒ N ⇒ F1 18.2% 18.2%
10 B2 ⇒ C6 ⇒ D6 ⇒ E6 ⇒ G3 ⇒ N ⇒ A2 17.2% 90.7%
11 A2 ⇒ C6 ⇒ D6 ⇒ E6 ⇒ G3 ⇒ N ⇒ B2 17.2% 81.7%
12 A2 ⇒ C6 ⇒ D6 ⇒ E6 ⇒ G2 ⇒ N ⇒ B2 14.7% 80.8%
13 C6 ⇒ D6 ⇒ E6 ⇒ N ⇒ G1 14.4% 14.4%
14 B3 ⇒ C6 ⇒ D6 ⇒ E6 ⇒ F3 ⇒ N ⇒ A3 11.9% 89.5%
15 B3 ⇒ C6 ⇒ D6 ⇒ E6 ⇒ F3 ⇒ N ⇒ G3 10.2% 76.3%

Fig. 3. Comparison of the overall assessment scores of students who participated and
did not participate in the four-step
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We compared the overall evaluation scores of 32 software engineering students
who participated in the four-step with those who did not participate. The ratio
of participants to non-participants was 1:9, meaning that 9 randomly selected
non-participating students’ average overall evaluation scores were calculated and
compared with the participating students. As shown in Fig. 3, the probability
of students who participated in the four-step obtaining a higher overall score
than those who did not participate is greater than 80%. Upon analyzing the
original data, it was found that participating students generally scored higher
in the outcome consolidation and promotion practice. This, combined with the
analysis, confirms that the four-step has a certain effect in cultivating innovative
and applied talents in software engineering. For students who participate in
the four-step whole-process project practice teaching and receive low overall
evaluation scores, it is necessary to use the test data to identify problem areas
and conduct specific analysis based on the actual situation.

By mining and analyzing the data of students who participated and those
who did not participate in the four-step, we can gain a clear understanding of
the differences and connections in the practical teaching aspects between the two
groups. The trial results highlight the existing issues in the four-step, such as
management modes and assessment methods, which need further improvement.
It is necessary to address the shortcomings in the teaching model and make
targeted improvements. In the future, based on further analysis, research, and
improvement of the four-step, successful experiences can be extended to related
majors and disciplines.

4 Conclusion

Based on constructivist learning theory and the CDIO concept, this work pro-
poses a whole-process project practice learning model aimed at addressing the
lack of innovative capabilities in software engineering education. To evaluate the
effectiveness of this teaching model, we applied the Apriori algorithm to mine
the student data from the Software Engineering in ZUST from 2015 to 2022.
We also examined the cultivation effect of the four-step using the effectiveness
evaluation model. This teaching model focuses on four aspects: Basic project
practice, scientific and technological innovation practice, scientific and techno-
logical competition practice, and outcome consolidation and promotion practice.
These aspects aim to cultivate students’ practical skills, teamwork abilities, and
innovative capabilities. The results of this study are of great significance for
improving the quality of innovative and applied talent cultivation. It emphasizes
the critical role of practical teaching in fostering students’ innovative capabili-
ties. Through this teaching model, students are actively involved in real projects,
enhancing their comprehensive abilities and applying their knowledge to practi-
cal contexts. The effectiveness analysis of the four-step validates its positive role
in software engineering education, providing valuable insights and references for
educational reform in universities.
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Abstract. With the construction of new engineering, the development of engi-
neering education has put forward new requirements and challenges for talent
training. Since 2017, a personalized talent training model based on the character-
istics of disciplines and specialties has beed explored through the innovation and
entrepreneurship education. In order to deepen the achievements of the reform,
“8+8” whole process education, classified culture, “Five Entries” and all-staff
and all-round education have been applied on the reform of undergraduate per-
sonalized talent training, which complete the main construction tasks of training
program, training mode, growth path and student-centered concept.

Keywords: New engineering · Engineering education · “Five Entries” ·
Personalized Talent Training · Student-centered

1 Introduction

In order to implement the educational policy and the fundamental task of cultivating
morality and talents, the school of computer and information science of Anhui Polytech-
nic University has carried out innovative activities based on student associations since its
establishment. With the construction of new engineering disciplines1, the development
of engineering education has put forward new requirements and challenges for innova-
tion and entrepreneurship education. Since 2017, the project team has been exploring
innovative and entrepreneurial talent cultivation models based on disciplinary and pro-
fessional characteristics through the “Five Entries” approach. These approaches have
deepen the reform of innovation and entrepreneurship education in secondary colleges
and universities, constructed the “12345” innovation and entrepreneurship education
work system, and cultivated a group of composite new engineering professionals with
innovation and entrepreneurship capabilities.

According to the notice “Implementation Measures of Anhui Polytechnic Univer-
sity of Engineering on Deepening the Comprehensive Reform of Three Comprehensive
Education and Improving the Effectiveness of Education Practice”, and in combination
with the “three comprehensive and six specialized”2 education work plan of the college,
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an “8+8” education system has been established, with the goal of building first-class
majors3. This system includes pre-training from the summer before entering the school,
fully utilizing 8 holidays to improve the level of system application development, inno-
vation spirit, and labor literacy, strengthening the knowledge accumulation and ability
to solve complex engineering problems over 8 semesters.

According to the educational requirements of the “Implementation Plan for the Three
Full and Six Specialized Courses of Anhui Engineering University” and the spirit of
“Implementation Plan for Deepening the Reform of Undergraduate Personalized Talent
Training” of Anhui Polytechnic University, the college offers top-notch experimental
classes to lay a solid professional foundation for students’ academic development and
assist in the development of their scientific research and innovation abilities. Intro-
duce enterprises to schools, establish Chery Milk vetch classes and industrial internet
enterprise classes, promote the integration of industry and education in collaborative
education, continuously facilitate communication and cooperation with the government
and industry enterprises, and stimulate potential motivation for students to serve society,
employment and entrepreneurship. Offering data science and big data minor courses to
cultivate interdisciplinary and interdisciplinary interdisciplinary talents.

With the support of the school’s personalized talent cultivation5 policy, the college
implements the principle of “Simultaneous Development of Five Educations and Five
advancements”. In addition to increasing the number of courses, building online and
offline course resources, increasing course openness, and providing guarantees for build-
ing a curriculumsystem thatmeets the requirements of the credit system, rich and colorful
activities for the “six majors” has been carried out. Activities such as scientific research
education, entrepreneurship and innovation lecture halls, innovation training camps,
industry and enterprise expert series reports, employment and postgraduate entrance
examination teacher-student exchange meetings, and exchange of experiences between
senior and senior students are organized. Based on teaching cases of science education
integration and industry education integration, the colledge promotes the construction of
a personalized talent training system6 that is “more interdisciplinary, professional, and
integrated” through competitions to promote learning and encourage entrepreneurship
(Fig. 1).

Fig. 1. Architecture of Personalized Talent Training System.
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2 Construction Objectives and Concepts

According to the needs of social and industrial development, student-centered concept
should be strengthened, which means teaching students according to their aptitude, and
provide personalized training7. A multi-level, multi-type, and multi-path talent training
mechanism should be constructed to accelerate the construction of high-level under-
graduate education, and cultivate socialist builders and successors with comprehensive
moral, intellectual, physical, aesthetic, and labor development. Adhering to the princi-
ples of educating people for the country, following the laws of educational development
and student growth, and meeting the needs of social and industrial development, it is
necessary to strengthen student-centered education, individualized training, and build a
multi-level, multi-type, and multi-path talent cultivation mechanism. Accelerating the
construction of high-level undergraduate education is indispensable to cultivate socialist
builders and successors with comprehensive moral, intellectual, physical, aesthetic, and
labor development.

Through the reform of the credit system, the “Three Plans” (Compound Talent Plan,
Top Talent Plan, and Excellent Talent Plan) should be implemented to highlight the
broad caliber, solid foundation, strong ability, and personalization, which constructs a
“one student, one policy” talent training plan. Utilizing the school’s cross integration
platform, innovation and entrepreneurship education center, discipline research room,
and modern industry college to expand personalized growth space, cultivate indepen-
dent learning ability, and enhance students’ comprehensive literacy. Actively promote
the construction of a personalized talent training system that is more interdisciplinary,
professional, and integrated, and effectively cultivate high-quality applied talents with
a solid foundation, broad knowledge range, innovative spirit, and practical ability for
comprehensive development of morality, intelligence, physical fitness, aesthetics, and
labor (Fig. 2).

Fig. 2. Objectives and Concepts.
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3 Main Construction Tasks

3.1 Personalizing Talent Training Program

It is important to strengthen the top-level design of training programs. Adhering to the
simultaneous development of five educations, and increasing credits for cross elective
courses and professional training directions, the students are cultivated with interdis-
ciplinary and interdisciplinary knowledge. During the 8-semester teaching process, the
objectives of each course are carefully implemented to strengthen students’ ability to
solve complex engineering problems. By assigning different tasks for 8 holidays to
enhance students’ self-learning ability, innovation ability, practical ability, and life-
long learning ability, strong support is provided for personalized training. Through
Strengthening guidance on the purpose and motivation of students’ participation in
the second classroom, achieving linkage between the first and second classrooms, and
expanding personalized growth space, high-quality applied talents are cultivated with
comprehensive development of morality, intelligence, physical fitness, aesthetics, and
labor.

3.2 Optimizing Talent Training Mode

We encourage students to join enterprise customized classes, top-notch experimental
classes, minor majors and micro majors for different modes of learning according to
their personal development direction, and further refine the classified training8. By
Opening top-notch experimental classes, which are driven by research projects, and
focusing on the postgraduate entrance examination and research projects, the students’
basic research ability has been improved in computer science. We set up enterprise cus-
tomized classes and joint training with enterprises, including summer project practice,
visiting enterprises, teaching by enterprise tutors and other activities. Students who have
spare efforts to choose secondary majors such as minor majors and micro majors are
guided, so that students can broaden their horizons and expand their ideas, effectively
integrate professional knowledge, technology and application fields, reflect the educa-
tional characteristics of “more cross cutting, more professional and more integrated”,
and achieve the college’s “trained people” to accurately connect with the “people in
need” of the society. Figure 3 displays the numbers of the teaching projects in recent
five years, which concentrate on optimizing talent training mode of the students.

3.3 Improving Student Growth Path

“Five Entries” should be carried out simultaneously to promote the cultivation of per-
sonalized talents9. Through college students’ participation in teams, projects, events,
laboratories, and enterprises, each junior student is required to first enter the team,
study in the innovation and open activity room according to their interests, and carry
out research and practice in projects and events, so as to guide senior students to enter
enterprises or continue their further study according to the professional rules, so as
to realize personalized training. By Strengthening students’ personalized innovation
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Fig. 3. Teaching Project Number.

and entrepreneurship education, strengthening practical training in personalized train-
ing, integrating with industry, the students are cultivated with innovative spirit, strong
problem-solving ability, and good collaboration ability.

3.4 Establishing Student-Centered Consciousness

With students as the center10, we will build a full-time education team of teachers,
counselors, teaching managers, undergraduate tutors, supervisors and other staff, and a
linkage management mechanism for the construction of study style. Adhere to the work-
ing principle of “combining education guidance, standardized management and quality
education”, and promote the scientific, systematic, institutionalized and standardized
activities in the second classroom. Carry out scientific research and education report,
mass entrepreneurship and innovation lecture, innovation training camp, series of reports
of enterprise experts, teacher-student exchange meeting for employment and postgradu-
ate entrance examination, experience exchange between seniors and sisters, production
and labor during holidays, volunteer service, idea leading activities, literary and sports
activities, and help in difficulties to achieve all-round education. Figure 4. Demonstrates
the number of the teachers who receive teaching training outside the university every
year to meet the requirements of improving the abilities of the students.
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Fig. 4. Teaching Training Number.

4 Specific Measures

4.1 “8+8” Whole Process Education

Course Learning and Ability Training of 8 Semesters: With the goal of building a
first-class major11, taking the professional certification of engineering education as the
starting point, and taking the talent training objectives and graduation requirements as
the guidance,we should strengthen the ability training, set up the training system and cur-
riculum, reform teaching methods, and carry out project-based or case-based teaching,
and cultivate students’ ability to solve complex engineering problems. By optimizing
the course objectives, updating the course content, constantly expand students’ vision
and comprehensive quality, the course assessment is strictly implement to set the propo-
sition according to the syllabus, and eliminate the problem of “water drainage” when
teachers set the proposition and score. According to the detailed rules for the implemen-
tation of the curriculum team and the person in charge of the curriculum team in the
school of computer and information technology (Provisional), we should strengthen the
construction of grassroots teaching organizations, integrate curriculum resources and
teachers, promote curriculum construction and teaching research, deepen the reform of
curriculum system and teaching content, and improve the quality of talent cultivation.
The teaching quality evaluation mechanism is improved to analyze the learning situation
every semester, evaluate the achievement of students’ graduation requirements and con-
tinue to improve. Guided by social needs, deeply integrate the local economy, reasonably
set up practical teaching links, optimize experimental training, course design, cognition
practice, production practice, comprehensive practice of professional direction, gradua-
tion design (Thesis) and other teaching contents, and improve students’ ability to solve
complex engineering problems.
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Practices and Innovations in 8 Holidays: According to the “pre-school summer vaca-
tion and post school summer vacation”, students of different grades and different needs
are assigned different tasks, and a series of activities are carried out after the start of
school to consolidate and apply the learning results. In October of the first semester of
Freshmen’s enrollment, they submitted their works to participate in the “College of com-
puter and information Freshmen’s digital literacy foundation competition”. Sophomores
participated in the undergraduate programming competition of the school of computer
and information technology. Junior and senior non postgraduate students submit innova-
tive practice reports at the beginning of school, and the college organizes awards. Senior
students who take the postgraduate entrance examination submit review plans or weekly
notes for the postgraduate entrance examination, or participate in the core courses of
computer science organized by the college.

Labor practice is increased and winter vacation learning content is enriched. The
winter vacation tasks include: first, preparing for the competition or the works of College
Students’ innovation and entrepreneurship projects. The second is the cultivation of
labor habits and quality. In learning the general construction course – “labor education”,
we provide rich resources, add all students to the course according to the class, and
assign a supervisor for each class to urge students to work. Third, the sophomores and
juniors preview the professional core courses in advance to cultivate their self-learning
ability according to the different courses or practical tasks arranged for different grades;
The comprehensive training and graduation design (Thesis) of the second semester of
freshman and senior will be mentioned to the beginning of the winter vacation, and the
winter vacation will be used to cultivate their practical ability.

4.2 Classified Culture

Personalized Training: Adhering to the five education simultaneously, the top-level
design of the training program is strengthened. Through moral education, the “four his-
tories” education is integrated into the “curriculum ideological and political education”,
which improves physical education, aesthetic education and labor education, and culti-
vate high-quality application-oriented talentswith strong professional foundation, strong
engineering ability, sufficient innovation consciousness and comprehensive development
of morality, intelligence, physique, art and labor. All majors increase the credits of inter-
disciplinary elective courses to promote the integration of interdisciplinary knowledge.
Some majors are trained in two professional directions. Majors provide more elective
courses and set up training program courses in advance. Provide students with more
choices, choose courses, teachers, class time and learning process independently, allow
students to take elective courses across majors, grades, colleges and schools, and formu-
late personalized training plans. Let students with spare capacity have more autonomy
and choice in learning, and cultivate students’ awareness of autonomous learning.During
the winter vacation, the work arrangement meeting of individualized training students’
course selection guidance was held, and undergraduate tutors were organized to guide
students to develop personal learning plans and guide course selection. At the same
time, the college strengthens the construction of cross platform courses and provides
high-quality computer courses for the school.
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FeaturedClasses: Starting fromgrade 2022, an experimental class of computer science
and technology top-notch classwill be set up,whichwill be driven by research projects12,
take the postgraduate entrance examination and research projects as the starting point,
improve students’ basic research ability in computer science, encourage students to join
the scientific research team, carry out preliminary research work in the team mentor
project, create a strong learning atmosphere, create opportunities for collaborative train-
ing in teaching and scientific research, strengthen students’ innovative literacy training,
and lay a solid foundation for students’ academic development, Integrate high-quality
resources inside and outside the University, participate in academic exchanges, and help
students develop their scientific research ability and innovation ability.

Facing the needs of local industries, according to the four professional characteristics
of our college, and in combination with Wuhu’s “Milk Vetch Talent Plan” and “action
plan for accelerating the cultivation of industrial Internet talents”, we set up enterprise
customized classes - Milk Vetch (Chery) class and Milk Vetch (Industrial Internet)
class. Give full play to professional advantages, integrate enterprise resources, carry
out corporate culture publicity, work flow visit, practice teaching co construction and
employment of industry professors, jointly cultivate undergraduates, and realize the
“trained people” of the University accurately connect with the “people in need” of the
society.

Students who have spare capacity are guided to choose secondary majors such as
minor majors and micro majors, especially the study of courses in economics and man-
agement, humanities, law, and art, so as to further broaden students’ horizons andbroaden
their thinking, and organically integrate technologies such as big data, cloud computing,
artificial intelligence, Internet of things, software development, information security, and
blockchain with other disciplines to make up for the lack of knowledge in the application
field. Our college plans to set up aminor major of “data science and big data technology”
to help the school cultivate personalized talents.

4.3 “Five Entries”

Entering the Laboratory and the Competition: The innovation and Entrepreneurship
Education Center of the college has 8 innovation and open activity rooms in different
directions, including computer, network and software applications, Internet of things,
smart cars, programming, robots, big data and artificial intelligence, MCU and embed-
ded. Each activity room carries out a series of activities such as “Laboratory Open Day”,
“innovation practice training camp”, “innovation literacy training camp”, organizes stu-
dents to participate in a variety of competitions, and provides support for students to
enter laboratories and competitions. Organize student teams to participate in all kinds
of discipline competitions at all levels step by step in accordance with the guiding prin-
ciple of “start, advance and transformation”, form a discipline competition pattern of
“one room and multiple competitions”, and cultivate students’ innovation ability and
entrepreneurial awareness. Guide freshmen to enter the innovation and development
activity room as soon as possible, and all students from grade 2021 will join the activity
room according to their own interests. Figure 5 shows the number the school-organized
competitions, the number of the participated competitions and the number the awards of
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category A competitions, which fulfills the requirement of entering the laboratory and
the competition.

Fig. 5. Student Competitions

Entering the Team and the Project: The college has set up 9 research rooms in differ-
ent directions, including machine learning and intelligent robots, pervasive computing
and security, multimodal big data processing and analysis, trusted computing and system
structure, pattern recognition and application, computer vision and intelligent percep-
tion control, data mining and knowledge engineering, intelligent software engineering,
imaging technology and interactive systems, to encourage students to enter scientific
research teams and research projects, and cultivate students’ research ability. Taking the
top-notch experimental class as a pilot, we will build a scientific research education sys-
tem, cultivate students’ pragmatic scientific research attitude, abide by academic ethics,
carry out innovative activities, give full play to the function of scientific research educa-
tion, and deepen the integration of science and education. Figure 6 gives the number of
college student innovation and entrepreneurship program in recent five years to fulfill
the needs of entering the team and the project.

Entering Enterprises: Build school enterprise collaborative education platforms such
as industrial internet modern industry college, characteristic demonstration software
college, big data and intelligent industry college, school level provincial school enter-
prise cooperation practice education base, implement the integration of industry and
education, and provide guarantee for students’ entering enterprises. Lead students into
enterprises in the practice teaching link, and help students understand the latest applica-
tion of professional and technical knowledge in enterprises; In the production practice
link, industry experts are invited to the school to carry out practical project training
to help students master the ability of practical application of technology. Reform the
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Fig. 6. College Student Innovation and Entrepreneurship Program

comprehensive practice course in the professional direction of 10 weeks a year, with the
Industrial College as the carrier, cooperate with multiple enterprises, and set up multiple
training modules. The content of each module comes from enterprise cases. The enter-
prise engineer is also the instructor. Students can choose different modules to participate
in practice according to their interests, break the professional boundary, realize the cross
integration within the college, realize the docking of industrial needs, and support the
cultivation of personalized talents.

4.4 All-Staff and All-Round Education

All-Round Education: We adhere to the working principle of “Combining Education
Guidance, Standardized Management and Quality Education”, and promote the scien-
tific, systematic, institutionalized and standardized activities in the second classroom.We
carry out activities such as scientific research and education, mass entrepreneurship and
innovation lecture, innovation training camp, series of reports of industry and enterprise
experts, teacher-student exchange meeting for employment and postgraduate entrance
examination, experience exchange between seniors and sisters, and help students grow
and become talents. The training class of “Qing Ma project” is carried out, including the
theme League Day of the Youth League branch, the theme party day, the theme class
meeting of the class, various symposiums and reports on ideological growth, voluntary
blood donation activities, the Qingming Festival memorial ceremony for heroes and
martyrs, etc., which strengthen students’ ideological guidance during school. Students
are organized and guided to participate in activities such as the challenge cup red project,
holiday ideological and political education, Youth Red Dream building trip, three trips
to the countryside in summer, and volunteer service of the Youth League, so that stu-
dents can be influenced, increase knowledge, cultivate sentiment, enhance party spirit
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cultivation, and cultivate students’ sense of historical mission and social responsibility
in social practice. We carry out rich and colorful recreational and sports activities, cre-
ate an atmosphere for everyone to participate in sports, guide students to develop good
physical exercise habits, establish college students’ Art Troupe and art group, enrich
students’ cultural and spiritual life, cultivate noble sentiment, promote aesthetic educa-
tion, and improve students’ ability to feel and appreciate beauty. Students are guided to
be “upright”, “learning”, “diligent”, “happy”, “strong” and “harmonious”.

All-Staff Education: The detailed rules for the implementation of students’ classroom
attendance management in the school of computer and information technology (Trial)
is a linkage management mechanism for the construction of a learning style that inte-
grates teachers, counselors, teaching managers, student secretaries, etc., to ensure that
the school maintains normal education and teaching order, corrects students’ learning
atmosphere, helps students develop good learning habits, and improves their education
level. Undergraduate tutors interpret the training plan according to the implementation
rules of undergraduate tutorial system in the school of computer and information tech-
nology (Revised), help students understand their majors, guide students to establish
correct professional ideas and values, guide students to make academic plans accord-
ing to professional needs and personal interests, and guide students to choose courses,
directions and minor majors. According to the measures for undergraduate tutors in the
school of computer and information to help students with academic difficulties (Trial),
help students with academic difficulties out of the predicament, improve their learning
enthusiasm, adjust their learning methods, and correct their learning attitude. Use spare
time to guide and urge students to carry out labor practice, experience the importance of
hard work, honest work and creative work in practice, develop labor habits, and cultivate
labor quality and craftsman spirit. Guide students to be “upright”, “learn”, “diligent” and
“harmonious”.

5 Quality Assurance System

Organization Guarantee: The college has set up a working group headed by the presi-
dent and the secretary of the college Party committee to implement the requirements of
the “three complete and six specialized” education. Combined with the college’s “three
complete and six specialized” education program, the college leads and coordinates
the implementation of undergraduate personalized talent training and handles various
problems in the work. The deputy dean of teaching is responsible for the planning, orga-
nization and coordination of teaching related matters in the training process, and the
deputy secretary of the party committee is responsible for the planning, organization
and coordination of the second classroom and student management.

Teacher Guarantee: According to the school policy and the “School of Computer
and Information Technology Innovation and Entrepreneurship Tutor Management
Rules(Trial) ” to increase the number of industry professors, tutors, distinguished pro-
fessors, innovation and entrepreneurship tutors, it is promoted to share high-level tal-
ents between the school and the local government, and integrate industry and educa-
tion. Activities are carried out to improve teachers’ teaching ability and cultivate young
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teachers, support teachers to go to enterprises and institutions for temporary training,
and improve teachers’ engineering practice ability.

Quality Guarantee: Aiming at different learning processes, a tracking and evalua-
tion mechanism based on students’ learning process performance is established, which
improves the rationality evaluation of talent training quality and the evaluation of goal
achievement. Three approaches are providers, including giving full play to the role of
teaching supervision, learning supervision, management supervision, reforming super-
vision and construction supervision, and building a standardized, systematic and perfect
quality assurance system.

Service Guarantee: Taking the students as the center, all-round services are provided
to actively meet the social needs, which adheres to the whole staff education and the
whole process education. The construction of Party and league organizations and the
contingent of counselors is strengthen, which gives full play to the role of students in
self-education, self-management, self-service and self-supervision.

System Guarantee: The guiding idea of “managing people by system and managing
affairs by process” is established, which adheres to the combination of goal orientation
and problem orientation. The weak links in the system construction are carefully sort out
under the guidance of “three grasps”. Taking the “three complete and six specialized”
education work as the starting point, we “fill in gaps, strengths and weaknesses” on the
basis of existing systems, and revise or formulate rules and regulations.

Resource Guarantee: The number of courses is enriched and curriculum resources
are built. By increasing the number of courses including the opening of courses, the
construction of a curriculum system is provided to meet the requirements of the credit
system. According to the detailed rules for the implementation of the curriculum team
and the person in charge system of the curriculum team in the school of computer and
information technology (Trial), curriculum resources are constructed, including online
and offline resources such as syllabus, textbooks, experimental guidance, teaching plan,
MOOC or spooc platform.
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Abstract. This paper studies and explores the construction method of the inte-
grated curriculum system under the concept of “five integrations”, in which intel-
ligent computing technology helps professional ability improvement. At the same
time, the course “Intelligent Computing Fundamentals”, which is located at the
underlying logic of the integrated curriculum framework, is constructed, and a
teaching path that uses CPBL and P-MASE to achieve “five integrations” and
course objectives is proposed.
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1 Introduction

At present, with the rapid development of modern information technologies, such as arti-
ficial intelligence, big data, block chain, genetic engineering, virtual technology and 5G
technology, university departments are increasingly introducing these new technologies
into their courses and this has become the core driving force for universities to optimize
the structure of courses, promote the development of the quality of discipline construc-
tion and the formation of a high-level talent training system. For example, the innovation
of the “new liberal arts” being promoted widely in China lies predominantly in the new
fields in liberal arts that emerge from the integration of new science and technology and
liberal arts, and in the renewal of traditional liberal arts in majors, courses and personnel
training modes [1].

Currently, the curriculum/curriculum system with distinctive interdisciplinary char-
acteristics has yet to be implemented. The current integration courses, although aiming to
improve students’ digital literacy, are facing challenges mainly on: 1) The teachers of the
new technologies do not understand the fundamental principles of the subject area, while
the teachers from the traditional subjects are not sensitive to new technologies and are
reluctant to touch new technologies and new trends; 2) The current state of the integration
courses is a rigid combination of new technology and professional subject courses rather
than organic integration, and few answers have been given to the fundamental question
on how to improve students’ professional capability by using new technologies, so these
courses are out of touch with the actual problems in the professional field.
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This paper studies and explores the construction method of the curriculum system
for the integration of professional subject courses and new technologies such as intelli-
gent computing. For the integration courses, we investigate questions including “What
should students know and be able to do?”, “How should students study?”, and “How
should students be evaluated?”. The concept of “five integrations” of curriculum con-
struction is put forward, and the framework of integrated courses of deep integration
of new technology with specialty is constructed. The teaching practice of the course
“Fundamentals of Intelligent Computing”, which is designed following the underlying
logic of this curriculum framework, has been carried out in universities, and the expected
results have been achieved.

2 “Five Integrations” of Integration Course

The construction of the current integration curriculum should not only be a combination
or fusion of knowledge from different disciplines, but should also reflect more inte-
gration based on the characteristics and needs of the curriculum. In the construction
of the integrated curriculum, we follow the curriculum construction concept of “five
integrations”.

2.1 Organic Integration of Subject Content - Content Integration

Themost important thing about a fusion course is to first select topics or general questions
that are meaningful to learners, and then integrate the content of related disciplines to
find common themes, and then let learners learn. Therefore, the teaching content is to
organically integrate new technologies into the solution of professional problems with
the rise of new professional needs, so that students can master new methods to solve
professional problems by means of intelligent computing.

2.2 The Organic Integration of Teachers in Various Disciplines - The Integration
of Teachers

The characteristics of integrated courses require teachers from different professional
backgrounds and teachers from the industry to jointly teach students from different
majors, not only to pass on the basic professional knowledge of the discipline to stu-
dents, but also to give full play to the scientific research expertise of teachers from
different disciplines to solve professional problems. In the process of mutual aid learn-
ing, students are effectively trained in scientific research, and students gradually have a
certain interdisciplinary way of thinking and scientific research literacy in the process
of mutual learning.

2.3 The Organic Integration of Teaching and Learning Subjects - The Integration
of Teachers and Students

The fusion course also needs to organically integrate the twomain subjects in the teaching
process, teachers and students. A university of the top 20 in China started a new round
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of teaching reform under the concept of "teacher-student community" in 2019. Based on
the vector characteristics of the educational subjects of the teacher-student community,
the equal rights characteristics of educational subjects, the interaction between subjects
and within subjects, and the universality of the space-time view of education, the reform
emphasized the community role of teacher-teacher, teacher-student, and student-student
interaction in talent training in the teaching process [2].

2.4 The Organic Integration of Teaching and Scientific Research - The
Integration of Teaching and Scientific Research

The course introduces the general methods of problem solving in scientific research and
the new technological achievements produced by scientific research into teaching, so as
to realize the organic integration of teaching and scientific research. Under the guidance
of teachers, students choose topics within their ability from the nature, the society and
the daily life to conduct research in combination with academic learning, from which
they can acquire professional knowledge, master research skills, and be able to actively
discover, analyze and effectively solve practical problems.

2.5 The Organic Integration of Universities and the Industry - Integration Inside
and Outside the University

Keeping up with the current industry needs and development trends, encouraging and
guiding students to deeply understand the industry’s needs of the digital literacy of
the talents, and aiming to enable them to apply what they have learned instead of
working behind closed doors. In terms of case sources, colleges and enterprises jointly
produce teaching resources through graduates, enterprise interviews, etc., supplement
real industrial data analysis cases, and invite enterprises from the industry to enter the
classroom.

3 Constructions of the Curriculum Framework for Integration
of Intelligent Computing and Professional Areas

Starting from the integration of intelligent computing and professional subjects, and
following the “five integration” curriculum construction concept, this paper investigates
in-depth on areas including teaching content, teaching methods, teaching teams, etc.,
and formed integrated curriculum framework of professional digital literacy kind that
is featured as being supported by multiple integrated courses and containing practical
training courses as comprehensive ability training. Figure 1 is a schematic diagram of
the intelligent computing integrated curriculum framework.

The framework consists of three levels. The bottom layer is general foundation course
for all students of the major with new technologies such as data processing and AI as
the main content, which is named “Intelligent Computing Foundation”. The middle
layer is to deeply integrate new technologies into traditional professional courses. In
the course, new technologies and new methods will be used to innovatively deal with
traditional professional problems. By improving the goals and content of the original
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Fig. 1. The Framework of The Integration of Intelligent Computing and Different Majors

courses, the integration of intelligent computing and professional courseswill be formed,
including a number of new professional compulsory and elective courses. The top layer
is the comprehensive ability training layer, which enables students to use what they have
learned to solve real problems from the industry and improve their comprehensive ability
to apply intelligent computing to solve practical problems.

4 Teaching Practice of “Intelligent Computing Fundamentals”
Course

Based on the above curriculum framework, in the spring semester of 2022, a general
basic course “Intelligent Computing Fundamentals”, which is located at the bottom of
the integrated curriculum framework, will be built and opened in a university of the
top 20 in China, opening to all first-year undergraduates in business administration and
economics.

4.1 Goals of the Course

The training on new technologies, for any department, is not to cultivate professional
intelligent computing talents, but to improve the core capabilities of non-computer
majored students: to have basic data processing capabilities and gradually improve their
digital literacy, and to acquire the awareness and ability to solve professional or daily-
life problems independently or cooperatively using intelligent computing. Therefore,
as the basic course of general education, the role of “intelligent computing fundamen-
tals” in different majors is to provide new ways of thinking, new expressions, and new
problem-solving paths and methods for professional problems.

4.2 Effective Teaching Paths Adopted by the Course

The key to making the course more challenging is to promote deep learning. Through
learning activities based on metacognitive strategies, deep learning emphasizes the inte-
gration of knowledge, proactiveness, and cooperative research, and the structuring and
deep processing of knowledge. The goal is to develop higher-order thinking and problem-
solving skills, to promote well-rounded development in active and meaningful learning
[3].
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In order to achieve the teaching goals, the course practice adopts the CPBL (Chal-
lenging Project-Based Learning) challenge project-based learning model proposed in
this paper and the research teaching model P-MASE. The core of CPBL is firstly that
challenging problems are not given by teachers, but are discovered by students them-
selves and discussed with their tutors; secondly, students follow the PBL model, in
which students explore and solve problems through teamwork in accordance with scien-
tific research methods [4]. The P-MASE model includes five progressive links, namely
introductionof problems (Problem), findingmethods (Method), scientific analysis (Anal-
ysis), effective solution (Solution), and effect evaluation (Evaluation) [5]. The process
of research-based teaching begins with the introduction of professional problems, dur-
ing which it goes through the teaching and learning process of finding suitable inquiry
methods, conducting scientific and meticulous analysis, solving problems in a timely
and effective manner, and evaluating the final inquiry effect. The interconnected links
fully embody the characteristics of research-based teaching, such as advanced goals and
step-by-step implementation.

5 Validity Analysis

The number of students enrolled in the “Intelligent Computing Fundamentals” course is
500. One month and two months after the start of the course, a questionnaire survey was
conducted on the students who chose the course. The majors of the surveyed students
were mainly include business administration (about 70%), economics (about 15%) and
other (about 15%) majors. 378 valid questionnaires were recovered for the first time,
accounting for 75.6% of the total number of students enrolled in courses, and 403 valid
questionnaires were recovered for the second time, accounting for 80.6% of the total
number of students enrolled in courses. The questionnaire is divided into four parts,
which are: 1. Basic personal information, 2. Judgment on the development status and
trend of intelligent computing, 3. Course experience of “Intelligent Computing Fun-
damentals”, and 4. Intelligent computing ability survey. Parts 2–4 of the questionnaire
include a total of 17 scale questions, 2 Single-choice questions, and 2 multiple-choice
questions.

5.1 Validation of the Questionnaire

The reliability and validity of the 17 scale questions in the two questionnaires were tested
and the results are shown in Table 1, 2, 3 and 4.

Table 1. Reliability Analysis of the First Questionnaire

Sample Size Question Number Cronbach.α Coefficient

378 17 0.841

It can be seen from Table 1 that the overall Cronbach.α coefficient of the first ques-
tionnaire is 0.841, >0.8, so the reliability is within the acceptable range and the results
of the first questionnaire are credible.
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Table 2. Validity Analysis of the First Questionnaire

KMO and Bartlett Test

KMO 0.870

Bartlett’s Test of Sphericity 3036.267

df 136.000

P value 0.00

The factor analysis was carried out on the first questionnaire. It can be seen from
Table 2 that the KMO value is 0.870, >0.5, indicating that the questionnaire data is
suitable for factor analysis; the approximate chi-square of the Bartlett sphericity test is
3036.267, the degree of freedom is 136, and the P value of the test result is 0.00 and
<0.05, so the questionnaire is statistically valid.

Table 3. Reliability Analysis of the Second Questionnaire

Sample Size Question Number Cronbach.α Coefficient

403 17 0.923

It can be seen from Table 3 that the overall Cronbach.α coefficient of the second
questionnaire is 0.923, >0.9. The reliability of the scale is good and the results of the
second questionnaire are credible.

Table 4. Validity Analysis of the Second Questionnaire

KMO and Bartlett Test

KMO 0.906

Bartlett’s Test of Sphericity 4363.122

df 136.000

P value 0.00

Factor analysis was performed on the second questionnaire. It can be seen from
Table 2 that the KMO value is 0.9.6, >0.9, indicating that the questionnaire data is
suitable for factor analysis; the approximate chi-square of the Bartlett sphericity test is
4363.122, the degree of freedom is 136, and the P value of the test result is 0.00 and
<0.05, so the questionnaire is statistically valid.
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5.2 Effectiveness Analysis

Comparing the results of the two questionnaires, it is proved that the students have
improved in different degrees in terms of intelligent computing knowledge and ability.

For example, The average score of students’ mastery of classification and clustering
problems in intelligent computing increased from 1.97 points to 3.37 points (out of
5 points), an increase of 71%. The degree of mastery of the knowledge in this type of
question is scored according to 1–5 points. The distribution ratio of the number of people
who scored each question in the two surveys is shown in Fig. 2.

(a) Result of the first questionnaire

(b) Result of the second questionnaire

Fig. 2. Comparison of Students’ Mastery of Intelligent Computing Classification and Clustering
in the Two Questionnaires

The average score of students’ understanding of artificial neural networks in intelli-
gent computing increased from 1.76 points to 2.93 points (out of 5 points), an increase
of 66.48%. The degree of understanding this type of question is scored on a scale of 1–5,
and the distribution ratio of the number of people scoring in the two surveys is shown
in Fig. 3.



110 H. Zhao et al.

The proportion of students who can train intelligent computing artificial neural net-
works to solve problems has increased from 12.96% to 90%. The questionnaire uses
multiple-choice questions to investigate the students’ use of intelligent computing meth-
ods to solve problems in this subject. The intelligent computing frameworks that can
be selected include Tensorflow, Caffe, Keras, Theano, Paddlepaddle and others. In the
first questionnaire, 87.04% of the students said that they had never used any intelligent
computing method to solve problems in this subject, and this proportion was reduced to
10% in the second questionnaire. A comparison of the results of the two questionnaires
for this question is shown in Fig. 4.

(a) Result of the first questionnaire

(b) Result of the Second questionnaire

Fig. 3. Comparison of Students’ Understanding of Artificial Neural Network
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(a) Result of the first questionnaire

(b) Result of the second questionnaire

Fig. 4. Comparison of Students’ Use of Intelligent Computing Methods to Solve Problems in
Two Questionnaires

6 Conclusion

The construction of integrated curriculum is a powerful tool to promote the improvement
of professional ability. The integration courses related to new technologies such as big
data andAI are not isolated courses, but need to be deeply and organically integratedwith
the majors. Based on the concept of “five fusions”, this paper constructs a three-level
fusion curriculum frameworkwith deeporganic integration of computational intelligence
and professional knowledge. This framework not only focuses on the integration of
interdisciplinary content, but also the integration between teachers of different majors
and between teachers and students, the integration of teaching and scientific research, and
the integration of universities and the industry. The use of CPBL and P-MASE teaching
paths not only organically integrates teaching and research, but also organically integrates
teaching content from differentmajors, interdisciplinary teachers and classmates, as well
as universities and the industry into the entire teaching, promoting the implementation
the “five integration” concept.
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The preliminary teaching practice of the “Intelligent Computing Fundamentals”
course has shown that the course stimulates students’ awareness of problems and
enhances students’ autonomy in learning. Students have obvious changes in thinking and
innovation, show great interest, and initially have the awareness and ability to actively
use intelligent computing to solve professional or daily-life problems independently or
cooperatively.
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Abstract. Due to the extensive impact of AI technology on various disciplines,
universal AI education has become an urgent demand, while the liberal educa-
tion in AI is still in its infancy, plagued by multiple problems such as unclear
training standards, no systematic teaching system, lack of practical environment
and experimental cases, and lack of teachers. This paper introduces the teaching
mode and method of AI liberal education course cooperated with Baidu, Inc. in
all-round, which guides and improves students’ application innovation ability of
applying AI technology to cross disciplines.

Keywords: Artificial Intelligence · Liberal course · School-enterprise
cooperation · Teaching reform

1 Introduction

Artificial intelligence (AI) technologies are changing nearly every area of our lives,
transportation, healthcare, education, security, and so on. As one of the fastest-growing
domains of computer science, AI is making a powerful impact on modern science and
technology. The new generation of AI is developing rapidly under the joint drive of
new theories and technologies such as mobile Internet, big data, supercomputing, sensor
networks, and brain science. AI is expected to bring a revolution in the near future.

From a global perspective, several countries have made national strategies on AI. It
has become a consensus to seize the high ground ofAI andmake talent training a strategic
priority. The United States issued the executive order, titled “Maintaining American
Leadership in Artificial Intelligence” [1]. The order proposed to expand opportunities
for all Americans to gain the skills needed to participate in an AI-ready workforce. The
AI-ready workforce includes people with a broad spectrum of capabilities, from those
who are novices in technology but capable of using AI-based tools to those experts who
create the next innovations at the cutting edge of AI [2]. According to the UK’s National
Artificial Intelligence Strategy, “ten-year plan to make Britain a global AI superpower”,
to continuously develop, attract and train the best people to build and use AI is at the
core of maintaining the UK’s world-leading position [3]. The program shift the UK
from a rich but siloed and discipline-focused national AI landscape to an inclusive,
interconnected, collaborative, and interdisciplinary research and innovation ecosystem.
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Japan plans to train 250,000 artificial intelligence personnel each year and become the
world’s top artificial intelligence talent country.

China has released several national strategies since 2013, including “Made in China
2025”, “New Generation of Artificial Intelligence Development Plan”, “Action Plan for
Artificial Intelligence Innovation in Higher Education”, etc. The strategic plans have
identified the urgent problems of AI talent training in China, focusing on the education
concept of interdisciplinary, science and education integration, school-enterprise coop-
eration, and collaborative education, further proposing the development idea of building
an integrated AI talent ecosystem of government, enterprises, universities and scientific
research institutes [4].

2 Reconstructing AI Liberal Courses

In order to help more students to get access to artificial intelligence, we developed
AI liberal course for students majored in non-computer science. The teaching team
composed of Donghua University, Baidu University Cooperation Department carries
out the project of artificial intelligence liberal course.

The project carries out industry-university cooperation in the construction of course
objectives, teaching contents, teaching resources, experimental environment, and teach-
ing cases to form an original curriculum system and teaching program. It will give
students a taste of various technical topics in AI, enable them to take the first step toward
solving real-world problems with AI, and promise them a future-proofing career.

2.1 Course Goals

Although non-computer majors and IT professionals have different roles in society, they
are the source of AI applications in various fields. Based on Baidu’s artificial intelligence
talent training standards, we formulate general artificial intelligence course goals to
provide guidance and constraints for course construction [5].

Knowledge. The concepts at the foundation of modern artificial intelligence; develop-
ment history and trend; master the basic principles and implementation technologies
of commonly used artificial intelligence algorithms; understand artificial intelligence
application scenarios and engineering design principles of intelligent systems.

Ability. Ability to use programming language and AI support package, as well as use
visual modeling tools to build common AI models; be able to integrate AI open services;
be able to discover and analyze domain problem requirements, and participate in the
design of AI solutions.

Value. Tounderstand national artificial intelligence strategy, and forma sense of respon-
sibility and mission to build an innovative science and technology country; to recognize
the frontiers and challenges of artificial intelligence technology, cultivate intelligent
thinking and the spirit of interdisciplinary innovation and exploration; to understand
the limitations of artificial intelligence methods, and establish engineering ethics and
intelligence safety consciousness.
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2.2 Teaching Content

Artificial intelligence is a cross-integration discipline involving computer science, math-
ematics, cybernetics, information theory, psychology, and other fields. Its knowledge has
a certain degree of theoretical dispersion.Many algorithms needmathematical education
background to learn, and the application fields are diverse. For example, undergraduates
of computer science are usually required to finish 4–6 series of courses, including basic
theory of artificial intelligence, computer vision and pattern recognition, data analysis
and machine learning, natural language processing, etc.

The liberal course has limited teaching hours, so it is difficult to select and build the
content. While it should also be high-level, innovative, and challenging. However, only
by leading students to stand at the forefront of IT technology and breaking the mystery
of technology, can it stimulate students’ curiosity and provide innovative applications
in various disciplines with information technology support.

Starting from the training goals, sorting out the professional curriculum system,
popular science materials, and products and services of leading companies, and fully
considering the knowledge base and acceptance ability of students, the course content
is set into 4 modules:

History of AI. By introducing the ups and downs of artificial intelligence, students
will understand the changes of various schools of algorithms, the success and failure
experience and lessons of typical applications, and the supportive environment of a new
round of artificial intelligence technology and its impact on human social activities.

AI Principles. By introducing classic intelligent system principles from neural net-
works to expert systems to exhaustive searching, students will explore various tricks
and approaches, for example, a tic-tac-toe game that uses a neural network to mimic the
human player’s strategy. Students will try to teach the game to play tic-tac-toe, and see
how it learns to mimic wrong moves as well as right moves.

MachineLearningAlgorithms. The coursewill introduce basic principles, implemen-
tation, and applications of machine learning algorithms and deep learning algorithms,
including linear regression, logistic regression, decision trees, classification, ensemble
learning, clustering, and k-means, etc. Students will acquire skills in application mod-
eling, algorithm implementation, performance, analysis, and result interpretation. For
example, studentswill be asked to complete a puzzle using several triangles to experience
the application of genetic algorithms.

AIApplication Practice. The course will introduce innovative thinking, AI application
micro-lesson resource, product development concepts and vivid AI application practice
cases in the industry. It will use the Baidu AI platform as an example to introduce the
open services of AI and the calling method of the API interface, so as to expand the
application ideas of AI for students.

The AI liberal education explores the fundamental concepts and algorithms of the
modern artificial intelligence and dives into the ideas that give rise to technologies. The
course uses Python language as the development tool, third-party algorithm libraries,
and Baidu AI development interface as the support environment. The course takes the
scikit-learn library and keras library as the commonAI processingmethods, and calls the
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AI service interface of BaiduAI open platform to quickly implement the application field
practice. Through the practice projects, students get access to the theory behind graph
search algorithms, classification, optimization, and other topics in artificial intelligence
and machine learning as they incorporate them into their own major programs. Table 1
shows the course modules and the corresponding course practices.

Table 1. General AI course content

Course content Course practice

History of AI AI services experiences: AI conversation, intelligent writing, python
multidimensional data processing

AI principles Animal identification, tic-tac-toc analysis, knowledge graph, puzzle,
optimal value of function

Machine learning Advertising forecast, house price forecast, cancer classification, telecom
customer clustering, iris clustering

AI application API service call: face recognition, voice recognition. Text recognition,
natural language processing, Chinese character retrieval

2.3 Teaching Platform

A suitable deep learning platform is not only friendly to beginners and has a relatively
low learning threshold, but also enables students to seamlessly connect with industry
application problems and propose complete solutions. Choosing the right platform for
learning can do more with less.

Domestic mainstream deep learning platforms include Baidu PaddlePaddle, Alibaba
MNN, Tencent TNN, Huawei MindSpore, Xiaomi MACE, Didi DELTA and so on.
Among them, Baidu PaddlePaddle is China’s first open-source, technology-leading, and
fully functional industrial-grade deep learning platform. It not only provides a framework
for deep learning training and inference but also provides a basic model library, end-to-
end development kit, and rich tool components in one, making it the leading domestic
deep learning open source platform.

The course teaching platform is carried out on Baidu AI studio, which is an AI
learning and practical training community for AI learners. The community provides
support for teaching videos, quizzes, discussions, and practical assignment submission
and review, which can assist in both online and offline teaching. To expand the course
teaching that can keep the course novel and active, the AI studio community integrates
an ever-increasing number of AI courses, plenty of deep learning sample projects, and
classical datasets from various fields and other teaching resources [6].

2.4 Course Resources

The focus of each part of the course is different, so the training and assessment of AI
knowledge, ability, and quality should be reflected in different ways. The comprehensive
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online resources strengthen the learning process support and assist in the integration of
online and offline teaching.

Instructional Videos. A total of 700 min of intensive instructional videos have been
recorded to explain the principles and key points of knowledge, or to assist learning with
animations and videos.

Teaching Cases. All chapters are equipped with demonstration and practical cases to
support students in case reproduction, imitation, design, and implementation.

Support Resources. Each chapter has lecture notes, objective test questions, experi-
mental questions, discussion questions, etc., forming a full range of auxiliary teaching
support.

Expanding Resources. Micro-lecture videos and application cases from the AI studio
platform are introduced in the corresponding chapters, which are closely integrated with
cutting-edge applications and can effectively expand course teaching.

3 Building Full-Course Online Resources

The total teaching and experiment hours of the course are 48 h, and students from 10
majors of science, engineering and art classes take the course. Due to a large amount
of content but limited credit hours and students’ weak foundation in mathematics and
programming, effective teaching methods must be explored in order to achieve teaching
effectiveness and reach teaching objectives.

3.1 Use Multimedia to Enhance Theoretical Explanation

Artificial intelligence technology is wide-ranging, and many techniques reflect the
unique and innovative thinking of scientists. Many artificial intelligence algorithms
are derived from computational questions, mathematical thinking, and bionics, etc. The
explanation of knowledge is supplemented by rich multimedia materials, which not only
deepen the visual understanding of knowledge but also make the exploration process of
artificial intelligence full of scientific spirit and humanitarian sentiment. Some AI algo-
rithms are abstract and difficult for students to understand, but through the demonstration
teaching of multimedia materials, we can show the students the principle of algorithms,
inspire them to experience the processing process visually, and help them understand and
master the core of algorithms. For this purpose, a lot of relevant materials, courseware,
and videos are collected and produced.

3.2 Integration of Multiple Platforms for Practice

The goal of liberal education is to make students understand technology for solving
practical problems in their own areas, therefore application practice is an indispensable
training link. The course introduces several practical tools from Baidu better supporting
the students’ education background, so that the course can be developed in all aspects
from theoretical teaching, applied practice to creative design, which solves the problems
of experimental environment for large scale teaching [7].
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AI Studio. A trinity of open data, open source algorithms, and free computing power
in the cloud, providing an efficient learning and development environment for courses,
and helping developers learn and communicate.

Paddlepaddle Open Framework. Formed a set of teaching programs and supporting
platforms and practices for deep learning practice teaching, supporting deep learning
algorithm applications.

EasyDL. Zero-threshold AI development for developers, one-stop support for intelli-
gent annotation, model training, service deployment, and other functions, and support
for rapid visual modeling.

AI Open Services. Driven by product development, a series of special applications for
multiple data types and various industry sectors have been formed to support students
to experience and integrate AI services.

With the support of these multi-level practical environments, demonstrative, verify-
ing and developing type of experiments are designed for thinking, modeling, and practi-
cal developing skills according to the needs of liberal education with a close integration
from shallow to deep, theory and practice.

3.3 Theme-Based Seminars to Expand Capabilities

Although artificial intelligence has become an industry, it is inextricably linked with
its application areas. The course introduces data sets as well as cases from AI studio,
various solutions in developing AI services, and a series of micro-lessons on innovative
thinking andAI applications to expand students’ horizons, combines caseswith seminars
and debates, and develops awareness of applied solutions and innovative approaches.
During the semester, cases such as smart scales, transmission tower bird’s nest recogni-
tion, wearing a mask, workpiece inventory, intelligent recommendation of recipes, and
selection of winner prediction are discussed. The discussion is around the following
questions: What is the nature of a problem? Is it a specific problem? How to get the
dataset? How to solve it with AI methods? How difficult is it to solve the problem?

4 Team Project-Based Course Practice

This is a project-based course. In order to stimulate students’ awareness and interest
in the application of artificial intelligence, and to further discover and understand the
intelligent needs of businesses in various fields, the course provides practical sessions.
The class is divided into teams of 2 to 3 students each. This appropriate team size
does make it easier to determine the exact contribution of each team member. Each
team is free to choose their own specific project. Students learn through the process
from an ambiguous problem description to a running solution through the entire process
of designing and developing and implementing an AI application. The project tasks
included the following:
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Table 2. Project topic sample

Topic Major

Carbon Alloy Microstructure Identification Mechanical Engineering

Fiber Microscopic Image Classification Textiles

Diagnosis based on patient’s respiratory audio spectrum Communication

Interior Decoration Style Identification Industrial Design

Fungal Classification Chemical Engineering

Ethnic Clothing Classification Clothing Design

Online Invigilator Wisdom Eye Business Administration

Selecting Topic. To excavate the application requirements in professional fields or in
learning and life, and determine the topics. To encourage students to discover and design
innovative topics through brainstorming. Table 2 shows that the project topics are closely
related to the students’ majors.

Collecting Data. To obtain and label the data sets. To encourage students to collect and
organize their own data sets related to subject areas or social life in conjunction with
the proposed task requirements, such as data from professional areas, experimental data,
web crawling, etc. If it is a self-built dataset, the project will have extra creative bonus
points.

AI Solutions. To propose specific regression analysis, classification tasks, or clustering
task goals. To encourage students to search for cutting-edge research and application
papers, perform algorithm reproduction and application integration, etc.

Building Models and Performing Training. To use at least 1 of the following
implementation options.

Programming Modeling. To select one or more appropriate machine learning methods
to build models, implement predictions, and evaluate and compare the performance of
different data models.

EasyDL CustomModel. To use EasyDL for model training and publish as API; to write
Python program to call API for model prediction application.

Summarize. To write a brief group paper and make a presentation. Students, when
displaying their projects at the end of the semester, take pride in their accomplishments.
Students responded: “Taking the course of artificial intelligence technology and appli-
cation, we had a deeper understanding of what AI is and how to use AI technologies
through the available platforms and resources. At the same time, we have also mastered
onemore programming language. By using these and awell-built platform,we can easily
use AI to realize our various ideas, which will give us a great help in our professional
studies.”
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5 Conclusion

The course instructors participate in enterprise curriculum training and seminars and dis-
cuss with enterprise experts. The course integrates enterprise teaching, practice environ-
ment case resources, and closely collaborates with industry-education integration. The
university and enterprises collaborate to combine research project experience and enter-
prise education resources to condense teaching content, design and organize teaching
cases, and enhance the teaching ability of the faculty team.

The course has been piloted from a small class to large scale teaching, and has been
made a mandatory course for innovation classes in all disciplines. It expands the field of
basic computer teaching, empowers students with cutting-edge information technology,
and provides support in the field of artificial intelligence. At the same time, students are
encouraged to participate in AI training camps and various competitions. These open
computer competitions provide a space for students to freely expand from creative topic
selection, program design to technology implementation, which provide a challenge
platform for potential students.
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Abstract. This paper analyzes the current situation and problems of data science
and big data technology talents training in local universities. According to the
requirements of new engineering on big data major construction, combined with
the new engineering construction practice of Big data major in Hubei University
of Technology. This paper systematically discusses the construction path of big
data major in local universities from the perspective of new engineering from the
aspects of training goal formulation, curriculum system construction, talent train-
ing mode innovation, deepening of industry-university cooperation mechanism
and improvement of continuous improvement mechanism. In order to provide
ideas and reference for the construction of big data specialty and talent training in
other local universities.

Keywords: Major in Data Science and Big Data Technology · Specialty
construction · The new engineering

1 Introduction

In September 2015, China issued the Platform for Action on Promoting Big Data devel-
opment. The big data strategy has been officially promoted as a national strategy. In order
to meet the talent demand of the national strategic development of emerging industries,
the Ministry of Education has approved about 680 colleges and universities to estab-
lish the major of “Data science and Big Data Technology” (big data for short) since
2016. And the growth spurt. Among them, local universities account for the majority,
reflecting the urgent universal demand for big data professionals for industrial economic
development.

At present, the construction of big data major has entered a stage of rapid devel-
opment. But the talent training model is not mature. The vast majority of colleges and
universities this major has not yet three graduates. Colleges and universities generally
lack understanding of big data [1, 2]. From the perspective of traditional engineering
education, most people simply consider it as the interdisciplinary expansion of statistics
and computer science and technology. In the formulation of talent training programs for
big data majors, the major of computer science and technology or statistics should be
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the main subject. And the subject attributes should be retained. Talent training should be
carried out through simple course expansion. In addition, from the perspective of big data
professional talent training mode, many colleges and universities present unclear talent
training objectives. The training of engineering talents be scientific. Practice focuses on
dogmatic technical training. Lack of more complete and systematic engineering practi-
cal education. Engineering literacy is not high and innovation ability is insufficient. And
lack of integration of industry and education, engineering education and the actual needs
of the industry and enterprises out of line. Complex engineering capacity is obviously
inadequate.

From the perspective of new engineering, the major of big data is not subject ori-
ented, but a new major that meets the development needs of emerging industries. It
is a multidisciplinary integration with data science as the core, computer science and
statistics as the support, and traditional disciplines as the application field [3–6]. As a
local university, Hubei University of Technology attaches great importance to the new
engineering construction of big data major. After the new major was approved by the
Ministry of Education in 2017, pilot classes were established that year. Actively explore
the new engineering development model to adapt to the law of big data professional tal-
ent development. Based on the actual situation of big data major in local universities and
the construction experience of new engineering of big data major in Hubei University of
Technology, this paper explores the construction path and countermeasures of big data
major in local universities from the perspective of new engineering.

2 New Engineering Requirements for Big DataMajor Construction

To active response to the new round of technological revolution and industrial revolution,
to speed up the training emerging field of engineering science and technology talents,
upgrade the traditional engineering major, layout the future strategy and field personnel
training actively, so as to adapt to new technologies, new industries and new forms and
new mode of development of new economic forms, the Ministry of Education officially
launched in 2017, new engineering construction planning [7]. The state encourages the
construction of new disciplines such as “big data, cloud computing, Internet of Things,
artificial intelligence and virtual reality”. Integration of traditional specialty and new
discipline, with new technology, new industry to promote economic development.

Under such demands, as an emerging big data major, we should pursue higher con-
struction standards, take coping with changes and shaping the future as the concept,
and take inheritance and innovation, crossover and integration, coordination and sharing
as the main approaches. Cultivate diversified, innovative and outstanding engineering
talents.

To provide intellectual support for the economic development of new industries.
Therefore, the construction of big data major in local universities should be oriented to
serve the sustainable development of local industry. Design professional content from
the perspective of big data technology application and development. Construct the cur-
riculum teaching system based on the law of students’ ability development. Innovate
teaching methods from the new generation of students’ interests. Cultivate talents from
the application ability and accomplishment of complex big data engineering.
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3 Exploring the Construction Path of Big Data Major
from the Perspective of New Engineering

The big data major of local universities in the new engineering field must first change its
educational concept. We should adhere to the principle of moral cultivation, strengthen
the construction of grassroots organizations, deepen industry-university cooperation,
establish a complete education system, and innovate new modes of personnel training.

3.1 Precise Positioning, Standardized Development of Training Objectives

The establishment of training objectives for big data majors requires extensive research
and listening to the opinions of enterprises, graduates and employers, professional teach-
ers and experts. Through multiple rounds of communication and rationality evaluation,
it is constantly revised and improved until the professional target positioning and target
connotation is finally determined. Professional objective positioning needs to clarify the
basic ability and quality of professional talents, service orientation and talent position-
ing. The connotation of professional objective needs to determine the vocational ability
that graduates should have. Expected career and professional achievements five years
after graduation.

As a local university, the orientation of the training target of big data major should
be consistent with the orientation of the university’s development. Integrating the tradi-
tional advantages of the university, serving the development needs of finance, industry,
agriculture, transportation and other local industries, condenses themajor characteristics
of big data, defines the core competence and accomplishment of graduates, and expects
their career achievements in big data application analysis, big data system development
and other positions.

3.2 Construct a Competence-Oriented Curriculum System

Big data is a professional data, especially the big data as the research object, in order to
obtain knowledge and wisdom from the data as the main purpose, in mathematics, statis-
tics, computer science, visualization and professional knowledge as the theoretical basis,
with data acquisition, preprocessing, data management and data calculation, etc. as the
research content of a discipline professional [2]. The major of Big Data mainly trains big
data application analysts and big data system engineers. Big data application analysts
focus on data processing and model analysis. Big data system engineers focus on big
data system architecture design, platform development, testing and management. Based
on the development requirements of core competence of big data major, goal-guided,
break the disciplinary barriers, reconstruct the knowledge system of big data, and build a
competence-oriented curriculum system of multi-discipline integration. Specifically, the
first step is to build a theoretical curriculum system based on the big data knowledge sys-
tem. The courses include mathematics and Statistics, computer Science and technology,
data processing and systems, model analysis and Presentation, industrial applications
in the field of big data, and big data management and ethics. Refer to the theoretical
curriculum system and Table 1.
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The second step is to systematically plan the training system of practical ability
according to the growth rules of big data talents. From basic practical ability, engineering
practical ability, innovation ability to big data complex engineering practical ability,
reasonable professional practice and comprehensive engineering practice teaching links
are set up. As well as innovation and entrepreneurship courses and practices, as shown
in Fig. 1. So as to form a complete curriculum system oriented by ability.

Table 1. Theoretical course system of big data major

Curriculum group Course name

Mathematical/Statistical theory Advanced Mathematics, Linear Algebra, Probability
theory, Probability and Mathematical Statistics, Applied
Statistics, etc.

Computer Science and Technology Basic programming, data structure and algorithm,
principle of computer composition, operating system,
computer network, software engineering, information
system development technology, etc.

Data processing and systems Parallel computing, distributed system, Hadoop/Spark
development, Database principle, Cloud computing and
Big data platform, distributed database principle, data
collection and preprocessing, Python, Big data security
technology, etc.

Model analysis and presentation Machine learning, deep learning, optimization modeling,
pattern recognition, machine vision, natural language
processing, knowledge representation/reasoning, data
visualization technology, data warehouse and data mining
technology, etc.

Industry application Business intelligence, intelligent finance, public security
big data, intelligent transportation, industrial big data
architecture and application, etc.

Big data management and ethics Big data management and innovation, big data
governance and policy, engineering ethics, etc.

3.3 Deepen Industry-University Cooperation, Build and Improve Practical
Teaching Guarantee System

Deep exploration of new engineering cooperation, cooperative education and various
incentive mechanisms. Build a big data engineering cooperation practice platform,
resource platform and teaching team for high-quality innovative application talents of
new engineering. To ensure the practice teaching system. Based on the training goal of
the hierarchical practical ability of big data engineering, it innovates the incentivemecha-
nism of industry-university cooperation and collaborative education of new engineering,
and actively creates platforms for innovation and entrepreneurship, school-enterprise



Exploration and Practice of Big Data Major Construction 125

cooperation and inter-school alliance. Build a perfect big data course teaching resource
platform, big data engineering training teaching resource platform and big data applica-
tion scientific research innovation resource platform. For students engaged in scientific
research, innovation and entrepreneurship practice, school-enterprise cooperation and
development and other innovative practical ability training to provide sufficient condi-
tions. The combination of “teachers under the enterprise” and the introduction of pro-
fessional and technical personnel in the enterprise. Build a high-quality double-qualified
teacher team to support the cultivation of students’ innovative and practical ability.

Fig. 1. Capacity development chart of big data professionals

3.4 Innovate the Talent Training Model

In order to adapt to the requirements of educational innovation in the Internet era, big data
majors must explore and establish a perfect education system, strengthen course group
and course construction, constantly enrich teaching resources, and introduce information
and intelligent means to reform the teaching mode of theory courses. Through various
innovative mechanisms such as discipline competition, innovation and entrepreneur-
ship practice and industry-university collaboration, the cultivation of practical ability is
strengthened to form a good ecology of big data professional talent cultivation. Some
good measures are as follows:

To build a “three-in-one education” system, to create a practical platform for ideo-
logical and political education, and to deeply integrate ideological and political theory,
professional training and social practice.
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With the reform of engineering education as the starting point, implement the
“output-oriented” curriculum teaching mode and the evaluation mechanism based on
curriculum objectives.

Strengthen the special curriculum group and curriculum reform, strengthen the con-
struction of teaching resources platform and teaching materials, and innovate teaching
methods and means, especially technical practice courses. We should be good at using
the resource platform for teaching, get rid of the dilemma of less practical class hours,
integrate the extracurricular practice of small homework, experiment and comprehen-
sive large homework, systematically train the technology and application ability of class
hours, and create a first-class teaching environment.

Focus on the big data professional complex engineering ability training, build a char-
acteristic level of ability development system, innovation industry-learning cooperation
mechanism, such as the industry project case recurrence, school-enterprise double tuto-
rial system, school-enterprise joint scientific research, enterprise production internship,
employment internship, holiday training, interest groups, etc. Standardize course design,
production practice, professional practice and graduation design processes according to
industry standards.

To build a “whole-course + diversified + hierarchical” discipline competition sys-
tem to promote learning and innovation through competition and projects. Discipline
competitions run throughout the undergraduate study period. Junior students mainly
compete in professional basic subjects. The competition of comprehensive application
and innovative design is the main category for senior students, relying on innovation and
entrepreneurship training projects and scientific research projects at different levels.

Strengthen the training of characteristic innovation and entrepreneurship ability,
establish and improve the curriculum system and management system of innovation
and entrepreneurship education. We will strengthen general education in innovation and
entrepreneurship, actively explore the setting up of cutting-edge courses, comprehensive
courses, problem-oriented courses and interdisciplinary seminar courses, and establish
a support mechanism for innovation and entrepreneurship activities.

3.5 Improve the Continuous Improvement Mechanism

Themajor of Big Data should establish quality standards for all teaching links, including
the revision of training programs, curriculumobjectives and quality evaluation standards.
The development plan is based on a planned extensive survey of graduate quality, and
based on feedback, the development objectives, professional specifications and cur-
riculum are revised. Reached for a main course set up for target of the combination
of quantitative and qualitative evaluation methods, explore the formation of large data
professional core ability evaluation mechanism, to gradually build perfect teaching eval-
uation system and supervision mechanism, and improve the mechanism of continuous
improvement, teaching, evaluation and improvement of closed loop iterative control (as
shown in Fig. 2), effectively promote the teaching quality of ascension. In addition to
the conventional course assessment, on the one hand, the big data application ability
level test mechanism corresponding to the stage-level goals is implemented to com-
prehensively check the achievement of the practical ability course goals; On the other
hand, according to the feedback of enterprises and the ability tracking of graduates,
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the development status of vocational ability of graduates will be continuously moni-
tored. According to the results of monitoring and evaluation, the cause can be traced and
continuous improvement can be made.

Fig. 2. Continuous improvement initiatives

4 Construction Practice of Big Data Major from the Perspective
of New Engineering

The computer science and technology major and the software engineering major of
the School of Computer Science of Hubei University of Technology have successively
passed the China Engineering Education Certification in 2019 and 2020, and have been
successively approved as national first-class professional construction sites. The talent
training model based on engineering education has gradually matured. Since its estab-
lishment in 2017, the big data major has fully absorbed the engineering education reform
experience of these twomajors, and actively explored and practiced the new engineering
talent training model.
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4.1 Specialty Orientation and Training Objectives

Based in Hubei, this major serves the needs of industrial development in Hubei, com-
bined with the school’s application-oriented undergraduate education orientation, based
on computer science and statistics, integrating the advantageous disciplines of engineer-
ing,with industrial big data application as a breakthrough, focusing onmulti-disciplinary
cross-integration, training goodHumanistic quality and professional ethics, solid profes-
sional theoretical knowledge, strong engineering practice ability and innovation ability,
able to propose innovative and optimized solutions to complex engineering problems of
industrial big data, with teamwork ability and international vision, in various Industrial
enterprises are high-quality applied talents engaged in industrial big data technology
development, operation and maintenance management, design and analysis, integration
and testing, support and service.

4.2 Curriculum System

After determining the training objectives of the major, the major further formulated
12 graduation standards that students should reach when they graduate. Then reverse
design based on competence-oriented curriculum system. The system also conforms to
the national quality standards for undergraduate programs and supplementary standards
for engineering education certification for computer majors. The curriculum system of
this major plans courses of different levels of ability. It is also divided into basic practical
ability course, engineering practical ability course, innovative practical ability course and
industrial big data application ability course. Basic practical ability courses refer to pro-
fessional and technical theoretical courses, which are basically consistent with Table 1.
Engineering practical ability course refers to course design and practice training. Inno-
vative practical ability courses include innovative theoretical courses and extracurricular
innovative practical activities. Industrial big data application ability courses are mainly
industrial application courses and comprehensive practical courses.

The curriculum design is based on the curriculum group and adopts the project case-
based practice teachingmode. The duration is twoweeks, including comprehensive prac-
tice of program design, software system development course, big data system develop-
ment course and comprehensive practice of big data analysis. Extracurricular innovation
practice activities have clear form requirements, such as discipline competition, inno-
vation and entrepreneurship projects, enterprise practice, teachers’ scientific research
activities, etc. Also clearly defined innovation practice achievement category and credit
evaluation standard. Industrial Big data application ability courses mainly include char-
acteristic industry application courses, production practice, professional comprehen-
sive design and graduation design. Featured industry application courses include green
industry courses of clean production, low-carbon economy, sustainable development
and circular economy, business intelligence methods and applications, industrial big
data architecture and application, and industrial big data analysis practice.

In order to better develop practical teaching, Hubei University of Technology imple-
ments the system of four semesters a year. In addition to the traditional spring and fall
semesters, there are four weeks in summer and two weeks in winter. Specialized social
practice and professional practice. The lower grades are mainly social practice. The
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upper grades are mainly professional practice. Including practice, competition prepa-
ration, scientific research, innovation and entrepreneurship activities and other forms,
students can choose.

4.3 Comprehensive Professional Reform Measures

The program continues to deepen the reform of engineering education. Always adhere
to the “student-centered” teaching philosophy. Continue to carry out comprehensive
professional reform and practice. Some results have been achieved. The main initiatives
are:

Carry Out the “Output-Oriented” Course Teaching Mode. There are three “sup-
ports” that must be identified before any course begins. The competency objectives of
the course (to be measurable) should reasonably support the graduation requirements
of the program. The course teaching link, teaching content and teaching method should
support the training goal of the course effectively. Curriculum assessment methods and
evaluation standards should be able to support the achievement of curriculum ability
objective evaluation. These three “supports” have logical dependence, which can ensure
that teaching activities are carried out based on curriculum competence objectives.

Focus on theCultivation of CoreCompetence andBuild aGoodCurriculumTeach-
ing System Relying on the Platform of Industry-School Cooperation. This major
has firstly established the Xipuyang Everbright Data practice teaching platform, the
Pocket cloud Big Data Experiment Treasure practice platform of Chinese Academy of
Sciences, and the data Cool customer practice platform. It has built a perfect profes-
sional curriculum and practical teaching platform. Secondly, the Ministry of Education
dawning Big Data Application Innovation Center and Inspur Big Data Supercomputing
Center have been built, which have established a good innovation practice platform.
Finally, the College of Big Data Industry of Hubei University of Technology, the Indus-
trial Big Data Engineering Center of Hubei Small and Medium-sized Enterprises and
the Innovation and entrepreneurship base of Hubei University of Technology students
will be established. Construct the diversified practice ability training mechanism.

Platform Teaching Reform the Teaching Mode of the Course. Relying on industry-
university cooperation, this major has built a perfect course resource platform. Covering
all professional theoretical courses, strengthening course group coordination and reform-
ing course teaching mode. On the one hand, integrate online and offline teaching of
courses to break the time and space constraints of the real world. Effective organization
of faculty, students, curriculum and resources. It has realized the integration of experi-
ment, extracurricular homework and extracurricular comprehensive homework practice
ability training, and the systematization of curriculum group practice ability training. In
addition, the platform course teaching adopts the pass-through design. Students “learn
by doing”, learning experience is good. System rapid automatic evaluation. Teachers
can greatly reduce the workload of correcting, timely assessment of students’ learning
status. Teachers can timely adjust the teaching organization and design, convenient to
do personalized guidance.
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Pay Attention to the Coordinated Development of Ability and Accomplishment,
and Build a Good Education Environment. This professional focus on professional
core ability training at the same time, through actively creating “green on the light of”
volunteer corps social practice platform, fully implementing course education, definitely
require specialized courses focus on communication and communication, teamwork,
active learning, the cultivation of professional ethics and engineering ethics, formed the
perfect socialist core values and the professional education ecology.

The Characteristic Innovation Ability Training Mechanism Has
Been Established. There are 5 credits for innovation and entrepreneurship in this
major. Students can achieve innovative results byparticipating in discipline competitions,
innovation and entrepreneurship practices, teachers’ scientific research, and enterprise
internships. Such as competition awards, patents, soft books, papers, entrepreneurship
and so on. Credit will be assessed according to the type and level of achievement. The
university has a college students innovation and entrepreneurship base. It has set up inno-
vative courses, created a professional team of teachers, regular training and exchange
mechanism, and established a sound innovation and entrepreneurship system.

4.4 Teaching Evaluation and Management

Themajor has established a perfect teaching evaluation system and continuous improve-
ment mechanism. Besides the supervision of teaching operation, teachers’ evaluation,
class attendance evaluation and course quality evaluation, the teaching evaluation mech-
anism has been added. On the one hand, let students self-evaluate the achievement of the
learning effect of the course objectives. On the other hand, social industry evaluation is
introduced. Junior students are required to take part in THE CSP certification of CCF,
while senior students are required to have their professional ability assessed by partner
companies during the internship. Thus, a complete evaluation system has been formed,
which combines quantitative and qualitative courses of this major and the evaluation of
the university and the industry.

The major has clear teaching quality standards, responsibility subjects and guarantee
systems in all teaching links. All evaluation results have a clear mechanism to ensure
the continuous improvement of professional teaching.

5 Conclusion

This paper explores the establishment of a new engineering development paradigm for
big datamajor in local universities by shifting from subject-oriented to industry-demand-
oriented, from specialty segmentation to crossover integration, fromadaptation to service
to support and guidance. By clarifying the ability system of big data professionals and
constructing the curriculum system according to engineering logic, a new mode of cul-
tivating complex engineering ability is explored. Establish and improve the continuous
improvement mechanism of engineering personnel training quality. And promote the
improvement of professional construction level.
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Through five years of exploration and practice, our school has achieved good results
in the construction of new engineering major of big data. According to the employment
and enrollment situation survey of 2020 and 2021, the employment rate of 2020 graduates
is 100%, and the enrollment rate of postgraduate entrance examination is 33%, and
the degree of professional relevance of the job is 95%. Graduates’ satisfaction with
their Alma mater reached 98%. The average salary for new graduates is 6,500 yuan. In
addition, AI and Big Data Innovation Alliance of Universities ranked data science and
Big data technology-relatedmajors of 482 universities nationwide in 2019, and thismajor
ranked 89th. In 2021, this major was approved as the first-class professional construction
point in Hubei Province. At present, we are actively applying for the national first-class
professional construction point.
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Abstract. The basic point of the dimension of legal system is the insti-
tutional factor that restricts the teaching methods of law, and it is also
the institutional basis that determines us to adopt specific teaching meth-
ods. The idea of taking knowledge as the clue in traditional law teaching
does not help to cultivate law students’ ability of “entrepreneurship and
innovation” and character building. We should rely on judicial big data
and take the “task-driven” teaching mode as the main line to create a
“entrepreneurship and innovation” talent training path for law students.

Keywords: Xi Jinping Thought on the Rule of Law ·
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1 Question Raised

Xi Jinping Thought on the Rule of Law represents the latest achievement in adapt-
ing Marxist theories on the rule of law to the Chinese context. It is the theoret-
ical basis and guiding ideology for overall law-based governance, building China
under the rule of law and promoting a strong country under the rule of law. Its core
views include the “eleven insistences”, in which it is emphasized that “building a
rule of law team with both political integrity and ability” is an important guaran-
tee. It reflects that under the background that overall law-based governance has
been raised to the height of national strategy, it must be supported by diversified,
multi-level legal talents with innovation and entrepreneurship ability and charac-
ter. China’s talent team for the rule of law includes legislative, judicial and law
enforcement personnel, legal service personnel, legal experts and overseas-related
legal personnel who engaged in law related work and rule of law in various fields.
Universities that cultivate law students are the main places for exporting talents
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to the rule of law team. Therefore, in order to respond to the needs of the long-
term plan for the training of legal talents and the construction of legal team in
the new era so that to innovate the training mechanism of legal talents, we should
cultivate their critical and innovative legal thinking after teaching the legal profes-
sional knowledge of law students. And to cultivate a reserve of legal talents who are
familiar with the system of socialist rule of law with Chinese characteristics and
with the ideological character of both morality and law, so asto provide strong tal-
ent reserve guarantee for accelerating the construction of a socialist country ruled
by law [1].

Innovation and entrepreneurship education has always been a dominant topic
in pedagogy, that is, through innovation education and entrepreneurship educa-
tion, integrate with professional knowledge and practical skills, which is pay
more attention to the cultivation of students’ innovation consciousness and
entrepreneurship concept, so as to stimulate college students’ innovation and
entrepreneurship education. In the field of legal education, the theoretical com-
petition between legal realism and legal formalism induces legal education to
wander between idealism and realism. On the one hand, legal norms have exten-
sive coverage, which requires legal education to take all kinds of legal concepts
and legal propositions as the logical premise of legal interpretation, so as to
carry out formal logic reasoning to ensure the effectiveness and legitimacy of
interpretation [2]. On the other hand, the rule of law is far from a simple “rule
of rules”, but a complex social system engineering. In view of the fact that social
phenomena cannot limit their environment and conditions, the realization of the
rule of law is inseparable from value judgment and policy considerations [3]. Like
other humanities, law and other humanities cannot effectively verify their con-
clusions under the same conditions as natural disciplines. Which means that the
true meaning of legal education is not only to instill as much legal information
and cultivate students’ general professional practical ability, but also to culti-
vate students’ critical and innovative legal thinking, which must not be satisfied
with the full-trained-skill-only and fixed·thinking of professionals, but should be
based on broader and solid humanistic theory and science [4].

This paper attempts to take Xi Jinping Thought on the Rule of Law as
the theoretical support, relying on judicial big data, to put forward the cur-
riculum concept focusing on improving legal innovation and entrepreneurship
skills. By collecting and extracting judicial big data such as China judicial doc-
ument network, using sand table simulation, promote the “task-driven” teach-
ing mode, to explore the curriculum construction of cultivating law students’
“entrepreneurship and innovation” ability and character shaping, and finally to
create a “entrepreneurship and innovation” demonstration curriculum for law
students in Colleges and universities.

2 Limitations of Existing Legal Education in China

Now the level of legal education in China is complex and diverse, and the starting
at a lower level, which is closely related to the historical mission of legal education
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in the past [5]. Due to the lack of reasonable theoretical and ideological guidance
with Chinese characteristics, legal education tends to be informal, low-end and
even utilitarian. For a long time, we have no clear understanding of what kind of
legal talents to cultivate, but generally organize teaching resources to cultivate
law students based on the cultivation of judicial talents (judges, prosecutors and
lawyers) [6]. However, the diversity, multi-level and innovation of legal talents
that required by the construction of a country ruled by law are far from enough
to rely solely on the construction of the judicial field. The fields of legislation,
administrative law enforcement, legal experts and foreign-related legal talents
all need the excellent law students cultivated by colleges and universities to join
the practice. For the cultivation of diversified and innovative legal talents, the
combination of professional education with “entrepreneurship and innovation”
education for law students is one of the innovative and feasible teaching methods
during undergraduate or graduate education stage.

However, innovation and entrepreneurship education is no longer a new insti-
tutional concept in the construction of legal education in China. But the supply
of relevant education systems in China still stays at the level of institutional
oath, and there is no more substantive breakthrough. Under the existing teach-
ing background, the so-called clinic education, moot court and case teaching
have been promoted and adopted, but the atmosphere of traditional conceptual-
ist jurisprudence and doctrinal jurisprudence is still quite strong. The position-
ing of the existing system is unclear, which makes it difficult to effectively play
the due function of innovation and entrepreneurship education. Moreover, the
existing innovation and entrepreneurship system is difficult to effectively connect
with the existing law student education system and their coordination is poor. In
short, there are the following problems in the “entrepreneurship and innovation”
education of law students in Colleges and universities in China:

2.1 Non-isotropy: The Existing Curriculum System Is Set at Will

As an ideological system, law is only one of the many possible structures of real-
ity. It is not only about the pure rationality of what is justice, but also about
how to realize the practical rationality of justice. The duality of legal education
determines that we should not care for this and lose that in teaching. We should
not only pay attention to imparting legal knowledge through case study, but also
pay attention to examining and refining the logical structure and practical skills
of handling cases through clinical legal education. However, in the actual law
education, the existing curriculum system arrangement in China, which is only
limited to ensuring the integrity of curriculum teaching, does not play its due
function, and there are many deficiencies in the realization of other functions.
Moreover, the response of the current subject system to the cultivation of law stu-
dents’ problem-solving ability is also relatively negative. Throughout the design
of China’s law curriculum system, it is obvious that there is a non-isotropic situ-
ation of “more norms and less innovation”. Firstly, some undergraduate colleges
are more inclined to theoretical teaching, so that practical education is slightly
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weaker than theoretical teaching. Secondly, even though some colleges and uni-
versities have made great efforts to carry out “entrepreneurship and innovation”
education, they still mostly integrate technical education into the innovation
and entrepreneurship education system, that is, the “entrepreneurship and inno-
vation” education courses and professional courses are placed in one category,
resulting in the shrinkage of the scope of teaching content, and the lack of close
connection between “entrepreneurship and innovation” courses and relevant pro-
fessional courses, also the whole curriculum arrangement focusing too much on
the cultivation of College Students’ entrepreneurial ability and ignoring the cul-
tivation of innovative ability [7]. Thirdly, most colleges and universities fail to
incorporate the “entrepreneurship and innovation” curriculum into the discipline
content evaluation, scientific development and talent training system of colleges
and universities, leading to the arrangement of innovation and entrepreneurship
education curriculum is too casual, which can not clarify the teaching purpose
and can not respond to the current situation of the development of the times.

2.2 Ability Worries: Lack of Comprehensive Ability of Teaching
Teachers

Influenced by the teaching concept of traditional doctrinal jurisprudence, most
colleges and universities still carry out training education with reference to the
examination oriented standards. Although some practical factors will be added
in the usual class, such as discussing practical cases, social hot spots and other
issues in a group way to enhance students’ perceptual understanding, they fail
to reflect the more prominent innovative paradigm and meet the requirements
for the training of practical operation ability. On the one hand, the traditional
teaching methods lead college students to still insist on taking classroom notes
in the learning process, and memorize all the knowledge points in the text-
book before the exam, which fail to cultivate the ability of College Students’
autonomous learning, and lack the ability of self-analysis of specific problems.
On the other hand, teachers themselves are not experts in legal practice. In view
of their limited scope and subject in legal practice activities, they can not teach
students the knowledge of legal practice activities, and all legal operation skills
can only be realized through students’ own practical activities. In addition, in
China’s current education and teaching system, colleges and universities lack
due awareness of the importance of innovation and entrepreneurship education,
resulting in the failure to implement various policies and training funds related
to their professional teachers.

2.3 Mechanism Dislocation: Lack of Existing Teaching Quality
Evaluation Mechanism

With the rapid development of the Internet, the world has entered the informa-
tion age. Colleges and universities are also carrying out educational information
reform and applying the information management system to the daily teaching
management (such as educational administration information system, student
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evaluation system, etc.). There is no doubt that most colleges and universities
have a set of teaching evaluation methods for teachers’ teaching. The commonly
used method is that students grade teachers, that is, manage teachers’ teaching
through students’ evaluation. The school uses this set of evaluation methods to
guide and standardize teachers’ teaching, so as to ensure the quality of teaching.
However, teaching evaluation is a better method, but it is by no means the best
method. In fact, external regulation can not have the best method. For one thing,
this evaluation is easy to be manipulated when the number of students is small,
resulting in a great reduction in objectivity [8]. For another, most colleges and
universities have not even established the evaluation mechanism of the practical
teaching quality of “entrepreneurship and innovation” education, nor the mech-
anism of standardizing the assessment contents and giving professional credits.
Some schools indirectly judge students’ learning progress and validity through
incomplete fragmented data such as class average score and pass rate, which is
difficult to achieve real fairness and justice due to limitations and fragmentation
of data collection. Thirdly, it is difficult to index and detail the indicators of
teaching quality assessment, which leads to a greater subjective arbitrariness of
assessment and the evaluation index system needs to be improved.

2.4 Function Overload: The Existing “Mass Entrepreneurship
and Innovation” Platform Is Difficult to Effectively Connect
with the Existing Education Mode

Any new institutional arrangement requires a corresponding process of group
learning and social absorption, the length of which depends on the extent to
which the idea of the education system fits into the established legal tradition
and the extent to which the new institutional arrangement rubs off on the tra-
ditional legal framework. The rejection of “innovation and entrepreneurship” by
traditional legal education is not only in the level of education resources sup-
ply, but also in the difficulty of coordination between education system and other
related education modes. At present, most local universities have built multi-level
practice teaching bases and legal clinics, but these platforms are mostly used to
cultivate students’ cognitive ability and basic operation ability in practice teach-
ing, which is difficult to adapt to the needs of “innovation and entrepreneurship”
education [9]. The realization of the goal of innovation and entrepreneurship edu-
cation in law requires further building a simulation platform, or even a real-world
platform, emphasizing the empirical nature of legal application, thus guarantee-
ing the strength of law students in legal skills development.

2.5 Diminishing Effect: The “Entrepreneurship and Innovation”
Education Is Clearly Profit-Oriented

At present, “innovation and entrepreneurship” education is still in its initial stage
in China, and the over-optimistic attitude towards this topic directly leads to
the reduction of the bidirectional effect on the subject and the target. As for
the main body of “innovation and entrepreneurship” education, some colleges
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and universities simply define “innovation and entrepreneurship” education as
employment guidance for college students, which directly leads to the alienation
of “innovation and entrepreneurship” education at the teaching level, not to
mention its integration into the cultivation system of legal talents. As far as the
target audience of “innovation and entrepreneurship” education is concerned, the
existing utilitarian value orientation of law students binds their vision and takes
for granted that innovation and entrepreneurship education can create better
material wealth, ignoring the role of innovation and entrepreneurship education
on the comprehensive quality and character building of individuals [10]. In other
words, the idea of education only stays at the business level, and the comprehen-
sive training and improvement cannot be carried out from student themselves,
which leads to the diminishing effect of “innovation and entrepreneurship” edu-
cation.

It can be seen that the established institutional arrangement will form a
more closed field, forming a potential exclusion to the new legislation. Because
of this, the field will form its own boundary based on its own logic and necessity,
and the determination of this boundary comes from the confrontation of forces
inside and outside the field, and the interaction of different systems to define
the boundaries of the field [11]. Therefore, there is no a priori answer to the
boundary of the field, but the final determination of the place where the action
of the field stops under the game and confrontation of many parties. Returning
to the educational arrangement of “innovation and entrepreneurship”, whether
it is the regulation of conflict of interest, the cultivation of students’ innovation
and entrepreneurship ability, or even the vocational training and guarantee of
teachers, when these existing relevant provisions are integrated into the existing
legal education field, they will form a conflict with other existing institutional
arrangements. In the field of education, the exclusion of this field will reduce the
demand of the “innovation and entrepreneurship” system. Therefore, with the
rapid development of information technology, the idea of law teaching, which
is centered on the teaching of law-making, will be fundamentally changed. The
design of law courses should be based on the current data-driven trend, update
the concept of traditional legal education, make full use of the advantages of the
era of big data and the advantages of digital resources in Colleges and univer-
sities, change passivity into initiative, teaching into practice, single classroom
teaching into multiple superposition, and professional unification into profes-
sional diversification.

3 Optimization and Countermeasures for Cultivating
“Innovative and Entrepreneurial” Talents of Law
Students Under Xi Jinping’s Thought on Rule of Law

The cultivation of legal talents in China’s legal education has experienced
changes from the science of law, legal system to rule of law, and now the overall
trend is towards professional legal education. At first, the concept of “legal tal-
ents” was put forward in the Fourth Plenary Session of the 18th CPC Central
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Committee, and in the speech of General Secretary Xi Jinping during his inspec-
tion at the China University of Political Science and Law in 2017, who mentioned
that it should shift from academic legal education to professional legal education
required by the rule of law in China. Because the cultivation of talents is closely
related to the background and stage of social development, as well as society’s
demand for talents, Xi Jinping’s thought on the rule of law is to put forward
and specify the direction and goal of cultivating what kind of rule of law talents
China needs nowadays in the context of the times. The ways and methods of law
education are extensive and profound, and there is no completely unified and
perfect only correct method. Therefore, we should follow the direction indicated
by Xi Jinping’s thought on rule of law, combine the characteristics of univer-
sities and teaching resources to teach law students according to their abilities,
and explore and practice various educational innovations [12].

However, how to use big data resources to improve the effectiveness and
efficiency of teaching has become the key point of teaching reform. Whether
law schools can combine judicial big data and innovation and entrepreneurship
projects to cultivate students’ big data thinking and the ability to use judicial big
data for “entrepreneurship and innovation”. This paper intends to design a “three-
step” countermeasure for the optimization of “double-creative” teaching for law
students with the “task-driven” teaching mode as the main line and judicial
big data as the technical support. The so-called “task-driven” teaching refers
to the division of course content into several project tasks, which are clearly
issued before the lecture, and students are integrated into the corresponding
situations by completing the corresponding tasks, in order to enhance students’
independent learning ability and desire for knowledge and exploration, as well
as the spirit of mutual collaboration [13].

3.1 Step1: The Creation of Contextual Modules

In terms of course design, the first consideration should be to set up a scenario
module. The so−called scenario module refers to setting up a virtual simula-
tion case module, choosing current hot issues in law or realistic cases closely
related to cutting−edge theories, with problem-oriented focus, and letting stu-
dents face a realistic situation that needs to be solved. For example, the first trial
task of the mock court, the task of the lawyer writing the indictment, etc. The
scenario−based modules provide the internal driving force for the “entrepreneur-
ship and innovation” education. There are several basic tasks to be completed
during this phase:

1. Firstly, to design teaching programs that focus on the development of knowl-
edge in specialized areas, and to integrate professional knowledge and skills
to achieve linkages and integration between them [14]. A professionally strong
“entrepreneurship and innovation” curriculum that includes not only general
education courses, but also specialized courses [15]. By appropriately increas-
ing the number of online open courses, combining the characteristics and
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difficulties of disciplines and specialties, comprehensively sorting out exist-
ing educational resources, deeply exploring special educational resources and
extraterritorial open class resources, coordinating the allocation of class time
between skills training, adjusting curriculum, legal service programs and sand-
box simulations.

2. Secondly, coordinate various database resources, such as case database and
judgment document database, and use Wolters Kluwer, the magic weapon
of Peking University, ICOURT and other legal retrieval databases to ensure
the authority and professionalism of all cases during the project. As far as
the development stage of rule of law is concerned, the use of judicial big
data is conducive to the realization of student learning as the center and the
strengthening of teacher-student interaction. The introduction of big data
and artificial intelligence into the scientific research and professional teaching
of universities is inevitable for social development. The practical teaching of
law schools should also pay full attention to and make use of judicial big data
and artificial intelligence technology, and incorporate judicial big data mining
and artificial intelligence application into the personnel training plan to meet
the development needs of the times.

3. Thirdly, the effectiveness of research in feeding teaching. In order to enrich
the teaching connotation, teachers need to be encouraged to introduce scien-
tific research results into teaching and integrate scientific research thinking
and spirit into the classroom. It is suggested that courses with close integra-
tion of specialties or involving interdisciplinary aspects of law can be used
as a base point, and the teaching department is encouraged to work as a
team to discuss the curriculum and create a brand of the department’s cur-
riculum. The classroom teaching should be based on real cases, adopting the
paradigm of questioning, discussion, and simulated feedback, allowing stu-
dents to gain their own factual and legal understanding and judgment through
interactive communication, and changing the traditional teaching method of
“chalk·and·talk”.

4. Fourthly, to build a team of “innovation and entrepreneurship” teachers. We
adopt a bidirectional selection method, give full play to the professional refine-
ment of the teachers on campus, explore the externalization of the innovation
and entrepreneurship practice ability of the teachers outside the university,
establish a collaborative education mechanism between universities and enter-
prises, research institutes and regions, etc., so as to build a professional team
of teachers who understand innovation and entrepreneurship. Through high-
quality mentor resources, students can have a deeper understanding of legal
practice and practical institutions, guide them to establish the logic of sur-
vival and entrepreneurship, and improve the effectiveness and participation
of “innovation and entrepreneurship”.

3.2 Step 2: Define the Project Tasks

The core of higher education is to cultivate innovative talents. Innovation is con-
tained in personality. At first, it is manifested in strong interest in knowledge,
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keen critical consciousness, good at putting forward innovative ideas, and com-
pleting entrepreneurial projects with innovative and entrepreneurial practice as
the carrier. By identifying specific project tasks, students gradually cultivate
their critical and rational thinking skills, emphasize their individual passion for
knowledge and place it in a broader perspective, apply the theoretical knowledge
they have learned to practice, and form their own knowledge structure, which
helps to continuously enhance their innovation ability.

In the second stage of shaping, the change from classroom teaching to multi-
ple forms of overlapping teaching can be realized by means of courtroom practical
sandbox simulation. Previous law teaching reforms tried to simulate legal prac-
tice work through role-playing and classroom simulation, striving to enable stu-
dents to experience the atmosphere of legal practice work in the school learning
process. The reform should not only take advantage of simulation, but also real-
ize the hands-on nature of school students’ experience through cooperation with
practice departments or enterprises. Through the parallel training of dual-track
system, the simulation based on deep understanding of knowledge points will
be changed to a practical sandbox simulation of court trial oriented by market
demand, and students will really learn how to be innovative and entrepreneurial
in the legal consulting market by keenly grasping the opportunities of legal con-
sulting market.

In addition, traction should be developed for cooperation with enterprises.
While focusing on direct teaching of school students by word and example, uni-
versities should also collaborate with social resources to provide a good practice
environment for college students to realize their innovative and entrepreneurial
ideas. Attempts can be made to set up relevant platforms or mechanisms for
direct communication between universities and governments and enterprises in
order to achieve the sharing and win-win situation of various resources such
as educational policies, information from all parties and funds and talents. For
example, with the collaborative training between our university and the Internet
Court, we make full use of the data platform of the court and the digital resources
of the university library and the relevant resources of the university experimen-
tal center to analyze and process the judicial big data, forming a dual track of
teaching content with the mastery of legal skills as the core and project planning
oriented to the legal service market demand outside the classroom. By establish-
ing a collaborative cultivation mechanism, we organically combine law classroom
teaching with legal service practice, establish an innovative entrepreneurship
course with exemplary on-campus experience, and realize the improvement of
law students’ innovative and entrepreneurial ability.

3.3 Step 3: Collaborative and Self-directed Learning

In the third stage, we emphasize the construction of “Internet+” and take advan-
tage of the research model of big data. Each technology has a different space,
with the market as the training goal and practical skills as the training target,
focusing on the development of students’ legal skills. The activity design part
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aims to test the completion of project tasks, through which students consoli-
date what they have learned and familiarize themselves with the skills they have
acquired. The teacher can test whether the students are able to apply what they
have learned to their practical work by integrating the roles and performance of
the project team members in the project tasks with the corresponding evaluation
methods and a comprehensive rating for each project member. Therefore, it is
necessary to focus on designing the visualization route of project completion, pay
attention to the visualization presentation after the specialized argumentation,
convey the principle of law and the wisdom of innovation and entrepreneurship
in an intuitive and easy visualization way, and strive to create a new power
point of innovation and entrepreneurship for law students. This part can learn
from the training model of “IRAAC” in American law, i.e. Issue, Rule, Analy-
sis, Application and Conclusion [16,17], and integrate the training objectives of
the existing courses on data retrieval, legal service visualization, writing abil-
ity and legal negotiation skills. The program integrates the objectives of the
existing courses on data retrieval, legal service visualization, writing skills and
legal negotiation skills, and adopts the method of case analysis based on judicial
big data to train the innovation and entrepreneurship ability of law students in
the information age, so that the education of law theory and practice can be
seamlessly connected with the innovation and entrepreneurship of students.

What needs to be warned is that in the field of education which lacks expe-
rience, the foreign education system transplanted through compulsory institu-
tional change does not fully take into account the existing educational environ-
ment in China, and the system transplanted out of the local context falls into
the dilemma of “orange in the south and hedge thorn in the north”. Moreover,
due to the short-sightedness of the system transplantation, some of the educa-
tion concepts and strategies cannot be carried through, lacking the momentum
of sustainable development, resulting in the phenomenon of “chaos when doing,
rigidity when managing” in the process of implementation, making it difficult
to respond to the real demand of legal education and realize effective supply.
Take civil procedure law as an example, the course can be divided into nine
modules based on project tasks, and each module is divided into several project
tasks, which can be increased or decreased accordingly by each faculty according
to their own course implementation plan. Students are divided into 5-6 project
teams and work in groups to complete the project tasks. The following is an
example of the avoidance system in Chap. 5 of the basic system of civil proce-
dure law.
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Table 1. Project task design for Avoidance System

Module example: Avoidance System

Scenario
Assignments

Task 1: master the subjects and reasons of avoidance;
Task 2: avoidance procedure

Teaching
Contents

1. The concept and value of avoidance;
2. The applicable subject of avoidance;
3. Reasons and procedures for avoidance

Teaching
Requirements

1. Be familiar with various laws and regulations on the reasons for avoidance;
2. Understand the relationship between avoidance system and procedural justice

Event Design Activity 1: simulate the civil trial collegial panel activity;
Activity 2: set the reasons for avoidance, and judge whether it should be
avoided and how to avoid it

Visualization
Display Route

1. Software, methods and core vocabulary of legal retrieval;
2. Systematization of appraisal legal evaluation method;
3. Accuracy and artistic of visualization results

Appraisal/
Evaluation
Rules

1. Attendance;
2. Attitude evaluation;
3. Role evaluation;
4. Completion and completeness of legal retrieval;
5. Realization degree of visualization results

Fig. 1. Instructional program design for avoidance system
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4 Conclusion

Based on the scientific nature of law, no matter how much confusion and bewil-
derment there was and is, we should insist that the highest level of legal excel-
lence cultivation is not simple knowledge impartation, nor utilitarian quality
enhancement, but constant character building [18]. As the latest achievement of
socialist theory of rule of law with Chinese characteristics, Xi Jinping’s thought
on rule of law is rich in connotation and complete in system, which provides
ideological guidance and theoretical guidance for promoting the reform of legal
education and cultivating high quality rule of law talents. Cultivating law stu-
dents with the ability and character of “dual innovation” is undoubtedly the
best response to the urgent need of enriching the outstanding rule of law talents
(Fig. 1 and Table 1).

As a long-term strategic plan of the law school, we need to teach not only
legal principles and logic, but also cultivate students’ ability to analyze cases
by applying Xi Jinping’s rule of law thinking under the theme of “Xi Jinping’s
Thought on Rule of Law”. We should also build a “project-driven” innovation
and entrepreneurship education model with the effect of big data platform to
further verify the reliability and operability of theoretical knowledge, cultivate
a large number of legal practice talents, and strengthen the understanding of
theoretical research and practical supporting experience.
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Abstract. Given the lack of experimental teaching platforms and tools for inte-
grated circuit (IC) related courses, this paper conducts research on the construction
and teaching reform of IC series courses, and transforms the scientific research
achievements and academic competition results of Fujian-Taiwan cooperation into
virtual reality experimental cases focused on IC layout and routing. Practice shows
that transforming the results of scientific research and competition into exper-
iments can stimulate students’ enthusiasm for scientific research and academic
competitions in the field of IC, and cultivate students’ abilities to solve prob-
lems of IC routing design. Moreover, the time for achievement transformation is
effectively shortened, and the circular development of scientific research, subject
competition, and teaching is achieved.

Keywords: Integrated circuit layout · Routing algorithms · Virtual reality
experiment · Design rule constraints

1 Introduction

The “Several Policies for Promoting the High-Quality Development of the Integrated
Circuit (IC) Industry and Software Industry in the New Era” issued by the State Council
in 2020 emphasized that the IC industry and the software industry are the core of the
information industry and are the key forces leading a new round of technological rev-
olution and industrial transformation [1]. At present, there is a serious shortage of IC
technology talents in our country [2]. To cultivate IC technical talents, who can design
chips with superior performance and high yield, and master a wealth of theoretical
knowledge, it is also necessary to enrich the experimental and practical experience in
colleges and universities [3, 4].

2 Problems Existing in the Practical Teaching of “EDA Technology”

In response to the demand for IC circuit technology talents, FuzhouUniversity introduces
the “EDA (Electronic Design Automatic) Technology” course in the training plan for
students who major in Computer Science and Technology. Through theoretical learning
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and experimental teaching, it aims to enable students to understand the general steps
and basic methods of analysis and design of the modern hardware system, to realize the
current state of the forefront of IC development, to master basic innovation methods, to
carry out engineering design and implementation, and to have the preliminary capability
to independently develop IT products or systems and technical transformation [5–7]. In
the practice teaching research of the “EDA Technology” course, it is found that there
are the following problems.

2.1 Lack of Layout and Routing Experiments

In the EDA process, the layout and routing are key steps (as shown in Fig. 1), and its
quality has a great impact on the final chip’s good rate [8, 9]. Due to the currentmonopoly
on some mainstream EDA tools on the market and the restriction of the usage of EDA
tools in China, it is increasingly difficult to obtain relevant EDA tools as experimental
tools for teaching. In consequence, the current practical teaching of “EDA Technology”
lacks the key content of IC layout and routing, and student’s understanding of it mostly
stays at the theoretical level.

2.2 Difficulties in Operating Commercial Software

The development of the IC industry is characterized by rapid evolution and measurable
progress. The current commercial software is highly specialized, complicated in oper-
ation, and does not provide data for learning. At present, there are few test circuit data
available in academia, which can hardly satisfy the teaching needs.

2.3 Unaffordable Cost of Experiment

Commercial EDA tools aremostly used in industry due to their high price, while software
functions applied for academia have great limitations and are not suitable for use in
teaching scenes.

2.4 Non-intuitive Experimental Results

For the complex internal structure of IC chips, the wire width is as small as more than
100 nm, and there is a lack of a more intuitive and concise way for students to better
understand the principles of IC routing.

In response to the above problems, this paper starts from the training goal of the
Computer Science andTechnologymajor, focuses on the design of IC routing algorithms,
uses virtual simulation technology, and integrates the scientific research and competition
results of Fujian-Taiwan cooperation to design and develop this experimental project.
The implementation of the project helps students to understand the key principles of
IC routing algorithms with a more concise and clear operation method. To cultivate
students’ abilities to learn autonomously and solve complex engineering problems such
as IC routing, shorten the time for the transformation of high-level scientific research
and competition results, and expand the depth and breadth of experimental teaching
[10, 11].
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System specification design

Functional level description

Functional level simulation

Logic synthesis, optimization, layout and routing

Timing simulation checking

Output gate level net list

ASIC chip casting, PLD device programming, testing

Qualified

Unqualified

Start

End

Fig. 1. The EDA design method flow.

3 Experimental Case Design and Implementation Scheme

Virtual simulation experiment teaching is an important part of the informatization con-
struction of higher education and construction of experimental teaching demonstration
centers [12]. Using virtual simulation technology, the virtual environment can be linked
with objective reality, and an accurate and complete description of the various and com-
plex information of objective reality can be made [13, 14]. It is conducive to further
promoting the deep integration of information technology and higher education, and
accelerating the construction and application of high-quality online education resources
[15].

In 2018 and 2019, the team composed of teachers and students of our college won the
third prize in the International Symposium on Physical Design (ISPD) academic com-
petition for two consecutive years. The competition is organized by the International
Symposium on Physical Design of Integrated Circuits. As of 2020, sixteen competi-
tions have been held. In the competition, Cadence, one of the world’s three major EDA
companies, gave detailed routing propositions for practical problems the industry faced.
Based on industrial circuit test data, it was required to design high-quality detailed rout-
ing results while considering various practical design constraints. The proposition has
attracted many domestic and foreign scholars to carry out research.

This paper intends to transform the achievements of our institute in the above-
mentioned ISPD competitions and the advanced scientific research achievements in
related fields into virtual simulation experimental teaching project, which greatly short-
ens the time for cutting-edge technological achievements to be put into experimental
teaching and narrows the distance between experimental teaching and real engineering
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practice. So that those experiments that can’t do in reality canbe realized inundergraduate
experimental teaching through virtual simulation technology [16].

3.1 Overall Implementation Architecture

The overall implementation architecture of this project is shown in Fig. 2. The project
adopts HTML, CSS, and JavaScript to realize web interaction functions and page design.
The core simulation experimental operation platform adopts Unity3D and 3D simulation
technology to build a 3Dmodel of ICnets and experimental scene, and useC# language to
realize the core routing algorithm. It providesUnity3Dwith event response processing of
experimental operation in the form of a dynamic library and embeds the entire simulation
experimental operation platform into the online web pages with WebGL technology for
students. The background function of the website uses PHP to realize management
and control functions such as user management, experimental data management, and
experimental assessment and evaluation, and at the same time, it performs data storage
and real-time interaction with the MySQL database.

3.2 Experimental Content Design

This experiment concentrates on the content of IC routing algorithmsdesignation, includ-
ing critical knowledge such as the common chip design rule constraints (DRC) in IC
layout and routing, the selection and setting of the IC routing environment, the design
of routing algorithms, and DRCs repair of nets. For the knowledge, several experimen-
tal parts based on students’ autonomous operation, such as pre-experiment theoretical
learning, preview modules, online testing, and net generation, are designed, whose steps
are shown in Fig. 3.

Fig. 2. The project’s overall architecture diagram.
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Fig. 3. The flow chart of the experiment.

The experiment completes the initial routing through the simulated router, which is
simplified from the algorithm proposed in the related research [17–23]. The algorithm
flow is shown in Fig. 4. Specifically, the algorithm selects any pin as the starting point
and utilizes the single-source shortest path faster algorithm (SPFA) to find the shortest
path from the starting point to other pins in turn. Each time the shortest path connecting
a pin is obtained, this path is selected as a subtree of the Steiner tree, and the cost of the
subtree in the routing graph is updated as 0. Then, the algorithm connects other pins.
Repeat the above process until all the pins are connected to form a complete Steiner tree.

Start

Road pin and routing graph data

Randomly choose a pin as the starting point for routing

Randomly select an unconnected pin

Use the SPFA algorithm to find the minimum cost path from the starting point to this pin

Update the cost of the path included in the table as 0 in the routing diagram

Record path result

End

No

Yes

All pins connected?

Fig. 4. The flow chart of the algorithm.
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3.3 Experimental Scene Design

In this case, the scene design is reasonably divided according to the above experimental
parts. The main scenes include theoretical learning before the experiment, preview and
test answers, and net generation. In the form of web pages, the theoretical learning scene
before the experiment mainly displays relevant theoretical knowledge and online videos
of experimental explanations, as shown in Fig. 5.

As shown in Fig. 6, the preview and test answer scene is mainly a basic learning
module set up for the learning of DRCs involved in the routing algorithm, including the
answer page, the related data page, and the answer analysis page. It paves the way for
part of experiments in routing net generation.

Fig. 5. The theoretical learning scene before the experiment.

Fig. 6. The preview and test answer scene.

In the net generation scene, students will use the core algorithm to practice routing
operations, as shown in Fig. 7. It uses Unity3D to design the interactive interface of
routing net parameter setting, net adjustment, constraint information, 3D routing nets,
etc. The front-end interactive data is transferred into the back-end routing algorithm to
calculate the routing results, which are displayed on themodel interactive interface in the
form of 3D nets. The net adjustment interface and constraint information interface are
provided to assist students in repairing net constraints on the model interactive interface.
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3.4 Automatic Assessment and Evaluation System for Experimental Results

The experimental project adopts the evaluation method of process assessment, and com-
prehensively assesses and evaluates the learning effect of students from four aspects:
preview mode, online test, net generation, and experimental report, as shown in Table 1.

For the part of net generation, the system algorithm comprehensively considers
various factors in the student’s experiment process to weigh and obtain the score. These
factors include the difficulty level, the completion time, and the complete accuracy of
the final results of the experiment. The specific calculation standards are as follows.

Fig. 7. The net generation scene.

Table 1. Experiment assessment and evaluation standard

Stage Weight Grading Examination content

Preview mode 15% 20 Single-choice questions, 5
points for each question

The DRC knowledge

Online test 30% 10 multiple-choice questions, 10
points for each question

The DRC knowledge with
higher difficulty

Net generation 30% According to the correctness of
the experimental steps, the
completion degree of the
experiment, the completion time
of the experiment, and other
indicators to evaluate and score

Application of the DRC
knowledge in solving practical
engineering problems

Lab report 25% The results are given based on
comprehensive consideration of
the completeness and innovation
of the lab report

Ability to record and analyze
experimental process

Difficulty Level. Multiply the full score by the difficulty coefficient to get the score. The
difficulty coefficients for “Easy”, “Medium”, and “Difficult” levels are 0.8, 0.9, and 1.0
respectively.
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Completion Time. Multiply the score of difficulty level by the completion time factor.
The factor starts from 1.0 and decreases by 0.1 for every half hour.

Completion Accuracy.Multiply the score of completion timeby the accuracy coefficient
to get the student’s experimental score, denoted as ScoreE. The accuracy coefficient is the
number of constraints repaired by the students divided by the total number of constraints.
The computational formula of ScoreE is as follows:

ScoreE = 30× Cd

(
1.0− Time

0.5
× 0.1

)
× x

N
(1)

where Cd is the difficulty coefficient, Time is the completion time in hours, x is the
number of constraints fixed by the student, and N is the total number of constraints.

4 Experiment Case Implementation

4.1 The Implementation Process of Experimental Case Teaching

As a 4 class hours advanced experiment of the “EDATechnology” course, the experiment
requires students to fully grasp the basic knowledge of the routing process, such as pins,
tracks, vias, etc., to deeply understand theDRCproblemof IC chips.Open online through
virtual simulation, students can access the experimental platform through the Internet
at any time for practical learning and skill training. The proposed experimental project
can be set up with various modes and different levels of difficulty so that students can
arrange experiments according to their knowledge accumulation and interests and their
abilities to actively explore and practice learning independently is cultivated. Therefore,
students can get a better education by their aptitude.

After the students complete all the experimental processes according to the experi-
mental procedure (as shown in Fig. 8), including theoretical learning before the exper-
iment, preview module, online test, and net generation, and submit the experimental
results, the system will automatically give evaluation score according to the difficulty
level, completion time and accuracy. Finally, the online experiment score can be obtained
by weighting the evaluation score with the previous preview part, test part, etc.

In addition, students can complete the experimental report after class and submit
it in the system for teachers to review it online. And the teachers can give the final
experimental score to students by combining the online experimental score and the
experimental report score.

4.2 Implementation Effect

The proposed experimental project is provided to third-year students majoring in Com-
puter Science and Technology. It has been successfully used for 3 semesters, with a total
of 247 students participating. And we analyzed and counted the feedback data of 99
students majoring in computer science, as shown in Table 2. It can be seen that most
students can basically master relevant knowledge through the experiment, andmore than
half of them have developed an interest in in-depth research in the field of EDA during
the experiment.
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Students generally feedback the proposed experiment project can enable them to
master the working principle and basic process of the router and repair the DRC of the
routing net. And the design of experimental parts from simple to difficult, and the design
of experimental content from theory to practice, can enable students to better grasp
knowledge and stimulate their enthusiasm for research. Furter more, the interactive part
of the simulation experiment allows students to fully understand the various violations
of DRC, and practice the process of DRC repair in person so that students can masterly
repair the routing net based on their DRC knowledge (Table 2).

Fig. 8. The process of experiment implementation.

Table 2. Feedback data from students

Rationality of
experimental
content

Divertingness
of the
experimental
format

Satisfaction
with the
experimental
operation
experience

Mastery of the
experimental
knowledge

The degree of
stimulation of
students’
research
interest in the
field of EDA

Num 86 67 25 97 56

Percentage 86.87% 67.68% 25.25% 97.98% 56.57%

The feedback of students can better summarize the new ideas and directions of the
project in the future, effectively stimulate students’ understanding and interest in cutting-
edge disciplines, and stimulate their enthusiasm to participate in domestic and foreign
competitions in the field of EDA.

At the same time, by expanding based on this experiment, this experimental project
has been approved as a first-class course for provincial virtual simulation experiment
teaching in 2021. The experimental teaching team has successfully applied for 1 provin-
cial SRTP (Student Research Training Plan) and won 1 national second prize, 1 school
first prize, and 1 school second prize in subject competitions.
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5 Conclusion

In this paper, by using virtual simulation technology, the advanced scientific research
and competition results of Fujian-Taiwan cooperation are transformed into experimental
content, and the nano-scale IC routing process is designed as experimental interactive
content. In the practice of analyzing and applying the typical DRC, students’ ability to
solve complex engineering problems independently is cultivated. We pay attention to
the organic integration of ideological and political education into the curriculum, and
help students effectively convert their cognition into an understanding of cutting-edge
disciplines.

In the future, it is expected that through the expansion and open use of this experimen-
tal project, students can be inspired to obtain more scientific research and competition
results to give back to teaching, thus realizing a virtuous cycle of scientific research,
discipline competition, and teaching development, and boosting the development of the
current nationally valued “IC” first-level discipline. Therefore, the proposed experimen-
tal project can help to accelerate the construction of the IC industry in China to get out
of the predicament.
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Abstract. The design of course group is an important part of major construction.
The construction of course group should be closely focused on the professional tal-
ent training objectives. The cultivation of talents for artificial intelligence teachers
specialty not only needs to develop students’ ability to solve practical problems by
applying the core technology in the field of artificial intelligence, but also needs
to cultivate their theoretical knowledge, teaching practice and teaching ability
of carrying out intelligent education. This paper analyzes how the programming
course group plays its important supporting role in the process of talent train-
ing. The design method of the programming course group for AI teacher training
is proposed. Besides we introduce the teaching practice and reform plan of the
programming course group for AI teacher training in Capital Normal University.

Keywords: artificial intelligence teacher training program · programming
course group · educational reform · teaching practice

1 Introduction

In recent years, the universities have actively dovetailed with national strategies on
Artificial Intelligence (AI) development. Thoroughly implement the State Council’s
“New Generation of Artificial Intelligence Development Plan” [1] and “Action Plan
for Artificial Intelligence Innovation in University” [2] published by the ministry of
education. Data from the “2020 Artificial Intelligence Talent Training Research Report”
show that there are 367 universities offering AI-oriented majors. The report of the 19th
National Congress clearly proposed that artificial intelligence education should start
from children, and the State Council’s development plan for a new generation of AI also
proposed to set up AI-related courses at the primary and secondary school and gradually
promote programming education. The artificial Intelligence Normal Major cultivates
senior scientific and technological talents and teachers with AI professional quality and
cross-innovation ability. In the teaching of AI normal major, AI programming related
courses require to be dynamic integrated and arranged as a whole. We should clarify the
level of knowledge considering coherence andmake the content rich and uncluttered. The
aim of the reform is to improve students’ comprehension and understanding. Our final
goal is gradually improving students’ problem solving skills, thus fostering innovative
and application-oriented talents.
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2 Design of Course Group

Course group refers to the collection of courses with certain relevance in teaching con-
tent. Such relevance can be a series of bridging courses within the same major, similar
courses offered in different majors with different requirements, and the same courses
offered by different teachers, institutions or majors. A relatively common course group
refers to a coherent set of courses that belong to the same major and have sequential
relationship. Course group is not only the natural unit of resource aggregation, but also
the important foundation to maintain curriculum learning community. The construction
of community helps to make tacit knowledge system explicit and organize individual
knowledge together, which is not only important for the ecological evolution of teaching
resources, but also for the improvement of talent cultivation quality.Under the framework
of professional curriculum system, we can explore the articulation relationship between
courses, equip reasonable teachers for course cluster construction, avoiding duplica-
tion or disconnection of course contents, making knowledge coherent and progressive,
and thus improve teaching quality. Course group plays an important role in aggregating
teaching resources and high quality sharing. It is one of the most important elements
in sustaining the ecological dynamics of the teaching system. In the past year, Capital
Normal University has carried out the construction of course group in the direction of
artificial intelligence teacher training, and has achieved good results. This paper dis-
cusses and summarizes the exploration and practice of the construction of programming
course group.

2.1 The Basic Goal of Course Group Construction

The construction of course group is a part of the specialty construction, and the construc-
tion of course group should be carried out closely focused on professional talent training
objectives [3]. The AI normal major cultivates a new generation of innovative talents in
the field of artificial intelligence. Graduates should master the basic theories, methods
and technologies in the field of artificial intelligence, as well as the ability to apply core
technologies in the field of artificial intelligence to solve practical problems, having
lifelong learning ability and sustainable development capability. At the same time, nor-
mal university students have educational theoretical knowledge, teaching practice and
the ability to carry out intelligent education. Besides, high-level scientific research and
teaching ability is the most important ability for the students and these capabilities will
ultimately provide support for the construction of China’s education, science and tech-
nology, and intelligent society. The construction of course group should serve the goal
of talent training, and should focus on the knowledge reorganization and knowledge
integration of courses, which requires the redesign of teaching contents such as syl-
labus and experimental syllabus of individual courses. In terms of teaching objectives,
the programming course group teaching is to make students proficient in a program-
ming language, familiar with relevant development methods and tools, understanding
object-oriented thinking and familiar with object-oriented programming techniques.
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2.2 Course Group Framework

Artificial intelligence has now become one of the new focal of international competition,
and it has become an inevitable trend for the future development of education to offer
AI-related courses in primary and secondary schools. The gradual promotion of pro-
gramming education and the promotion of AI teacher training has become an inevitable
trend in the future educational development. Cultivation and improvement of program-
ming ability is the key to the quality of AI teacher training majors. Programming courses
have highly practical features [4]. Students are expected to master concepts as well as
practical programming. From the point of view of teaching content, programming course
teaching has the problem of complex content and disconnection between courses, and
some students are easy to gradually lose confidence and interest in the process of learn-
ing. The existing teaching models of this kind of courses rarely reflect and summarize
the differences between the results of previous course assessment. Few analysis and the
achievement of students’ learning objectives are clarified, so lacking of optimize of the
subsequent teaching design and few efforts is to enhance the teaching effect through con-
tinuous improvement. Therefore, the related courses must be integrated and arranged,
and the hierarchical relationship between knowledge and skills must be clarified, so that
the knowledge points are coherent and progressive in teaching procedure. In the gradual
improvement of students practical problem solving ability and improvement of students’
understanding, and then we can train the future teachers with strong professional skills.
In the teaching process, what is the most important is the technical training and abil-
ity training, including the training of students’ practical ability, analysis and problem
solving ability, writing and expression ability, cooperation ability and so on. We should
emphasize the importance of practical teaching and formulate appropriate systematic
teaching plans and training objectives for students. The construction of course group is
conducive to the sharing of teaching resources and the improvement of teaching quality.
Course group is not only the natural unit of resource aggregation, but also an important
basis to maintain the curriculum learning community. Teaching resources can be shared
among courses to avoid repeated construction. The teaching accumulation established
by different courses from their own perspective can be used as reference and expansion
of others. The contribution of teachers and students from different courses can create and
refine some excellent works and improve the quality of teaching. The most important
thing is that the construction of course group can establish a systematic training process.
The training mode from shallow to deep and step by step is conducive to students’ build-
ing of professional identity and the mode can solve the problem of difficult for entry and
slow improvement during the learning process.

Combined with the relevant requirements of the national standard for undergraduate
teaching quality, the core competencies of artificial intelligence teacher training are
summarized and sorted out, integrated into the course group, and the overall framework
of the program course group is designed, as shown in Fig. 1.

The teaching of the programming course group of normal major in artificial intelli-
gence should be carried out to serve the realization of talent training objectives as well as
the programming ability and teacher training skills. The required abilities need to achieve
internal integration and equip the teaching process with the cultivation of ability by cre-
ating a practical platform for students. The programming course group created by the
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Fig. 1. Programming course group framework

Artificial Intelligence Teacher Training Program of Capital Normal University contains
11 courses, namely “Python Programming Experiment”, “C Programming Language”,
“C Programming Experiment”, “Data Structure and Algorithm”, “Data Structure and
Algorithm Experiment”, “Object Oriented Programming”, “Comprehensive Practice of
Object Oriented Programming”, “AlgorithmAnalysis andDesign”, “Principles of Artifi-
cial Intelligence”, “Innovative Education Skills Training”, and “Experimental Teaching
Skills Training”. These courses are all sequential in contentwith varying degrees of inter-
connection, and the major-related courses involve eight instructors. Graduates can work
in the field of basic education in the teaching of technical courses, teachingmanagement,
teaching support, or pursue a master’s degree in a related discipline. Figure 1 shows the
framework of the programming course group for the AI teacher training program.

3 Course Group Construction and Practice

As the source of high-quality teacher training, the core characteristics of teacher training
should be highlighted in the training of normal students under the background of artificial
intelligence. In normal education, artificial intelligence-related knowledge and skills
courses need to be introduced into the training of normal university students, and the
ability of teachers to implement intelligent education needs to be cultivated.

3.1 Course Group Design

Teachers of artificial intelligence courses in primary and secondary schools should keep
active in learning. For example, we should keep abreast of national and regional artificial
intelligence development policies and take the initiative to use network resources to carry
out autonomous learning of artificial intelligence knowledge [5]. In terms of attitude, it
should be recognized that AI courses are an essential information technology foundation
for future education to prepare for future changes. In terms of professional knowledge,
in addition to learning disciplinary professional knowledge, modern teaching methods
should be enriched. The most important thing is to improve practical knowledge through
systematic process as “theoretical learning - practice application - reflection - practice
again”. In terms of professional ability, in addition to constantly improving their own
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teaching ability, more important is to improve teaching research ability and practice.
The teaching objectives for normal university students should be implemented through
appropriate curriculum setting and educational approaches, so all courses and teach-
ing activities should be carefully designed and rationally arranged to form a unified
education and teaching system to ensure the realization of all teaching objectives. The
construction of course group should be carried out around the training goal of artificial
intelligence teachers. AI normal students in capital normal university should meet the
teachers’ professional graduation requirements. The four aspects should be covered as
Practicing teacher ethics, learning to teach, learning to nurture, learning to develop. The
training objectives are broken down into 8 requirements including teacher ethics, edu-
cational sentiment, subject knowledge, teaching ability, class guidance, comprehensive
education, learning to reflect, communication and cooperation, etc., The objectives is
decomposed into 23 graduation requirement index points. The different courses in the
curriculum group have their own responsibilities and focus on the corresponding com-
petencies, but they are closely focused on core professional skills and the development
of teacher excellence ability. We regard the training requirements as a one-dimensional
space, and the courses in the curriculum group as a one-dimensional space. This two-
dimensional space can constitute the design space of the programming class course
group, which make the correlation between the training objectives and the curriculum
responsibilities. The support degree of the curriculum is described for the graduation
requirements with 5 levels of intensity. A support matrix of course group for graduation
requirements is formed, as shown in Table 1.

Programming courses aim to cultivate students’ ability to “abstract” and “design”
programming. Students accumulate rich programming experience and familiar with rele-
vant programming languages, tools and platforms. Solid basic skills and strong practical
ability can be learned to solve problems proactively and to be good at using the knowl-
edge they have learned. In course design, we respect the learning rules, proceed from
the simple to the deep, pay attention to practice, and link each other closely. The spe-
cific settings are shown in Table 2. The maturity of digital teaching resource platform
provides a powerful guarantee for resource sharing. Compared with the large and com-
plete resource library, the teaching resource platform which is related to the major, has
the moderate scale, and has the curriculum internal correlation which is beneficial to
promote the teaching development. In practical teaching application, course group with
certain relevance should become an important carrier of digital teaching resource con-
struction for courses sharing and optimization. In addition, in the construction of the
application platform of digital teaching resources, attention should be paid to the con-
tinuous construction process of resource optimization and dynamic evolution, so as to
fully mobilize the enthusiasm of teachers and students and promote the virtuous cycle
development of shared teaching resources.

3.2 Practical Teaching Methods and Means

The cultivation of artificial intelligence normal university students needs to give con-
sideration to the cultivation of innovation ability and normal university students’ skills.
Programming courses are very important for the development of students’ profession-
alism, and they must be unique in teaching methods and means boldly strengthen on
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Table 2. The curriculum of the programming course group

Course Name Credits Total Hours The Bilingual State

Python Programming Experiment 3 5 3

C Programming Language 3 5 4

Data Structure and Algorithm 3 5 4

Object Oriented Programming 3 5 5

Algorithm Analysis and Design 4 5 4

Principles of Artificial Intelligence 4 5 5

Innovative Education Skills Training 5 4 4

Experimental Teaching Skills Training 4 3 5

experiment and innovativeness. In recent years, we take the opportunity of strengthen-
ing the practice reform of programming course group, and form the teaching method
of combining experiment driven teaching with comprehensive practice. The traditional
practical teaching of programming is generally uniform in its requirements, the content,
the procedure etc., which restricts creative thinking of students with different founda-
tion. We change the previous way, fully use the information platform in the students’
experimental stage, and create an experimental teaching mode supported by a variety
of media teaching resources and interactive learning. On the premise of giving full con-
trol to students’ autonomy and aided by teacher-led learning, a multi-level independent
experimental teaching mode is formed, which fully mobilizes students’ enthusiasm for
programming learning. Firstly, the teachers of each course re-divided the knowledge
points of course and skills mastery, established a system of knowledge points based
on “fragmentation”. Then combined with the actual situation of our students, teach-
ers recorded these “fragmented” knowledge points into practical micro-lesson videos
with emphasis on the progressive relationship between knowledge points for students to
watch and learn repeatedly. We realize online learning across time and space, and at the
same time to prepare for the regularization of the epidemic [6]. In addition, on the basis
of self-made practical micro-lesson videos, high-quality MOOC videos are also intro-
duced to provide comprehensive online teaching resources to meet the learning needs
of students at different levels. In the teaching process, case-based teaching are used
throughout. Heuristic and research-based teaching methods are adopted to pay atten-
tion to cultivating students’ programming innovation ability of independent learning
and independent experiment. Students will improve their ability to organize seminars
and develop good presentation skills through document preparation and comprehen-
sive experiment defense. In terms of teaching methods, we aim to cultivate innovative
and application-oriented teacher-training talents. By breaking the past practice of set-
ting experiments by courses only, we establish a hierarchical experimental and practical
teaching system. By means of “basic skills - comprehensive case –expanded practice”
according to the new requirements of professional training, we comprehensively con-
siderate the requirements of the programming course group for personnel training goals.
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We build a practical teaching platform for students from the unified cases throughout
each class and achieve the ability cultivation goals, as shown in Fig. 2.

Fig. 2. Course competency development objectives

Firstly, basic skills are primary target [7]. This level covers basic programming
knowledge, debugging techniques, syntax, algorithms, and verification experiments. The
main purpose is to strengthen students’ basic experimental skills and theoretical training,
and gradually form the ability to connect with reality, analyze and solve problems, and
lay a foundation for cultivating students’ innovation ability. Secondly, comprehensive
cases are taken as the main clue, and the case backgrounds of all courses are consistent,
so as to reduce repeated understanding of application needs. Students are required to
face simple engineering problems in the form of large assignments, and to complete
the design, development, debugging and testing by themselves. Thirdly, to improve
practice, mainly through the comprehensive practice in extra semester we achieve the
teaching goal. Students are required to provide a practical process of integrated design,
simulated products or scientific research. The extended practical connection places more
emphasis on students’ independent learning by research projects, extracurricular science
and technology innovation activities, and subject competitions, etc. Students choose their
own topics, build their own experimental platforms, design the implementation process,
complete the tests, and finally pass the expert group defense assessment.

3.3 Hierarchical Practice Teaching

Learners use their existing knowledge and cognitive ability to learn new knowledge and
use the new knowledge to build their own system of knowledge and ability. Because
students have different levels of prior knowledge and cognitive abilities, it is impossible
to meet the self-constructed needs of all students if all learners are confronted with no
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differences. 17%of our AI normal students come fromXinjiang or Tibet, and although in
recent years minority students have completed their matriculation in language and basic
subjects at the high school level in the high school class, there is still a big difference
between their learning base and that of students from other places of origin.

The essence of multi-level teaching is to meet the differentiated needs of different
students, which is the concrete embodiment of taking students as the learningmain body.
And that is the basic strategy to achieve effective teaching and efficient learning. Among
them, basic experiments are required to do experiments, focusing on the training of
students’ basic skills. Comprehensive experiment is a part of selective experiment, pay
attention to cultivate students’ ability of comprehensive use of knowledge and problem
solving capability. The extended experiment focuses on cultivating students’ ability of
application innovation and exploration spirit. Basic experiments and comprehensive
experiments are mainly carried out in class exercises. The extended experiment was
carried out in a group way of project team cooperation.

Figure 3 shows the practical teaching content system of program design course group
at 3-level for artificial intelligence normal major. The experiment content of each level
is longitudinally from shallow to deep, from simple to complex. To break through the
boundary barriers of relevant courses horizontally, we aim to cultivate students’ problem-
solving ability and innovative spirit. By carrying out hierarchical teaching, students can
have a solid grasp of basic theories and professional knowledge. At the same time,
students with different foundations can have a sense of gain in the course practice, so as
to stimulate students’ interest in learning and improve their professional skills.

Fig. 3. Hierarchical teaching practice system

4 Teaching Reform of Programming Course Group

Thecourse group construction is an iterative process,whichneeds to explore the improve-
ment of teaching mode and method. Teachers are one of the core elements of teaching
activities. A course cluster teacher group is formed by the course lead teachers, with



Reform and Practice of Programming Courses’ Construction 165

a reasonable mix in terms of education, title and age. Experienced teachers and young
teachers need to form a supportive relationship. The teacher in charge of the course clus-
ter, mainly responsible for the construction and planning of the whole course cluster,
as well as the organization of regular teaching communication. We actively promote
the reform of “MOOC + Flipped class” teaching mode. Firstly, teachers are guided by
the training objectives and take the syllabus as a framework to cut and optimize the
teaching content, dissolve the knowledge content in a number of tasks. Then teachers
develop an implementable independent pre-study task list. Through the analysis of the
platform data, teachers can timely adjust the teaching strategy and personalized coun-
seling for students. Finally, we effectively improve the teaching effect [8, 9] by flipped
classes. Programming language and data structure algorithm classes use online assess-
ment systemwithin the course group, which provides online compiling, linking, running
and discriminating functions. It can provide instant feedback on students’ programming
results and make more scientific and effective evaluation of students’ ability.

The extension of flipped class requires students to work in groups to prototype and
develop a mini-management system. The creation of a mini-management system, which
runs through the different courses but has its own focus of requirements, thus avoiding the
disadvantage of repeatedly understanding and starting from scratch for possibilities of
progressive development. We emphasis on process-oriented examinations and the use of
multidimensional evaluation.We integrate online and offline process evaluation and final
exam evaluation for multi-dimensional assessment thus for evaluation to continuously
teaching design improvement. According to the training objectives, we continuously
improve and optimize the teaching design, and improve the teaching objectives and
assessment as well as evaluation methods. Continuous teaching reform in a closed-loop
mode, thus making the teaching methods more efficient, the teaching contents more rich
and practical, and the teaching schedule more reasonable, thus continuously improving
the students’ professional skills and teaching and research abilities, and prompting them
to become excellent teachers with excellent professional abilities. Continuous teaching
reform in a closed-loopmode, canmake the teachingmethodsmore efficient, the teaching
contents more rich and practical, and the teaching schedule more reasonable. So as to
continuously improve the students’ professional skills as well as teaching and research
abilities to help them to become excellent teachers with excellent professional abilities.

5 Conclusion

Theundergraduate normalmajor of artificial intelligence is an important base for cultivat-
ing high-level teachers with professional qualities of artificial intelligence. The training
process also aims to equip students with the innovative practical ability to use the core
technology of artificial intelligence to solve practical problems. Programming courses
directly determine the quality of professional talents training. This paper introduces
how to realize the course group construction to serve the cultivation goal from three
aspects: course group design, construction and teaching reform. In the following teach-
ing researchwork,wewill further improve the construction of the course group according
to the current accumulated teaching data, strengthen the continuous reform on iterative
updating, further expand the scope of practice, deepen the content of practice, and explore
the laws of the construction of the course group.
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Abstract. The proliferation of Internet-based technologies has resulted in the
availability of new forms of technical assistance for the development of talent.
It does this by making education about innovation and entrepreneurship more
data-driven, which in turn makes it possible for education about innovation and
entrepreneurship to thrive in the modern day. Nevertheless, as the age of big data
has emerged in the last few years, new problems have been presented to the process
of talent nurturing in colleges and universities. Education in innovative business
practices and entrepreneurship in colleges and universities has to be updated to
meet the new standards set by the progression of society, the times, and the stu-
dents’ own personal growth. With this background in mind, the purpose of this
article is to conduct an investigation into the present state of affairs regarding the
building of an education system for innovation and entrepreneurship at colleges
and universities.At addition to this, it explores the connection between big data and
the establishment of an innovation and entrepreneurship education environment in
schools like colleges and universities. It also suggests a roadmap for the establish-
ment of an ecosystem for the teaching of innovation and entrepreneurship at local
colleges and universities based on big data platforms. This serves to encourage
the deep integration of big data technology with innovation and entrepreneurship
education, which gives theoretical reference value for what has been referred to
as the “innovation and entrepreneurship education ecosphere.“

Keywords: Big data · Innovation and entrepreneurship education · Ecosystem ·
Path

1 Introduction

Scientific and technical revolutions have repeatedly shown that they are inevitable to
spark a new educational revolution in human society. We have reached the big data age
as shown by the rising use of science and technology in our daily lives. Examples include:
the Internet, clouds, the Internet of Things, big data, and artificial intelligence. “In today’s
world, information technology innovation is evolving fast,” General SecretaryXi Jinping
said in a congratulations letter to the inaugural Digital China Construction Summit in
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May 2018. Networking and intelligence are advancing at an accelerated pace. Thus,
economic and social progress will be facilitated, and the national governance structure
and ability for governing will be modernized. People’s increasing aspirations for a better
life are being met in this way. “Innovation in information technology is becoming more
crucial”. New educational revolutions are needed to meet the challenges posed by the
technological revolution, and universities must adapt to the new features and demands
of the growth of the big-data age in order to meet these challenges. At the same time,
education and teaching methods need to be further reformed, with an emphasis on
fostering a culture of creativity and entrepreneurship.

This research focuses on enhancing the quality of talent nurturing as the primary
objective of furthering education and teaching reform at colleges and universities. As a
research backdrop, it makes use of education in innovation and entrepreneurship, which
is something that is present throughout the whole of the process of talent nurturing in
colleges and universities. It places an emphasis on the fact that in this age of big data,
when the revolution brought on by information technology significantly alters both the
production methods and lifestyle choices of human civilization. At the same time, it
has proposed new, more stringent aims and conditions for the development of talent
in academic institutions such as colleges and universities. Education in innovation and
entrepreneurship is given more emphasis in educational institutions like colleges and
universities in order to keep up with the progression of the times. New difficulties have
been presented to the process of talent nurturing in colleges and universities as a result
of both the national growth and the personal development of students. As a result, it
is essential to investigate the possibility of creating an innovation and entrepreneurship
ecosystem at educational institutions like colleges and universities by using big data
platforms.

2 Current Situation Analysis

The current situation of innovation and entrepreneurship education in colleges and
universities in the era of big data.

College students are the primary focus of education programs that promote inno-
vation and entrepreneurialism at schools like colleges and universities. Education in
innovation and entrepreneurship has as its primary focus the cultivation of students’
innovative and entrepreneurial consciousness at the collegiate level, the enhancement
of students’ innovative and entrepreneurial abilities, the recognition of the environment
favorable to entrepreneurial endeavors, and the encouragement of students to delve
deeper into their own entrepreneurial practices. To establish a system of education with
the primary objective of developing individuals who are inventive, creative, and practi-
cal. Since the 1990s, colleges in China have been steadily increasing the priority they
place on innovation and entrepreneurship education while also strengthening it. Efforts
have been undertaken to study and design an innovative and entrepreneurial education
systemwith Chinese features in terms of the curriculum system, faculty team, innovation
competition, and entrepreneurial practice. As a result, this has led to some significant
historical successes as well as some practical issues.

A. The innovation and entrepreneurship education systemof colleges and universities
is not landed.
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In this day and age of big data, the educational experiences of students need to be
“personalized” in order for them to be productive. Students have the ability to choose their
instructors, classes, study groups, and any other component of their educational experi-
ence. As a result of this, educational institutions will be required to make modifications
to their existing talent development system. This system encompasses everything from
the management of educational programs to the management of laboratory equipment to
the administration of systems for tracking and evaluating the progress of students. As a
result, “students as the core” need to be the primary emphasis of any modifications. The
teaching of innovation and entrepreneurship at our universities and other educational
institutions is just getting started. It still lacks an overall and comprehensive plan, and it
has a significant lack of expertise when it comes to building students’ independent inno-
vation capacity and cultivating innovative and entrepreneurial elite abilities. In education
for innovation and entrepreneurship, there is a deficiency in the areas of goal formulation,
the development of teams, the design of curricula and the selection of teachers, and the
training of teachers. The management of education must not only improve the overall
planning and resource integration of forces, but it must also construct and improve the
top-level design of the education system for innovation and entrepreneurship as soon as
is practically possible in accordance with the specifics of the local environment. This
must be done in accordance with the specifics of the local environment.

B. The content structure of innovation and entrepreneurship education in colleges
and universities is unreasonable.

The advent of the era of big data means that artificial intelligence will replace more
traditional jobs, and new types of work will also emerge. The instructional content
structure of colleges and universities has to adapt to the ever-changing technological
landscape. There are now innovation and entrepreneurship departments or manage-
ment teams at many colleges and universities, and courses linked to innovation and
entrepreneurship education are being developed or established. Courses are still lacking
in organization and rigor, which is a concern that many students face. College and uni-
versity students who want to learn about entrepreneurship or innovation are limited to
optional courses at certain institutions. In general, college students have a “poor partici-
pation rate” in innovation and entrepreneurship courses because of the courses’ defective
and illogical subject structures. In the meanwhile, many colleges and universities lack
theoretical and practice courses on innovation and entrepreneurship. Entrepreneurial
endeavors undertaken by students are often low-tech, low-success, and short-lived.

C. The teaching staff of innovation and entrepreneurship education in colleges and
universities is not professional.

Artificial intelligence can now accomplish a great deal of previously remembered
information thanks to the advent of big data.While classroom instruction is still necessary
to impart certain information, it no longer has to be done in order to reach high levels of
learning efficiency. As a result, college professors must confront and consider this issue
in the age of big data. Also, how big data may be used to enhance classroom instruction.
For innovation and entrepreneurship education, college teachers must have sufficient
social experience and practical experiencewhile having profound theoretical knowledge.
Even still, according to the present state of the innovation and entrepreneurship faculty
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in China, the majority of professors are still unable to satisfy the educational demands
of students at Chinese colleges and universities.

3 Problem Analysis

The challenge of building a university innovation and entrepreneurship education
ecosystem in the era of big data.

It is critical that our institutions of higher learning, which have their roots in the
People’s Republic, remain committed to their essential mission of “building moral edu-
cation” and to producing socialist builders and successors with Chinese features. The
national big data strategymust always be the foundation for innovation and entrepreneur-
ship education in colleges and universities, improving the capacity for talent training and
serving as a driving force behind the modernization of the country. The first step is to
teach college students about “big data” literacy. Because the technology behind big data
is only going to become more prevalent in the next years, expanding students’ knowl-
edge of big data should become an essential component of curriculum for courses on
innovation and entrepreneurship at schools like colleges and universities. On the one
hand, schools should put more emphasis on introducing, training, and otherwise making
students more experienced in the use of big data. In addition to that, it needs to heighten
students’ knowledge of big data. In addition to this, pupils’ abilities to detect and make
use of large amounts of data should be developed. On the other hand, students’ political
awareness of serving the nation should be raised by education about the hazards, rules,
and ethics of big data, and their civilized rationality of big data life should be improved.
This may be accomplished by teaching students about big data. Step two is making a
concerted effort to locate and cultivate big data specialists. Since 2013, China has been
working hard to put its big data strategy into action in order to keep up with the rising
need for professionals skilled in handling large amounts of data. In 2015, the State Coun-
cil made public the “Action Plan for Promoting Big Data Development,” which they had
previously drafted. A straightforward statement might read as follows: “innovate talent
training mode and develop an excellent multi-level and multi-type big data talent train-
ing system.“ At the second collective study of the Central Political Bureau in 2017, Xi
Jinping said that a “multi-level andmulti-type big data talent team” needed to be created.
Education focused on innovation and entrepreneurship is one of the most essential ways
for schools and institutions to nurture talent in the field of big data. Not only does it
improve the overall structure of the subject that is taught theoretically, but it also offers
essential assistance to the instruction that is given practically. Thirdly, it encourages the
establishment and growth of a big data platform for the teaching of innovative business
practices and startup companies. One of the essential components of the national big data
strategy is an initiative to spread awareness of the field of big data and encourage its use
in educational settings. In addition, the building and development of a big data platform
for the teaching of innovation and entrepreneurship in schools of higher education is just
one component of the expansion of educational use of big data. In addition, if education
in innovation and entrepreneurship is based on the development of big data, then this
will encourage and drive the growth of big data across the whole education system.
Students in colleges and universities are the driving force behind “mass entrepreneur-
ship and innovation.” The vitality of innovation and entrepreneurship among college
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students can only be unleashed via the effective promotion of the development of big
data of innovation and entrepreneurship education in colleges and universities. This is
the only way to push the growth of big data in education, which will in turn drive the
development of big data on a national scale. Contribute to the development of the nation
by contributing to the modernization of the educational system. In order to make the
ideal of bringing prosperity to the nation through education and bringing strength to the
country through education a reality.

4 Countermeasures and Suggestions

The dual-innovation education that is offered at schools of higher learning is the result of
proactive innovation and reform in connection with the progression of the times, which
has a very significant and vital practical importance. In the age of big data, the regional
colleges and institutions that surround us need to likewise keep up with the trends. On
the one hand, make the most of the opportunities that the big data technology provides.
On the other side, there should be an expansion of the optimization route and technique
of the dual innovation education ecosystem. This will better foster the growth of dual
innovation education in the regional colleges and universities.

A. Use big data to achieve the integrated development of dual-creation education
and professional education in local colleges and universities.

To begin, educational institutions in the immediate area, such as colleges and uni-
versities, must to proactively alter the prevalent notion of talent nurturing. Because the
natural mix of college education that emphasizes dual innovation and professional edu-
cation may more effectively foster the growth of colleges and universities within their
own communities. A common understanding is necessary throughout the whole of the
school’s departments. They have to have a profound understanding of the relevance of
integrating education in double innovation with professional education in tertiary insti-
tutions like colleges and universities. Attempts should be made to improve the manner
of dual-innovation education offered at regional colleges and universities, with the pri-
mary emphasis being placed on the practical use of information technology. Encourage
college students’ innovative thinking, creative endeavors, and entrepreneurial spirit by
cultivating these traits in them. Second, educational institutions such as colleges and
universities need to put more effort into the building of a management system for col-
lege dual-innovation education.Using current information technology, actively construct
a system that will merge dual-innovation education and professional education in the
area’s colleges and institutions.

Utilize the system promise to draw on the beneficial resources from all angles and
include the present materials that are of a high grade for instruction. Continue to develop
a method of management that is both scientific and reasonable for double-innovation
education in higher education institutions. At the same time, it is necessary to make
use of information technology in order to construct specialized teaching institutions for
double-innovation education in colleges and universities. Additionally, it is necessary
to organize and put into practice teaching and practice activities of double-innovation
education in local colleges and universities in a manner that is targeted. The arduous
process of double-innovation education at schools of higher learningmay bemade easier
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to manage with the help of advancements in information technology. Because of this,
the double-innovation education offered at colleges and universities will become more
practical. In addition to this, it will effectively encourage the organicmerger of education
in dual innovation and professional education in colleges and universities. In addition
to this, it will further increase the active role that information technology plays in the
growth process of the integration of two different cultures.

In other words, instructional materials should be built better. For this reason, it is
vital to take into account the changing needs of students and construct a curriculum
and instructional strategy that take into account these changes in student learning styles,
cognitive skills, and thinking processes. This can be accomplished by combining the
characteristics of the development of the times with the characteristics of the evolution
of the times. Create educational resources for dual-innovation education that are suitable
for use in the educational environment of nearby colleges and universities. Incorporate
instructional content that emphasizes practical learning into the overall dual-innovation
educational framework. Alter the conventional method of theoretical instruction, which
consists of one-way communication. Change it to a method of interactive practical learn-
ing that is more diverse, multi-level, and multi-perspective, and that establishes the key
position of students. Pay particular attention to representing the technological benefits
of big data, since this is one of them. Allow big data to play a significant role in the
development of the curriculum as well as the instructional approach, so that students
may get increased levels of technological assistance.

B. Build a practical platform for dual-creation education in local colleges and
universities.

At the moment, there is widespread concern across society over the dual-innovation
education that is taking place in colleges and universities. The building of a platform,
the provision of policy direction, and the provision of financial assistance have all been
provided by various levels of government for the dual-innovation education that is being
offered in the regional colleges and universities. At addition to this, the groundwork for
the dual-innovation education in local colleges has been prepared, and favorable circum-
stances have been created. The educational institutions in the surrounding area, such as
colleges and universities, have the opportunity to make the most of these advantageous
circumstances by actively building a functional platform for dual-innovation education.
Establish practice bases of a high grade and high quality for innovation and entrepreneur-
ship among college students, and give additional possibilities for students to learn and
practice in businesses. They are given the opportunity to get expertise in business own-
ership in accordance with the educational principle of dual innovation education that is
practiced in colleges and universities. At the same time, we should make use of infor-
mation technology to construct innovation laboratories in order to provide students the
opportunity to articulate their requirements for innovation and put those requirements
into practice. In order to offer students with knowledge and data pertaining to industries
such as technology and the market, big data technologies should be used. College stu-
dents may expand their worldview and develop their capacity for original thought by
participating in activities that put their practical skills to use.

C. Strengthen the publicity of the dual-creation education policy of colleges and
universities.
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Encourage and fully back initiatives at local institutions to develop dual-innovation
strategies, and do so vigorously. In order to establish a foundation for the advocacy
of public policy, it is essential to make use of the informational and public relations
resources made available by the government. Promote in a proactive manner, using net-
work media and the technology of big data, the social impact and current value that is
produced by the dual-innovation education offered at the regional colleges and universi-
ties. Participate actively in the function of benchmarking, as well as in the exhibition of
representative photos. It is favorable to the establishment of accurate ideological guid-
ance on college students’ innovation and entrepreneurship to provide college students
with direction in the area of innovation and entrepreneurship and to rectify the atti-
tudes of college students in this area. At the beginning of their careers in innovation
and entrepreneurship, it is helpful for college students to develop a healthy sense of
social responsibility and a glorious mission in line with the times. In addition to this,
it will foster a healthy social environment in which innovation and entrepreneurialism
are highly valued across the board in the society. In addition, there should be a stronger
emphasis placed on the building of new educational policies at local colleges as well as
the reform of existing educational policies. The elimination of policy barriers that stand
in the way of innovation and entrepreneurship on the part of college students will be
accomplished through the development of various reward systems. This will allow the
college students’ entrepreneurial activities to be carried out without hiccups, which will,
in turn, lead to an increase in the rate of success that entrepreneurship enjoys.

D. Build an interactive platform for innovation and entrepreneurship.
The activities of innovation and entrepreneurship carried out by students at univer-

sities have to be predicated on interactive collaboration, the incorporation of favorable
resources, and the formation of synergistic effects. The management approach will serve
as the foundation for the development of an interactive platform for fostering innovation
and entrepreneurialism. Creating a social platform that allows for broad communication
and engagement may be accomplished via the deployment of information technology in
conjunction with big data technologies. On this platform, government functional institu-
tions play their leading role, bringing together innovative enterprises, student innovation
projects, university scientific research achievements, venture capital institutions, and uni-
versity student entrepreneurship incubators around local universities. In this context, the
above cooperative and interactive subjects carry out extensive communication under the
guidance of functional departments, fully understand the innovation and entrepreneur-
ship intentions and interests of all parties, through the digital information provided by big
data, understand the market development dynamics, understand social needs, etc., so as
to form various cooperation models on the basis of communication and understanding,
provide data support and technical support, so as to integrate the high-quality resources
of all aspects of society, and give full play to their own resource advantages to promote
the further development of entrepreneurial projects.

E. Vigorously carry out innovative entrepreneurship competition activities.
Innovation and entrepreneurship need to do a good job in social demand survey,

market development research, risk factor assessment, project feasibility investigation,
etc. Therefore, college students need to have more opportunities for practical exercise in
these areas, so that they can summarize their experience and improve their awareness.
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Colleges and universities need to actively organize some innovative entrepreneurship
competitions, encourage and improve students’ participation through policies, guide
college students to find entrepreneurial opportunities, seek innovative directions, and
seek cooperation paths, and provide students with more practical training. In this pro-
cess, the functional institutions of local colleges and universities should actively organize
experts and scholars in this area to set up selection organizations, and comprehensively
select innovative and entrepreneurial projects that adapt to the development of the times,
havemarket development prospects, and are scientific and reasonable from the aspects of
participating projects, development plans, implementation plans, organizational struc-
tures, and forms of cooperation. The nation’s colleges and universities need to provide
significant assistance by providing support in the form of policy support, budgetary sup-
port, resource integration, and operational direction. For college students, educational
institutions like colleges and universities should serve as examples of successful innova-
tion and entrepreneurship. Therefore, we are in a position to galvanize the enterprising
spirit of college students and more effectively encourage the growth of dual-innovation
education at educational institutions like colleges and universities.

5 Path and Policy

Colleges have historically been tasked with the purpose and the social obligation of
producing imaginative persons who are able to adapt and lead the evolution of the
big data age. This responsibility has been passed down from generation to generation.
In addition, the State Council wants to go on with the “Double Innovation” strategy,
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which calls for the growth of high-quality innovation as well as entrepreneurialism. It
is also very vital to make further changes to education and teaching at higher education
institutions like universities and colleges. In order to educate their students in innovation
and entrepreneurship, local colleges and universities need to take the initiative to actively
address current concerns and answer to the difficulties posed by the era of big data.
To maintain one’s relevance in today’s world, it is very necessary to advocate for a
comprehensive revision of the innovation and entrepreneurial talent development system.

A. Guided by educating people, optimize the top-level design of innovation and
entrepreneurship education in local colleges and universities.

Education in innovation and entrepreneurship must constantly adhere to the proper
orientation of teaching people in order for it to be provided at regional colleges and
universities. It views the cultivation of students’ innovative awareness as the main aim,
together with the improvement of their practical skill and the enhancement of their feel-
ing of social duty, and it takes moral education as its point of departure. The top-level
design of education for innovation and entrepreneurship at colleges and universities is
optimized, and “three penetrations” are required of students. To begin, there should be an
increased emphasis on ideological and political education throughout. Even if the age of
big data has made it easier for individuals to interact with one another and work together,
it is still extremely important that ideological and political education be woven into the
curriculumof innovation and entrepreneurship courses taught at schools of higher educa-
tion. Develop in the vast majority of pupils abilities in innovation and entrepreneurship,
as well as firmly held values and convictions, high-minded moral feelings, and healthy
lives. Second, it is essential to make changes to the ways in which education and instruc-
tion are delivered. The age of big data has brought forth new expectations for the devel-
opment of talent in educational institutions like colleges and universities. Education in
innovation and entrepreneurship needs to undergo a more comprehensive overhaul at the
various local institutions and universities. Education about innovation and entrepreneur-
ship has to be included throughout the whole of the educational and instructional process
at schools like colleges and universities. To create a synergy of education on innovation
and entrepreneurship via the articulation of systems, the support of curricula, and the
crossover of systems. Third, the development of innovationmust be coordinated with the
area economy. Nationally, provinces and regions are developing and putting into effect
action plans to help spur entrepreneurialism and innovation in higher education. These
plans aim to offer policy direction, financial assistance, and conducive circumstances
for this kind of education to take place. On the one hand, it encourages the education
of innovation and entrepreneurship that is taught in schools like colleges and universi-
ties to progressively transition from the classroom into practice. It continually improves
the applicability and significance of education, both on campuses and in society as a
whole. In addition, it encourages close collaboration between academic institutions and
private sector businesses. Together we can establish an innovative and entrepreneurial
education platform, share resources for teaching innovation and entrepreneurial skills
and alter educational outcomes. This will help to ensure that our educational system is
both secure and sustainable for future generations.

B. Practice-oriented, optimize the innovation and entrepreneurship education ecosys-
tem of local colleges and universities.
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The age of big data is also the period of an explosion in both information and
knowledge. Both the pace of expansion in knowledge and the rate at which it is lost are
accelerating at a rate that is quicker than in any preceding age. The growth of society and
the march of time will be propelled forward by artificial intelligence. This indicates that
education and instruction in higher education settings, such as colleges and universities,
should not only convey information and skill training to students, but also foster students’
core competency, core literacy, and hard technological exploration. Because of this, it is
vital to consistently enhance the ecological environment of education about innovation
and entrepreneurship at local colleges. Optimize your innovation and entrepreneurship
education’s practice-based curriculum first. In order to ensure that students are receiv-
ing a well-rounded education that emphasizes innovation and entrepreneurship, higher
education institutions should create their curriculums scientifically to meet this need.
Students’ practical skills in theory application, market analysis, project creation, capital
operation, decision-making command, and team communication should be continually
improved via cross-fertilization and mutual promotion of instructional techniques and
approaches. Another benefit is that “dual-innovation” space is encouraged. Collabora-
tive education and an innovation and entrepreneurship incubation system are needed at
local colleges and universities for innovation and entrepreneurship education. Make col-
lege and university campuses incubators, co-working spaces, as well as entrepreneurial
centers for students. Students’ creativity and entrepreneurship will benefit from this,
as well as a management practice platform for the building of collaborative education
mechanisms for academic affairs, academic staff, league committee, scientific research
and employment. But on the other side, this can successfully overcome the challenges
typically experienced by universities’ innovation and entrepreneurship education, such
as a shortage of space and funding and a dearth of projects and instructors.

C. Guided by “innovation”, we will explore the big data application model of
innovation and entrepreneurship education in local colleges and universities.

Education for creativity and entrepreneurship in the age of big data necessitates a
macroscopic perspective of the whole age of big data. When looking at big data and
its technologies from a microscopic point of view, it is more important to enhance
innovation in teaching mode. Big data platforms should be actively built by colleges and
institutions. Big data entrepreneurship scenarios need to be applied more widely and
more quickly, as well as more timely, extensive, and rapid data collection on the current
state of global university student innovation and entrepreneurship are all necessities.
As a result of this, it will be possible to anticipate the future growth of innovation
and entrepreneurship education in higher education institutions throughout the globe,
particularly in the industrialized nations of Europe and the United States. A strong
understanding of innovation and entrepreneurial educationwill be established as a result.
Using big data management information systems for innovation and entrepreneurship
education, universities can measure and control students’ willingness to participate in
innovation and entrepreneurship activities, as well as their adaptability and satisfaction
with innovation and entrepreneurship activities. As a result, it is able to accurately
analyze massive data on the engagement of instructors and students in innovative and
entrepreneurial activities, as well as the rationale of innovation and entrepreneurship
courses, and the practicality of education. All of these approaches aid colleges in keeping
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a close eye on and enforcing timely controls over the education process for innovation
and entrepreneurship.

6 Epilogue

Schools and institutions in the area are benefiting from a large data supply mode, which
is fueled by big data. On the one hand, colleges may use big data to create a vari-
ety of resource banks for fostering innovation and entrepreneurship. Using artificial
intelligence, provide instructors and students with quick and easy access to knowledge.
Universities and colleges, on the other hand, need to better prepare faculty and students
to work with big data. Make sure they are always improving their understanding of
big data and the technology that powers it. Aside from that, you may use it in your
innovation and entrepreneurial activity. In addition to improving instructors’ capacity
to teach big data, this will also boost students’ ability to innovate and start businesses
using big data. Big data technology and innovation and entrepreneurship education can
be better integrated via the use of this technology. This serves as a theoretical model for
a “upgraded” innovation and entrepreneurship education environment.
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Abstract. With the rapid development of China’s online courses and the national
proposal of the task of intelligent education development, how to promote the
deep integration between artificial intelligence and higher education, accelerate
the higher education from digitization and networking to intelligence, improve the
quality of online course construction, and promote the innovation and development
of higher education has become an overall, long-term and strategic issue in the field
of higher education question. As an important carrier of deep integration between
artificial intelligence and higher education, online course knowledge graph is the
core influencing factor of the development of intelligent education. In this paper,
knowledge graph, an intelligent and efficient way of knowledge organization,
is introduced into the teaching of information security introduction course. For
the knowledge of “information security” course, a visual knowledge graph is
constructed, and then the teaching resource platform of the course is formed.

Keywords: Knowledge graph · Intelligent education · Introduction to
information security

1 Introduction

In the era of “Internet plus”, the new generation of information technology represented
by Internet, Internet of things, cloud computing, big data, artificial intelligence and
block chain, promote the development of intelligent education in higher education, pro-
vide impetus and support for educational modernization, and bring opportunities and
challenges to for the development of higher education [1]. Since 2017, the new gen-
eration of artificial intelligence development plan, colleges and universities artificial
intelligence innovation action plan, China modern education modernization 2035 and
other documents have been issued, supporting the development of intelligent education,
promoting the deep integration of artificial intelligence and education, promoting the
reform of learning environment, teaching methods, education management and evalua-
tion [2]. Online learning platform effectively integrates modern information technology,
and has been launched in colleges and universities for daily auxiliary teaching [3].

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
W. Hong and G. Kanaparan (Eds.): ICCSE 2023, CCIS 2024, pp. 178–185, 2024.
https://doi.org/10.1007/978-981-97-0791-1_15

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-97-0791-1_15&domain=pdf
https://doi.org/10.1007/978-981-97-0791-1_15


Construct the Knowledge Graph of Information Security Introduction Course 179

As the most basic unit of talent training system in colleges and universities, cur-
riculum is the core element of specialty and discipline construction [4]. There are many
knowledge points in the information security introduction course, and there are countless
connections among them. After a semester of study, students can basically master all
the knowledge points, but it is difficult to connect them and build them into a whole to
form a complete knowledge system.

Knowledge graph is an intelligent and efficient way of knowledge organization.With
the help of graph theory, statistics, modern information technology and other means, it
can show the core structure of a certain field, the relationship between each node of
the development history and the overall framework in a visual way. With its powerful
semantic processing function and rapid analysis ability, knowledge graph has become an
intelligent search and organization tool that can quickly and accurately obtain informa-
tion resources, and has beenwidely used in finance, public security, telecommunications,
medicine, agriculture, government affairs and other fields [5].

In the field of education, knowledge graph, as a visual representation of the structural
relationship of subject knowledge points, can promote learners’ cognition, understand-
ing, memory and dissemination of knowledge content, and cultivate the application
ability of new knowledge, so as to help them better complete knowledge construction
and thinking training in the information age [6].

2 Construction of Knowledge Graph of Information Security
Introduction Course

2.1 Overview of Knowledge Graph

Kant believes that knowledge and experience in human memory are stored in the form
of graph, and only when new concepts and original knowledge concepts are connected
can they produce meaning [7]. Using knowledge element association can help learners
establish knowledge system, integrate and associate newknowledgewith their own exist-
ing knowledge through systematic learning, practice, reflection and transformation, and
finally internalize them into knowledge system that can be output independently. With
the development of artificial intelligence to the stage of cognitive intelligence, subject
knowledge graph, with its unique semantic relevance, knowledge reasoning and inter-
pretability, is highly consistent with intelligent education, and plays an important role
in the establishment of learner model, online learning platform and intelligent question
answering system.

In 2012, the concept of knowledge graphwas proposed byGoogle [8]. In recent years,
knowledge graph has become a research hotspot in the field of artificial intelligence [9–
11]. According to the differences of knowledge categories, knowledge graph can be
divided into industry knowledge graph and general knowledge graph. The former is
oriented to specific fields, such as educational knowledge graph, medical knowledge
graph, financial knowledge graph, etc. The latter is popular, not oriented to specific
fields, and belongs to encyclopedic knowledge graph, such as Yago, free base, Zhixin,
etc. There is a complementary relationship between the two knowledge graphs. For
example, the former can provide the latter with knowledge in specific fields, expand the
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latter’s knowledge reserves and improve the quality of knowledge. The latter can provide
the former with knowledge of other related fields, improve the knowledge coverage of
the former, and enhance the knowledge service ability. As an industry knowledge graph,
education knowledge graph is the cornerstone of the development of intelligent education
[12].

With the help of education knowledge graph, the link relationship between knowl-
edge can be reconstructed, and the network knowledge architecture of disciplines and
specialties can be formed, which can effectively support flexible, accurate “teaching”
and personality, lifelong “learning”.

2.2 Construction of Knowledge Graph of Introduction to Information Security
Course

The ontology based knowledge graph construction process of “Introduction to informa-
tion security” course mainly includes OWL ontology construction and neo4j knowledge
graph construction. The first part is to build a practical domain ontology of “Introduc-
tion to information security” by using the ontology tool protege; the second part is to
use neo4j graphic database to store the related resources and semantic relations of “In-
troduction to information security” on the basis of the above ontology. Around these
two parts, combined with the construction principles of knowledge graph, this paper
finally constructs the knowledge graph of “Introduction to information security” course
through five stages to form a more perfect domain knowledge graph. Figure 1 is the
specific construction flow chart of the course knowledge graph.

1) Identify domain ontology:Referring to the information security introduction textbook
compiled by Qi’anxin Institute of industry, the authoritative materials such as other
relevant books and other teaching literature are collected. According to the purpose
and demand of constructing the knowledge ontology of the information security
introduction, the scope of ontology research field is determined and the relevant
knowledge and terms are defined.

2) Searching available existing ontologies, that is, investigating the possibility of reusing
existing ontologies Searching available existing ontologies, that is, investigating the
possibility of reusing existing ontologies: At present, the field of introduction to infor-
mation security is not mature, and the standard ontology library can be used directly.
Therefore, building the ontology library of introduction to information security by
hand is chosen.

3) List the important concepts in the field and summarize them: The related resources
of “Introduction to information security” course are collected, and the concepts are
extracted, duplication removed, semantically analyzed and merged to obtain domain
terms.

For example, the extracted digital signature technology, identity recognition
technology, etc. are the application realization of information authentication tech-
nology of information security. These concepts can be summed up as "applica-
tion realization". According to this method, we finally summarize six knowledge
sets: "research subject", "concept", "algorithm and principle", "research object",
"application realization" and "instance".
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Fig. 1. Construction flow chart of the course knowledge graph

4) Define classes and their hierarchical relationships: The knowledge set summarized
in the previous step is defined as “class”, that is, “class” can be understood as con-
taining several knowledge sets with the same characteristics. Starting from the goal
of creating ontology of information security, the appropriate hierarchical relation-
ship is selected on the premise of ensuring logic and practicability. There are two
ways to construct class and hierarchy: top-down and bottom-up [8]. As the ontology
of introduction to information security belongs to the mature field of information
science, and the knowledge system has strong completeness, the top-down model-
ing method is adopted to construct the logical relationship of ontology, that is, first
construct the top-level concept, and then gradually refine it down. The above six
knowledge sets are defined as “research subject”, “concept”, “algorithm and prin-
ciple”, “research object”, “application implementation” and “instance”. And define
the “research subject” class as a subclass of the top class, the remaining five classes
are subclasses of the “research subject” class, and are of the same level relationship;
then establish subclasses under each class, such as “research object” class, establish
three subclasses of “information security technology”, “information authentication
technology”, “information hiding technology”, and create the third level class of
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“digital signature technology” and “identity recognition technology” under the “in-
formation authentication technology”. It represents that “Information authentication
technology” belongs to “research object”, while “digital signature technology” and
“identity recognition technology” are also included in “information authentication
technology”.

5) Define the attributes of the class: The attributes of a class mainly include internal
attributes, external attributes and relationships with other classes. Here, in addition
to the parent-child relationship between classes, there are also a lot of logical rela-
tionships between knowledge points of information security course. According to
the relationship between the concepts of the introduction to information security,
the object attributes used in this paper to describe the internal relationship between
classes are: “whole and part”, “concept definition and description”, “algorithm”,
“implementation”, etc.

6) Defining facets of attributes: Facet refers to the type, number or other characteristics of
an attribute. An attribute may consist of several facets. For example, there are static
and dynamic types of attribute “algorithm”; there are three types, namely “input
variable”, “output value” and “procedure function interface”; other characteristics
include that attributes are private.

7) Add individuals and construct data attributes for each individual: According to the
characteristics of the core knowledge of the introduction to information security,
data attributes such as “concept definition and description”, “algorithm” and “imple-
mentation” are established respectively, and the value field of each data attribute is
defined as “string”. For example, the “information hiding technology” is added to the
“research object” class, and then the data attributes such as “concept definition and
description”, “algorithm” and “implementation” are edited for the individual “infor-
mation hiding technology”. Among them, the specific description content of attribute
“concept definition and description” is: “information hiding, also known as informa-
tion camouflage, is to hide sensitive information by reducing some redundancy of the
carrier, such as spatial redundancy, data redundancy, etc., so as to achieve a special
purpose. Information hiding breaks the thinking category of traditional cryptogra-
phy, and examines information security from a new perspective. Compared with the
traditional encryption, information hiding is more covert. In information hiding, we
can combine these two technologies. First, the secret information is encrypted and
preprocessed, and then the information is hidden. The effect of confidentiality and
imperceptibility of secret information is better. “ The specific description of the algo-
rithm is “LSB algorithm”; the specific description of the implementation is “input,
output, implementation process”.

2.3 Storage of Knowledge Graph of Introduction to Information Security

In this paper, we use the network knowledge base neo4j to store the knowledge graph,
which can not only meet the storage of calculus knowledge, but also achieve the purpose
of high-quality resource sharing by relying on the network. Neo4j is a graph database
based on cypher language. It stores, processes, queries and presents data graphically.
Each node of graph database has a directed edge pointing to the neighbor node, which
makes it possible to traverse to the neighbor node in the case ofO (1) time complexity, and
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the database stores the relationship between nodes separately, which is more conducive
to improve the speed of graph traversal and search speed.

2.4 Realize the Web Front Display Interface

The knowledge graph application system can realize the functions of visualization dis-
play, intelligent search, Knowledge Q & A based on information security knowledge
(Fig. 2).

Fig. 2. Knowledge graph for information security courses

3 Construction of Knowledge Graph of Information Security
Introduction Course

School education should actively promote the intersection and integration of students’
own experience and various information from different channels, and cultivate students’
knowledge creativity [13]. In the process of building knowledge graph of online courses,
we need to establish the awareness of “open sharing of knowledge, collaborative innova-
tion of interdisciplinary science”, and build a knowledge graph at three levels of global,
local and individual [14]. The global knowledge graph involves the knowledge of person-
nel training, including the entities (Concepts) and relationships carried by professional
personnel training programs, and integrates the knowledge elements and relationships
of disciplines, majors, colleges, teachers and industries. Individual knowledge graph
involves students’ knowledge, including the entities (Concepts) and relationships carried
by students’ individual and group characteristics.

As the core level of knowledge graph, local knowledge graph involves curriculum
knowledge, including the entities (Concepts) and relationships carried by specific online
courses. These three knowledge graphs are relatively independent and closely related.
The above relationship is helpful to build and improve the knowledge graph of online
courses by using the third-party knowledge library such as global knowledge graph and
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individual knowledge graph, and realize the “interconnection” knowledge network, pro-
vide a solid guarantee to the sharing of the three knowledge graphs, the co-construction
of multi-party cooperation, the rapidity of organic reorganization of knowledge graph
and the multi-dimensional integration of online course learning space. In addition, the
above relationship helps to reduce the complexity of online course knowledge graph and
improve the focus of online course knowledge graph construction.

Finally, with the help of the multi graph ablation system, we can improve the open,
personalized and accurate education service level of online courses, meet the flexible,
diverse, open, accurate and lifelong personalized education needs, and improve the
integration ability of intelligent, networked, personalized and lifelong education system.

With the help of personnel training knowledge graph and student knowledge graph,
through the above sharing, co construction, rapidity and multi-dimensional, we can
solve the problems of the adaptability of online courses to professional talent training,
students’ all-round development and personality development, and give full play to the
promotion of online course knowledge graph for the deepmastery of knowledge, learning
communication and cooperation, knowledge active construction and effective migration
ability cultivation support.

Through the integration of global, individual knowledge graph and local knowledge
graph, the school’s professional and students’ actual information is incorporated into the
curriculum knowledge graph, so as to improve the integration degree between online
courses and school reality (such as teachers and their objects), avoid the separation of
online courses from the school’s actual learning environment, and build a harmonious
and integrated platform of real space and cyberspace, which promote the construction
of mixed curriculum, promote the identity transformation of teachers from dominator
and instigator to director, helper, organizer and promoter, and enhance the initiative
and innovation of students in the learning process. The continuous improvement of
knowledge quality and reserves of knowledge graph can further optimize the learning
community knowledge, improve the interactive communication and learning collabora-
tion, build the efficiency of knowledge, and promote the construction of collaborative
learning environment.

4 Conclusion

This paper discusses how to organically connect the knowledge points of the introduction
to information security in the form of knowledge graph, and describes the specific steps
of constructing the knowledge graph of the introduction to information security. In
the teaching process, teachers can guide students to use the knowledge graph of the
introduction to information security for efficient learning, so that students can understand
the overall framework of the introduction to information security and know the origin
of the knowledge points. In addition, through the combination of knowledge graph
and big data machine learning, the goal of sharing high-quality educational resources
is expected to better realize the use of knowledge graph of network knowledge base,
which can help students acquire knowledge more efficiently, and help students carry out
targeted learning through personalized learning recommendation.
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Through the construction of the knowledge graph of online courses in Colleges
and universities, we can form a knowledge architecture based on semantic network,
consolidate the infrastructure for the development of intelligent education, support open,
personalized and accurate education services, and provide solid support and reliable
guarantee for the development of intelligent education.
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Abstract. One of the key factor in teaching data science and machine learning is
the well-prepared dataset. Although there are some well-known datasets, such as
the MNIST, Fashion MNIST and ImageNet dataset are already used in teaching.
To inspire students to learn more actively, it needs the instructors to design new
experimental tasks and build dataset with the participation of the students. In this
paper, we introduce our live examples to design experiments with hand-crafted
dataset, crawling-base data, and live generated IoT data.

Keywords: Data Science · Machine Learning · Dataset · Performance evaluation

1 Introduction

1.1 Data Processing

Data science is the practice of using data to try to understand and solve real-world
problems [1–4]. The concept of data science was put forward earlier in the last century.
In the early stage, it has been in a tepid state due to the lack of data size, programming
language, practical software tools, and the support of data analysis methodology.

In the 1980s, the advancement of data mining methods made the development of
data science enter a new stage. Entering the 21st century, the field of data science has
finally flourished due to the emergence of the ubiquity of Internet connection and mobile
Internet, which has led to a sharp increase in the amount of data available. At the same
time, with the fast cost reducing in the computing hardware and storage, organizations
and enterprises are collecting and storing more data than ever before.

At the same time, in the aspect of the data analysis methodology, there have been
breakthroughs in machine learning [5]. Machine learning techniques, especially deep
learning [6, 7] have proven to be an efficient way to identify data patterns in practice.
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Fig. 1. Data processing steps

Machine learning technologies such as deep learning have a profound impact on the data
science and technology industry. In deep learning, as more and more data are input into
the Deep Neural Network, the effectiveness of deep learning has improved significantly.

As shown in Fig. 1, data science is flourish and has developed into a relatively
comprehensive area. The common steps from data preparation, data management, data
visualization and data analysis, a complete set of scientific and technological systems
has been developed.

Since 2015, the course teaching group (CTG) has launched three courses about Big
data andMachineLearning for teaching and training students in data science andmachine
learning. The main challenge in courses is the practice process and experiments design
after theory learning. Hereafter we will introduce the principle and operation details
about the dataset and experiments design in our courses.

1.2 Dataset

Dataset Used in DSML
Dataset is the key element in teaching data science and machine learning (DSML).Well-
prepared dataset helps students to learn Machine learning Tasks and inspire themselves
to explore the dataset space and to model the dataset with machine learning toolboxes.
Although there are some well-known datasets, such as the MNIST [2], Fashion MNIST
[1] and ImageNet [3] dataset already used in teaching. These datasets usually are used
for toy examples or research purpose without the focus of real problems.

The need to use real data to inspire student to explore the technology frontier more
actively requires the instructors to design brand-new course related experimental tasks
and build their dataset with themselves, e.g., students participate in the data preparation
stage.

In this paper, we introduce our three live examples to design experiments with hand-
crafted dataset, crawler base data, and live generated IoT data. Our method shows with
participation of student in dataset design, it helps students to learn more actively and
more creatively which is helpful in improving the learning experience.

2 Experiment Dataset and Task Design

As the teaching goal in mind, we design three experimental tasks and the preparation
of three different kinds of experimental dataset for teaching data science and machine
learning.

The three kinds of datasets are introduced as follows:

(1) dataset for intelligent voice control task;
(2) dataset for helmet detect task;
(3) dataset for stock prices prediction task.
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3 Intelligent Voice Control Experiment

Dataset for Intelligent Voice Control
This dataset is designed from real scenario with intelligent voice control devices. The
intelligent voice-controlled devices are more andmore popular as IoT gateway in Smart-
House in recently years. The typical representative cases are Apple Home (with Siri),
Amazon Echo (with Alexa), Xiaomi MI etc.

A set of typical voice directives in a well-designed intelligent voice-controlled
devices are shown in Table 1. There are 24 directives includes the command to operate
the device such as take phone call and play music in the Table.

Table 1. 24 Voice directives for device control.

Handcrafted Data Description
We have collected about 400 students’ voice note data. Each student recorded his or her
voices with their mobile phone or laptop. Each student contributes the 24 directives’
speech note. These data are voluntarily uploaded by students with privacy confirmed
notice.

As speech notemay leak some personal identification information,we anonymize the
data by converting raw voices into spectrogram as shown in Fig. 2. This also includes the
data preprocessing, as the raw data has several different formats. It takes time to handle
different file formats, which is harmful for learn experience.

After the above data preprocessing, there are 2469 spectrogram pictures in dataset
in total.
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Fig. 2. Partial spectrogram dataset in intelligent voice control experiment.

Data Augmentation
Data augmentation is the common method used to expand the dataset larger in size,
which is helpful to fight overfitting in the training process. The concrete approaches in
data augmentation include adding random noise in images, random transformation such
as image rotation, flipping, zooming etc. In the end, the size of dataset is multiplied with
the factor of 6–8. The final results of data augmentation are shown in Fig. 3.

Intelligence Voice Control Task Design
Task design:

(1) Classification into 24 categories;
(2) F1-Score as metrics.

F1 = precision · recall
precision + recall

(1)

4 Helmet Detection Experiment

Helmet Dataset
The size of helmet dataset is 806 in total. Helmet Dataset includes three categories of
photos. One is collected by taking photo by course group, the second is crawled in
Internet, and the third is the pure photos of 7 brands. The different categories of pictures
are stored in different directories as shown in Fig. 4.
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Fig. 3. Data augmentation with different methods.

Hand crafted: 216 photos, 72 students in class, each student wears a helmet and
contribute the three photos: Front photo, Side-view photo and back-view photo. It is
regular dataset with good definitions.

Collected Data: 200 photos with helmet wearied. With diversity of angles, colors
and persons, and picture formats (*.jpg or *.png). Such dataset usually is not very in
pixel level resolution.

Helmet only data: 390 with different sizes, seven brands of helmets. It is regular
dataset with good definitions.

Fig. 4. Three kinds of data in helmet photo dataset.
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Helmet Detection Task Design
As referred in Stanford HAI AI index report [13], TensorFlow2 remained by far the
most popular open-source AI software library in 2021, which was followed by Keras,
PyTorch and Scikit-learn. For this reason, TensorFlow2 is chosen as deep learning stack
in our experiment tasks.

Fig. 5. Experimental environment with TensorFlow software stack.

Experimental Task Goal:
Detect the Objects in photos to find the person wear helmet or not.

(1) Step1. Preparation: Labeling the photo in train dataset, and train deep learningmodel.
Install the requirement software and python library, the dependency in show in Fig. 5.

(2) Task steps:
There are totally 6 steps in processing the data and train the deep learning model

after the preparation.

Step 2. Convert: Convert the label_map and raw photos into TFRecord format for
using in TensorFlow.

Step 3. Model Training: data input into training pipeline and save the checkpoint
regularly.

Step 4. Model Evaluate: Using TensorBoard to visualize the training result.
Step 5. Model Export: frozen the model file when the accuracy reach requirement.
Step 6. Model Detect: Using test data to test object detection results.
Figure 5 shows the detection results of helmets and human in heading helmet from

a student’s task (Fig. 6).
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Fig. 6. Detected objects in learning results.

5 Stock Prices Prediction Experiment

Dataset for Stock Mid-Price Movement Prediction
As liquidity plays a vital role in the financial markets, the predicting of limit order book
(LOB) by mining micro-structure of high frequency trading (HTF) is often considered
a crucial task. LOB is a form of record listing all outstanding limit orders maintained
by the exchange, which provides information on available limit order prices and their
volumes. Based on these quantities, we provide a limit order book mid-price movement
prediction (LOBMMP) dataset for empirical study on stock market as part of quant
trading teaching courses.

Data Preparation

(1) Data gathering
To collect a more representative dataset on China stock market, we sampled 10

securities’ data of 4 months’ trading record (79 trading days in total) with Level-
2 stock quote from both Shanghai Stock Exchange and Shenzhen Stock Exchange.
The data then has been divided by continuous trading window, meaning the morning
data(from 9:30am to 11:30 am) and afternoon data (from 1:00pm to 3:00pm). The
daily data is stored in separated csv files and named with the form of ‘snapshot_sym
< xx > _date < yy > _am/pm.csv’, containing all 1521 csv files in total, as shown
in Fig. 7.
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(2) Feature enginering
In the dataset mentioned above, each row of data tables contains 31 attributes

in different columns, 26 of which are features of snapshot data, with three types of
information in LOB, as shown in Table 2.

For the purpose of avoiding information leaking, wemasked the symbol name of
security and exact trading day, keeping a sequential number as distinction. To further
de-identify the symbol and standardize the price, we extract the split-adjusted factor
of each security in all trading days and recalibrate their split-adjusted closing price.
Next, we normalize all price data (ask/bid/mid/close) into movement ratio respect to
adjusted closing price of previous trading day. For example, if the adjusted closing
price of previous day was 50 and now best bid price was 50.05, it will be processed
as 0.001 and 49.95 as -0.001.

(3) Data labeling
Last five columns of data provide prediction label, showing the different move-

ment direction of mid-price in different time window. All though there are various
types of weighted mid-price definition, we take the most succinct way to calculate
by (ask1 + bid1)/ 2. The mid-price varied with ask and bid price is shown in Fig. 8.

Fig. 7. Daily trade data of 10 stocks.
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Table 2. List of provided features

Type Feature Description

basic date No. of trading date, from 0 to 78

time Time of snapshot

sym No. of security, from 0 to 9

price Mid-price Mid-price of this snapshot

close Latest closing price

ask1–5 The first to fifth best ask price in LOB

bid1–5 The first to fifth best bid price in LOB

volume asize1–5 The volume of first to fifth best bid price in LOB

bsize1–5 The volume of first to fifth best bid price in LOB

amount daily cumulative trading volume

Fig. 8. The mid-price of bid and ask.

In order to better capture the movement momentum of the continuously changing
stock price, we define the movement direction with ϕ(x), and label with -1 for move
down, 1 for move up, 0 for stationary.

ϕ(x) =
⎧
⎨

⎩

−1, if x < −α

0, if |x| ≤ α

1, if x > α

(2)

As volatility tends to grow larger with longer time window, we take α = 0.05%
when predicting movement on 5-tick and 10-tick time windows, and α = 0.1% with 20,
40 and 60-tick time windows.
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Stock Mid-Price Movement Prediction Task Design
This experiment was designed to help students with an empirical study on high fre-

quency stock trading with data exploration. The key-point was encouraging student with
feather engineering and model selection by enhancing their domain-specific knowledge.

Task steps:

(1) Understand the task;
(2) Exploratory Data Analysis;
(3) Data check with Python pandas;
(4) Trending predication with SVM (Supported Vector machine);
(5) Trending predicting with DNN (Deep Neural network).

The task benchmark metric is F-score within the test set. As in practical HFT (high-
frequency trading) algorithm, the precision usually takesmore important role than recall,
for this reason we choose F-0.5 score as final result.

Fβ =
(
1 + β2

)
· precision · recall
β2 · precision + recall

(3)

6 Live Generated IoT Data

IoT Datasets
Most IoT device equipped with sensors including temperate, humidity, PM2.5 and light
sensor etc. with fast and constantly connectivity, sensor data can be upload into the
database in cloud and for further analytic use.

Our experiment uses raspberry Pi as the IoT devices and use DHT11 temperature
sensors (Fig. 9).

Fig. 9. Temperature data acquisition.

IoT Data Visualization Task Design:
This experiment helps students to understand the principle of IoT system and implement
a simple IOT system.

Experimental process:

– Step 1. Use Raspberry Pi to collect the temperature and humidity data, which are
obtained by DHT11 sensor;

– Step 2. Upload it to the server of Influxdb through wireless network;
– Step 3. Configure UI to view the data in the web side.

Experimental results:
The graph of data visualizing shows the real-time temperature and humidity on the

web side of the server in the experimental scene.
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7 Conclusion

In this paper, we introduce spectrogram data, helmet pictures, stock prices and IoT tasks
to design experiments with hand-crafted dataset, crawler base data, and live generated
IoT data. All these experiments are designed and made it possible by course teaching
group, and are used to teach and train students in Data Science and Machine Learning
within three real courses launched by CTG since 2015. The main contribution is let
students to take part in the design of dataset generating, cleaning, and to targeted real
problems in DSML domain, which inspires the students to learn more actively and have
better learning experiences in mastering the knowledge of Data Science and Machine
Learning.
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Abstract. The computer fundamentals course is an important course aiming at
cultivating students’ computational thinking. In order to improve the course teach-
ing effects, combined PBL, which is an effective instructional approach that can
help students to acquire knowledge and to master skills, was employed from
2021’s spring semester to 2023’s spring semester. The role of the teacher has
changed from indoctrinator to facilitator. The learning model has shifted from
being teacher-centered to a student-centered approach. Teachers carefully pre-
pared various problems, applied new teaching pattern throughout the whole teach-
ing process and gathered students’ reflections. Through these reflections, this
model’s teaching effectiveness was verified. On the basis of problem solving,
the ability of computational thinking and collaborative learning of students was
improved. Furthermore, the conclusion summarizes the main ideas, and further
work perspectives.

Keywords: Problem-based learning · Computer fundamental course ·
Computational thinking · Collaborative learning

1 Introduction

With the development of new technology trends, such as information technology, com-
munication technology, operation technology, internet of things, and artificial intelli-
gence, the age of Industry 4.0 has arrived. It is changing, at a deep level, people’s way
of working, living, communicating and learning. As a result, computer fundamentals
courses are facing many challenges related to teaching content, teaching method, and
teaching with technology. Moreover, traditional teaching content and teaching methods
cannot meet the needs of the new era. In fact, the teaching content needs to change from
software operations to computational thinking. It should heighten students’ computa-
tional thinking abilities to thinking like computer scientists, improve computer literacy,
and provide students with professional knowledge and professional ability [1]. The
learning effectivity of traditional teacher-centered teaching methods is not efficient and
cannot achieve the goal of raising students’ computational thinking awareness.

Problem based learning (PBL) is an instructional design principle that describes a
learning scenariowhere students are engaged in solvingmeaningful real-world problems.
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This process is generally divided into three stages: the problem analysis phase, learning
knowledge andproblem-solvingphase, and reporting phase [2].During the problemanal-
ysis phase, teachers interact with students, and together, they identify tasks to be accom-
plished, and lay down solutions that contribute to solving problems through acquiring
new knowledge or applying existing knowledge. Regarding the stage of learning knowl-
edge and problem solving, students learn with problems to be solved in mind. Therefore,
students acquire knowledge on an individual basis or from peers through small-group
discussions. In the reporting phase, students consolidate their learning through reflective
writing.

PBL is consistent with constructivist learning theory. Problems provide a setting for
students to build constructive knowledge and acquire problem-solving abilities. Also,
PBL allow students to develop critical thinking and communication skills. Therefore,
under PBL, students can actively participate, experience deeply, and establish their own
learning methods for knowledge acquisition and understanding throughout the process.
PBL is motivational, supports students’ socialization, thinking, and self-regulation skills
[3].

The flipped classroom was first used by Jonathan Bergmann and Aaron Sams, who
were high school chemistry teachers fromColorado in 2006 [4]. In the flipped classroom
method, the lecture happens out of class, while the practical application assignments,
formerly known as homework, take place in the classroom [4]. The studies on the flipped
classroom indicate that flipped classroom has a positive impact on students’ learning and
retention [5] and can improve students’ critical thinking skills [6].

Collaborative learning is a form of group learning inwhich groups are formed around
a central topic. As a result, group members exchange their experiences and opinions,
discuss problems, request from each other a piece of advice, discuss with each other,
help each other, construct knowledge together, and jointly accomplish learning goals.
Collaborative learning is regarded as “suggesting a way of dealing with people which
respects and highlights individual group members’ abilities and contributions” [7].

In this paper, the authors present the new course content and a combined PBL teach-
ing method which combining the PBL approach, the flipped classroom and the group
collaborative learning. Additionally, the authors provide the collected students’ reflec-
tions, summarize the results, and discuss themajor issues to focus onwhen implementing
such a model. As main contribution, this work depicts the effect of a combined PBL
strategy in a university computer fundamentals course over students’ learning. More-
over, it investigates a specific pedagogical approach aiming at assessing the validity and
improving the quality of teaching and learning of the computer fundamentals course.

2 Status Analysis

2.1 Problems in the Teaching Content

Most existing teaching contents related to non-major computer fundamental course
include several topics, namely, the introduction to computer composition and princi-
ple, the introduction to several commonly used software applications, or the learning of
programming languages such as C, C + +, VB, or Java for the different non-majors.
With the advent of the AI era, relying only on such content is no longer enough. Learners
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are eager to learn AI technology. Moreover, learners should be taught on how to use the
computer as a tool, as well as to solve problems and to think like a computer scientist.
For most non-major computer students who learn C/C + + /Java languages, due to the
disconnect between what they have learned and the application of such knowledge into
their respective majors, they can straightforwardly feel that they have “learned some-
thing useless”. The programming language in the teaching content should be conducive
to learn AI technology. However, the Python language is such a language, which is sim-
ple and easy to use, and can helps users focus on the solution to their real-world problem
and not the structure or syntax of the problem [8]. It supports many libraries and has
good computing ecology.

2.2 Problems in the Teaching Process

In traditional learning, teachers always impart knowledge in class and assign jobs with
specific requirements or expected outcomes after class. Teachers always teach the same
information to all students, even if their foundations and abilities are different [9]. In such
a traditional paradigm, teachers are in charge of learning,while students passively receive
knowledge from their teachers. Information is passed only from teachers to students,
with little or no feedback from students to teachers. There is little to no communication
or discussion among students. However, under such a course, over time, students can
easily become tired or bored.

Students’ problem solving and creative thinking skills are generally insufficient to
meet job requirements. Therefore, when encountering a real-world problem, students
are unable to arrive at a solution. Students often encounter various difficulties when
completing a slightly more complex homework assignment. Many of them need to
spend a lot of time completing their assignments, and some students may not finish their
assignments on time. As the difficulty of the course increases, those students gradually
lose their interest in the course.

Under the traditional teaching model, students do not have sufficient opportunities to
develop their critical thinking and problem-solving skills due to limited learning time and
the use of a teacher-centered model. The goal of a computer fundamentals course does
not revolve only around learning knowledge, but more importantly around exercising
the programming ability. Moreover, because the concept of programming requires many
skills and a broad knowledge, students always give up at some point of the programming
learning curve and the goals of the course are always missed.

3 Combined PBL in Computer Fundamental Course

A PBL approach combined with the flipped teaching method and collaborate learning
method has been developed to improve the learning efficiency of computer fundamentals
courses as well as to solve the drawbacks in the traditional teaching and learning model
[10, 11]. Under such a combined approach, questions or tasks assigned by teachers are
carried out in class and completed under the guidance of teachers. Additionally, some
programming training is completed in class and students are requested to analyze these
questions and to spare no effort in finding the solutions. As a result, students can identify
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what knowledge is necessary, and can acquire such knowledge by themselves or through
cooperation with each other. Students learn by doing and study while practicing until
they can solve these problems. Moreover, students need to communicate with teachers
and peers in real time, which has as an outcome high students’ interest in the course.
Figure 1 depicts the differences between traditional learning and combined PBL.

Traditional Learning

teacher: told  what students need to 
know

students: memorize

result: students' problem-solving 
skills are insufficient

Combined problem based learning

teacher: problem assigned

students: analyze problem, learning 
knowledge and solving problem

result: students learning and apply to 
solve the problem 

Fig. 1. Difference between traditional learning and combined PBL

In the combined approach the role of the teacher has changed from indoctrinator to
facilitator [12], and the teaching mode has changed from “indoctrination” teaching to
designing amotivating problem or question for students to investigate, as well as to guide
them on how to learn. Throughout the entire process, teachers need to guide students’
discussion, encourage students to think creatively, keep their interest at a high peak,
provide analysis or pieces of advice, and evaluate students’ learning abilities. Moreover,
teachers always need to design specific learning resources or to provide existing ones.
Additionally, teachers need to summarize the process of teaching and learning and assist
in the process of building up students’ collective knowledge with open-ended metacog-
nitive questions [13]. An effective PBL-CT integration enhances teaching and learning
besides improving students’ computational thinking skills [14].

4 Introduction to Computing and Artificial Intelligence Course
Descriptions

4.1 Course Setting

The computer fundamental course plays an important role in cultivating students’ infor-
mation literacy in universities. Such an affirmation makes more sense when considering
the development of big data, cloud computing, internet of things, AI and other new tech-
nologies. As a result, the teaching contents and teachingmodes of computer fundamental
courses in universities are changing.

The course denoted as Introduction to Computing andArtificial Intelligence is a pub-
lic basic course of information technology in Hunan University. This course is designed
for freshmen students from non-computer majors to cultivate their computational think-
ing—since the 2020 fall semester. The teaching contents of this course include the Python
language foundation, computational thinking and artificial intelligence algorithms and
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their applications. It can be divided into seven modules, as shown in Table 1. The Python
language is used as the main programming tool to realize different thinking modes of
computational thinking, which include computing system thinking, network thinking,
data thinking, algorithm thinking and artificial intelligence thinking. These are viewed as
the core components of computational thinking. Therefore, from the perspective of com-
putational thinking, such a course is guided by artificial-intelligence-related problems
and is taught through problem solving. As a result, students are being trained to master
the solution consisting of traversing from a professional problem under a computing
system to an algorithm first, then second to a program.

Table 1. Content of Introduction to computing and artificial

Module name Description Theory time Experiment time

Overview of computing and
computational thinking

History of computing,
concepts of computational
thinking

2 h

Programming fundamentals Python programming
foundation

16 h 16 h

Computing system thinking Mathematical Logic,
Components of Computing
Systems

2–4 h 2–4 h

Networking thinking Internet, network spider,
data parsing

2–4 h 2–4 h

Data thinking Data management, data
cleansing, data analysis and
data visualization

4–10 h 4–8 h

Algorithm thinking Classical algorithms 2–10 h 2–6 h

AI thinking Machine learning, deep
learning, large model
applications

8 h 4 h

Different majors focused on different modules in their teaching, and the learning
hours of each module were different.

4.2 Teaching Approach

In the 2020 fall semester, the traditional teacher-centered approach was used in the
course. However, cultivation of computational thinking can be a difficult undertaking
for some. For example, abstraction skills, decomposition skills, pattern recognition skills,
programming skills, and logical reasoning skills are needed [15]. The teaching result
was not satisfactory.

In the 2021 spring semester, a combined PBL approach was employed in the course.
An online and offline blended teaching mode was adopted. Some parts of the concepts of
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computational thinking and artificial intelligence can be learned online, while the other
parts are learned offline. Such a course emphasizes the cultivation of computational
thinking ability, and the teaching method employed has also changed from “knowledge
output” to “ability training”. As a result, students are trained through PBL with inten-
sive teaching and practice and learning by doing. Moreover, students conduct many
standalone short problems and undergo problem-targeted training under team collab-
oration through teaching platform. They can practice through games in experimental
class settings under a teacher’s guidance. Therefore, through team training, students’
cooperation consciousness and innovation ability are improved. Additionally, students’
problem-solving ability using computational thinking is developed at multiple levels.
Such a course will lay a foundation for students of various majors to design, construct
and apply various computing systems to solve disciplinary problems in the future, as well
as help learners improve their ability to interpret real-world systems and solve complex
problems.

Multi-dimensional learning assessments is used to evaluate student’s final score.
This evaluation method reflects the learning process employed, such as short problems
scores, student–student mutual evaluation scores, unit test scores, team comprehensive
assignment scores, mid-term exam and final exam, as shown in Table 2. Considering
Table 2, usual performance 1 usually groups together short problem scores in classroom
performance and team comprehensive assignment score, while usual performance 2
consists of experiment scores, quiz scores and unit test scores.

Table 2. Evaluation method of computer fundamental course

Evaluation indicators Percent of the total
score

Usual performance 1 short problem practices 10% 20%

team comprehensive assignment 10%

Usual performance 2 experiment 15% 30%

quiz 5%

unit test 10%

Midterm examination 10%

Final examination 40%

5 Combined PBL Implementation Descriptions

5.1 Planning

Non-computer-major students have enrolled in the Introduction to computing and artifi-
cial intelligence course since 2020 fall semester. Over 80% of them had no prior coding
experience, according to a questionnaire survey of 721 freshmen in the fall semester of
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2020. From the 2021 spring semester, the combined PBL method was adopted. In the
2021 spring semester, about 86 students enrolled in the Introduction to Computing and
Artificial intelligence course participated willingly in the experiment.

Due to the zero-coding level ofmost students,we carefully preparedvarious problems
for the course from a simple level to a complex one. The problems related to instructional
design followed the same principle. These problems were classified into two types. One
type was short problems, the second type was about large real-world problems. For
each lecture class, we prepared about four short problems. Totally 60 short problems
were prepared. Additionally, we prepared 4 large comprehensive problems from the
real world for students to choose from. In the 2022 fall semester, the number of large
problems added to 10, as shown in Table 3. Short problems were suitable for a single
person to work on, while large problems were complex problems more suited for group
collaborative learning activities.

Table 3. Evaluation method of computer fundamental course

Large problems Part of Short problems

E-commerce marketing practice project -
Construction and Evaluation of a model for
predicting mobile phone sales

Currency conversion

Calculation and visualization of drug
molecular fingerprints

Wheat on the chess board

Analysis of listed company stocks Extracting information from ID card number

Analysis and management of large ancient
poetry datasets

Caesar code encryption

Milk tea shop service system Hurricane classification determination

Book management system Mars rover statistics

Recruitment website information crawling
and analysis

Random password generation

High quality film data acquisition and
analysis

Word cloud production

Content crawling and analysis of literary
works

Shooting curves of basketball drawing

Practical project for the development of
Gobang game

Face detection

The course team teachers produced 66 micro lesson videos for students’ preview
and review. Those videos were published on the Educoder platform (https://www.edu
coder.net). Educoder is a network teaching and learning platform that provides many
functions, such as course creation, experiment creation, automatic score judgement,
real-time evaluation, learning resource presence, and data statistics. Students can prac-
tice repeatedly on the platform. Additionally, the platform supports exercise banks and

https://www.educoder.net
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examination question banks, as well as examination functions, and digital teaching man-
agement. Teachers build and publish various course resources through the platform and
track students’ learning activities throughout the process. We create an online teaching
course on the Educoder network platform, providing experiments and other learning
resources. As a result, students can watch these videos from anywhere and at any time.
Corresponding quizzes were also prepared with these videos. Courseware, exercises and
unit tests were also prepared. We also created 15 learning guides, 20 courseware items,
16 experiments, 9 after-class exercises, and 6 tests. All of these teaching and learning
resources were published on our online course in Educoder.

5.2 Implementation

At the beginning of the course, students were divided into groups. Each group consisted
of three to four students. Students were required to preview the course content before the
lecture class on the Educoder network platform according to the teacher’s guidance plan.
These learning resources include lecture videos, courseware, etc. As a result, students
acquired basic knowledge or concepts before the lecture class.

The lecture classwas divided into three parts,with each part having specific objective,
namely, the preview test, problem-based learning, and the summary. A multiple-choice
quiz was given onto the Educoder network platform at first, which would take about
5min. After the quiz, the Educoder automatically judged the answers and provided
score statistics. The teacher could immediately check the score of each student and the
statistical data of all the students on Educoder, including the highest score, the lowest
score, the average score, the accuracy rate of eachquestion, etc. The teacher then analyzed
the different questions with students. Such process required around 5–10 min.

Then, the teacher introduced about short problems. Students discussed their under-
standing regarding a specific problem using flowcharts and discussed ideas and methods
of solving problems in groups. They acquired the necessary knowledge by studying in a
collaborative manner. When a group met difficulties, the teacher provided clues. How-
ever, students were required to program independently and complete their own summary
reports. At the end of the class, students submitted their work on the Educoder, then the
teacher summarized and displayed excellent work. After the class, students completed
assignments and extended their knowledge and skills. Each student had to submit their
learning report, which included the problem solution, program code and learning har-
vest. Following report submission, students gave a peer assessment to other students.
From the peer assessment, students could learn different solutions to the same problems.
The teaching process is shown in Fig. 2.

While in practice classes, students completed experiments on the Educoder platform.
Unit tests were also conducted in practice classes to check students’ performance. The
measured students’ performance could affect the future choice of the teacher’s strategy.
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In class

Before class After class

Guidance plan

lecture videos learning

courseware learning

knowledge extended

homework done

report submission

peer assessment

Q & A

Main Class

problem releasing

group discussion

collaborative learning

problem solving

report writing

Preview test

class quiz

Q & A

Summary

key points

excellent work 

homework as-

Fig. 2. Implementation of combined PBL approach

5.3 Team Comprehensive Training Problems

The large problems were assigned at the beginning of the semester. The large problems
integrated multi-methods of computational thinking and required students to complete
them in groups. Each group chose one large problem to design and implement accord-
ing to their interest. Students could also choose another artificial intelligence problem
according to their interest and ability.

When groups had determined the problem, the next step was to clarify the division of
each group member. For example, one person in the group was responsible for scraping
data from the website and saving the obtained data as a file, while the second person
was responsible for data cleaning, sorting and analysis. The third group member was
responsible for data visualization. Group members discussed what data to scrap from
what website, as well as what kinds of analysis and visualization are suitable for the
obtained data. Furthermore, as requirements, at least two analysis and visualization
results were required to be displayed. Finally, other members used artificial intelligence
model for modeling and prediction. Eachmember of the group then implemented his/her
module with a Python program and combined it into a complete program. Finally, each
group wrote a report that contained the description of all the work completed.

The large problem needed to be solved out of class. This required close cooperation
among group members. If a student encountered difficulties, he/she could discuss and
learn how to solve them in his/her group or seek help from the teacher. After all group
reports had been submitted on Educoder, teachers gave scores to each group. The final
score of the large problem was made of the scores related to coding, functions, and
reports. Then, the teacher chose excellent works to review and share. This activity will
further promote students’ learning interests and abilities.
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6 Students’ Reflections and Analysis of the Teaching Effect

To investigate the effectiveness of the combined PBL approach adopted in the course in
the spring semester of 2021, students’ reflections from this course were gathered. Those
reflections include the study status and effect, as well as group collaborative effect, which
come from two questionnaires and students’ large question report harvests. In week 7, a
survey was conducted through a questionnaire. Seventy-six students participated in the
questionnaire survey. In such questionnaire, there was an open-ended question “Please
comment on your study this week.” Nine students were not satisfied with their status
and thought they should devote more time to the course. Fourteen students thought their
learning status was average. Due to the complexity of the learning content, they should
practicemore. The remaining fifty-three students (70%) thought they hadmade progress.
Part of the answers were as follows.

“It is better than last week. We have more communication with group members and
give better play to the role of group cooperation.”

“The learning status and effect are good. We can actively analyze problems and
communicate with team members, which is reflected in more active questioning and
communication with team members and master more list related knowledge.”

“In this week’s study, through many exchanges with teacher, teaching assistants
and students in team, including the study of relevant videos before class, I found many
deficiencies in my study.”

Concerning the effect of teamwork towards the PBL approach in this course, about
82% of students thought it worked out, and were willing to communicate and help the
students in the group. Figure 3 displays the response to the problem “Do you think
teamwork has worked this week?”.

Pre-class previews require students to learn specific knowledge before the class,
which can reflect students’ learning status and participation in learning. In the teaching
survey of week 11, 91% of students carried out the pre-class preview. The group learning
effectivity of the large problem was expressed from the students’ group report harvests.
The features of PBL such as creativity, collaboration and critical thinking impressed
students deeply. Some reports written by students were as follows.

“This time, I have two harvests: one is the power of the team; the other is the power
of innovation and creation - these two powers support us from facing the assignment
requirements, to generating initial ideas, to the idea of from the skeleton to the full.”

“In the teamwork, I have also gained and grown. What impressed me especially is
the strong execution of my two teammates. Everyone has a clear division of labor, each
performed their own duties and helped each other, which was the key to the success of
our team.”
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Fig. 3. Pie chart of question about the effect of teamwork

To further investigate the effectiveness of the combined PBL approach, one class
taught by the same teacher in the 2020 fall semester was compared with a class in the
2021 spring semester and a class in the 2023 spring semester. The number of people
in the three classes is 70, 86, and 62, respectively. The final scores of the three classes
are shown in Fig. 4. The 2020 fall semester did not adopt the combined PBL teaching
method. These examinations were given according to the same teaching contents and
for the same difficulty level. The passing rate of 2021 spring and 2023 spring semester’s
final scores were 93.3% and 100.0%, which were 0.7% and 7.4% higher than those of
2020 fall. Also, the excellence rate (90–100) of 2021 spring semester’s and 2023 spring
semester’s final examination were 8.3% and 29%, which were 5.4% and 26.1% higher
than 2020 fall semester’s final scores. From the comparison of the average grades of the
three semesters (see Fig. 5.), it can be seen that the grades are getting better and better,
and to some extent, the teaching effect is getting better and better.

According to the curriculum teaching evaluation conducted by the university at the
end of the two semesters, the students’ satisfaction rate with the curriculum teaching
effect has increased from 79.41% to 89%.
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Fig. 5. Comparison of class average score in Fall 2020, Spring 2021, and Spring 2023

7 Conclusions

In the Introduction to Computing and Artificial Intelligence course, the teaching goal
became to cultivate students’ computational thinking ability based on problem solving.
Through the teaching experience of using the combined PBL approach since 2021 spring
semester, the effectiveness of combined PBLwas proved. It enhanced students’ initiative
and enthusiasm for learning. Students’ learning statuses were always well preserved. As
a result, group learning promoted learning effectiveness, collaboration, critical thinking,
and creativity.

Despite the potential benefits of incorporating a combined PBL approach in our com-
puter fundamentals course, there are still limitations that may hinder its effectiveness
and quality. One such limitation is the need for carefully crafted problems that progress
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from simple to complex. It is advisable to avoid incorporating too many specific gram-
matical details in problem design, as this knowledge can easily be acquired online and
quickly resolved through student collaboration. Additionally, teachers must ensure that
class progress remains on track to avoid delays in completing subsequent teaching tasks.

Although the combined PBL has achieved good results, 82% of respondents (Fig. 3)
benefited from teamwork. However, there is still 18% who did not benefit from the
application of the combined PBLmethod. In China, the Outline of the NationalMedium-
and Long-Term Education Reform and Development Plan (2010–2020) points out that it
is necessary to care of each student, respect the law of physical and mental development
of students, and provide suitable education for each student [16](Han&Ye, 2017). There
are differences in learning ability, hobbies, ways of thinking, cognitive characteristics,
etc. Some methods should be adopted to help these students. In the future, personalized
learning according to students’ individual differences and learning needs should be
carried out. It can help students to find learning styles adapted to them.
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Abstract. This paper selected an international school in Brunei as a research case,
and used the Learning Behaviors Scale (LBS) to analyze the learning behaviors of
learners in Chinese learning. According to statistics gathered by questionnaires,
this essay analyzed the results via SPSS 22.0, and reported that when learning
Chinese as a second language, all the four dimensions of learning motivation,
attitude, attention and strategy were positively correlated with the learners’ aca-
demic performance; differences in learning duration could lead to those in learning
behaviors; differences also occurred in the learning behaviors between male and
female students, i.e. boys performed weaker than girls in terms of the above four
dimensions; there was a correlation between learners’ language learning behav-
iors and their family languages, i.e. different family languages had an impact on
all the four dimensions of learners’ learning behaviors, among which difference
betweenmotivation and strategywas quite big; in addition, differences in religious
beliefs did not affect learners’ second language learning behaviors. Based on these
research results, the paper advocates that the idea of computer-based education
can be introduced to help students establish reasonable Chinese learning behav-
iors. At the same time, this study can provide several useful tips on international
Chinese education integrated with computer technology.

Keywords: Chinese Language Education · Learning Behaviors ·
Computer-Aided Education · Computer Science and Technology

1 Introduction

Language learning behaviors can be seen as parts of Basic Learning Behaviors or Stylis-
tic Learning Behaviors. In recent years, scholars at home and abroad have begun to
pay attention to the academic study regarding learners’ language learning behaviors.
McDermott et al. (1996) has developed the Learning Behaviors Scale (LBS). The LBS
composed of 29 items also includes four dimensions of learning motivation, learning
attitude, attention, and learning strategies. And it is suitable for testing the learning
behaviors of learners of different ages, genders and ethnic groups.
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Ehrman (1990) proposed that women could use learning strategies more efficiently
and frequently thanmen in their learning, andhad advantages in learning, communication
and self-management. Finnemann’s (1992) study showed that men and women tended
to adopt different learning behaviors and the difference mainly lied in their choosing
learning strategies in certain tasks. The survey conducted by Chambers (1995) reported
that women had better social linguistic skills than men, which means women could
show stronger abilities in mastering and applying a language when speaking, mainly in
terms of fluency, vocabulary, spelling, etc. Kimura (2000) shared a similar viewpoint
with Chamber in his survey and research, and he further found that compared with
men, women could demonstrate better linguistic ability in language-memorizing and
studying basic vocabulary. The findings of Durbrow, Schaefer and Jimerson (2001) also
showed that factors affecting the students’ academic performancewere not only cognitive
ability, but also attentions and anxieties they had in class. Riding, Grimley, Dahraei and
Banner (2003) found that learners of verbal cognitive style and analytical cognitive style
had better learning behaviors than those of other cognitive styles. However, they also
claimed that a learner’s gender was not significantly related to his learning behaviors,
which contradicted with Chambers’ and Kimura’s study. Griffiths (2003) demonstrated
that there was a positive correlation between the learners’ language proficiency and
their frequency of applying language learning strategies properly. Compared with the
senior students, the learners of lower grade had some deficiencies in choosing language
learning strategies. Oliver (2007) found that the average value of primary school students
choosing and using learning strategies exceeded that of middle school students. Large
numbers of studies conducted byOxford (2008) reported that junior high school students
used learning strategies even more frequently than those of senior high school.

Recent research on Chinese learning behaviors lacked the four dimensions of learn-
ing motivation, learning attitude, attention and learning strategies. It also failed to reach
any reliable quantitative conclusions and could not provide the correct interpretation
of learning behavior variables. In addition, there weren’t enough feasible solutions to
problems in students’ learning behaviors, especially from the perspective of computer-
based education. In view of this, this study selected an international school in Brunei
as a research case and analyzed the learners’ learning behaviors in the process of learn-
ing Chinese. At the same time, it is advocated here that the mode of computer-based
education should be incorporated into the teaching of Chinese as a foreign language.

2 Research Design

2.1 Research Questions

– What is the relationship between the duration of Chinese language learning and
Chinese language learning behaviors?

– What is the dynamic relationship betweenChinese learners’ genders and their learning
behaviors?

– What is the relationship between Chinese language learners’ learning behaviors and
their home environment and family languages?

– What is the relationship between Chinese language learners’ learning behaviors and
their religious belief?
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2.2 Research Framework

This study was mainly based on four theoretical assumptions. More specifically: 1)
There is a correlation between the duration of language learning and learning behaviors.
2) There is a correlation between learners’ genders and learning behaviors. 3) Learners’
learning behaviors correlatewith their home environment and family languages. 4)One’s
learning behaviors correlates with its religious belief.

In an attempt to find out both factors favorable and unfavorable to Chinese language
teaching and learning, this study investigated and analyzed Chinese learning behaviors
of students from one international school. The impact of learning behaviors on Chinese
language learning was quantified in the form of questionnaire investigation. SPSS 22
was adopted to deal with the data gathered by questionnaire and the impact of different
learningbehaviors on learningoutcomewasfinally analyzedvia themethodof systematic
evaluation to find out the most effective learning behaviors. Under the guidance of the
effective learning behaviors and through correcting and optimizing the improper learning
behaviors, the students would be enabled to develop Chinese learning abilities in many
ways and improve their learningperformance.At the same time, the internationalChinese
education can be enhanced and promoted.

2.3 Participants

Founded in 1997, Jerudong International School of Brunei (JIS) is an IB World School
fully accredited by Cambridge International Examinations (CIE), Edexcel and Assess-
ment and Qualifications Alliance (AQA). Compared with local Brunei schools, Chinese
language schools, and English language schools, Jerudong International School is char-
acterized by multi-nationalities, various cultures, and greater mobility. It offers Chinese
language courses including oral Chinese. The main purpose of these courses is to enable
Chinese language learners to apply what they have learned in class to daily life and
communication. Unlike other schools in Brunei, the majority of students from Jerudong
International School are non-native speakers of Chinese. For these language learners,
the Chinese courses are only elective, which is different from the other Chinese language
schools teaching Chinese as the first language.

Students in grades 7–11 taking Chinese courses in the Jerudong International School
participated in this study. Ethnic Chinese students whose Chinese was poor or who did
not speak Chinese as a first language were all included.

2.4 Data Collection

The questionnaire was composed of two parts, one was the basic background investi-
gation of the students and the other was the structural investigation. The questionnaire
was mainly based on the Learning Behaviors Scale (LBS) developed by McDermott,
Green, Francis and Stott (1996). After synthesizing 29 basic learning behavior items of
LBS, the author included the four basic dimensions and designed this questionnaire. The
four basic dimensions, i.e., learning motivation, learning attitude, attention and learning
strategy were adapted to test the learning behaviors of Chinese language learners of
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different ages, genders and ethnic groups. Factor analysis of the above four dimensions
showed high consistency and test-retest reliability.

A total of 141 questionnaires were distributed and collected, with a collection rate
of 100%.

3 Result Discussion

Adopting the software SPSS 22.0 as the basic analysis tool, this study calculated the
mean and standard deviation of learning behaviors from different dimensions, and then
determined the correlation coefficients. The difference test was used to determine the
correlation coefficients between learning behaviors and academic performance of partic-
ipants of different proficiency and genders. Correlation analysis and multiple regression
analysis were used to investigate and analyze the impact of learning behaviors upon final
academic performance.

Table 1. Correlation: learning duration & learning behaviors

1-G; 2-F; 3-E;
4-D; 5-C

Motivation Attitude Attention Strategy

Grades Pearson
correlation

1 −0.013 −0.079 0.127 0.143

Significance
(two tails)

.000 .000 .000 .000

Numbers of
participants

141 141 141 141 141

Motivation Pearson
correlation

−0.013 1 .549** .588** .227**

Significance
(two tails)

0.881 0 0 0.007

Numbers of
participants

141 141 141 141 141

Attitude Pearson
correlation

0.079 .549** 1 .670** .486**

Significance
(two tails)

0.349 0 0 0

Numbers of
participants

141 141 141 141 141

(continued)



Computer-Aided Education Based on Research of Chinese Language Learning 215

Table 1. (continued)

1-G; 2-F; 3-E;
4-D; 5-C

Motivation Attitude Attention Strategy

Attention Pearson
correlation

0.127 .588** .670** 1 .478**

Significance
(two tails)

0.132 0 0 0

Numbers of
participants

141 141 141 141 141

Strategy Pearson
correlation

0.143 .227** .486** .478** 1

Significance
(two tails)

0.091 0.007 0 0

Numbers of
participants

141 141 141 141 141

It can be seen from Table 1 that the Pearson correlation coefficients of study duration
with learning motivation and learning attitude were −0.013 and −0.079 respectively,
indicating that the longer study durationmeantmore proper learning attitude and stronger
learning motivation; while the Pearson correlation coefficients of study duration with
attention and learning strategy were 0.127 and 0.143 respectively, implying that the
longer study length would lead to shorter attention span, so the learning strategy needed
to be changed.Meanwhile, there was no significant difference in the correlation of length
of study with learning motivation, learning attitude, attention and learning strategy of
students of different ages. Therefore, there was a relatively obvious positive correlation
of learning length with learning behaviors of motivation and attitude, and a significant
negative correlation between that of attention and strategy.

As summarized in Table 2, the significance coefficients of gender differences for
the learning motivation and strategies were 0.02 and 0.14 respectively, both of which
were higher than 0.01; while those for learning attitude and attention were lower than
0.01. The data indicated that when it comes to the impact of learner’s learning behaviors
on academic performance, there was a certain correlation between gender differences
and learners’ learning attitude and attention. Female students could demonstrate more
positive learning behaviors than male students. In terms of the impact of gender dif-
ferences on learning behaviors, there was little difference between students of different
grades. Whether from junior or senior high school, female students were all better than
male students in language learning motivation, learning strategy, attention and learning
attitude.
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Table 2. Correlation: gender & learning behaviors

1-Male
2-Female

Motivation Attitude Attention Strategy

Grades Pearson correlation 1 0.019 0.165 0.07 0.11

Significance (two tails) .002 .000 .000 .014

Numbers of participants 141 141 141 141 141

Motivation Pearson correlation 0.019 1 .549** .588** .227**

Significance (two tails) 0.826 0 0 0.007

Numbers of participants 141 141 141 141 141

Attitude Pearson correlation 0.165 .549** 1 .670** .486**

Significance (two tails) 0.05 0 0 0

Numbers of participants 141 141 141 141 141

Attention Pearson correlation 0.07 .588** .670** 1 .478**

Significance (two tails) 0.409 0 0 0

Numbers of participants 141 141 141 141 141

Strategy Pearson correlation 0.11 .227** .486** .478** 1

Significance (two tails) 0.194 0.007 0 0

Numbers of participants 141 141 141 141 141

Table 3 showed the Pearson correlation coefficients of home languages for learning
motivation, learning attitude, attention and learning strategy were −0.051, −0.105, −
0.193 and −00.128 respectively, indicating that when learning language there was an
obvious correlation of a learner’s home language with certain learning behaviors. More
specifically, home languages had the greatest impact on learners’ learning strategies and
attention, followed by learning attitude and motivation. Although the last was the least
affected, there was also some impact remained. In addition, there was no difference in
the impact of home languages on learners of all grades and genders on this regard. From
the survey, it can be concluded that the language environment is crucial for learners
to learn Chinese. If there were family members who spoke Chinese at home, Chinese
language learners could have a good learning atmosphere.

It is acknowledged that as the main part of human culture language and religion
always complement each other, ultimately affecting the national psychology. However,
such close relation between religion and language seems not exist in learning behaviors,
as it was shown in Table 4 that obvious correlation of themain Chinese language learning
behaviors was not found to be related with religious beliefs of the learners.
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Table 3. Correlation: home languages & learning behaviors

1-English
2-Chinese
3-Malay
4-Others

Motivation Attitude Attention Strategy

Grades Pearson correlation 1 −0.051 −0.105 −0.193 −0.128

Significance (two tails) .000 .0002 .0005 .000

Numbers of participants 141 141 141 141 141

Motivation Pearson correlation −0.051 1 .549** .588** .227**

Significance (two tails) 0.551 0 0 0.007

Numbers of participants 141 141 141 141 141

Attitude Pearson correlation −0.105 .549** 1 .670** .486**

Significance (two tails) 0.216 0 0 0

Numbers of participants 141 141 141 141 141

Attention Pearson correlation −.193* .588** .670** 1 .478**

Significance (two tails) 0.022 0 0 0

Numbers of participants 141 141 141 141 141

Strategy Pearson correlation −0.128 .227** .486** .478** 1

Significance (two tails) 0.129 0.007 0 0

Numbers of participants 141 141 141 141 141

Table 4. Correlation: religions & learning behaviors

1-Islam
2-Buddhism
3-Hinduism
4-Christianity
5-Others

Motivation Attitude Attention Strategy

Grades Pearson
correlation

1 0.152 0.12 0.061 −0.069

Significance
(two tails)

0.345 0.142 0.475 0.414

Numbers of
participants

141 141 141 141 141

Motivation Pearson
correlation

0.152 1 .549** .588** .227**

(continued)
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Table 4. (continued)

1-Islam
2-Buddhism
3-Hinduism
4-Christianity
5-Others

Motivation Attitude Attention Strategy

Significance
(two tails)

0.072 0 0 0.007

Numbers of
participants

141 141 141 141 141

Attitude Pearson
correlation

0.12 .549** 1 .670** .486**

Significance
(two tails)

0.156 0 0 0

Numbers of
participants

141 141 141 141 141

Attention Pearson
correlation

0.061 .588** .670** 1 .478**

Significance
(two tails)

0.475 0 0 0

Numbers of
participants

141 141 141 141 141

Strategy Pearson
correlation

−0.069 .227** .486** .478** 1

Significance
(two tails)

0.414 0.007 0 0

Numbers of
participants

141 141 141 141 141

4 Conclusion

According to statistics gathered by questionnaire, this study analyzed the hypothesis
through SPSS 22.0, and the results were as follows: 1) When learning Chinese as a
second language, the four dimensions of learning behaviors positively correlated with
learners’ academic performance; 2) Differences in learning duration would give rise
to those in learning behaviors; 3) There were also differences in learning behaviors
of students of different genders. Compared with female students, male students were
ill-performed in terms of the four dimensions; 4) Correlation could be found between
language learning behaviors and home languages. Different home languages could affect
learners’ four dimension of learning behaviors, among which impact on motivation and
strategy was the greatest; 5) Differences in religious beliefs would not affect Chinese
language learners’ language learning behaviors.
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This studyobservedbehaviors of students in learningChinese language, analyzeddif-
ferences in their Chinese learning behaviors via empiricalmethod and reached to findings
beneficial for teaching Chinese as a second language. In recent years, computer-based
education has developed rapidly and has been recognized bymany teachers and students.
Now its focus has shifted from higher education institutions to primary, secondary and
vocational schools, open teachingmodels are constantly being created. Against the back-
ground of the rapid development of integration of computer technology and language
learning, Chinese language teachers should adjust their teaching strategies appropri-
ately to better promote international Chinese education. According to the results of this
research, it is proposed to introduce computer-aided instruction (CAI) and computer-
assisted learning (CAL) into teaching Chinese as a foreign language. Table 1 showed a
significant negative correlation between learning length and attention, implying that the
longer study length would lead to shorter attention span, and the learning strategy needed
to be changed, so CAI can be used in class to stimulate students’ enthusiasm for learning.
Table 2 indicated that female students could demonstrate more positive learning behav-
iors than male students. Accordingly, it is necessary to use CAI to design individualized
teaching programs for male students that are different from female. Table 3 showed that
a Chinese language environment is crucial for learners to learn Chinese. However, it is
impossible for everyone to own a helpful learning atmosphere at home, and therefore
the students could make full use of CAL system to solve that problem.
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Abstract. With the rapid advancement of IoT technology, IoT education has
emerged as a new challenge in university education. A course named “Smart Hard-
ware and Intelligent Systems” is designed to target for undergraduate students in
IoT education. The course content includes the mastery of embedding computing
hardware, scene-based programming methods, IoT communication technologies
and cloud services, design thinking in smart product etc. The course teachingmeth-
ods combine lectures, hands-on experiments, case studies, and creative design.
The course creates a comprehensive and self-directed learning environment for
students. The AIOE hardware is also introduced to remove the barriers to learning
embedded computing and facilitate the development of IoT application in this
course.

Keywords: Embedded Computing · Internet of Things ·Microcontrollers ·
Smart Hardware · IoT Education · Industry-University Convergence

1 Introduction

1.1 Internet of Things (IoT)

Today, as the computing and communication technology advance, intelligence and con-
nectivity are ubiquitous. Internet of Things (IoT) and edge cloud services are widely
used. IoT is supposed to become the next “major productivity booster” propelling rapid
global development and constitutes a trillion-dollar market. The IoT industry stands
as a strategic highland in the current world economy and technological development,
with nations investing substantial resources in IoT research and exploration. This is an
unprecedented opportunity for the IoT developers [1].

Characterized by making everything intelligent and connected, Masayoshi Son of
SoftBank Corporation in Japan also asserted that IoT applications will lead the next
technological explosion. It won’t be long before the number of connected IoT devices
reaches one trillion [6].
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IoT products span a range of applications, from sensors and controllers to cloud
computing, serving various fields like smart homes, transportation and logistics, envi-
ronmental protection, public safety, smart buildings, industrial monitoring, personal
health, and more.

It is believed that IoT can enhance economic efficiency, significantly reduce costs,
and provide technological impetus for global economic recovery. The extensive usage
of IoT can become another driving power for economic development, hence offering a
vast potential for industry development.

1.2 Fragmentation Problems in IoT Applications

Due to the constraint posed by fragmentation in IoT applications, there is some obstacles
remained in IoT development. This is because that IoT endpoint devices come in a wide
variety of forms and functions, with lower production volume (i.e., “small quantities
with great diversity”).

The fragmentation issue in IoT applications is evident in diverse industries and
application domains, such as wide variations in types and functions, and significant
differences in performance. Fragmentation problem not only complicates development,
incurs development costs, and impedes future scalability and maintenance, but also
presents a shortcoming of “small quantities with great diversity” in the supply chain.
IoT products development has problems such as low sales volumes and a low return on
investment, which dampens capital to enter the IoT field and hinders the pace of IoT
development.

1.3 Limitations of IoT Education

With the rapid advancement of IoT, there is a significant talent gap in the IoT industry,
leading universities worldwide to introduce IoT education programs, creating a vast
market for IoT education and training. IoT industry has become a hub for innovative
and entrepreneurial education, providing a practice platform for students to show their
capabilities and creativities. Consequently, how to conduct effective IoT education has
become a new challenge in university education.

The fragmentation problems in IoT applications also have negative impact in IoT
education and training. From a technical perspective, IoT is about connecting embedded
applications to the Internet. IoT development demands a deep technical stack. Consider
that a student interested in IoT development, the student needs to know the knowl-
edge of operating systems, embedded programming, Internet programming, embedding
hardware, debugging. This accumulates high learning costs.

Moreover, as mentioned before, IoT product development is costly with low return,
making it challenging for companies to afford high salaries for engineers. Compared
to the Internet industry, IoT development has become a task with high learning effort,
low earnings, which making it difficult to attract the talent students. Without a qualified
workforce, industry development is hampered.

In the education side, there is a substantial population of students andmakers,without
a major in electronical engineering or computer sciences, software engineering etc.,
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who may not be interested in acquiring fully electronic, computing and programming
knowledge. They are more interested in rapidly realizing their creative ideas and hope
to produce practical products with simple programming with quick learning.

1.4 Industry-Education Convergence

With the proposal of “deepening industry-education convergence” in China, an increas-
ing number of universities have adopted the “industry-education convergence practice”
in their educational models. To enhance the quality of talent cultivation, universities
are collaborating with enterprises. Both parties rely on their core resources and advan-
tages, adhere to the “win-win” principle, and share common responsibilities. Industry-
education research integration serves as a bridge for communication between universities
and industries, reinforcing the functions of both sides. Furthermore, industry-education
cooperation can provide valuable support for university graduates’ future career plan-
ning. It can stimulate students’ creativity and innovation, create opportunities for com-
bining career planning with learning, and promote the healthy development of lifelong
education [3].

2 Course Contents and Structure

2.1 Course Objectives

For the needs of smart life, work, study, health, transportation, environment and other
fields, our course explores the future direction of smart hardware products combinedwith
social needs and technological development trends. Our course will strengthen the edu-
cation of basic knowledge and innovative concepts of innovation and entrepreneurship
through innovative practice models.

Based on well-chosen IoT experimental platforms, such as AIOE hardware Edu-
cation System etc., students can be instructed to finish the design demo of intelligent
hardware product prototypes more quickly.

2.2 Course Team Group

This course is collaboratively developed by experienced educators from Tsinghua Uni-
versity and senior engineers from Guanglun Electronic Technology, with a strong
emphasis on “industry-education convergence.”

The contents of course include: Smart things, intelligent hardware architecture, Inter-
net of things and communication technology in IoT, Internet of everything and cloud
services, Design Thinking in smart product, smart agriculture etc.

2.3 Course Content of Each Section

2.3.1 Section 1

Section 1 includes cutting-edge information in the industry, a brief introduction to the
C language required for embedded development boards, hardware libraries and devel-
opment boards, AIOE Studio/KEIL-ARM development tools, firmware download guid-
ance. Two hardware development experiments are designed to help students quickly get
started.
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2.3.2 Section 2

Section 2 combines design thinking to guide design concepts of innovative product and
meet the needs of various application scenes. Section 2 also introduces the TreeOS
Zero software architecture and explain the methods based on scene-based programming
techniques to make the development process of intelligent hardware products more
efficient and flexible. Students practice the experiments with automatic timing from
network to consolidate the learning in teaching content (Fig. 1).

Fig. 1. Course contents

2.3.3 Section 3

Based on AIOE hardware architecture, new programming methods is learned in Sect. 3.
Section 3 also introduces serial communication, RFID technology, and scene-based pro-
gramming methods through relevant experiments. Students practice with the hardware
platform to integrate various technologies, and improve development efficiency.

2.3.4 Section 4

Section 4 introduces basic IoT communication technologies, IoT cloud platforms, and
learn the IoT Studio of Alibaba Cloud IoT platform.With a mobile phone, students prac-
tice the “WiFi Colorful Lighting Scenario” experiment to achieve the control of colored
lights through the WiFi network. Smart agriculture application is used as the typical IoT
application scenario to explain the principle and method of various components in a IoT
product development and implementation.
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2.3.5 Section 5

Section 5 gives the Smart-HomeController as an example (see Sect. 3.1). Firstly, students
are divided into small groups, brainstorm to form their own creative designs in group
level. Then students are guided to select specific hardware components and complete
their own product demoes. Finally, students present their creative design demo, and
teachers provide their feedback and suggestions for each group respectively.

2.4 AIOE Developer Suite for Course Experiments

First and foremost, to attract more talent to participate in IoT development, it is essential
to simplify IoT software and hardware development, lower the learning and development
thresholds, and reduce the costs. In this context, the AIOE hardware (referred to as the
“SmartHardware Library” hereinafter) has been developed [4]. This is a low-complexity,
application-focused intelligent hardware suites which are targeted for embedded system
teaching and training, IoT product development and innovative design competitions.

2.4.1 Design Objectives

AIOE is an IoT practical training suites based on innovative technology, designed to
provide a practical environment for professional and non-professional students, makers,
and electronics enthusiasts. It aims to offer hands-on experience and practical develop-
ment training, enabling students to better understand knowledge through practice, keep
updated to the latest IoT technologies and applications, rapidly enhance their practical
development and problem-solving abilities. This system aims to contribute to the growth
and popularization of the IoT industry.

2.4.2 Key Innovations

First, a “network-based multi-core” embedded system hardware architecture estab-
lishes a new “hardware parallel multi-threading” working mechanism, greatly sim-
plifying application code development. Due to the advantages of separation software-
hardware, taskdecoupling,modularization, and cross-platformcompatibility, this system
is well-suited hardware for maker education.

Second, “Scene-Based Programming” [5] with a “Zero-Core Component System”
divides an application development into various scenes, which represents a human-
computer interaction interface or a control process. This division simplifies complex
applications into concise, visual scene modules. Scenes are categorized as main or
sub-scenes, forming a tree-like structure. All scenes follow a unified programming
architecture. This programming method is easy for beginners to grasp.

2.4.3 System Components

The AIOE hardware library used in this course consists of nearly 100 electronic building
blocks, covering various aspects such as sensors, control devices, communication, data
collection, and human-computer interaction. Students can gain hands-on experience and
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learn a wide range of advanced hardware knowledge, providing a foundation for smart
hardware development.

Additionally, this course gives the 9 simulated IoT applications, including Wi-Fi
smart lights, Bluetooth electronic scales, shared washing machines, smart door locks,
food traceability, smart manhole covers, smart mining, smart homes, and smart agricul-
ture. These applications integrate IoT technology into the practical cases, covering the
aspects of IoT with the view of “cloud, pipe and endpoint”. These applications serve as
valuable examples for students to observe, adapt, and enhance their understanding of
smart hardware development methods.

2.4.4 System Features

– Simplifying the IoT development by using electronic building blocks, especially for
IoT applications, to accelerate the practical electronic innovations.

– Unified standard interfaces eliminate the messy and confusing use of jumper wires
and breadboards.

– Black-box electronic building blocks eliminate the complexities of microcontrollers,
interrupts, I2C, SPI, and other low-level driver programs. Students do not need
to understand hardware details, enabling “zero driver” development. Building IoT
systems with plug-and-play building blocks makes development easier.

– Automatically generated code eliminates the burdensome low-level development,
achieving a complete “software-hardware separation.” Students can accomplish smart
product with a few lines of code. An example is provided in Appendix A.

– “Scene-based Programming” allows students to easily grasp business logic develop-
ment, even without learning complex operating systems knowledge. It let them to
develop complex application systems with “zero-core” hardware. For example, the
final course assignment shown in Sect. 3.1, has a moderate complexity, but students
can complete it well in a day.

– The hardware library meets creative needs, allowing various innovative combina-
tions and enhancing the fun of learning. It also prepares the hardware foundation for
complex applications.

– The 9 simulated IoT applications, which has practical applications scenarios, provide
not only example codes, but also the business implementation. The experience of prac-
tical implementation can accelerate students’mastery of smart hardware development
methods.

2.5 AIOE Developer Suite for Smart Agriculture

China is a country with a large population of 1.4 billion people. Since 2016, the Chinese
government has clearly put forward the requirement of vigorously promoting “Internet
plus modern agriculture”. Smart agricultural technology is an important part of “Internet
plus modern agriculture”. By integrating agriculture and information technology, real-
time monitoring and analysis of farmland data can be achieved, helping farmers make
scientific decisions, optimize planting structures, apply fertilizers, irrigate and control
pests and diseases reasonably, and improve crop yield and quality.
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2.5.1 Intelligent Greenhouse for Smart Agriculture

The modern agricultural greenhouse control has the characteristics of strong system
detection ability and rich control equipment. It also has the following functions: real-
time greenhouse environmental monitoring, intelligent alarm system, intelligent control
system, and mobile client (Fig. 2).

Fig. 2. Intelligent greenhouse workflow

The intelligent environmental monitoring system connects various sensors and con-
trol systems through integrated monitoring terminals. The values collected by various
sensors and the operating status of various control devices within are the multiple envi-
ronmental factors of this system. When the composed of multiple factor conditions
are triggered, various actions corresponding to the conditions are executed. When the
intelligent rule engine detects that the exception still exists after a specified time, other
solutions are taken based on the current data and status of each factor. The rule engine
can automatically execute various actions according to the setting.

3 Course Homework and Projects

3.1 Course Assignment - Simulated Smart Home Controller

This course assignment is based on the “AIOE Smart Hardware Library” and primarily
focuses on assessing students’ proficiency in programming skills, and innovation using
the AIOE hardware platform.

The AIOE hardware for experiments includes AIOE1001 host board, AIOE3015
LCD human-machine interaction module, AIOE5014 temperature and humidity sensor
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module, AIOE6001 relay module, AIOE5042 collision sensor, AIOE3014 eight-digit
display (for device status indication), as shown below (Fig. 3):

Fig. 3. Simulated Smart Home Experiment Equipment

Assignment Requirements. Complete the first stage of the assignment within one
day (8 classes, 45 min per class). If time allows, proceed to the second and third stages
of the advanced questions.

Assignment Completion Status. All students completed the assignments to satisfy
the requirements of the second stage, and a few students even completed the assignments
in the third stage.

After course learning, students from different majors, grades, and varying skill levels
havemastered the ability to design IoT application by using theAIOEhardware (Table 1).

3.2 On-Site Visit Course

This course arranges 2 h on-site visit to Beijing medicinal botanical garden, which is
located in the northwest side of Beijing city. This visit helps students to learn the green-
house control in smart agricultural for IoT practice. The practical smart agriculture appli-
cation includes following functions: real-time greenhouse environmental monitoring,
intelligent alarm system, intelligent control system, and mobile client (Fig. 4).

This smart agriculture application systemhelps tropicalmedicinal plants in the green-
house to flower, grow, bear fruit and sow normally in Beijing’s subtropical climate area,
and to have normal yields. This is especial important in the summer and winter time in
Beijing city.

3.3 Innovation Idea and Creative Design in Course Project

Taking the Simulated Smart Home Controller as an example, students brainstormed
in groups to form their own group creative designs. Instruct students to select specific
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Table 1. Content of course assignment.

Stage Task Purpose

First Stage Display and modify the clock
calendar on the LCD screen
Collect environmental temperature
and humidity and display in real-time
Trigger sound and light alarms when
the temperature exceeds a certain
value or collision sensor detects an
event
Manually control four relays’
switches
Allow deactivation of the alarm

Evaluate mastery of AIOE Studio
usage, TreeOS Zero basic program
structure, module usage, scene
analysis, and basic code writing skills

Second Stage Increase the number of controlled
devices to 12 (device names listed
below) and enable manual selection
and display of device on/off status on
the LCD. Simulate these 12 devices
using 4 relays and an 8-digit display
Controllable Device names: 1. Living
Room Ceiling Light, 2. Living Room
Air Conditioner, 3. Master Bedroom
Ceiling Light, 4. Master Bedroom Air
Conditioner, 5. Secondary Bedroom
Ceiling Light, 6. Secondary Bedroom
Air Conditioner, 7. Study Room
Ceiling Light, 8. Study Room
Curtains, 9. Corridor Aisle Light, 10.
Bathroom Fan, 11. Balcony Curtains,
12. Kitchen Fan

Enhance understanding of complex
scene analysis methods and lay the
foundation for building more complex
applications

Third Stage Add full automation function: For
each device, set manual/auto mode
switching;
Each device can have individual
on/off times (hour: minute), and in
auto mode, the device operates
automatically according to these
settings

Evaluate students’ comprehensive
application skills and innovation.
[Hint: You can use the time calculation
functions provided by
TreeOS_timelib.h]

hardware components to complete their own designs. Students complete the group cre-
ative design with their group members, includes presentation, value proposal, sketch
graph and implementation plan etc. In their demo presentation, all teacher will give their
comments on project design. The following include four group design idea and their
implementation plan with AIOE.
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Fig. 4. Smart Agriculture application in Beijing medicinal botanical garden.

4 Course Project in Innovation Design with AIOE

There are totally 20 students in our course and have their four creative ideas to redesign
the smart things include smart backpack design, smart food fresh box, smart seating and
smart gaming peripherals (Spirit). The details design and implementation plan are not
included here due to the space limitation.

5 Future Work

With a focus on industry-education convergence, we plan to further develop the course
in the following aspects:

1) Provide more programming language supported, such as Python (or MicroPython),
JavaScript, C++, and others, to facilitate the learning process for students.

2) Provide more comprehensive teaching materials for both teachers and students, such
as experimental guidance instructions and operating procedures etc.

3) Expand the hardware library to offer students more choices for realizing IoT products
and applications.

4) Establish automatic inventory system for hardware library, enabling teachers,
students, and off-campus learners to conveniently borrow hardware resources.

5) Encouraging more professionals from industry to participate and contribute to the
development of the course and its related resources.
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6 Conclusion

Combining the innovation through industry-education convergence, this paper intro-
duces a course design for IoT education based on a smart hardware library. The course
teaching group, consisting of members from university educators and industrial develop-
ers, collectively design teaching objectives, content frameworks, as well as the affiliated
exercises, assignments, and course projects. The course combines lectures, hands-on
experiments, case studies, on-site visiting, which creates a self-directed learning envi-
ronment for students. The AIOE hardware is used to remove the barriers in learning
hardware and development. This course is also open to students from various majors,
and all students completed the course project, and engaged in the brainstorming sessions
to generating some fresh creative ideas for smart products. Students from various disci-
plines can proficiently utilize scene-based programming to develop practical, moderately
complex smart products based on AIOE hardware building blocks. The feedback from
questionnaire indicate that students gained a deeper understanding of IoT development
after the course.

Appendix A: A Simple Practice Example

Functionality: Read temperature and humidity values from the environment and display
them in real-time on an LCD.

Experimental hardware includes: AIOE1001 host, AIOE3015 LCD human-machine
interaction module, AIOE5014 temperature and humidity sensor module, as shown
below (Fig. 5):

Fig. 5. Temperature and Humidity Display Experiment Equipment

Experiment procedure:

1) Following the hardware connection diagram, configure using AIOE Studio soft-
ware (as shown below) to generate a Keil software project (the MCU model of the
mainboard is STM32F103RCT6) (Fig. 6):
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Fig. 6. AIOE Studio Configuration for this Project

2) The project contents are as shown below (Fig. 7):

Fig. 7. Software Project Contents for this Project

3) In theGlobalTask_EventTimer_scan() function, which is the event task triggered by
the timer (executed every second), insert the two lines of code as follows (Fig. 8):

Fig. 8. Code for Displaying Temperature and Humidity Values

Here, AIOE5014_temperature_value and AIOE5014_humidity_value are the tem-
perature and humidity values that are automatically updated every second and are defined
in the AIOE5014_API module (Fig. 9).
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Fig. 9. API Functions

4) Compile, download the generated *.hex file to the MCU, and start the application.

This project’s functionality can be implemented with a few lines of code, making it
very convenient, even for beginners.
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Abstract. The concept of “competency-based learning” is proposed in the
CC2020 report, which provides a new guidance for the training of computer pro-
fessionals. This paper first analyzes the role of the concept in the teaching process
and puts forward the “3 + 2” competency model. The model updates students’
cognitive structure twice through three teaching processes, so as to attain the
three-dimensional competency training covering knowledge, skills and disposi-
tions. Then, under the guidance of this model, the teaching strategy for computer
courses is proposed which adopts the way of “Learning Maps”, uses MOOC to
realize students ‘personalized learning, uses task-based teaching to realize students
‘participatory learning, and realizes the improvement of students ‘comprehensive
literacy through cooperation and discussion. Finally, takingPython LanguagePro-
gramming as an example, two classes of first-year computer majors were selected
for comparative experiments. The improvement of students’ competency in the
dimension of knowledge and skills was quantitatively analyzed by comparing
their scores, and the cultivation effect of students’ competency in the dimension
of dispositions was analyzed by interviews. The result showed that the teaching
strategy proposed in this paper can improve students’ competency level and get a
good teaching effect.

Keywords: Competency Model · Teaching Strategy · Computer Course ·MOOC

1 Introduction

The Harvard Dictionary of Competency [1] gives the following definition of compe-
tency: Competency is the effective “things” that a person must show in his work. These
“things” include behavior, motivation, knowledge, and skills related to the job. In the
field of education, success in career preparation usually requires students to develop
three qualities: knowledge, skills, and dispositions, so competency must link these three
essential dimensions.

The concept of “Competency-based learning” proposed in theCC2020 report empha-
sizes the cultivation of students from three dimensions of knowledge, skills and dispo-
sitions [2]. Knowledge dimension focuses on “what is it”, including the core concepts,
notions and content of computer science. Skills dimension focuses on “how to use it”
which includes the high-level thinking ability to apply computer science knowledge and
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the practical ability to operate and design computer software and hardware. Dispositions
dimension focuses on “why is it” which refers to the emotional capacity, behavior, and
attitude towards the completion of the task. The teaching concept of “competency-based
learning” proposed in the CC2020 report pointed out the direction for the training of
computer professionals. However, the CC2020 report did not give a teaching practice
plan on how to cultivate students ‘competency combined with specific courses.

The purpose of this paper is to explore the impact of the concept of “competency-
based learning” on the computer courses teaching. In the actual teaching activities, how
to cultivate students from the three dimensions of knowledge, skills and dispositions?
Howdoes the concept of “competency-based learning” help to set the teaching objectives
of computer courses? How should teaching strategies be designed to achieve a balance
between competency training objectives and curriculum characteristics?

2 Methodology

2.1 “3 + 2” Competency Model

The process of students rushing toward competency on the “runway” of classroom learn-
ing is dynamic, continuous and constantly adjusted [3]. CC2020 divides competency into
three dimensions: knowledge, skills and dispositions, and puts forward relevant learn-
ing requirements for students in a step-by-step way. With the advancement of teaching,
students will gradually realize two cognitive structure updates from knowledge to skills
and from skills to dispositions, and finally realize the cultivation of competency.

The two updates of students’ cognitive structure can be regarded as the stage results
of teaching activities, and the overall teaching activities can be divided into three teaching
processes. In the process of ability improvement, students acquire the basic knowledge
and successfully apply it to become their personal ability, completing the first update of
cognitive structure from knowledge to skills. In the process of literacy improvement, the
acquired knowledge and skills are internalized into personal qualities such as values and
professional attitudes, and the second cognitive structure update from skills to qualities
is completed. In the feedback adjustment process, students, as independent individuals,
evaluate and reflect on their own initiative, grasp their own learning progress, and provide
reference for subsequent learning.

Through the above analysis, the concept of “competency-based learning” proposed
in the CC2020 report is implemented in the curriculum teaching activities, and the
“3 + 2” competency model is formed, which corresponds to the two updates of stu-
dents ‘cognitive structure, and three teaching processes of ability improvement, literacy
improvement and feedback adjustment. As shown in Fig. 1.

Firstly, students establish a cognitive structure related to the course content through
memorization and understanding of knowledge. Through the trainingwith specific tasks,
students can improve their ability to analyze and solve tasks with knowledge, improve
their ability from knowledge dimension to skill dimension, and complete the first update
of cognitive structure.

After that, with specific tasks constructed based on real situations, students have a
high sense of participation and a sense of mission to solve problems. In the process
of exploring solutions, students ‘initiative, creativity and professionalism are exercised,
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Fig. 1. “3 + 2” competency model.

and their literacy is improved from skills dimension to dispositions dimension, and the
second update of cognitive structure is completed.

With the successful solution of specific tasks, students evaluate the completion of
the program and their overall performance, and enter the feedback adjustment process.
Students take the assessment results as the reference of phased learning, reposition
their own professional level, think about the future career development path, and then
adjust the learning pace and content spontaneously. The overall teaching activity which
includes three processes from knowledge to skills improvement, from skills to dispo-
sitions improvement and from dispositions to knowledge feedback adjustment, finally
realize the cultivation of students’ competency.

2.2 Design Three Dimensions Objectives Based on “3 + 2” Competency Model

Goals setting should conform to the changes of the students’ cognitive structure in the
process of learning. The “3+ 2” competency model regards the two updates of students’
cognitive structure as the phased results of teaching activities. Therefore, the design of
curriculum teaching objectives should first consider what kind of learning effect students
should achieve from knowledge to skills and from skills to dispositions. Moreover, the
knowledge is the foundation of all ability and accomplishment [4]. When designing
teaching objectives, it is necessary to examine the degree of students’ knowledgemastery.

In this paper, the curriculum teaching objective is designed into three levels: knowl-
edge objective, ability objective and literacy objective. From the perspective of computer
courses, the knowledge goal focuses on the mastery of basic knowledge of the subject,
including the basic principles of computer, programming basis, computer network and
other subject knowledge as well as mathematics, statistics and other interdisciplinary
basic knowledge. Knowledge objectives require students to have a specific understand-
ing about computer courses and realize the “know-what”. The ability goal focuses on
students’ proficiency in computer, the main tool for solving problems, and the thinking
training in the process of solving tasks. It is dedicated to cultivating higher-order abil-
ities such as mathematical thinking, computational thinking and engineering thinking.
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In the face of complex problems in real situations, students can use the knowledge and
skills they have mastered to solve problems and realize the “know-how”. Literacy goals
focus on the emotional tendencies, behaviors and attitudes displayed by students in the
process of task achievement, such as responsibility, professionalism, conscientiousness,
initiative, etc., and realize “know-why”.

2.3 Design Teaching Strategy Based on “3 + 2” Competency Model

Computer courses are generally characterized by high abstraction and high requirements
for practical ability [5]. Therefore, in the actual teaching process of computer courses, we
should fully consider the differences in cognitive basis and ability level among students,
so as to realize students’ personalized learning and participatory learning.

The “3+ 2” competency model provides directions for the improvement of teaching
strategies. For students, the degree of understanding and mastering knowledge in the
initial learning stage determines the construction of students’ cognitive structure, and
whether students can understand and master knowledge is affected by their own original
cognitive foundation and ability basis. Therefore, it is crucial to emphasize personalized
learning in the process of building cognitive structures for students. It is difficult to truly
personalize teaching with traditional offline class teaching methods, and MOOC has
significant advantages in this regard. In this study, MOOC is chosen to replace one-
to-many teaching by offline teachers, so as to give students full initiative in learning.
MOOC is characterized by fragmentation and the differentiation of learning progress,
and its disadvantage is the consistency of learning content [6]. In order to improve this
shortcoming, this paper introduces the concept of “LearningMaps” and divides students
into two levels: “zero-basis learners” and “basic learners” according to the difference
of students’ cognitive basis and ability level. Different MOOC “Learning Maps” are set
according to the level differences, and students can choose their own paths to complete
the learning process according to the maps.

The process of ability improvement emphasizes students’ practical operation, appli-
cation of knowledge in practice. Task-based teaching in this part can provide students
with more practical opportunities and realize students’ participatory learning. Task-
based teaching plays an important role in the whole teaching strategy. On the one hand,
it connects the MOOC learning stage and helps students build richer links with their
knowledge system in the process of analyzing and solving tasks. On the other hand, it
can link up the subsequent teamwork and pave the way for students to enter a higher level
of learning. The task content should arouse the resonance of students’ own experience
world, start from the real experience world that students can easily understand, start
from cases or problems, and lead to new abstract knowledge together with the abstract
knowledge already learned.

The process of literacy improvement focuses on students’ assessment and reflection,
shaping values and obtaining learning feedback in communication. Cooperation and
discussion is one of the most effective forms of communication. Students enter the
process of competency shaping on the dispositions dimension while they are trained
by multiple tasks, solve large-scale complex engineering problems through teamwork.
Students face the challenges brought by the task together and exercise the ability to
resist pressure for the future; Find the most suitable role in the division of labor and
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cooperation, laying the foundation for future career development; Integrate themselves
into the social environment of interpersonal communication through the communication
with members; Stimulate their own sense of responsibility and mission in the process
of task solving; When students succeed against all odds, they will have a more positive
attitude towards the future. The overall teaching strategy is shown in Fig. 2.
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Fig. 2. The teaching strategy based on “3 + 2” competency model.

2.4 Teaching Implementation

This paper takes the Python Language Programming in the fall semester of 2022 as the
object to carry out practical teaching, which is a required major course for first-year in
computer science and technology. Table 1 shows the basic information of this course.

Table 1. Overview of Python Language Programming.

Item Illustration

Name of course Python Language Programming

Semester Fall semester 2022

Total class time 48

Knowledge Basic Python syntax; Program flow control; Basic data type; Common
built-in functions; Branch and loop program structure; Character string;
Regular expression; The concept of object-oriented; Python module; Python
module; Package; The concept of frame;

Abilities Define and use functions; Define and use classes; Debug; Read and modify
files; Crawl data;

Literacies Sense of responsibility, patriotism, Professional ethics, Engineering ethics

Figure 3 is a diagrammatic drawing of the “Learning Maps” while students use
MOOC for personalized learning. It should be noted that the purpose of the Learning
Maps are to provide learning guidance, and students can still adjust the order according
to their own learning ability.
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Tracking the progress of students’ MOOC learning, design the course task list with
the pre-set competency goals as shown in Table 2. According to the scale and difficulty,
the task is divided into two types: individual task and teamwork task.

Table 2. A task list for Python Language Programming.

Task type Content

Individual task Using the Monte Carlo method to solve PI

Draw the Koch curve

Teamwork task Count the word frequency of characters in A Dream of Red Mansions

Draw the multi-level radar chart

China excellent tourist city ranking crawler

The study began in the fall semester of 2022 and ended in the current semester with
a total of 16 teaching weeks. The experimental group selected 46 students from Class 1
of Grade 2022, and the control group selected 50 students from Class 2 of Grade 2022.
The experimental group used the teaching strategy based on the “3 + 2” competency
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model, while the control group still used the traditional teaching method. In order to
reflect the relative accuracy of teaching data, the teachers of the two groups were the
same.

2.5 Teaching Evaluation

The method of quantitative evaluation and qualitative evaluation is used to evaluate
the cultivation effect of students’ competency, that is, the improvement of students’
knowledge, skills and dispositions. Specific design is as follows:

In the dimension of knowledge, formative evaluation and summative assessment are
used to evaluate the effect of students’ MOOC learning and task demonstration. Five
online tests are designed to test students ‘MOOC learning effect, mainly assessing the
mastery of basic knowledge such as Python syntax, program flow control, and basic data
types. At the end of the semester, there will be a final exam.

In the skills dimension, design 3 task demonstrations, including 1 individual task
and 2 teamwork tasks. Each student or team representative will present their task
solution ideas, the implementation process, and the problems and challenges encoun-
tered. Teachers give comprehensive grades to students from five aspects: task comple-
tion degree, scheme design, programming ability, teamwork and language expression.
Detailed evaluation scheme as shown in Table 3.

In the dimension of dispositions, interviews are used to investigate students’ attitudes
towards course learning, career planning and values. The interviews were conducted
around the following three aspects: the first is students’ feelings about Python Lan-
guage Programming, focusing on students’ expression of learning interests and course
difficulty. The second is students’ understanding of programming, focusing on whether
students have the consciousness of combining theory with practice and solving problems
with programming ideas. The last part is students’ understanding of computer industry,
focusing on students’ career intention and career planning.

Table 3. The detailed evaluation scheme.

Evaluation method Weight Evaluation content

Formative evaluation A1 λ1: 40% 5 Online test scores

3 Task demonstration scores

Summative assessment A2 λ2: 60% Final examination

Final score = A1λ1+ A2λ2.

3 Results

3.1 Analysis of Students’ Academic Performance

The online test scores, task demonstration scores and final scores of 96 people in exper-
imental group and control group are counted. The results shows that the average score
of the experimental group is 88.7 points, slightly higher than the average score of the
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control group is 85.3 points. This indicates that the learning effect of the students in the
experimental group on the two dimensions of competency knowledge and skills is better
than that of the control group. Further, the score distribution range of class members is
counted, as shown in Fig. 4.

Fig. 4. The grade distribution range of class members.

On the whole, the grade of the students in the two classes is normally distributed.
According to the standards of 60–70 points qualified, 70–80 points good, and more than
80 points excellent, the results show that 39 students in the experimental group achieved
excellent rating, accounting for 84.78%, and 32 students in the control group obtained
excellent rating, accounting for 64%. Compared with the control group, the excellence
rate of the experimental group increased by 32.47%. The results further show that the
teaching strategy proposed in this paper can improve students’ competence in knowledge
and skills dimensions.

3.2 Analysis of Students’ Interview Results

After the end of the semester, 20 students were randomly selected from the experimental
group for interview. The interview results are summarized as follows:

First, how students feel about Python Language Programming. Among the 20 inter-
viewees, they all mentioned “understand” and “feel interesting”, and students considered
that learning through MOOC has reduced the difficulty of courses. 18 students thought
that cooperation and discussion were necessary. They believe that in teamwork tasks,
communication with team members can often emerge different perspectives, which is
often the birth of new ideas, new ideas, new solutions. At the same time, some students
said that in cooperation, because they did not want to affect the work progress of other
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members, they would urge themselves to ensure that they completed the assigned work
within the specified time. This shows that task-based teaching, cooperation and discus-
sion can not only give students the opportunity to fully apply knowledge and exercise
skills, but also help train students’ way of thinking and shape students’ values.

Secondly, students’ understanding of programming learning. More than half of the
interviewees said that “programming is not that difficult”, “programming is starting to be
interesting”, “many problems in life can be solved by programming” and similar opin-
ions. From these words, it can be seen that students’ fear of programming languages has
weakened, and they can consciously rethink some problems in life from the perspective
of programming.

Finally, students’ understanding of the computer industry. When asked about the
employment thoughts of the interviewees, the male interviewees generally said that the
work in the computer industry is challenging and has a sense of accomplishment, and
they are willing to engage in related work, and their future study will be closer to the
technical level. The female interviewees’ career intention is not obvious, most of them
think that computer courses are abstract, and it is difficult to judge whether they have
the ability to engage in the industry through only one course.

It can be seen from the interview content that the members of the experimental group
have expressed their interest attitude, sense of responsibility, professional understanding
and career planning. It indicates that the teaching strategy proposed in this paper can
achieve the improvement of students’ competency in the dimension of dispositions.

4 Conclusions

Based on the concept of “competency-based learning” proposed in the CC2020 report,
this paper explores the improvement direction of teaching strategies for computer
courses, highlighting the personalized learning of students, the advanced thinking train-
ing, and the long-term professional development. From the results of empirical research,
the teaching strategy based on the “3+ 2” competency model proposed in this paper can
play a role in cultivating students’ competency and has certain reference value. How-
ever, the research still has shortcomings. On the one hand, the sample number of students
selected in the empirical research stage is small; on the other hand, there are many com-
puter courses, and the Python Language Programming selected in this paper can only
be used as a representative of programming courses. In the future, the author will do
more research and exploration on the integration of the proposed teaching improvement
strategy of computer courses with other professional courses.
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Abstract. With the rapid advancement of information technology such as arti-
ficial intelligence, cloud computing, big data, virtual reality, etc., in the context
of the deep integration of information technology and education and teaching,
smart classroom has set off a new round of revolution. Based on this background,
this paper discuss how to cultivate students’ computational thinking in a smart
education environment, and explore the cultivation of computational thinking in
basic university computer courses from three aspects: before class, during class,
and after class in smart classrooms. In the background of smart education, only by
comprehensively cultivating students’ computational thinking that we can achieve
more results in the future. Thereby improving students’ ability to comprehensively
apply computer technology.

Keywords: Artificial Intelligence · Smart Education · Computational Thinking

1 Introduction

Following the development of information technology, the concept of smart education
that has emerged in the field of education is gradually entering a wider public. Smart
education takes advantage of certain technical means to build an intelligent teaching
environment to promote the teaching and learning of teachers and students, and plays
an active role in the reform of education and teaching mode.

In the context of smart education, almost all technologies will exhibit characteristics
of sharing, interaction, and collaboration. If necessary, traditional educational models
can be changed through the use of information technology. Smart education It is a
significant change in the form of education and learning itself, and will also have a
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significant impact on the transformation of education form. Education informatization it
plays a very important role in transforming educational ideas and deepening education
reform. From the perspective of future developmentmodels, thiswill also be an inevitable
choice to achieve leapfrog development in education.

With the promotion of artificial intelligence,the importance of computational think-
ing education is becoming increasingly prominent. How to make university computer
basic courses aim at cultivating computational thinking with five key sub capabilities,
and how to improve students’ computer application ability to adapt to the current employ-
ment environment. A series of suggestions and countermeasures are given by pointing
out the problems in the basic computer curriculum in our universities [1].

2 The Current Status and Problems of University Computer Basic
Course Teaching in the Context of Smart Education

2.1 Few Class Hour

The class hours of the basic computer course at our university has been adjusted to 48 h,
which leads to insufficient classroom teaching time for teachers and less practice time
for students. At the same time, there is not so much time left for teachers to interact with
students, and teachers can not able to take good care of all students, which is resulting
in unsatisfactory teaching effect.

2.2 Students Foundations Are Quiet Different

Due to the different places where students come from,their basic computer ability is
also various, and their subjective experience of learning this course is also very diverse.
Some students feel that they have learned too little, while others feel that they can not
keep up with the rate of progress, so it is hard for teachers to cater to students of vastly
different levels and at different levels and at different paces.

2.3 Lack of Computational Thinking

In actual teaching, teachers pay less attention to the cultivation of students’ thinking
activities in the programming design process. As a result, students face a new problem
alone and are unable to apply the programming language they have learned to design
and solve the problem. It is necessary to train students to use computational thinking to
analyze problems and solve problems encountered in real life.

2.4 Single Digital Resource

Under the context of artificial intelligence, the digital learning method has become the
most effective learning method. Rich teaching resources can guide students to efficiently
participate in learning activities and form good study habits, thereby which can be used
to improve the teaching effectiveness of computer courses.
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2.5 Personalized Learning is Not Enough

In the process of practical computer teaching, teachers need to understand students’
real academic conditions, abilities and qualities, and arrange different learning tasks
according to the different students. Students need to be clear about practical goals,
ability goals, and value goals, so that they can teach according to their abilities.

2.6 The Assessment Mechanism is Not Rich Enough

At present, the assessment mechanism for basic computer courses combines daily per-
formance, computer operation, and theoretical knowledge exams to comprehensively
evaluate students’ learning effectiveness. It has always been the teacher who evaluates
students’ grades. In the context of smart education, it is now possible to consider incorpo-
rating student mutual evaluation into students’ grades, enriching the ways of evaluating
grades.

3 Relevant Concepts and Connotations

3.1 Smart Education and Smart Classroom

After experiencing two waves of “focusing on human knowledge” and “the rise of
machine learning,” artificial intelligence research is about to usher in a third wave of
“interpretive and general artificial intelligence technology” [2]. The field of education
is changing under the influence and penetration of the wave of artificial intelligence
research. The education informatization process is a process of comprehensively pro-
moting digital awareness, digital thinking, and digital capabilities [3]. However, smart
education is the high-end form of educational informatization development, and smart
classroom is also an important vehicle for smart education.

Smart education refers to the use of artificial intelligence and other technologies
for differentiating teaching design, dynamical adjustment of teaching strategies, and
reflection on teachers’ own teaching standards through intelligent teaching and research
activities.

The true essence of smart education is to build an ecological learning environment
that integrates technology, based on the principles of precision, individuality, optimiza-
tion, collaboration, thinking, and creation, allowing teachers to use highly effective
teaching methods, allowing learners to obtain suitable personalized learning services
and beautiful development experiences, making it possible from impossible, from small
abilities to great abilities, and thus cultivating good personality traits and strong action
abilities Talents with good thinking qualities and deep creative potential.

Smart classroom generally refers to an intelligent classroom teaching environment
constructed by using Internet of Things technology, cloud computing, and network
technology. Guided by advanced teaching and learning theories, which is supported
by appropriate information technology and learning resources, and data analysis and
mining technology as basic methods to construct learning tasks, further promoting the
development of intellectual abilities and the emergence of intelligent action in a learning
environment.
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3.2 Computational Thinking

Computational thinking is a thinking process that is not limited to the field of computer
science and scientists, and it should be a basic skill for everyone. Its essence is that people
understand the thinking methods and thinking activities of natural and social systems. It
is a systematic process.Through the basic processes of organization, analysis, simplifica-
tion, abstraction, modeling, recursion, and traceability, scientific tools are used to carry
out abstract simulation and seek the optimal solution of the problem. In 2016, the Amer-
ican Association of Computer Science Teachers updated the definition of computational
thinking in “K-12 Computer Science Standards” (K-12 Computer Science Standards):
computational thinking is a problem-solving methodology that can be extended from
the field of computer science to all disciplines, providing a unique method for analyzing
and developing problems that can be solved through computational methods. Computa-
tional thinking focuses on abstraction, automation, and analysis, and is a core element
of the broader discipline of computer science. It is the core task and fundamental goal
of computer science education to cultivate the ability of computational thinking.

Computational thinking is a way of using basic concepts in computer science to
solve problems, design systems, and understand human behavior. It covers a wide range
of thinking tools in the field of computer science.

Computational thinking is not only a concept and idea adapted to computer science,
but also a perspective widely applied in work, learning, life, organization, and analysis of
problems. Computational thinking believes that whenwe encounter problems, we should
consider whether we can formulate them so that we can use the power of computers to
solve them.

This article will refer to the 14 authoritative definitions of computational thinking
that are frequently used domestically and internationally for word frequency statistics,
and the constituent elements will be modeled as sub abilities. Five key sub abilities
of computational thinking have been identified, namely abstract modeling, algorithm
design, automation, problem decomposition, and problem transfer. The computer teach-
ing reform of our school will also revolve around its five key sub abilities, integrat-
ing computational thinking and problem recognition sub abilities to form the complete
process of problem-solving, as shown in the following Fig. 1:

The names and descriptions of the five sub abilities of computational thinking are as
follows:

a. Problem Identification and Decomposition Ability

Able to identify complex problems from the real world, break them down into sev-
eral small, manageable problems, and evaluate whether these problems are suitable for
solving using computational thinking methods.

b. Abstract Modeling Ability

Identify common attributes of things and extract core features of the problem.Able to
extract general patterns for problem-solving and reduce complexity.Capable ofmodeling
phenomena and processes, designing simulation systems.
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c. Algorithm Design Ability

Master the basic elements including algorithms, variables, parallelism, control struc-
tures. Be able to formulate a series of orderly steps to solve problems or achieve certain
goals. Also be able to find the optimal path among multiple solutions.

d. Automation Capability

Ability to develop solutions through programming or use computers to complete
monotonous and repetitive tasks. Ability to create computational works for practical
purposes or to solve social problems. Ability to improve existing programming works
through testing and debugging.

e. Problem transfer ability

Can summarize and transfer existing problem-solving processes and methods to
other problem-solving approaches.

2

34

5

Fig. 1. Distribution of computational thinking sub abilities from the perspective of problem-
solving

3.3 The Advantages of Cultivating Computational Thinking in Smart Classrooms

The key to the development of computational thinking is to immerse students in a rich
learning environment that includes the right tools and a collaborative environment. Smart
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classrooms relies on technologies such as the Internet, mobile device terminals, and
network cloud platforms, etc., and have the characteristics of personalized cooperation,
rich tools, and three-dimensional learning resources, and provides supporting conditions
for problem analysis.

The cultivation of computational thinking needs a long period of accumulation, and
teachers need to carry out rich teaching activities so that students’ computational thinking
can be cultivated in teaching activities. Smart classrooms can collect teaching data and
learning activity data before, during and after class, and perform big data analysis on the
data to focus on the process of teaching and learning, so as to make teaching activities
more effective according to ability.

Smart classrooms pays attention to exploratory and cooperative teaching methods,
which can subtly cultivate students’ computational thinking. Students’ research activities
require the help and support of teachers to find solutions to problems. The process of
solving problems is the process of generating intelligence and developing computational
thinking.

4 Construction of a Smart Classroom Teaching Model
for Computational Thinking Cultivation

In the background of smart classroom, it is necessary to sort out the content in traditional
classrooms, and then better play a leading role in the construction process. And in the
future, new organizational methods and ideas will be used for teaching. Continuously
guide students to think in the process of imparting knowledge to them.

In this way, students can gradually establish a way of computational thinking. The
teacher needs to first summarize the internal unit knowledge, then effectively sort out the
internal computational thinking content, and effectively introduce the thinking points,
in order to ultimately turn the teaching of knowledge into the teaching of thinking. In a
smart classroom, teachers can adopt a teacher-student discussion approach during class,
allowing every student to participate in the learning process and effectively summarize
the problem through their presentation and guidance. In the actual design process of the
program, it is necessary to effectively explain the ideas, and then conduct a comprehen-
sive analysis of the problem, and understand how to explain the ideas from a computer
perspective.

The construction of a smart classroom teaching model for the cultivation of compu-
tational thinking is divided into three stages: “before class, during class, and after class”.
The three stages are a circular process in normal teaching, and all the data obtained
during this period also supports the preparation, attendance, and after-school guidance
for the next class.

4.1 Before Class

According to the teaching objectives and difficulties of the course, the teacher conducts
academic analysis based on the students’ existing experience, and promoting learning
materials such as videos and courseware to stimulate students’ interest in learning by
making questionnaires, posting quizzes, and uploading guidance resources, etc. Using
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the online teaching platform of smart classroom to make students learn, ask questions,
and trigger students’ thinking. Teachers canmonitor and review students’ learning results
in real time on the cloud and export analysis reports, including the number of times
students have studied, the length of time they have watched, and the accuracy rate of the
test. At the same time, they can also promptly remind students who did not take part in
the test as soon as possible. Teachers can design lesson plans suitable for students and
prepare corresponding teaching resources based on academic analysis data generated in
the cloud [4].

4.2 In Class

Whenorganizing teaching, teachers shouldmake full use of interactive functions in smart
classrooms, such as question-and-answer methods (raising hands, random selection,
quick answers), test methods (voting, questionnaire, question-and-answer, testing), and
evaluation methods (teacher evaluation, mutual evaluation), etc., to facilitate students’
learning activities to facilitate the effective achievement of teaching goals. The data
analysis generated in the classroom can also help teachers effectively improve teaching
design and carry out targeted one-on-one tutoring after class [5].

In the evaluation process, the Smart Education Cloud Platform integrates cloud
technology and big data technology. In this intelligent teaching network environment,
teaching evaluation is more objective and timely, and teaching management is more
efficient. Communication between teachers and students and students is made more
convenient through back-office information feedback on the platform, and teachers can
keep abreast of students’ learning dynamics and participation in learning in a timely
manner [6].

4.3 After Class

Teachers examines some of the student’s work. Unqualified assignments can be called
back to the students for re-assessment until the assessment criteria are met. In addition,
teachers can use their mobile phones to shake their names through the Pocket Cloud
Classroom to let students respond to questions and help students consolidate and expand
their knowledge.

Based on before class and in class data analysis and students’ classroom activities,
teachers promote hierarchical personalized extracurricular development resources for
each student to consolidate students’ learning outcomes. This not only allows students
with spare time to learn to broaden their horizons, but also enables poor students to
consolidate their knowledge and gain progress, thus meeting the differentiated learning
needs of students.

5 Practice of Teaching Models

Schematic diagram of a smart classroom teaching model oriented to the cultivation of
computational thinking as shown in Fig. 2.
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Fig. 2. Schematic diagram of a smart classroom teaching model oriented to the cultivation of
computational thinking

5.1 Operating Process

In the teaching environment of smart classrooms, before class, the teachers conduct
targeted digital situation analysis on students to carry out accurate promotion of learn-
ing resources and personalized teaching. In the classroom, teachers design problems,
drive the teaching process with problems, and design teaching activities by inspiring,
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guiding, motivating, and supervising. Students participate in teaching activities through
cooperation, evaluation, sharing, and development. After-school teachers provide per-
sonalized study guidance for the learning situation. Students check for omissions and
fill gaps through resource promotion, and incorporate the cultivation of computational
thinking into the pre-class, in-class, and after-school teaching activities of smart class-
rooms. The teaching environment can be summarized into four parts according to the
students’ computational thinking cultivation process: problem and definition, algorithm
design, collaborative evaluation, learning transfer, reflection, and summary.

5.2 Conditional Support

Changing the teaching model requires certain conditions to support the implementation
process, which can be divided into internal conditions and external conditions. Exter-
nal conditions mainly include next generation mobile Internet technology, learning big
data analysis technology, intelligent terminals oriented to education, and smart teach-
ing platforms that can promote teaching resources, carry out teaching activities,record
and analyze learning behaviors. Internal conditionsmainly include high-quality teaching
resources that confirm learners’ learning styles and have clear goals, the ability to design
reasonable teaching activities with fixed learning, and teachers with intelligent teaching
capabilities such as problem design, real-time classroom feedback, and application of
information technology.

In order to make up for the lack of experimental teaching resources on our online
teaching platform, our university will use two online teaching platforms, EduCoder and
ChaoXing, to integrate more excellent course and experimental resources from other
universities, and develop a teaching and experimental environment that is in line with
the actual learning situation of our university’s students.

5.3 Instructional Evaluation

The teaching evaluation index of smart classrooms includes both teachers’ teaching and
students’ learning. Analyze the behavior behind the data through data formed by teach-
ing and learning. The evaluation index are diversified and three-dimensional, including
students’ learning attitude, participation in learning, inquiry ability, ability to problem-
solving ability, etc., and the process evaluation is themain one. On the one hand, teaching
evaluation can reflect teaching effect and the effectiveness of teaching activities, on the
other hand, it can also reflect students’ learning effectiveness and achievement of goals
in intellectual education. Through teaching evaluation, teachers can reflect on and adjust
their teaching strategies to improve teaching methods. Students promptly find out the
problems in their studies through teaching evaluation, and make up for the deficiencies
in a targeted way.

Students’ works can not only be evaluated by teachers, but also add a section for
mutual evaluation among students, enriching the diversity of teaching evaluation.

5.4 Changes in the Status of Teachers

Teachers use various information technology and equipment to design teaching
resources, teaching plans and implementation plans according to teaching goals, teaching
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environment, and the needs of teaching subjects, and should effectively promote learning
resources according to students’ personalized, fragmented, and mobile learning needs.
Due to the openness and diversity of artificial intelligence, cross-school cooperation and
cross-classroom cooperation have become the new normal in education, breaking the
time, space, and geographical restrictions of teacher teamwork. In an intelligent learning
environment, teachers need to acquire new knowledge or new skills, and their roles will
change because of learners. Teacher groups work together to study teaching content and
teaching methods, and continue to innovate.

In Short, By analyzing the connotation of smart classrooms, we can improve the
teaching mode and refine the ability to cultivate computational thinking into five sub
abilities during the teaching process. As shown in Fig. 3.

Fig. 3. Schematic diagramof the combinationof computational thinking sub ability and intelligent
classroom teaching mode

6 Summary

Smart education is an inevitable product of the rapid development of educational
informatization. The smart classroom teachingmodel of cultivating computational think-
ing has broken through the drawbacks of previous classroom teaching and has been better
integrated the cultivation of computational thinking into it. In the whole teaching pro-
cess, teachers should not only impart of knowledge, but also guide students to learn. This
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kind of seeking process can internalize computational thinking into a way of thinking
for students, which helps improve students’ ability to solve problems.

In basic computer course teaching in universities, attention should be paid to the
training of computational thinking ability and the improvement of application ability,
making it a basic literacy for solving practical problems. The training of computational
thinking not only requires teachers to have solid basic knowledge and good thinking
abilities, but also to have certain educational and teaching abilities and methods. There-
fore, teachers should establish correct teaching concepts, adopt appropriate teaching
methods, and flexibly arrange teaching content and methods according to the situation.
Only in this way can we cultivate high-quality students who meet the needs of society,
have innovative consciousness, innovative spirit, and strong innovative ability.

Acknowledgment. We are very thankful that this study is supported by Computer Basic Edu-
cation Teaching Research Project of the National Association of Computer Basic Education in
Colleges and Universities “Exploration and Analysis of Ideological and Political Education in
Computer Basic Courses of Art Universities in The Era of Self-Media” (2021-AFCEC-257);
Huaihua University Teaching Reform Project (HHXYJG-202305).

References

1. Wang, Y.W., Wang, Y.R., Li, Y.X., et al.: Countermeasures and suggestions for improving the
quality of online education during the epidemic prevention and control period. Chin. Med.
Educ. Technol., 119–124, 128 (2020)

2. National Science and Technology Council: The national artificial intelligence research and
development strategic plan [EB/OL], 24 March 2017. http://www.360doc.com/content/16/
1015/20/37334461_598685262.shtml

3. Online Searcher. From digitization, through digitalization, to digital transformation [EB/OL]
(2019). https://www.infotoday.com/OnlineSearcher/Articles/Features/From-Digitization-Thr
ough-Digitalization-to-Digital-Transformation-129664.shtmlPageNum=1

4. Petrovica, S., Anohina-Naumeca, A., Kikans, A.: Definition and validation of the subset of
SCORM requirements for the enhanced reusability of learning content in learningmanagement
systems. Appl. Comput. Syst. 25(2) (2020)

5. Zheng, C.X.: Organization and Implementation of Classroom Teaching in Flipped Classroom
Teaching: Take Engineering Training Heat Treatment Teaching as an Example, University
Education, pp. 58–60, March 2020

6. Zablocki, É., Ben-Younes, H., et al.: Explainability of deep vision-based autonomous driving
systems: review and challenges. Int. J. Comput. Vis. 130(10), 2425–2452 (2022)

http://www.360doc.com/content/16/1015/20/37334461_598685262.shtml
https://www.infotoday.com/OnlineSearcher/Articles/Features/From-Digitization-Through-Digitalization-to-Digital-Transformation-129664.shtmlPageNum=1


Design and Application of Formative Evaluation
in the Artificial Intelligence Course

Ping Zhong, Chengyang Zhu, Guihua Duan, Yu Sheng(B), and Wanchun Jiang

Central South University, Changsha 410083, China
shengyu@csu.edu.cn

Abstract. Artificial intelligence course is an essential fundamental compulsory
course for information majors. Current assessment methods of the course lead stu-
dents to focus solely on their final grades rather than the knowledge itself, failing to
provide effective information for students to improve their comprehensive quali-
ties. This paper first analyzes the appropriateness of applying formative evaluation
to the artificial intelligence course. Subsequently, it adopts the integrated design
concept of “teaching-learning-evaluating’ and a three-step design procedure of
“objectives-tasks-evaluation”, using the example of the School of Computer Sci-
ence and Engineering at Central South University throughout the whole process.
Implementing formative evaluation in the artificial intelligence course, promoting
evaluation as a means of teaching and an impetus in learning, is conducive to cul-
tivating advanced skills in students, which is an effective approach for nurturing
innovative talents in the era of intelligence.

Keywords: Formative Evaluation · Artificial intelligence Course ·
Students-centered

1 Introduction

One of the core concepts in the accreditation standards for engineering education is
student-centered educational principle. A crucial aspect of being student-centered is the
effective use of assessment for learning, enabling students to learn how to learn. Any
“student-centered” approach that doesn’t empower students to learn how to learn is not
genuinely student-centered. Formative evaluation focuses on the ongoing process-based
outcomes throughout the entire period of instructional activities, provides a diverse and
comprehensive evaluation of students’ learning, offering timely feedback and summa-
rization of their progress to cultivate students’ comprehensive application skills and
self-directed learning abilities [1]. Unlike summative evaluation, such as end-of-term
exams, which serves as an assessment of educational outcomes for prior instructional
activities.

Any learning assessment activity, regardless of when it occurs during the teaching
process, who designs it, where it is implemented, how it is conducted, or the extent of
its coverage, as long as the information collected is used for diagnosing, analyzing, and
improving both the teaching by educators and the learning by students, then it constitutes
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formative evaluation [2]. However, due to various reasons, many teachers in China often
misconstrue or misinterpret formative evaluation by its literal meaning, which is pri-
marily reflected in equating formative evaluation with post-lesson quizzes or incentive
systems, prioritizing “evaluation standards” over the “formative” process, oversimplify-
ing formative evaluation as a singular assessment method, utilizing excessively narrow
evaluation strategies, and neglecting the comprehensive and systemic nature of eval-
uation strategies. These misunderstandings are likely to impact teachers’ pedagogical
perspectives and students’ development.

Artificial intelligence is a new technological scientific discipline that explores the
simulation, extension, and expansion of human intelligence. It’s also a core subject in
professional education. How to integrate formative evaluation into the popular field of
artificial intelligence teaching is a topic worthy of exploration and research [3]. This
paper first analyzes the characteristics of formative evaluation and extensively details
the specific implementation of formative evaluation within the curriculum of artificial
intelligence. Conducting formative evaluation in artificial intelligence courses drives
evaluation-based teaching and learning enhancement.

2 Characteristics of Formative Evaluation

The essential characteristic of formative evaluation is that the collected information is
primarily used for improvement. It should not be simply equated with routine score-
keeping [4]. Teachers must grasp the essential nature of formative assessment, deeply
analyze regular assignments, examine the students’ learning process. This involves both
acknowledging their achievements and progress while objectively identify gaps and
shortcomings in relation to the learning objectives, adjusting the teaching and learning
based on the analysis of reasons. Only when routine assignments and tests are used as a
foundation for educational improvement can they genuinely fulfill the role that formative
evaluation is supposed to play.

(1) Purpose of Evaluation: Formative evaluation places more emphasis on individ-
ual feedback and the achievement of stage-specific learning goals, particularly
knowledge and skill-based objectives, whose outcomes are not used for cumulative
purposes or as the basis for summative evaluation.

(2) Evaluation Process: Formative evaluation is an ongoing evaluation of students dur-
ing the teaching process, utilizing the gathered information for improvement. It
delves into the strengths and weaknesses of students during the learning process or
the pursuit of goal achievement, allowing teachers to adjust instructional activities
accordingly.

(3) Evaluation Methods: The methods are diverse, including teacher classroom obser-
vations, student self-assessment and learning notes, peer evaluation and group work,
assignments and experiments, in-class tests, and presentations. Emphasis is placed
on quantitative evaluation tools.

(4) Evaluaiton Feedback: During the evaluation, evaluators provide the evaluated indi-
viduals with instructive feedback regarding their performance, behavior, abilities
and facilitating feedback like reference materials, examples, discussions, reflections
to aid them in improvement and optimization of their work performance. Feedback
should be timely, specific, constructive, and respectful of privacy.
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3 Concrete Implementation of Formative Evaluation in Artificial
Intelligence Course

With the advancement and breakthroughs in core technologies such as deep learning and
machine vision, artificial intelligence has entered a new phase of development, stepping
into a “golden era.” Formative evaluation in the context of an artificial intelligence course
is akin to reinforcement learning based on human feedback, guiding the intelligent agent
to interact with the environment, learning strategies to maximize rewards or achieve
specific goals. To enhance student learning outcomes, around the educational objectives
of artificial intelligence, formative evaluation is employed to align teacher’s instructional
activities with students’ learning situation, forming an integrated approach of teaching,
learning, and evaluation.

Fig. 1. "Teaching-Learning-Evaluation” integration.

3.1 “Teaching-Learning-Evaluation” Integration

In the concept of “Teaching-Learning-Evaluation” integration, teacher’s classroom
instruction, students’ learning progress, formative assessment complement and dynami-
cally respond to each other, as shown in Fig. 1. Students receive guidance during assess-
ment process while teachers adjust teaching strategies based on assessment results. Here,
we adopt a new teachingmodel where the focus shifts from teaching-centered to student-
centered, transitions from knowledge delivery to capabilities achievement, striving for
continuous improvement.
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3.2 Implementation Process

The specific implementation process of formative assessment in the artificial intelligence
course consists of three steps:

(1) Educational Objectives
The educational objectives encompass three dimensions: knowledge and skills,

processes and methods, emotional attitudes and values, concretely describe abstract
capability achievement on these three dimensions of knowledge, skills, and emo-
tions. Subsequently, evaluation objectives are determined based on these three-
dimensional educational goals (such as what should be known, what can be accom-
plished, and what should be developed). This provides directional guidance for
designing formative tasks and implementing formative evaluation.

The objectives of the artificial intelligence course are diverse [5]. The course aims
to provide students with an in-depth understanding of the fundamental concepts and
principles of artificial intelligence. It familiarizes students with the developmental
trajectory, research domains, cutting-edge theoretical methods, and applications of
artificial intelligence. Moreover, it aims to equip students with the mastery of com-
mon problem representation, search techniques, knowledge representation, and rea-
soning methods. The goal is to ensure proficiency in the basic theories and methods
of computational intelligence and machine learning, establishing a solid theoretical
foundation for engaging in related professional work. To enable students to combine
in-class knowledge and extend to the latest advancements in artificial intelligence,
specialized presentation sessions have been introduced. For instance, when covering
search topics in the curriculum, the content includes blind search, heuristic search,
and adversarial search. Post-lesson extensions lead to Montecarlo Tree Search in
AlphaGo. When lecturing neural network topics, the in-class knowledge spans from
MP models, perceptron learning, Hebb Learning, and Backpropagation Learning
to convolutional neural networks. The specialized research investigates large-scale
models based on transformers.

(2) Teaching Tasks
The design of formative tasks can follow this procedure: Firstly, based on the

educational objectives, select appropriate project themes and established scenarios,
design task combinations within the major teaching units. Then, design specific
evaluation tasks according to the actual teaching content and evaluation objectives,
which involves formulating task requirements, providing clear and explicit task
instructions, determining feasible evaluation methods based on actual conditions.
Finally, build evaluation rules, breaking down evaluation objectives in specific tasks
into observable andmeasurable behavioral performance objectives. Considering that
artificial intelligence courses are often conducted in project-based and collaborative
formats, grading rules need to account for both individual and collective evalua-
tions. Individual grading rules are directed at individual behavioral performances,
which can not only give summarizing grade targeting at student’s overall perfor-
mance, but also utilize itemized grading rules to quantify complex performance
that include numerous critical factors. Collective evaluations are directed towards
team/collaborative group/class, usually giving evaluation to collective outputs like
group work, collectively accomplished project documents, or assembled AI kits.
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After determining evaluation components with the help of checklists, performance
inventories, grade scales, and basic element analysis scales, it is further necessary
to decompose evaluation objectives within specific tasks into observable, evaluable
performance criteria, preparing for the evaluation implementation.

For instance, in our artificial intelligence course, students need to conduct topic
research in groups where teachers clarify tasks for each student to ensure clear divi-
sions of work. Additionally, to differentiate between different levels, three tiers are
proposed: 1) direct translation of literature or internet search for existing knowledge,
demonstrating a certain level of research ability; 2) capable of implementing exist-
ing solutions through programming, showcasing practical skills; 3) proposing viable
new ideas based on existing solutions, indicating innovative capabilities. These three
tiers increase in difficulty progressively.

Tasks should be more specific and explicit than the objectives. For example, for
students choosing the neural network topic, the teacher will provide classic papers
on transformers and the official website of the ChatGPT large model. We can divide
the subject into four aspects: 1). Historical Development (research background,
industry evolution); 2). Data and Computing Power (basics, preparation); 3). Model
Principles/Key Technologies; 4). Applications and Societal Impact (challenges and
opportunities). Each aspect will contain four to five guiding questions, prompting
students to think in a question-based and heuristic manner.

When considering the historical development of large-scalemodels, how to approach
the following questions:

1. Definition and development of natural language processing (NLP)? Development of
large language models (LLM)?

2. Typical tasks in NLP? What task does ChatGPT perform? Besides conversational
abilities, what are its distinguishing features?

3. Core members of the ChatGPT team? What backgrounds do OpenAI employees
possess?

4. History of OpenAI?Why it is OpenAI that developed ChatGPT? Are there any other
large-scale models?

5. Evaluation of ChatGPT by AI scholars, including Ilya Sutskever, Stuart Russell,
Yann LeCun, and others.

(3) Evaluation Feedback
The implementation of formative evaluation needs to align with the teach-

ing/project implementation process. Data collection methods (such as question-
naires, assignments, reports, notes, etc.) should be determined based on selected
evaluation method. Following the analysis of evaluation results, teachers should
conduct timely attribution processing, provide feedback to students in a reasonable
manner and make appropriate teaching interventions [6]. Students should actively
reflect under teacher guidance, adjust their learning status and strategies. The imple-
mentation of evaluation should follow two principles: 1) comprehensiveness - eval-
uation criteria should cover all levels that students can reach, provide differentiated
descriptions for different dimensions of performance, focus on and highlight the
differences across these dimensions during the evaluation implementation. 2) accu-
racy - evaluation criteria for each dimension and each evaluation indicator should
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be clear and precise, allowing distinction between different behavioral performance
levels, enabling evaluators to understand what and how to evaluate. Simultaneously,
the criteria should make students aware of the gap between their current level and a
higher level, guiding them towards further development.”

For instance, during student presentations on their research topics, feedback is
provided based on the three tiers of task. For the first tier, it focuses on how well
they read literature, the comprehensiveness of their research, their understanding
of both domestic and international research status, familiarity with basic and latest
approaches, and the logical structure of presentation. The second tier examines
whether students utilize open-source code or develop their own, use public datasets
or simulated data, etc. The third tier analyzes whether proposal of new ideas is
feasible, the motivation and evidence are established.

4 Conclusion

Effective teaching hinges on evaluation taking the lead. Formative evaluation involves
recurrent, comprehensive, and in-depth evaluations of learners’ progress during their
learning journey. It constitutes a systematic and dynamic process aimed at helping learn-
ers promptly correct errors, improve study methods, boost academic performance, and
enhance self-awareness. This paper takes the example of specialized research within an
artificial intelligence course to elaborately illustrate the implementation process of guid-
ing students through their specialized presentations using formative evaluation. Evalu-
ation represents solely a stage-specific outcome, while students are continually evolv-
ing. Hence, teachers need to adjust themselves constantly, viewing students through a
developmental lens, facilitating students to learn self-reflection, improve confidence and
learning abilities through the evaluation process.
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1 Introduction

Computer system capability refers to the ability to integrate different hardware
and software knowledge so as to enable the students majoring in computer sci-
ence to develop a computer project or analyze a computer problem from a global
system perspective, rather than a limited local perspective. In the past years,
the computer system capability has been recognized by the Steering Committee
on Computer Education of the Ministry of Education of China as an important
ability that the students majoring in computer science should cultivate [9].

Currently, many Chinese universities have conducted teaching reform to cul-
tivate the students’ computer system capabilities. A mainstream teaching reform
method is to build a cross-curricular theoretical and practical teaching system
which involves four key computer science courses “digital logic, computer organi-
zation, operating system and compiling principle”. Through this teaching reform,
the students can understand how to design a CPU, an OS and a compiler inde-
pendently. Moreover, they master the skills to run the developed CPU, OS and
compiler on one computer platform [6,12]. In addition to the above work, some
research work integrates the new teaching concepts such as new engineering and
OBE into the system capability training, thereby enhancing the effect of sys-
tem capability reform [7,10]. Some other research efforts focus on evaluating the
effects of computer system capability reforms, e.g., Zhang et al. propose a multi-
subject and multi-dimensional hierarchical teaching evaluation system dedicated
to computer system ability training and the multi-dimensional evaluation results
show that the evaluation system proposed is effective and provides a reference
for teaching evaluation [11].

At Wuhan University of Technology, we also launched the teaching reform
work aiming at cultivating the students’ computer system capabilities since sev-
eral years ago [3,4]. And we have implemented two kinds of reform proposals.
This first one is to build a cross-curricular teaching system by integrating four
core computer science courses “digital logic, computer organization, operating
system and compiling principle”, and this reform plan is similar to that of the
other universities [6,12]. The other is to build a cross-curricular teaching system
by integrating three courses “C language programming, assembly programming
and computer organization”, and this reform proposal aims to help the students
understand clearly how a program runs inside the computer from the high-level
application layer to the low-level hardware layer. Regarding the second reform
proposal, we have offered a new course named “Computer System Fundamentals
(RISC-V version)”, and this article introduces the teaching work of this course.

The contribution of this paper is as follows: First, it introduces the software
and hardware tools which can be used for the RISC-V teaching. These tools
have been tested in practice for several years and can bring great convenience
to teaching work. Second, a representative program example is used through-
out the course teaching. This example can help the students understand the
course knowledge more intuitively. Moreover, it can increase the students’ study
interest. Third, this course integrates different software and hardware knowledge
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Fig. 1. The Nuclei RISC-V IDE and RV-STAR teaching board.

ranging from the upper application layer to the lower hardware layer, and this
can help develop the students’ computer systems capabilities.

The organization of this paper is as follows: In Sect. 2, the instruction set and
supporting software and hardware tools used for the teaching work of this course
are introduced. In Sect. 3, the representative program example which is used
throughout the course is presented. In Sect. 4, the teaching contents and teaching
plan of this course are illustrated. In Sect. 5 and Sect. 6, the theoretical teaching
work and experimental teaching work of this course are investigated respectively.
In Sect. 7, a survey to this course is conducted. In Sect. 8, a discussion to the
teaching work of this course is presented. Finally in Sect. 9, the conclusion is
given.

2 Instruction Set and Development Tools

Since this course involves the compiling from source code to machine code, it
is necessary to determine which instruction set to be used in this course. Cur-
rently, the mainstream instruction sets include x86, ARM, MIPS, RISC-V, etc.
In this course, the RISC-V instruction set is chosen since it is a completely
open instruction set architecture (ISA) that is freely available to academia and
industry [8].

After the instruction set is determined, it also needs to select the correspond-
ing RISC-V compiler, IDE tools, teaching development board and SDK software
package. Through our research, we decide to chose Nuclei’s RISC-V series open-
source software tools for the teaching work [2].

The Nuclei RISC-V series software includes the compiler, the IDE, the SDK
and also the development board. The Nuclei RISC-V compiler is improved based
on the RISC-V GNU tool chain, and it can be used to compile the high-level
program to the assembly code and machine code. The Nuclei IDE is developed
based on the MCU Eclipse IDE, and it can be used to debug the program
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Fig. 2. A representative C sample program used for teaching work.

and monitor the run-time status of the program. The Nuclei RISC-V develop-
ment boards include CM32M433R-START, RV-STAR, Nuclei DDR200T, Nuclei
MCU200T, etc. In our work, the RV-STAR board, which is equipped with the
RISC-V GD32VF103 MCU, is chosen as the teaching evaluation board since it is
cheap, easy to use, and also has small size [1]. In Fig. 1, the Nuclei RISC-V IDE
and RV-STAR teaching board are depicted. The other Nuclei open source soft-
ware include nuclei-sdk, nuclei-linux-sdk, freeloader, buildroot and so on. These
software resources provide greater convenience for the RISC-V teaching work.

3 Teaching Example Design

To specifically describe the process of translating a C program into assembly code
and machine code, a representative C program example needs to be designed.
This example should be as concise as possible, since it is more conducive to
teaching in this way. However, it also needs to be representative, that is, it needs
to cover most common operations in C programs, including variable assignment,
loop operation, conditional branches, function calls, arithmetic and logical oper-
ations, etc.

In our teaching work, we designed a sample C program as is shown in Fig. 2.
In the follow-up work, we use this program as the example to describe how a
program runs inside a computer, including how the C program is translated into
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assembly code, how the assembly code is further translated into machine code,
and also how the machine code is executed by the CPU to realize its functionality.

Table 1. Theoretical teaching contents and teaching plan (software part)

Title Contents Credits

Data
representation

- Data representation of float and integer.
- How data is stored in memory.

2

Instruction set
and
programming
language

- Instruction set introduction (x86, arm, mips,
risc-v)
- The features of RISC-V instruction set
- How to design an instruction set (basically intro-
duction).
- How to program by machine code
- Machine language, assembly language
and high-level languages

6

Program
compilation
and executable
file analysis

- GNU toolchains, and compiling operations.
- Analysis of executable file
(ELF format, binutils, objdump, objcopy, nm,
etc.)
- How the machine code is stored in the memory
- project management (makefile, etc.)
- RISC-V IDE (compilation, debug, etc.)

5

RISC-V
assembly code

- RISC-V assembly code
- Assembly code of variable assignment, loop oper-
ation,
function call, conditional branch,
arithmetic and logical operations
- Stack and heap, context saving

7

RISC-V
machine code

- How assembly code is translated to machine
code?
- RISC-V compact machine code
- RISC-V instruction format analysis

4

startup code - Analysis of C program startup code 2
Linking
principle

- GNU linker script (program sections)
- Linking principle (static link, dynamic link,
etc.)

6

4 Teaching Contents and Teaching Plan

This course has 80 credit hours, including 48 theoretical credit hours and 32
experimental credit hours. In Table 1, Table 2 and Table 3, the teaching contents
and teaching plan of this course are introduced.
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The theoretical teaching work of this course contains the following contents:
(1) Introduction to the basic knowledge such as data representation, instruction
set and programming languages. This knowledge lays the foundation for the next
step of program analysis. (2) Analysis of program executing process (software
part). This teaching work uses a C program as an example to explain how the C
program is translated into the assembly code and machine code. First, the GNU
compiler and binutils tools are used to compile the C program and generate
the assembly code and machine code of this program. Then, the function of
each assembly statement is analyzed to help the students understand how the
C program implements its function through assembly code. Next, the way to
translate the assembly code into machine code is discussed. Finally, the program
linking principle including the dynamic linking and static linking is discussed.
(3) Analysis of program executing process (hardware part). The software-part
work has taught the students how to generate the machine code. Next, we need
to teach the students to design a hardware system to store and run the machine
code. First, the structure of the memory system is introduced. And then, how
the machine code is stored in the memory system is explained. Next, how to
design a single-cycle and multi-cycle RISC-V CPU to run the machine code is
investigated.

Table 2. Theoretical teaching contents and teaching plan (hardware part)

Title Contents Credits

Memory
system

- How the instructions and data are stored in the memory?
- The structure of memory system.
- Memory address, memory capacity extension.
- Connection between memory system and CPU.

6

RISC-V
single-cycle
CPU design

- SoC system for CPU run-time environment
- Introduction to functional components of CPU datapath
- How to design the datapath of single-cycle RISC-V CPU?
- How to design the controller of single-cycle RISC-V CPU?

6

RISC-V
multi-cycle
CPU design

- How to design the controller of multi-cycle RISC-V CPU?
- How to design the datapath of multi-cycle RISC-V CPU?

4

The experimental teaching work contains two parts: software experiments
and hardware experiments. (1) The objective of the software experiments is to
help the students understand the translation process from C language to machine
code, and two lab exercises are designed to achieve this objective. This first one
requires the students to develop an assembler to achieve automatic translation
from assembly code to machine code. To complete this task, the students should
deeply understand the relationship between assembly code and machine code.
The second one requires the students to solve the software problems from the
machine-code level, e.g., fixing program bugs by modifying the machine code
directly without the necessity of changing the source code. This exercise requires
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the students to understand the whole translation process from the high-level C
language to the low-level machine code. (2) The hardware experiment aims to
design a multi-cycle RISC-V CPU, and then use this CPU to run the machine-
code instructions generated by the previous software project. This experiment
aims to integrate both software and hardware system. As for the development
of CPU, two development tools are provided. One is the simulation tool Logisim
[5], and the other is the hardware-programmable FPGA. The software simula-
tion tools are more flexible, easy to use and allows the students to make more
attempts and innovations. However, it is not a real hardware circuit, and lacks
some features of the real-world physical hardware. Therefore, in our teaching
work, we first teach the students to use the simulation tools Logisim to design
the circuits and learn design methods. And then, we further teach the students
to use the hardware FPGA to implement the designed proposal. By this way,
the advantages of both software simulation and hardware implementation can
be integrated.

Table 3. Experimental teaching contents and teaching plan

Title Contents Credits

Lab1:
Assembler
development

Develop a RISC-V assembler to translate
the RV32I assemble codes to machine codes

8

Lab2:
Machine-code-
level
program
development

When a program has some programming bugs,
fix these bugs by directly changing machine codes,
with no necessity to modify the source code

4

Lab3:
RISC-V CPU
development
based on
Logisim

Use the Logisim simulation tool to design
a multi-cycle RISC-V CPU,
which can support most RV32I instructions.

8

Lab4:
RISC-V CPU
development
based on
FPGA

Use the FPGA platform to design
a multi-cycle RISC-V CPU,
which can support most RV32I instructions

12

5 Theoretical Teaching Work

The theoretical teaching content mainly includes the program compilation, the
assembly code analysis, the machine code analysis and the CPU design.
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5.1 Program Compilation and Executable File Analysis

The sample program can be compiled into an ELF (Executable and Linkable
Format) file by the GNU compiler. Then, the ELF file can be analyzed by the
binutils tools such as objdump, nm and objcopy to get the information such as
the addresses of the variables and functions in the program, the assembly code
and machine code of the program, as is depicted in Fig. 3. These information
lays the foundation for the following program analysis.

5.2 Assembly Code Analysis

By analyzing the assembly code, the students can understand how each state-
ment of a C program implements its function inside the computer.

Since variable assignment, loop operation, conditional branches and func-
tion call are the most commonly used C statements, we focus on analyzing the
assembly code of these statements in this course.

Variable Assignment. There is a variable assignment statement in the sample
program “s[1] = a”, and its function is realized by the assembly codes as follows:

– 8000066: 20000737 lui a4,0x20000
– 800006a: 00472703 lw a4,4(a4)
– 800006e: c3d8 sw a4,4(a5)

The lui instruction is used to get the base address of RAM. The lw instruction
reads the value of variable a from memory space and puts it into register a4.
The sw further writes the value of register a4 to the memory space of variable
s[1]. By this way, the assignment operation is completed. In Fig. 4, the above
process is depicted.

Fig. 3. The basic program information generated by using binutils tools.
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Fig. 4. The implementation of variable assignment statement in the sample program.

Loop Operation. The sample example also has a loop statement “for(i = 1; i
< b; i++) a += i”, and its function is realized by the assembly statements as
follows:

– 8000070: 8081a683 lw a3,-2040(gp) # 20000008 <b>
– 8000074: 4785 li a5,1
– 8000076: 00d7da63 bge a5,a3,800008a <main+0x34>
– 800007a: 973e add a4,a4,a5
– 800007c: 0785 addi a5,a5,1
– 800007e: fed79ee3 bne a5,a3,800007a <main+0x24>
– 8000082: 200007b7 lui a5,0x20000
– 8000086: 00e7a223 sw a4,4(a5) # 20000004 <a>

Fig. 5. The implementation of loop execution statement in the sample program.
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The implementation of loop operation usually consists of three steps: (1) Assign
the initial values to the variables. In the sample program, the variables i, a,
and b are placed in the registers a5, a4, and a3 respectively, and the value of
variable i is initialized to 1. (2) Determine when the loop ends. And this is
implemented by two instructions: bge and bne. (3) Increment the count value
and perform loop operations. And this is implemented by the addi and add
instructions respectively. In Fig. 5, the loop executing process of the sample
example is depicted. Note that the final value of variable a needs to be written
back to the memory when the loop execution ends.

Conditional Branches. The conditional branch statement in the sample exam-
ple is as follows:

– if(x < y) return 256;
– else return a;

and its function is realized by the assembly code as follows:

– 80000c4: 00b54763 blt a0,a1,80000d2 <fun2+0xe>
– 80000c8: 200007b7 lui a5,0x20000
– 80000cc: 0047a503 lw a0,4(a5) # 20000004 <a>
– 80000d0: 8082 ret
– 80000d2: 10000513 li a0,256
– 80000d6: 8082 ret

Fig. 6. The implementation of conditional branch statement in the sample program.



Teaching Reform to Computer System Fundamentals (RISC-V Version) 271

The blt instruction is used to implement the if conditional statement. When
the comparison condition is satisfied, the program will jump to the address
0x80000d2, and execute a li instruction to perform the operation “return 256”.
Otherwise, the program runs sequentially, and execute two instructions lui and
lw to perform the operation “return a”. Note that all return values need to be
placed in register a0 before the program returns. In Fig. 6, the conditional branch
operation of the sample example is depicted.

Function Call. The sample example also has a function call statement “d =
fun2(d, a, f)”, and it’s implemented in the computer by the assembly code as
follows:

– 800008a: 200007b7 lui a5,0x20000
– 800008e: 0007a603 lw a2,0(a5) # 20000000 <f>
– 8000092: 200007b7 lui a5,0x20000
– 8000096: 0047a583 lw a1,4(a5) # 20000004 <a>
– 800009a: 14600513 li a0,326
– 800009e: 201d jal 80000c4 <fun2>

The first two instructions lui and lw are used to pass the value of parameter
f to register a2. The following two instructions lui and lw are used to pass the
value of parameter a to register a1. The li instruction is used to pass the value
of parameter d to register a0. Through the above operations, the sub-function
fun2 can take the parameter values of x, y and z from the registers a0, a1 and
a2, respectively. In Fig. 7, the above parameter passing process is depicted.

Fig. 7. The implementation of function parameter passing in the sample program.

After completing the above parameter passing operation, the function call
can be executed by a jal instruction. This instruction first saves the address
of the next instruction into register x1, and then modifies the PC to jump to
the sub-function. When the sub-function runs to the end, it will execute a ret
instruction, and this instruction will pass the value of register x1 to the PC
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pointer, thus allowing the program to return to the function breakpoint to con-
tinue the previous execution. In Fig. 8, the above context saving and context
restoration process of jal instruction is depicted.

Fig. 8. The implementation of function context saving in the sample program.

5.3 Machine Code Analysis

By analyzing the assembly codes, the students can understand how the C lan-
guage statement is implemented at the low-level of the computer. Next, this
course guides the students to explore how the assembly code is further trans-
lated into machine code.

Fig. 9. The way to translate the assembly code into machine code (lui instruction).
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Taking the lui instruction as an example, the assembly format of lui instruc-
tion is “lui rd, imm”, and the 32-bit instruction format of lui instruction is
“imm(20-bits) | rd(5-bits) | 0110111 (opcode)”. Suppose a specific lui instruction
instance is “lui r5, 0x20”, then it can know that rd = 5, imm = 20. By converting
the values of rd and imm into 5-bit and 20-bit machine code respectively, the
machine code of “lui r5, 0x20” can be generated, as is shown in Fig. 9.

5.4 RISC-V CPU Design

With the above teaching work, the students can understand the whole process
of translating a C program into the machine code. Next, we need to focus on the
hardware system and guide the students to investigate how to design a CPU to
execute these machine codes.

Currently, there are many textbooks on CPU design, so this paper does not
discuss this topic in detail. Overall, The teaching work of CPU design can be
divided into the following steps: (1) Design the single-cycle CPU firstly, including
the design of datapath and controller of this CPU. (2) Extend the functionality
of the single-cycle CPU to make it become a multi-cycle or pipelined CPU.

6 Experimental Teaching Work

This section presents the experimental teaching work of this course. The experi-
ments consists of four lab exercises. The first two exercises focus on the software
development, and aims to examine whether the students have mastered the prin-
ciple of translating a high-level C program to the low-level machine code. The
latter two exercises focus on the hardware design, and aims to examine the
students’ ability to design and implement a RISC-V CPU.

6.1 Lab Exercise 1: Assembler Development

This lab exercise requires the students to develop an assembler which can auto-
matically translate the RV32I assembly code to the machine code. The students
can use any programming language, and the experimental results are tested by
comparing the machine code generated by the assembler with the machine code
produced by the standard RISC-V GCC compiler.

6.2 Lab Exercise 2: Machine-Code-Level Project Development

This lab exercise requires the students to solve some engineering problems from
the machine-code level rather than the source-code level, e.g., when the program
has some programming bugs, the students are required to correct these bugs
directly by modifying the machine code instead of the source code. To complete
this task, the students need to clearly understand the translation process from
C language to machine code.

In our teaching work, we assume that there is a programming bug in the
sample program, and the statement:
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– d = fun2(d, a, f);

should be modified to:

– b += a;
– d = fun1(d, b, f);

Then, the students are required to perform this modification by modifying the
machine code directly, without making any change to the source code.

To complete this work, the students need to change the called function from
fun2 to fun1, which involves the modification to the machine code of jal instruc-
tion. The students also need to change the function parameter from variable a
to variable b, which involves the modification to the machine code of lw instruc-
tion. Additionally, they also need to insert a new statement “b += a” before the
function call. To achieve this, they need to make the program jump to a free
memory space, and then add the machine code of “b += a” in this space. Later,
they need to add another “jump” instruction to make the program jump back to
the breakpoints to continue the original execution process.

6.3 Lab Exercise 3: RISC-V CPU Development Based on Logisim

This lab exercise requires the students to develop a single-cycle RISC-V CPU
which supports 21 instructions by using Logisim software. First, the students
need to use Logisim to implement the CPU components such as ALU, Regfile
and controller. Then, they need to connect different circuit components to build
a RISC-V CPU. Later, they need to load some instructions and data into the
instruction memory and data memory respectively, and run the Logisim simu-
lation to verify whether the designed CPU’s functionality is correct or not. In
Fig. 10, an example of a CPU designed based on Logisim is shown.

Fig. 10. RISC-V CPU developed based on Logisim software.
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6.4 Lab Exercise 4: RISC-V CPU Development Based on FPGA

This lab exercise requires the students to develop a multi-cycle RISC-V CPU
which supports 21 instructions based on the FPGA platform, and it requires
the students to complete the following tasks: First, the students need to design
an SoC system which consists of CPU, memory system and general-purpose
input and output (GPIO). This SoC system can provide a testing environment
to verify whether the functionality of the designed CPU is correct or not. Then,
the students need to use FPGA to design a single-cycle CPU that supports 21
instructions. Later, they should expand the circuit functions of the single-cycle
CPU to make it become a multi-cycle CPU.

7 Course Survey and Feedback

We survey the teaching effect of this course from the following aspects: (1)
Whether the students can complete the experimental tasks of this course inde-
pendently? Regarding this topic, the data shows that the proportion of the
students who can complete the four lab exercises is 94%, 98%, 90% and 84%
respectively. This result is in line with our expectations. (2) Whether the stu-
dents can clearly state the complete executing process of a program in the com-
puter? For this topic, the survey results show that 96% students are able to do
this, which shows our teaching work has achieved positive results. (3) Are the
students enthusiastic about taking this course? To understand this, we counted
the number of students who intend to take this course in the past three years, and
the result shows that the average number reaches about 300 each year, which far
exceeds the scheduled capacity of this course. And this proves that the students
are highly interested in the courses.

8 Discussion

Currently in China, many teaching reform programs for college computer sci-
ence majors strive to enhance the correlation and cohesion of different computer
software and hardware courses so as to improve the students’ computer system
capabilities, e.g., many teaching reforms focus on integrating the knowledge of
OS, compiler and CPU to enable the students to build a microcomputer inde-
pendently.

These reform efforts are very effective. However, they neglect to integrate the
high-level programs with the underlying technologies (OS, CPU, compiler, etc.).
Consequently, many students lack an in-depth understanding of how a high-level
program runs inside the computer.

In this paper, we present our teaching work which aims to solve the above
problem. We design a representative C program and then use it as the example
to investigate how a program runs inside the computer from the high-level appli-
cation layer to the low-level hardware layer. This way of teaching can improve
the students’ study interest, and enhance the students’ ability in understanding
and applying the computer knowledge comprehensively.
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9 Conclusion

This paper presents the teaching work of the course “Computer System Fun-
damentals (RISC-V version)” in Wuhan University of Technology. This course
aims to enhance the coherence of knowledge in different hardware and software
courses by guiding the students to understand how a C program runs inside
the computer from the high-level program layer to the low-level hardware layer.
This course has been offered at Wuhan University of Technology for 4 years, and
the course survey results indicate that it has effectively improved the students’
computer system capabilities.

The teaching work of this course has given us the following enlightenment: (1)
It is important to offer a comprehensive course in the computer science college
which can integrate the knowledge of different software and hardware courses,
and this way of teaching can significantly improve the students’ computer system
capabilities. (2) Using a specific sample example to teach throughout the whole
course can increase the students’ interest in learning. (3) Effective experimental
teaching tools can greatly improve the quality of teaching.

For the ongoing work, we will further integrate the knowledge of the operating
system course into this course, for the purpose of enhancing the coherence of
knowledge in more computer science courses.

Acknowledgements. Our thanks to Prof. Zhihu Tan with Huazhong University of
Science and Technology in providing the Logisim design of RISC-V CPU to us for the
teaching work.
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Abstract. Artificial intelligence (AI) is advancing rapidly and finding
its way into various industries. Universities are placing a high priority
on incorporating AI into professional education. However, for students
who are not majoring in AI, applying AI technology to projects can be
challenging. To foster the development of application-oriented talents in
the AI era, this article presents an illustrative example of project-based
learning that focuses on the use of AI tools for assisted education in the
context of blind navigation vehicles. The project specifically concentrates
on core AI applications, such as pedestrian detection using Raspberry Pi
and line tracking for blind navigation. Voice broadcasting is employed to
facilitate interaction with visually impaired individuals. The project is
carried out in teams, with an emphasis on utilizing user-friendly AI tools
for project-based education and practical experimentation. By integrat-
ing theory and practice, students have the opportunity to enhance their
practical skills, deepen their understanding of AI, strengthen teamwork,
improve communication skills, and foster innovative thinking.

Keywords: Artificial Intelligence · Project-Based Education · Team
Collaboration

1 Introduction

In recent years, with the rapid advancement of the digital economy, artificial
intelligence (AI) has undergone extensive cross-disciplinary integration with var-
ious fields [1]. Its deep integration into diverse application scenarios has become
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increasingly evident. Among the disciplines that heavily rely on AI are com-
munication and electronic engineering. Consequently, it becomes imperative to
integrate AI technology into the curriculum of educational institutions. However,
non-AI majors often face challenges due to the lack of systematic learning in AI
courses [2] or limited resources, confusing and hindered progress in applying AI
methods to enhance their project capabilities. Recognizing this issue, universi-
ties need to go beyond theoretical courses and address the growing demand for
applied talents in society. In response, our project team has proposed an intel-
ligent solution for blind navigation vehicles, employing project-based learning
that utilizes AI tools to facilitate practical learning [3].

2 Teaching Project Plan Design

2.1 Objectives and Requirements

The project-based practice aims to nurture application-oriented talents who are
adaptable to the AI era [4]. This approach entails equipping students with the
skills to apply theoretical knowledge gained from their major courses using user-
friendly AI tools, as illustrated in Fig. 1.

Fig. 1. Project Practice Objectives and Requirements Chart

2.2 Practical Process

Project teaching will be practiced from the overall process shown in Fig. 2, first
by mastering professional knowledge and organizing a team, then by division
of labor and cooperation, specific practice, and finally by practical application
simulation. The specific practice will be divided into three modules: learning to
call AI tools, learning to develop Raspberry Pi, and learning to hardware the
car, as shown in Fig. 3.
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Fig. 2. Overall Flow Chart of Project Practice

Fig. 3. Specific Practice Flow Chart

3 Specific Practice

The project is guided by the principles of constructivist learning theory, which
emphasizes collaborative learning and hands-on practice within a three-person
team [4]. The practical implementation is divided into four modules: AI visual
detection, motor activation and steering, infrared tracking, and voice broadcast-
ing. The specific allocation of functional modules is illustrated in Fig. 4.

Fig. 4. Specific module distribution
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3.1 AI Visual Detection Module

This module enables students to learn how to call pedestrian detection database
[6] to identify pedestrians and master the ability to call simple artificial intelli-
gence tools.

Students need to understand that the key principle of pedestrian visual detec-
tion is to determine whether there are pedestrians by extracting the features from
the image. These features can be the shape, texture, color, etc., of the pedestrian
image. The commonly used feature extraction method is grayscale image con-
version. In this paper, the Haar feature extraction method is used for detection,
which is realized by combining the Haar feature with the Adaboost algorithm.

The Haar feature is used to represent the light and dark changes of the pixel
values of pedestrians in a local range, and the integration graph technique is
combined to accelerate the training of a cascade classifier. The representation of
Haar features is shown in Fig. 5, 6, 7 and 8.

Fig. 5. Edge features

Fig. 6. Linear features

Fig. 7. Center surround
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Fig. 8. Diagonal features

Haar features reflect the grayscale change of the image, but it needs to cal-
culate a lot of rectangles, to speed up the calculation, it is generally necessary
to use the integral channel method. Useful information is stored in the integral
feature map, and the value on the point (x, y) is the sum of the gray value of the
upper left corner of the point gray map and the part surrounded by the point
(x, y). Assume that the grayscale image here is, and its integral image is, both
have the same size and the relationship between I and I’ is as follows:

I ′ =
i≤x∑

i=0

j≤y∑

j=0

I(i, j) (1)

After obtaining the integral image according to the above formula, the sum of
the pixels in the area can be calculated through certain operations. The integral
diagram is shown in Fig. 9. Where the integral of point a is:

Ia = Sum(Ra). (2)

the integral of point b is:

Ib = Sum(Ra) + Sum(Rb). (3)

the integral of point c is:

Ic = Sum(Ra) + Sum(Rc). (4)

the integral of point d is:

Id = Sum(Ra) + Sum(Rb) + Sum(Rc) + Sum(Rd) (5)

Fig. 9. Integration simplification diagram
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and
Sum(Rd) = Ia + Ia − (Ib + Ic) (6)

The eigenvalues can be obtained by calculating the rectangular endpoints of the
integral graph. After students master the principle of the Haar feature, they
can begin to write the pedestrian detection program. The pedestrian detection
program of the system uses Haar features to train samples calculate the integral
graph, and construct a classifier. The main ideas are shown in Fig. 10.

Fig. 10. Pedestrian detection sequence diagram

The AI tool employed by students is a pedestrian detection classifier based
on Haar features, implemented using OpenCV. For junior-level students with
a foundational understanding, the pre-trained Haar cascade library within
OpenCV is a suitable choice. The Haar pedestrian detection cascade classifier,
such as the haarcascade-fullbody.xml file depicted in Fig. 11, can be invoked by
students to enable pedestrian detection functionality in their projects. Further-
more, students can efficiently leverage pre-trained cascade classifiers to accom-
plish other elementary AI functions, including facial detection, eye detection,
and smile detection.

Fig. 11. The XML file for pedestrian detection after training
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For senior-level students with a strong grounding, independent dataset train-
ing to achieve pedestrian detection is recommended. The subsequent delineates
the fundamental steps involved in training the object detection classifier: First
of all, training necessitates a substantial collection of positive and negative sam-
ples. Positive samples encompass image regions containing the target object,
while negative samples comprise image regions devoid of the target object. Stu-
dents are required to partition the training dataset into training and testing
sets, subsequently converting them into XML format. Then, students can utilize
the CascadeClassifier function provided by OpenCV for training, requiring the
pre-configuration of parameters such as Haar feature type and quantity, positive-
to-negative sample ratio, learning rate, and more. Additionally, the size of the
student’s training dataset significantly impacts the duration of the training pro-
cess, typically ranging from several hours to several days. Finally, the trained
cascade classifier XML file, as illustrated in the selected file in Fig. 11, can be
utilized by students to detect objects. By utilizing the detectMultiScale func-
tion provided by OpenCV, students can obtain the detected object’s position
and size. Ultimately, students can seamlessly integrate the trained AI detection
classifier into their projects.

The specific code for invoking this simple AI tool is illustrated in Fig. 12. In
consideration of computational resource limitations, the classifier once debugged
and integrated with the trained samples, is initially tested on a PC platform.
Following this validation, it is then transferred to the directory within the Linux
system where students will be developing their programs.

Fig. 12. The schematic illustration of the program that invokes the AI tool

To display the picture in real-time, students need to try to call the camera to
get the picture. The image is first converted to a grayscale image, the purpose is
to reduce the amount of computer calculation. Then pedestrian detection can be
started. The whole process involves recognizing the new picture according to the
training data. The detection value will be a list, and each of the four variables
in the table are x, y, height, and width. In this project, the detected pedestrians
are represented as a list, where the size of the list indicates the number of
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pedestrians. The position of each pedestrian in the image is represented by four
parameters: (x, y, height, width). Here, x and y represent the coordinates of the
top-left corner of the pedestrian, height indicates the height of the pedestrian,
and width represents the width of the pedestrian. With this information, the
precise position and size of each pedestrian in the image can be determined.
To see the detection results more directly, students can frame the information.
Through the real-time detection screen obtained from the computer terminal
connected to the Raspberry PI, the face information when pedestrians are close
to them is detected, as shown in Fig. 13.

Fig. 13. Real-time detection picture

3.2 Motor Starting and Steering Module

This module allows students to master the ability to control the motor starting
and steering and learn to use the wheel speed difference to fine-tune the steering
means.

Students need to create a car direction Run class RobotDirection, initialize
the motor and instantiate the object part program before running, create 6
functions in the class to set 6 states of the two-way motor of TB6612, and then
set the motion state of the car with 6 states. Including the left motor and the
right motor for forward, reverse, and stop. Then use the function to set the
running state of the car, including forward, backward, left, right, and stationary.

After the students have finished loading the car and have a certain under-
standing of the compiler, they can realize the basic control of the car by learning
relevant knowledge. Students can begin using the library function to judge the
car’s data. First, students let the car move forward for some time, and judge the
returned data of the left and right wheel speed and the number of rotation laps.
Then students directly observe the data, they can find: that even in the setting
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of the same speed, the left and right wheel speeds still appear to have a lot of
strange differences, and are unstable. On this basis, students can use Python to
fit scattered points, save and input data through text documents, and obtain
the image as shown in Fig. 14(a) and Fig. 14(b). Figure 14(a) is the fitting value
of the rotation angle of the left and right wheels, and Fig. 14(b) is the fitting
image of the left and right wheel speed.

Fig. 14. Wheel Rotation Angle and Wheel Velocity Fitting Diagrams

The picture on the right is a point diagram of the rotation speed of the left
and right wheels measured by the tachometer. The horizontal axis represents
the rotation speed of the left wheel, and the vertical axis represents the rotation
speed of the right wheel. The unit is r/10 min. The red dot represents the rotation
speed of the left and right wheels when the set speed is the same. The point where
the wheel speed error ratio exceeds (the point with a large error), the black line
represents the theoretical curve (the left wheel speed is equal to the right wheel
speed: y = x), the dark blue represents the fitted curve, and its equation is
viewed as y = x − 5000, it can be found that the left and right wheel speeds
returned by the speedometer are unreliable and have errors.

3.3 Infrared Tracking Module

This module enables students to master the ability to use infrared sensors and
apply infrared tracking. The main idea of the infrared tracking program of this
module is shown in Fig. 15.
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Fig. 15. Flowchart of the tracking program

Students need to understand that the infrared sensor equipped with the car
system is a digital sensor, and the output state is 0, 1, that is, the high level
and low level in the digital circuit, the sensor has four pins, namely VCC (pos-
itive power supply), GND (negative power supply), OUT (output signal) and
LED (infrared emitter control pin). The sensor does not detect the black line,
the sensor status is light, and the level output is 0, the sensor detects the black
line, the sensor status is light off, the level output is: 1, infrared sensor detec-
tion reflection distance is 1 mm–25 mm applicable, and not easy to be interfered
by external signals, when the infrared ray irradiates the measured object, and
receives the reflected light, the optical signal is converted into electrical signal,
and finally OUT foot output low level to the Raspberry PI, and the Raspberry PI
receives the infrared tracking command through code communication, We will
use the tracking function in Infrared class. The specific analysis is as follows:
The host instruction is parsed in the Communication-decode function. When
infrared tracking instruction is identified, the value of the function mode loop
flag bit CRUISING-FLAG is changed, and the value of the function mode loop
flag bit is compared to enter a different function mode.

After changing the value of the loop flag bit, it is checked in the main loop
to enter different functional modes; The communication function in the Socket
class, Bluetooth communication and network cable, WiFi communication, etc.,
is started by thread, and the communication will call the instruction parsing
function, that is, the communication instruction parsing function and the main
loop function and the PS2 control function are running at the same time, at
this time, the program will call the infrared tracking function, and initialize the
infrared sensor. Enable the infrared tracking function.
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3.4 Voice Broadcast Module

This module enables students to master the ability to use voice broadcasting.
To remind the blind to pay attention to the road ahead, the BY8301 voice

module is used to provide voice assistance to guide the blind. The real object
is shown in Fig. 16(a), and the tube Angle is shown in Fig. 16(b). The module
supports MP3, WAV format double decoding, module built-in SPI-FLASH as
the storage medium is equipped with a Micro USB interface, and the working
voltage is about 4.2 V. Through 3 IO ports through 3.3k resistance ground or not
connected to 8 kinds of control mode selection, BY8301 built-in standard asyn-
chronous serial port interface, through the correct setting of serial port parame-
ters and the use of communication control instructions, you can realize when the
navigation car encountered obstacles when the voice reminder, broadcast voice
can also be synthesized.

Fig. 16. Schematic diagram of module pins and Physical diagram of the module

4 Simulation Test

The students simulated a blind person moving indoors. The movement methods
included straight driving and turning on the horizontal plane. The navigation
vehicle navigated in front of the experimenter. The test was conducted through
passive traction. The navigation vehicle was intercepted from 2 s, 6 s, and 6 s
during the infrared tracking process. The operation situation at 10 s is shown in
Fig. 17. It also simulates the situation of encountering pedestrians blocking the
road during navigation. At this time, the voice module will broadcast to remind
the tester of the road conditions ahead and the direction of the car’s upcoming
movement, and then the car turns.
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Fig. 17. Guided test

Test results: The navigation vehicle did not deviate from the track during
indoor tracking. After multiple tests, the route recognition rate reached 97%.
The performance of the infrared sensor was good; the visual obstacle avoidance
distance from the vehicle body was 1 m–2.5 m and the camera elevation angle was
15◦–75◦. When a single pedestrian is detected in the vehicle, the detection is cor-
rect, and the navigation vehicle will perform normal obstacle avoidance and voice
broadcast operations. Under the same circumstances, when multiple pedestrians
are detected, the navigation vehicle can still operate normally for obstacle avoid-
ance and voice broadcast operations. However, there were errors in the detected
number of pedestrians, and the number of errors was small. Through the con-
struction of the above four modules, the students realized the visual pedestrian
detection, line patrol navigation, and voice reminder functions of the navigation
vehicle, and completed the functional realization of the project. This not only
applied the professional knowledge of communication and electronic engineering
in practice but was also supplemented by the call of artificial intelligence tools
to complete the objectives and requirements of the project.

5 Related Knowledge Points and Technical Points

The practical implementation of an AI-assisted intelligent blind navigation vehi-
cle, with the aid of artificial intelligence tools, is carried out through a project-
based learning approach. Taking the field of communication engineering as an
exemplar, this approach presents a tangible manifestation of the relevant knowl-
edge derived from specialized courses [5]. The corresponding relationship between
the technical points and the involved professional courses is illustrated in Table 1.
As evident from the aforementioned table, the required professional courses for
this project span over multiple semesters. Therefore, this project can be pro-
moted as an in-class specialized teaching program, serving as a coursework and
graduation project topic for students.
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Table 1. Relevant technologies and corresponding courses.

Technique Course Semester

Circuit Design Fundamentals of Circuits and
Electronics Laboratory

3

Infrared Sensors Principles of Microcontrollers 3

Raspberry Pi Development Embedded Systems 4

Line Following CodeDevelopment Python Programming and
Numerical Analysis

5

Pedestrian Detection Applications of Smart Internet
of ThingsTechnologies

6

6 Preliminary Results and Prospects for Promotion

Based on their practical experience in this project, students have actively pur-
sued technological innovation initiatives. Some have successfully sought and
obtained support for their project outcomes through the “2023 National Under-
graduate Innovation and Entrepreneurship Training Program.” Additionally,
participating students have showcased their projects in various competitions,
including physics competitions and the Internet+. Notably, one student attained
a Class A provincial third prize in a physics competition.

After proposing the use of simple AI tools to assist in the implementation of
project-based learning in the field of electronic information, we conducted a ques-
tionnaire survey [7] among a total of 29 students, including students from the 2018
to 2022 cohorts of the electronic information major and international students
majoring in electronic information. Among the surveyed students, 34.49% had
limited knowledge of AI, and 24.14% were unclear about it, as shown in Fig. 18(a).
Only 28% of the students were aware that their major offered courses in AI, as
shown in Fig. 18(b). Figure 18(a) shows an Understanding of AI in Statistical
Graphs and Fig. 18(b) is the Percentage Distribution of AI Courses Offered.

Fig. 18. Statistical Chart of Percentages of AI Understanding and Course Offerings

However, after gaining a basic understanding of the integration of AI into
different disciplines, 86.2% of the students expressed a willingness to engage in
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self-study, as shown in Fig. 19(a). Among these self-study enthusiasts, 79.3% felt
that the difficulty of learning the content of two different majors within four years
was substantial, as shown in Fig. 19(b). Figure 19(a) Statistical Graphs Depicting
Students’ Self-Learning Willingness and Fig. 19(b) is Statistical Graphs Depict-
ing the Intention to Pursue Dual Majors Simultaneously.

Fig. 19. Statistics on students’ willingness to self-study and dual major intention

However, after learning about the practical project of an intelligent blind
navigation vehicle built with the assistance of AI tools, 86.2% of the students
expressed confidence in engaging in simple applications of AI, as shown in
Fig. 20(a). If the school were to offer professional knowledge teaching using this
project, 89.65% of the students would be interested in taking such a course and
would be willing to utilize this project for extracurricular practical activities
or even as part of their graduation design, as shown in Fig. 20(b). Figure 20(a)
Confidence in the Application of AI - Statistical Graph and Fig. 20(b) is Student
Interest in Project-based Courses - Statistical Graph.

Fig. 20. AI application confidence and student interest in project courses statistics

Based on the feedback from the questionnaire survey, it was found that
project-based learning in the field of electronic information, assisted by AI, has
received positive affirmation and strong support from students majoring in elec-
tronic information. This finding holds significant implications for its promotion
and implementation.
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7 Conclusion

Through project-based practices in education assisted by artificial intelligence,
students have been able to integrate theory with practical applications [8], gain-
ing a deeper understanding of their field of study. They have experienced the joy
of applying their knowledge, which has sparked their interest and motivation to
continue learning, thereby enhancing their enthusiasm and proactiveness in their
studies. Moreover, students have acquired relevant technical skills, laying a solid
foundation for their future learning and work. Throughout the project-based
practices, students have faced challenges in team communication and interper-
sonal interactions, which are essential for cultivating well-rounded individuals
skilled in communication and expression [4]. They have also encountered trial
and error in the practical process, learning how to debug and improve their mis-
takes, thereby fostering a resilient spirit that grows stronger with each setback
and teaching them how to face adversity correctly. Additionally, students have
integrated knowledge and skills from multiple disciplines in their practical appli-
cations, fostering their interdisciplinary thinking and developing their overall
abilities [8], ultimately nurturing their innovative capabilities.

References

1. Wang, J.P.: Research on interdisciplinary integration model based on educational
artificial intelligence support. China Educ. Technol. Equip. (17), 10–11+16 (2021)

2. Ge, D.Y., Wei, J.J.: Research on the development of online teaching capabilities of
university teachers in the era of artificial intelligence. Res. Continuing Educ. (11),
23–27 (2023)

3. Ren, L.J.: Research on the integration strategy of artificial intelligence and discipline
based on project-based teaching. Primary Secondary Sch. Audio-Visu. Educ. (04),
88–90 (2023)

4. Li, Z.Q., Chi, Z.M., Zhang, R.N.: Cultivating versatile and applied talents to pro-
mote local economic and social development. Democracy Legal Times (005) (2022).
https://doi.org/10.28579/n.cnki.nmzfz.2022.001448

5. Ye, Z.R., Wu, M.W., Tao, H.W., Zhang, Z.: A portable electrical signal generator
for active learning. In: IEEE 17th International Conference on Computer Science &
Education (ICCSE) (2022)

6. Chu, J.L., Xie, Z.X.: Design and practice of artificial intelligence experiential learn-
ing activities for cultivating literacy: a case study on “Facial Recognition” teaching.
J. Digit. Educ. Primary Secondary Sch. 10, 35–39 (2023)

7. Jiang, M.L., Zhu, J.L., Chen, J., Wu, M.W., Wu, J.Q.: Research on experimen-
tal teaching of communication principles based on visible light communication. In:
IEEE 16th International Conference on Computer Science & Education (ICCSE),
Lancaster, pp. 1019–1023. IEEE (2021)

8. Liang, Y.W., Wu, M.W., Pan, Z.S., Cen, G.: Information and communication
technology-enabled active learning in a college physics experiment. In: IEEE 16th
International Conference on Computer Science & Education (ICCSE), Lancaster,
pp. 1014–1018. IEEE (2021)

https://doi.org/10.28579/n.cnki.nmzfz.2022.001448


Online Learning and MOOCs



Evaluation of Students’ Performance with Facial
Capture Avatars in Online English Instruction

Yu Qiu1,2,3, Gang Wang1,2,3(B), and Qianxi Zhang1,2,3

1 School of Computing and Data Engineering, Ningbo Tech University, Ningbo, China
smile588@sina.com, qianxi.zhang@nottingham.edu.cn

2 School of Design, University of Nottingham, Nottingham, UK
3 Department of Architecture and Engineering, University of Nottingham,

Ningbo, People’s Republic of China

Abstract. This article evaluates the possibility of deploying virtual avatars on
personal devices in online English instruction, as well as the impact on student-
teacher interaction and tacit truancy issues. Based on the correlation analysis and
linear regression analysis of the data acquired from the distributed questionnaires,
it is possible to conclude that there may be no statistical association between
avatars and student-teacher interaction. However, avatars have a positive effect on
reducing truancy. Therefore, we consider that the utilization of virtual avatars in
computer-assisted language learningprovides an innovative andpromisingmethod
for online instruction.

Keywords: facial capture · virtual avatars · student-teacher interaction · tacit
truancy

1 Introduction

In the context of the unpredictable expansion and development of the COVID-19 pan-
demic, online education has emerged as one of themost popular and indispensablemeans
for accessing educational resources. There are primarily two methods for delivering dis-
tance education: synchronously and asynchronously [1]. With the aid of educational
resources, such as books and pre-recorded videos, asynchronous learning is student-
driven. The majority of MOOCs, such as Chinese University MOOCs and Coursera,
have embraced this methodology. Globally, the most commonly used form of distance
learning is the synchronous approach, which entails switching the teaching setting to an
online classroom and is relatively similar to the traditional offline learning environment.

In College English, language skills are developed through interaction with teach-
ers, other students, and learning resources [2]. In conventional face-to-face instruction,
teacher-student interaction can be incorporated into knowledge points, courseware, and
quizzes, all of which can be accomplished effectively via eye contact, verbal, or even
physical activities [3]. But when the social distancing restrictions were encountered
unexpectedly, teachers began adopting platforms such as Zoom, DingTalk, and Ten-
cent Meetings to communicate in real-time with students as part of virtual deliveries.
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Although nearly every video conferencing platform has classroom simulation and inter-
action functions as part of personal response systems, such as check-in, questioning,
in-class tests, and even questionnaires, the teacher cannot identify whether students
are sleepy, sleeping, or leaving midway through the session [4, 5]. That is to say, in
a synchronous approach to online teaching, if the teacher expects students to turn on
the camera to assess student performance and ensure quality instruction, but the stu-
dents strongly refuse the request, there is little the teacher can do in front of the screen.
Under such circumstances, it is also usual to encounter situations in which the instructor
opens the floor for questions but no student responds, contributing to the unpleasantness
of uncomfortable silence, and the tactics employed by the teacher in response to such
situations are frequently ineffectual [1]. This circumstance frequently results in distrac-
tions and even tacit truancy (a form of mental absenteeism in which students participate
negatively in classroom instruction) [6].

Pavlov et al. [2] investigated the impact of webcam on collaboration in online second
language instruction. According to the responses of the students to the question “How
do EFL students perceive the use of the camera?” About 70% of the students would
turn on the camera when asked to do so by the teacher but would turn it off otherwise.
Just 19% of the students stated they often turn on the camera. When asked why they
turn cameras off, students talk about their study environment: “I need to leave the study
place” (64%), “I do not want others to see me” (60%), “I am not alone in the room”
(45%). Importantly, 35% of students say that when their cameras are turned off, they
can concentrate better and get distracted less. This response might be connected with the
feeling that the study environment factors do not influence them when their cameras are
off. As they feel shy, 50% of students prefer to turn cameras off, and 47% of respondents
say they feel uncomfortable when they are being watched by many others. Low English
proficiency is a reason to turn off cameras for only 8% of students. It is evident from the
data that, for both objective and subjective reasons, students’ webcams are switched off
the majority of the time in online teaching environments, making it hard for teachers to
communicate with students via the camera.

Peterson’s research [7] indicates that “of the many network technologies now being
utilized in computer-assisted language learning (hereinafter referred to as ‘CALL’),
immersive virtual environments appear to hold great potential as learning tools.” and “the
application of virtual worlds in CALL offers new opportunities to engage learners in the
kind of interaction thatmay facilitate the development of second language competences.”
Therefore, ifwe can establish a virtualworld in the online classroom inwhich the students
can show their virtual avatars through thewebcams, theirmotivation to turn on the camera
may be boosted.

Today, virtual YouTubers (Vtubers) that use computer-generated virtual avatars are
gaining popularity throughout the globe. Numerous VTubers have demonstrated their
commercial values in the live-streamingmarket and have amassed a sizable following on
a range of social platforms, e.g., YouTube, Niconico, and Bilibili [8]. To capture move-
ment, real-time motion capture software or technology is frequently (though not always)
employed. Students can utilize Vtuber’s implementation technology to conceal their true
faces while displaying their dynamic avatars in the virtual world through the camera. The
vast majority of laptops and desktops are equipped with RGB-D cameras, which can be
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deployed to track facial movement in real-time without complicated preprocessing and
modeling [9]. In addition, iPhones equipped with Face-ID and the Huawei Mate30 Pro
can capture facial motions using a True Depth camera and a ToF 3D camera, achieving
a nearly identical result, so that learners can map their facial emotions onto their avatars
in the virtual world with low-cost and ubiquitous hardware.

To investigate the following research questions, we distributed a questionnaire
through the Questionnaire Star platform to examine online English learning among
college students.

1. Can the utilization of a real-time virtual avatar enhance teacher-student interaction?
2. Can the usage of virtual avatars in real time alleviate the problem of tacit truancy?

2 Research Methodology

2.1 Participants

The questionnaire was distributed via the Questionnaire Star platform, in the form of a
QRcode andURL link for direct accesswithout verification, and placed in the class social
software groups of the School of Data and some school-level student organization social
groups as well as some influential private WeChat platform accounts of NingboTech
University. Therefore, all the participants were undergraduate students of NingboTech
University. The questionnaire was available from 10 to 12 May.

2.2 Questionnaire

The questionnaire was administered in Chinese. In the questionnaire, the participants
were asked 10 questions. Questions 1 and 2 were constructed as single-answer, multiple-
choice questions with an “other” answer option or comment area to determine the type
of English course the participants were enrolled in as their major and during the online
teaching time. Question 4 was a multiple-choice question that addressed why students
were reluctant to turn on the camera. The other seven questions assessed students’
opinions toward the usage of cameras and virtual avatars in the virtual classroom using
a 5-point Likert scale, with responses ranging from “strongly disapprove” (one point)
to “strongly agree” (five points). Particularly, in question 7, participants were asked if
they would be willing to turn on the camera if only a virtual avatar was shown, and we
provided a brief explanation of how virtual avatars (2D/3D models that capture facial
movements through the camera and map them to the virtual world in real-time through
facial motion capture software, without displaying realistic faces and scenes) are driven
for those with limited knowledge of it.
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3 Results

3.1 Basic Data

In our survey, a total of 63 responses were received. One response was disqualified since
the respondent indicated on the questionnaire that he did not attend English courses.
Therefore, 62 undergraduate students in NBT from 8 of the 10 second-level colleges,
excluding the School of Design and the School of Material Science and Engineering,
participated in this study. During the time from April 12, 2022, to April 24, 2022, they
all attended online English-related college courses.

The reliability coefficient of the scale questions is 0.637, and the quality of the study
data reliability is acceptable.

3.2 Perception of Some Reasons for Closing the Camera

For the question “ What do you suppose are the reasons for students’ unwillingness to
turn on the camera”, Table 1 illustrates student replies.

In the “Other” option, one participant stated that it was unnecessary to enable the
camera.

As shown in Table 1, the goodness-of-fit test was significant (chi = 43.065, p <

0.001), indicating that there is a substantial variation in the proportion of selected items.
Specifically, the response rates and prevalence rates for two items, “Need to leave” and
“Inconvenient to turn on the camera in public areas”, were significantly higher.

Table 1. Response and Popularity Rate

Categories Response Popularity Rate (n = 62)

n Response rate

Need to leave 22 28.57% 35.48%

Inconvenient to turn on the camera in
public

34 44.16% 54.84%

Better focus when the camera is turned
off

12 15.58% 19.35%

No camera or damaged camera 8 10.39% 12.90%

Other: 1 1.30% 1.61%

Total 77 100% 124.19%

Goodness of fit: χ2 = 43.065 p = 0.000

3.3 Correlation Analysis of Virtual Avatar and Interaction

As shown in Fig. 1 (the horizontal coordinate corresponds to the relevant score on a
five-level scale, while the vertical coordinate represents the frequency), the data devi-
ate significantly from normality, and the contours of the columns exhibit imperfect
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bell-shaped characteristics. Given the short sample size, such typical characteristics are
generally accepted. The data in Fig. 2 fulfill normality, and the distribution of several
columns can be represented by a bell-shaped normal curve. Therefore, it is reasonable
to infer that the data conform to the normal distribution.

Fig. 1. Histogram of the question about interaction

Fig. 2. Histogram of the question about presenting avatar

According to Fig. 3, the correlation coefficient value between closing the camera
and displaying a virtual avatar is 0.21, which is near to 0. Save for that, the p-value is
0.103 > 0.05, showing that there is no correlation between the two variables.

3.4 Regression Analysis of Avatars and Tacit Truancy

Figure 4 demonstrates that the data conform to a normal distribution.
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Fig. 3. Pearson Correlation of interaction and avatar

Fig. 4. Histogram of question about tacit truancy

According toFig. 5, the correlation coefficient betweenusing avatars and tacit truancy
is 0.34, and the computed p-value is 0.008< 0.05, indicating that they have a significant
positive correlation.

From Table 2, it can be seen that the model equation is: restricting tacit truancy =
1.632 + 0.341*presenting avatar, and the model R-squared value is 0.112, indicating
that presenting avatar can explain 11.2% of the cause of change in restricting tacit
truancy. The model passed the F-test (F = 7.588, p = 0.008 < 0.05), which means that
presenting avatars must have an influential relationship with the restricting tacit truancy,
and the final specific analysis shows that the regression coefficient value of is 0.341 (t
= 2.755, p = 0.008 < 0.01), meaning that the avatar will have a significant positive
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Fig. 5. Pearson Correlation of avatar and tacit truancy

influence relationship on restricting tacit truancy. In conclusion, it can be demonstrated
that presenting avatars will have a significant positive effect on restricting tacit truancy
in online English instruction.

Table 2. Parameter Estimates (Summary)

Coefficients 95% CI VIF

Constant 1.632**
(4.989)

0.991 ~ 2.274 –

present avatar 0.341**
(2.755)

0.098 ~ 0.583 1.000

n 62

R2 0.112

Adj. R2 0.097

F Value F(1,60) = 7.588, p = 0.008

Dependent Variable: restrict tacit truancy

D-W: 1.916

* p < 0.05 ** p < 0.01 t statistics in parentheses
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4 Conclusion and Future Research

This study explores the relationship between student-teacher interaction, tacit truancy,
and virtual avatars. The results of the distributed questionnaire demonstrate that there
is no association between the use of avatars and promoting learner-instructor interac-
tion and that the usage of avatars positively influences the reduction of tacit truancy
(unstandardized coefficients = 0.341, p-value = 0.008 < 0.01). The R-squared value
of the linear regression model using presenting avatar as the independent variable and
restricting tacit truancy as the dependent variable was 0.112, indicating that the former
could account for 11.2% of the variance in the latter. Although the collected data did
not show a statistical correlation between virtual avatars and student-teacher interaction,
we believe that reducing tacit truancy may facilitate student-teacher interaction to some
extent, as students will be more attentive to the various instructional materials in the
classroom. Therefore, we consider that the use of virtual avatars in CALL may offer a
novel approach to involving learners in interaction that may foster the development of
second language abilities.

Nonetheless, there are limitations to this research. The number of participants in this
studywas limited, the sample sizewas too small, and the samplewas unbalanced since no
data were obtained from two of the ten schools, while the School of Computer and Data
Engineering and the School of Business had significantly more participants. In addition,
due to timing constraints, the online questionnaire was only available for three days.
Given these constraints, a longitudinal study may be a viable way to investigate avatars
and interaction as well as tacit truancy in further exploration. Except for that, although
we established the viability of utilizing personal devices such as laptops and smartphones
for facial motion capture in the introduction section, more work is intended. At present,
few video conferencing platforms natively support the use of webcams to build real-time
avatars. The current solution is to use separate specialized software for motion capture
and then send the created avatar to platforms as a data stream, which platforms presume
is received from the camera but is a software simulation of a virtual camera. Such a
procedure is too cumbersome and complex to be acceptable to the general population. In
future research, we believe it is vital to enhance the research methodology and simplify
the use of virtual avatars. Furthermore, we also consider whether the features of the
avatars would influence student-teacher interaction, like the tendency of students with
more attractivemodels to express themselves in the virtualworld via, for example, asking
and responding to questions. Additionally, our study was conducted in a synchronous
context; in the future, it may be conceivable to evaluate student performance in an
asynchronous context [10]. The overall objective is to maximize the possibilities of
avatars in CALL for remote education.
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Abstract. Online practicing platforms and open-source communities have
enriched teachers and students with abundant teaching resources and convenient
practicing environments. However, the designs of these platforms cannot fully
meet the demands of educational scenarios, particularly in programming courses.
To address challenges such as code collaboration, homework management, and
configuration of practicing environment, this paper introduces an intelligent code
hosting and project collaboration platform known as ShuiShan Code Park, which
explores a new educational model based on collaboration. Specifically, it intro-
duces team collaboration into teaching, and centers education around repositories.
Furthermore, ShuiShan Code Park enhances the educational experience in mul-
tiple dimensions including the code similarity comparison, point-based ranking,
enhanced Markdown, and Tianhe containers-based practicing. Detailed cases of
ShuiShan Code Park’s applications effectively demonstrate its optimization of
educational scenarios. Feedback from students highlights the practical value of
Shuishan Code Park.

Keywords: Programming Courses · Code Hosting · Project Collaboration ·
Online Practicing

1 Introduction

In the present era, the field of education is undergoing a rapid evolution driven by
advancements in computer and data science [1, 2]. Despite the abundant resources and
practical opportunities that online practicing platforms and open-source code manage-
ment communities have provided for education, existing educational tools still face par-
ticular challenges in meeting the specific needs of programming courses [3, 4]. These
challenges include the inability to effectively compare students’ code similarity and
cultivate students’ collaborative spirit.

To establish a teaching platform that supports students to collaborate on projects,
we have deeply customized the open-source project Gitea [5] to construct a versatile,
shareable, and accessible educational platform called Shuishan Code Park. The central
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objective of this paper is to introduce the intelligent code hosting and project collabora-
tion platform, Shuishan Code Park, as a critical sub-platform within the new generation,
fully integrated online learning platform known as Shuishan Online. This platform is
designed for intelligent code hosting and creative collaboration tailored for educational
purposes [6]. We will deeply explore the overall structure and main features of Shuishan
Code Park, as well as its practical application in the field of education. From the current
background of computer science online education, our research has made the following
contributions.

(1) Collaboration-based education platform design: Propose an online course teaching
scheme based on Shuishan Code Park.

(2) Implementation and optimization for education scenarios: Address specific opti-
mizations and implementations aimed at solving real-world educational challenges.

(3) Application cases: Present practical application cases of Shuishan Code Park and
demonstrate its practical value in the educational scene.

2 Requirement Analysis

With the rapid advancement of information technology, there is a growing demand
for personalized education, leading to the emergence of numerous online educational
platforms. Existing online open course learning platforms such as Chinese University
MOOC provide teachers and students with a consistent digital learning medium that
supports comprehensive learning and self-assessment [7, 8]. Online practice platforms
represented by Alibaba Cloud use cloud technology to promote online collaboration in
computer education. It extends the concept and method of massive online practice by
providing a convenient online operational environment and abundant practical resources
[9–11]. Open-source communities like GitHub Classroom and Gitee for universities not
only serve as major centers for technical exchanges but also offer code management and
collaboration solutions for the educational scene.

The above platforms help teachers carry out computer teaching work more conve-
niently from all aspects, which is crucial to the ecological construction of computer edu-
cational practice. However, facing complex and dynamic educational demands, there is
still room for improvement regarding close collaboration between teachers and students,
the process of homework transfer, experimental environment configuration, and effec-
tive support for different educational scenarios [12, 13]. Drawing from the strengths of
related education platforms and accumulated practical experience in computer teaching,
Shuishan Code Park has identified four core requirements for online computer teaching
platforms: cloud storage for students’ codes; cultivation of students’ team collaboration
skills; efficient interaction between teachers and students; and a platform for student to
practice.

3 Collaboration-Based Education Platform Design

Cloud storage plays a crucial role in computer education [14, 15]. Migrating students’
homework codes to the cloud not only avoids code loss but also makes the presenta-
tion of students’ outstanding work more convenient. Additionally, teachers can perform
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assessment analysis and provide guidance based on students’ behavioral data stored
in the cloud. Developing collaborative skills is a key focus in computer education, as
teams harness the collective intelligence of individuals, thereby enhancing the quality
and impact of projects. However, traditional storage methods like cloud drives often lead
to issues such as file conflicts and version management during the collaboration process.
Introducing codemanagement tools can effectively solve these problems. Combining the
cultivation of students’ teamwork awareness and skills by employing code management
tools can better promote teamwork and enhance students’ overall capabilities.

3.1 The Overall Architecture Design of Shuishan Code Park

The code hosting process has many similarities to education [16]. For example, the “Or-
ganization” feature of the open-source code management project Gitea proves highly
practical for managing team members, allocating permissions, and overseeing and gov-
erning multiple repositories. These functionalities have significant similarities with
management in educational scenes.

Fig. 1. The overall architecture design of Shuishan Code Park

Therefore, based on Gitea, we combined platform characteristics and educational
ideas to deeply customize an intelligent code hosting and project collaboration platform
for educational scenarios——Shuishan Code Park. Its overall architecture design is
depicted in Fig. 1.

3.2 Repository-Centered Course Implementation Scheme

To solve the problems of long cycles, cumbersome processes, and confusion of home-
work in the process of collecting programming course homework. As is depicted in
Fig. 2, Shuishan Code Park designs course teaching and implements various behavioral
patterns in the educational scene with the repository as the central medium.

In the educational scenario, teachers post homework requirements in the topic
section of the student-readable repository and upload relevant materials to this reposi-
tory, through which students can quickly check the homework requirements. Teachers
can manage students’ access rights to the code repository based on different homework
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Fig. 2. Repository-centered course teaching design

types. If individual homework is posted, students can only manage their code reposito-
ries, and students cannot read other students’ repositories. If the homework is assigned
to a team, the teacher can divide the students into multiple teams. Members of each team
can read and write the team’s repository together, but cannot access the repositories of
other teams. Through this approach, independence between teams is guaranteed, as well
as smooth collaboration and communication within the team.

4 Implementation and Optimization for Education Scenarios

In the educational scene, catering to the personalized needs of both teachers and stu-
dents is of great importance. To achieve real-time code evaluation and feedback, cultivate
students’ learning motivation and enthusiasm, and simplify teacher-student communi-
cation, interaction, and cooperation, Shuishan Code Park has been optimized in multiple
aspects, such as learning analysis in Sects. 4.1 & 4.2 and learning experience in Sects.
4.3 & 4.4, according to the teaching practice.

4.1 Code Similarity Comparison Module

In the context of programming courses, a significant number of students work on the
same homework, which may lead to code similarity issues. Therefore, a code similarity
comparison module has been introduced to detect such anomalies [17, 18]. This module
employs different comparison logic based on the homework type: open-ended homework
is checked for similarity among students, while standard homework is evaluated for
consistency with the provided solutions, thereby enhancing assessment accuracy.

When teachers launch a similarity detection for a specific homework, the code sim-
ilarity comparison module traverses every student’s codes in the repositories of the
course. Subsequently, redundant content like comments are removed based on code type
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to improve the accuracy of similarity comparisons. Finally, the Simhash algorithm is
used to calculate similarity and identify students with excessively similar codes. The
whole process of code similarity detection is shown in Fig. 3.

Fig. 3. Code similarity comparison process

During code similarity comparison, the Simhash algorithm is used to map textual
data to fixed-length binary encodings. Simhash is a type of locality-sensitive hashing that
reduces high-dimensional feature vectors to a single hash value. Similarity is determined
by calculating the Hamming distance, with smaller distances indicating higher similar-
ity. Compared to traditional hashing algorithms, which provide no information beyond
inequality of original content, the hash signatures generated by Simhash can represent
the similarity of the original content partially, making it more suitable for comparing the
similarity.

4.2 Points Ranking Module

The Points ranking module aims to quantify students’ learning processes through their
various interactions in Shuishan Code Park, motivating them with points and fostering
a sense of competition. Students’ course points are calculated based on comprehensive
classroom behavior data such as the number of submissions, questions, and answers.
Teachers have the flexibility to customize points allocation strategies based on their
educational needs and assign different weights to various metrics. To ensure that stu-
dents’ learning interests are not adversely affected, educational psychology factors are
considered, and behavioral data is normalized, with adjustments made to the minimum
points threshold. Specifically, each student’s performance data is compared with the
class average data, and the result is mapped to the range between the minimum score
and full marks. The formula for calculating a student’s score is as follows:

score =
∑(

behaviori
maxbehaviori − minbehaviori

× weighti

)
× = 1(100− threshold)+ threshold (1)

4.3 Enhanced Markdown

To enhance communication and collaboration between teachers and students, the plat-
form has undergone optimizations for everyday teaching. Markdown support in educa-
tional scenarios has certain limitations, prompting enhancements for it. For instance,
educational scenarios often involve complex mathematical equations and different text
styles to emphasize key content, teachers and students need more diverse presentation
methods to help students understand and remember. Shuishan Code Park has strength-
ened Markdown support, allowing the use of LaTeX syntax for mathematical equations
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and HTML syntax for modifying font, color, background, and more. This enables teach-
ers and students to rapidly compose and present formulas, documents, and other con-
tents, facilitating better clarification and communication. Here are some examples of
Markdown enhancement in Table 1.

Table 1. Examples of Markdown enhancement

Code Effect

<font color = “#FF0000”>Text</font> font color

<font face = “Arial”>Text</font> font type

<table><tr><td bgcolor = #008080>Text</td></tr ></table> back color

$$ \sum_{i = 0}^N\ $$ sum

$$ \frac{a}{b}\ $$ fraction

4.4 Online Practicing Module Based on Tianhe Containers

To simplify students’ code-based practice, the platform has integrated with Tianhe con-
tainers, the national high-performance computing environment based on Tianhe super-
computer, to address environment configuration and monitoring issues [19, 20]. This
environment not only deploys the necessary programming software to meet students’
requirements but also provides teachers with container management functionality to bet-
ter monitor students’ progress in online practice. Accordingly, the module supports two
roles: teachers and students, with its architecture depicted in Fig. 4.

Fig. 4. Architecture of the online practicing module based on Tianhe containers

Through the online practicing module, students can create and manage their con-
tainers. During online practice, they can effortlessly write and run their codes without
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the need for environment configuration. Saved codes are not lost even when the contain-
ers are deleted; instead, they are stored on Tianhe server, allowing students to continue
editing them in subsequent container creations.

In addition to having all the functions of students, teachers also have functions such as
multiple container creation, container management, and storage management. Teachers
can view the container status of all students on the container management interface, take
appropriate measures in response to exceptional cases, and concurrently monitor the
practicing progress of individual users on Tianhe platform.

To realize the online practicing functionality, a set of interfaces interacting with
the Starlight system (Tianhe supercomputer’s container management system) has been
developedwithin Shuishan Code Park, as illustrated in Table 2. Through these interfaces,
users can log into the Starlight system and perform operations such as creating and
managing containers.

Table 2. Interfaces for online practicing functionality

Interface function Request method Purpose

GetLongTermToken POST Obtain a long-term token through this interface to
gain access to login to Tianhe supercomputer

CreateJobJupyter POST Request the creation of a Jupyter container on
Tianhe supercomputer and receive information
such as JobId, Name, Work_Dir, CreatedAt, and a
URL to access the container

GetRunningJobs GET Retrieve the usage details of all containers,
including information like JobId, Name,
Work_Dir, and CreatedAt

DeleteRunningJobById DELETE Delete a specified container corresponding to a
given ID through this interface

GetRunningJobDetail POST View detailed information about a specific
container corresponding to a given ID, including
JobId, Name, Work_Dir, and CreatedAt

IsAvailable POST Check the availability of a container
corresponding to a specific ID via this interface

IsExistDir GET Determine the existence of a specified user
directory within a container through this interface

5 The Application Cases of Shuishan Code Park

Since the release of the ShuishanCode Park platform in 2019, it has seen the participation
of dozens of courses, serving thousands of teachers and students, including over 3,000
repositories, comments, and about 500,000 behaviors. The data reflects a high level of
enthusiasm and proactivity among students for self-learning on the platform.
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In the following sections, we will delve into the platform’s application within the
context of the “Fundamentals of Computer Science and Programming Course “. This
course is a required public course for non-computer science majors. Through the learn-
ing of fundamental programming syntax and algorithm design with basic control struc-
tures, it aims to comprehensively enhance students’ computer literacy and programming
thinking, fostering their ability to utilize tools for practical problem-solving.

5.1 Case 1: The Application of Code Learning Analysis

The first case is related to learning analysis. In programming courses, a practical com-
ponent is indispensable, which consists of targeted unit homework and comprehensive
projects designed to enhance theoretical learning. Unit homework provides real-time
feedback to assess teaching effectiveness and develop students’ fundamental program-
ming thinking. Comprehensive projects, on the other hand, nurture students’ abilities
to identify problems and employ computers to solve them. Students are required to
complete the entire process, including topic selection, problem description, algorithm
design, program implementation, testing, and optimization.

Teachers have a strong demand for real-time assessment and feedback in the context
of the above practical work, then the code similarity comparison module came into
being. In this module, teachers initiate similarity checks for a particular homework and
calculate the degree of similarity among submissions. If the similarity of a student’s
codes significantly exceeds the class average, the module highlights such instances by
marking them in red, as illustrated in the query page depicted in Fig. 5. Additionally,
to enhance the precision of similarity calculations, an option to exclude binary files has
been implemented, considering that non-text characters may be present in some specific
homework. The module also supports both single-file and branch-wide comparisons,

Fig. 5. Code similarity comparison
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allowing teachers to provide detailed feedback at a micro-level for individual tasks as
well as assess the overall quality of the entire homework at a macro-level.

Figure 6 shows the points ranking for learning behavior in programming courses.
This module provides a quantitative standard for teachers to analyze students’ course
interaction in real time, thereby increasing the persuasiveness of student course
evaluation.

Fig. 6. Points ranking

5.2 Case 2: The Application of Learning Experience

The second case is about learning experience. As shown in Fig. 7, teachers and students
can quickly write and display code, formulas, and other content with the enhanced
markdown statements mentioned above, so as to improving collaboration and expression
efficiency.

Fig. 7. Markdown enhancement

The online practicing module, developed in conjunction with Shuishan Code Park
and Tianhe supercomputer, has established a bridge between the online education cloud
platform and high-performance computer, thus expanding the applicability of computer
education. Based on the characteristics of programming courses, this module offers
features suited for different roles within the educational context.

In the practicing module, students are relieved of configuring their environments
manually, as they can now complete coding and execution tasks directly through a
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web interface. Teachers can prepare code snippets in advance for student’s exercises,
diversifying the teaching methods in computer courses and reducing students’ learning
curve.

Within the container, students can engage in online practice using Jupyter Notebook
or upload files for practical work. As depicted in Fig. 8, while coding, they canwrite code
directly within code blocks. A notable difference from traditional practice is the support
for incremental execution, which enables students to inspect variable states during code
execution, facilitating timely identification of issues.

Fig. 8. Online Jupyter Notebook practice

Through the online practicing module, teachers have real-time oversight of the oper-
ational status of all containers. They possess the authority to create multiple containers,
refresh them, or delete redundant containers to ensure system efficiency and clean-
liness. Furthermore, teachers have access to the Starlight system for comprehensive
management of all user-stored files.

5.3 Case 3: Questionnaire Feedback

The integration of Shuishan Code Park into programming courses has brought about a
more organized course structure. This development enables teachers to interact more
effectively with their students during the learning process. Simultaneously, students
can hone their coding skills within the platform and collaborate with team members to
complete code repositories. In Table 3, we present the results of a survey conducted to
assess students’ experiences with the use of Shuishan Code Park.

The survey indicates that 90.57% of students express their approval of the user
experience with Shuishan Code Park, and 94.34% of students perceive the educational
outcomes achieved within Shuishan Code Park as excellent. The feedback from stu-
dents reflects their great enthusiasm for the Shuishan Code Park educational platform,
which offers an excellent user experience and contributes significantly to enhancing the
effectiveness of programming courses.
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Table 3. Shuishan Code Park questionnaire feedback

Level Platform experience Teaching effect

Excellent 35.85% 52.83%

Good 54.72% 41.51%

Fair 9.43% 5.66%

Poor 0.00% 0.00%

6 Conclusion

This article has provided adetailed explorationofShuishanCodePark, an intelligent code
hosting and project collaboration platform for computer education. Shuishan Code Park
aligns itself with the configuration of a practicing environment, promoting collaborative
online teaching. It harnesses students’ enthusiasm, encouraging cooperative coding for
creative innovation. The platform collects and analyzes students’ learning behaviors,
paving the way for educational model enhancements to address teaching challenges.

Shuishan Code Park has undergone real-life testing in selected university computer
courses. In the future, Shuishan Code Park will envision an expansion of its services to
encompass more computer science courses and disciplines, thereby providing a compre-
hensive educational experience for students. Furthermore, the platform aims to integrate
personalized education based on the analysis of learning behaviors. By leveraging big
data and more AI algorithms, Shuishan Code Park will be able to provide customized
learning pathways and resource recommendations for each student, which will lead to
more efficient knowledge absorption, higher engagement, and better learning outcomes
ultimately.
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Abstract. Programming proficiency stands as one of the most vital competen-
cies for students majoring in computer-related disciplines. This paper scrutinizes
the issues prevailing in the cultivation of programming skills. Notably, it empha-
sizes an imbalance in teaching, whereby concepts and syntax receive undue atten-
tionwhile hands-on programming experiences are inadequately incorporated. Fur-
thermore, the absence of standardized assessment mechanisms and avenues for
advanced students to enhance their skills compounds these challenges. To augment
students’ programming capabilities, we have established an online coding plat-
form, facilitating a practical teaching reform in programming courses guided by
“learning, practicing, certification and competing”. “Learning” entails knowledge
learning, “practicing” involves extensive programming practicing, “certification”
signifies reaching programming competency standards, and “competing” denotes
participation in programming competitions to enhance skill sets. Over seven years,
this implementation has markedly improved students’ programming prowess. It
has also led to advancements in certified software professional (CSP) and vari-
ous programming competition outcomes, effectively embodying the “promoting
learning and teaching through competitions” philosophy.

Keywords: Programming · Online Coding Platform · Competition · CSP
Certification

1 Introduction

Computer science has emerged as one of themost popular fields of higher education,with
undergraduate enrollment in computer-related programs accounting for approximately
15% of total undergraduate admissions annually. In this context, developing four core
competencies—computational thinking, algorithm design and analysis, programming,
and system expertise—has become essential for students in computer-related disciplines
[1, 2]. Among these competencies, programming skills, which form the foundation of
computer engineering education, represent a core requirement for computer science
professionals at various levels [3]. Therefore, enhancing the quality of education related
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to programming skills has emerged as a pivotal concern in the construction of modern
computer science programs and is a crucial element of cultivating outstanding engineers
through the Education and Training Program 2.0.

Programming courses encompass essential core subjects such as high-level language
programming, data structures, algorithm design and analysis, object-oriented program-
ming, and more. These are considered fundamental core courses for computer majors,
aiming to develop students’ computational thinking. The educational objective is to
teach students how to analyze, design, and validate scientific and engineering problems
computationally. While traditional teaching methods have yielded some positive results,
they still suffer from inadequacies such as insufficient student preparation, an overem-
phasis on syntax at the expense of application, a lack of problem-solving and analytical
thinking in programming, and inadequate practical programming training.

With the evolution of computer science from a focus on computation to a focus
on data, and a growing emphasis on practical engineering and learning capabilities,
practical programming courses face new challenges regarding teaching methods, con-
tent, and effectiveness. These include challenges related to nurturing students’ skills in
open-source development, cloud-based computing, and iterative programming design.
In recent years, these topics have become hot issues in developing new engineering
disciplines in computer science and curriculum reforms.

Efforts in the development of programming experiment platforms, the construc-
tion of corresponding case libraries, and the creation of Massive Open Online Courses
(MOOCs) focused on computational thinking have received increasing attention. Ref-
erence [7] discusses the construction of innovative practical platforms at various levels,
including basic programming experiments, professional system development, enterprise
practical training for engineering applications, and independent research and innovation.
Reference [8] provides insights and results related to curriculum reform focusing on
code style and grade statistics. Reference [9] outlines the construction of a MOOC for
C programming and practical teaching methods. While these studies provide valuable
insights for curriculum reform and online teaching in programming courses, they fail to
fully meet the functional requirements for online programming and practical innovation
platforms, particularly in code hosting, version control, automatic code execution, and
online code editing.

The open-source framework GitLab [10] offers code hosting and version control
features similar to GitHub, with the added advantage of providing the platform as an
open-source project, allowing users to download the GitLab source code and deploy it
as a standalone GitLab service on their private clouds. GitLab includes built-in support
for continuous integration, encompassing automated code testing and building. GitLab
offers a built-in Web Integrated Development Environment (WebIDE) with extensive
online code editing capabilities. Utilizing the community edition of GitLab maintained
by the open-source community and deploying it in private clouds can meet the require-
ments for an online programming and practical innovation platform in four key areas
[11]: code hosting, version control, automatic code execution, and online code editing.

Drawing from accumulated experience in teaching core courses for computer science
and public elective programming courses at Yunnan University, as well as innovations
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in professional development, we have focused on developing online programming plat-
forms based on the GitLab open-source framework. This has driven the upgrading and
transformation of practical teaching modes, guided by “learning, practicing, achieving,
and competing.” This paper presents the foundational concepts and critical technologies
behind this platform’s development, along with insights into the “learning, practicing,
certification and competing” approach. It aims to provide valuable reference material for
professionals in similar departments engaged in curriculumdevelopment and educational
reforms.

2 Building the Online Programming Platform

2.1 The Foundational Concepts of Online Programming Platform Construction

(1) Adopting theOutcome-BasedEducation (OBE)Model andEmbracing theCST
4 CSE Educational Philosophy

In the teaching of programming courseswithin computer-related programs, an explo-
ration of comprehensive professional reform is essential. We propose the CST 4 CSE
(Computer Science Technology for Computer Science Education) educational philoso-
phy based on the OBE teachingmodel. This philosophy focuses on engineering practical
skills and effectively utilizes cloud computing, open-source programming, and related
tools and technologies. It aims to create a practical platform for programming courses,
with the primary goal of developing students’ programming and implementation capa-
bilities. This platform incorporates real-world applications and cases, guiding students
to learn by doing and encouraging them to use a top-down approach to solving real prob-
lems through programming. In this way, it supports the broader objectives of computer
education.

(2) Goal-Oriented Instruction and a Shift in the TeachingModel for Programming
Courses

Breaking down programming course objectives into specific tasks, each correspond-
ing to a knowledge point, is key to our transformation. Teachers evaluate students based
on completing these tasks, aligning their achievement of knowledge points with their
performance. This shift in the teaching model aims to align student exam scores with
developing their programming skills. We explore several strategies to achieve this goal:

Knowledge Points and Task-Driven Teaching Content: Shifting the focus from tra-
ditional content-centered teaching to knowledge-point-based teaching, we incorporate
an understanding of knowledge points into programming tasks.

Student-Centered Classroom Learning: Fostering an active learning model with the
goal of programming tasks, we encourage students to form project groups or teams
for cooperative work. In this process, the role of the teacher transitions from being a
knowledge lecturer to a student learning guide, flipping the teaching model from being
“teacher-centered” to “student-centered.”

Assessment Based on Practical Skills: Using the online programming platform, we
move away from paper-based examinations, transitioning to ongoing assessments of stu-
dents’ progress throughprogramming tasks and teamproject performance.This approach
aims to cultivate students’ engineering and practical skills.
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(3) Building an Online Programming Platform Based on the GitLab Open-Source
Framework

Incorporating open-source programming platforms from the industry into practical
teaching in programming courses aligns with our educational philosophy. Leveraging
the GitLab framework, we construct an online programming platform. The essential
technical requirements and features encompass:

Code Sharing Between Teachers and Students (Code Talk): The platform must
facilitate code hosting and version control.

Interactive Coding Among Teachers and Students, and Students Themselves (Code
Interaction): The platform should allow code execution.

Collaborative Development and Code Cooperation (Code Cooperation): The plat-
form should support project collaboration.

2.2 Key Technologies in Building the Online Programming Platform

Presently, mainstream online Integrated Development Environments (IDEs) do not fully
support real-time online programming in several back-end languages such as Java, C,
and Python. To address this, we have established a GitLab executor cluster to provide
a real-time compilation and execution environment for code edited within online IDEs.
This encompasses the entire process of code editing, version control, and code execution
for online programming learning. Below, we detail the critical technologies associated
with the deployment and configuration of the GitLab executor and Docker containers:

(1) Deployment and Configuration of the GitLab Executor

The GitLab executor is installed as a daemon on the host operating system, with
the capability to install it as a Docker service on a standalone Docker host or within
Kubernetes clusters. Additionally, it can be configured for horizontal automatic scaling
using Docker Machine.

(2) Docker Containers

The Docker executor calls Docker containers on the host to manage processes.
Depending on the Docker image requirements defined in continuous integration scripts,
it starts Docker containers on the host to execute project code. The Shell executor directly
uses the host’s shell to execute project code. To address the issue of parallel execution
when multiple programming languages are involved, we specify the necessary Docker
images within the continuous integration script. Furthermore, we utilize Docker technol-
ogy for GPU server virtualization and install GitLab executors based on Shell executors
on GPU servers. This configuration enables GPU servers to use local user privileges
for GPU access, allowing projects to share the same shell. Through Docker technology,
we virtually isolate GPU servers, avoiding the monopolization of GPUs and safeguard-
ing servers against malicious code. Docker containers act as execution “sandboxes,”
preventing any harmful impact on the server.
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3 “Learning-Practicing-Certification-Competing” Practical
Teaching Reform

The concept of “learning through competition and enhancing education through competi-
tion” refers to effectively improving the quality of student learning and the teaching skills
of instructors through participation in competitions. Among computer-related programs,
programming competitions are the most widely held academic contests. Employing the
“Learn-Practice-Achieve-Compete” philosophy, we aim to promote the learning of com-
puter science and programming. To foster a culture of “learning through competition
and enhancing education through competition” among computer science students, we
have implemented the following strategies:

3.1 Knowledge Acquisition

Addressing the challenge of students placing a heavy emphasis on theoretical concepts
and syntax rather than practical programming and experiencing a lack of enthusiasm
and motivation in learning, we guide students to engage in inquiry-based and personal-
ized learning. This approach fosters independent thinking and problem-solving skills,
reflecting the cutting-edge, contemporary, and innovative nature of the curriculum. We
focus on integrating knowledge to develop students’ comprehensive problem-solving
abilities and advanced thinking skills. Furthermore, we emphasize applying knowledge
in practical scenarios and complex settings, thereby bridging the gap between course
content and real-world applications and elevating the course’s level of sophistication and
challenge.

(1) Curricular Reform: In transforming our teaching content, we emphasize cultivat-
ing specialized thinking that aligns with the entire academic framework. We introduce
foundational content from subsequent courses, such as data structures in generic pro-
gramming, on top of the primary programming languages. This approach helps nurture
a general mindset within the profession, emphasizing the development of computational
thinking and the ability to tackle complex engineering problems. Academic advance-
ments are the backdrop for case studies, linking theoretical knowledge to practical, real-
world applications. Simultaneously, we integrate values into course topics and case stud-
ies, guiding students to use their acquired knowledge to address real societal problems
and cultivate a scientific and artisan spirit.

(2) Teaching Resources: We leverage information technology resources to integrate
technology into teaching deeply. Using recommendation systems and online assessment
technologies, we ensure that technology covers all teaching aspects. Over the years,
we have accumulated numerous course materials, examples, and exercises, forming a
repository of course knowledge resources.We combine research achievements to create a
network of course knowledge, building an adaptive assisted learning platform to provide
intelligent and personalized education based on platform resources.

(3) TeachingMethods: We employ a task-based approach before, during, and after the
class, creating a closed-loop teaching cycle. Before class, we assign basic knowledge
learning tasks and exercises, allowing students to prepare through online platforms.
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In the classroom, we focus on explaining challenging issues, enhancing teacher-student
interaction, adopting a flipped approach, and increasing classroomengagement. Through
in-class exercises, we establish rapid feedback on practical learning. After class, we
connect with subject competitions to explore the depth and complexity of the course,
fostering students’ comprehensive problem-solving abilities, and increasing the course’s
level of challenge. This ensures student-centered and stratified teaching.

These reforms represent our commitment to achieving the “Learning-Practicing-
Certification-Competing” approach, making our curriculum cutting-edge, responsive
to the ever-changing field of computer science, and fostering students’ enthusiasm for
learning, problem-solving, and innovation.

3.2 Practical Skill Refinement

In addressing the issue of a disconnect between theoretical and practical aspects of
programming courses and the lack of active student participation in the classroom, we’ve
reformed the approach to programming course experiments in the following ways:

(1) Basic Programming Experiments

These experiments primarily verify individual knowledge points and are designed
to provide students with extensive practice. They aim to ensure that students grasp the
various knowledge points covered in class, understand commonly used programming
development environments, and acquire basic debugging skills.We’ve adopted anOnline
Judge platform for all basic programming experiments. After students submit their code,
the server compiles it and runs it through black-box testing using test data, immediately
providing a score for the submitted code.Basedon the evaluation scores, the systemoffers
feedback on algorithm efficiency and code formatting issues. This encourages students
to refine their code for improved efficiency and compliance with coding standards.
Additionally, students can view their code scores and ranking in the class, fostering a
sense of competition and enthusiasm for programming.

(2) Comprehensive and Design-Oriented Programming Experiments

In the early stages of the laboratory curriculum, we ensure that each experiment
builds upon the previous ones. The experiments aim to lead students to the development
of a practical small system. Guided by well-defined project requirements, we assist stu-
dents in understanding the learning context and connecting it with theoretical principles.
Through continuous trial and error, iterative implementation, and refinement, students
work towards creating a final project.

In the later weeks of the lab course, we introduce challenging projects with greater
complexity and workload. These projects require the collaboration of 3–5 students, and
the groups are given time to present their work, allowing for comprehensive grading.

(3) Assessment Reform

The traditional paper-based final exam of programming courses disproportionately
weighted fundamental concepts, downplaying hands-on skills. To address this issue, we
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have introduced computer-based testing. The weighting of memory-based questions like
multiple choice and fill-in-the-blank is reduced to less than 30%, while over 70% involve
on-computer programming tasks. This approach ensures that students passing the course
exhibit a certain level of hands-on programming competency.

3.3 Achievement Certification

Similar to how the English CET4/CET6 exams measure English proficiency among
Chinese university students, we hope to assess and compare students’ programming
skills nationally. This certification also aims to showcase our students’ comprehensive
programming abilities to potential employers and promote employment opportunities.

As a result, Yunnan University has been conducting the prestigious CCF (China
Computer Federation) Certified Software Professional (CSP) exam and the Ministry of
Industry and Information Technology’s National Computer Technology and Software
Professional Qualification (Intermediate Level, mainly for Software Designers) exam
since 2017.

(1) CCF CSP Certification

The CCF Certified Software Professional is a nationally recognized professional
qualification in computer science [11, 12].Wehave included a practical course, “Program
Design Ability Test,” in the curriculum. To graduate, undergraduate students majoring
in computer science and technology must achieve a CSP certification score above the
minimum standard set by the college for that academic year. This measure ensures that
the programming abilities of all computer science students meet the minimum industry
requirements, preventing the production of subpar talent.

(2) National Computer Technology and Software Professional Qualification (Inter-
mediate Level) Exam

This exam, organized by the Ministry of Human Resources and Social Security and
the Ministry of Industry and Information Technology, is a nationally recognized exami-
nation. The certification is part of a unified plan for the national vocational qualification
certificate system and is valid nationwide. In the corporate world, it can substitute for
professional title evaluations.

We have introduced a practical course, “Industry Certification,” in the curriculum.
Currently, this is an elective course, and students who pass the software exam receive
academic credits. This measure has been in place for five years, with the pass rate for the
National Computer Technology and Software Professional Qualification (Intermediate
Level), primarily for software designers, increasing from less than 10% in the first five
years to 41.7% in 2022.

3.4 Competition Enhancement

For students who excel in their programming courses and achieve certification, we have
organized advanced training to provide these outstanding students with further devel-
opment opportunities. This initiative aims to enhance their skills, present a platform for
their growth, and serve as a model for their peers.
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Starting from the fall semester of 2021,we introduced a course named“Algorithmand
Programming Competition Advancement.” This course is scheduled on weekends with
four sessions per week. It provides students systematic training on standard algorithms
used in programming competitions and organizes weekly competitions to elevate their
skills further. This additional training and competition participation not only advance
the abilities of these high-achieving students but also showcase a pathway for their
development. Additionally, it serves as a model for their peers (Fig. 1).

Fig. 1. Basic process of programming competition selection and training.

These students have actively participated in a variety of programming competi-
tions, including the National Software and Information Technology Talent Contest
(Blue Bridge Cup), the International Collegiate Programming Contest (ICPC), the
China National Computer Contest (CNCC) - Group Programming Ladder Tournament,
the China Computer Federation (CCF) National College Computer System and Pro-
gramming Contest, among others. Their involvement in these diverse competitions has
significantly furthered their programming capabilities.

Through the aforementioned initiatives, we have successfully placed students at the
center of their learning process. By promoting self-directed learning, collaborative learn-
ing, and creative learning and leveraging digital resources and tools, we have guided the
learning journey toward a more profound understanding. These reforms aim to continu-
ally enhance the quality of computer science education, giving our students a significant
advantage in their careers and further academic pursuits, such as graduate studies.

4 Implementation Effectiveness

4.1 Organizational Success in Certified Software Professional (CSP)

Due to outstanding efforts in organizing the CCF CSP certification, Yunnan University
has organized 21 certifications since 2017, involving more than 3,500 students. In May
2018, Yunnan University became one of the first 39 institutions authorized to offer CCF
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CSP certifications. In July 2018, July 2019, and January 2023, Yunnan University was
awarded the title of “Excellent Unit for CSP Certification” on three occasions.

Table 1. Comparison of CSP certification results in the past 7 years.

Certification time Certification
serial number

National average
score

Average score of
undergraduate
students in
computer science
and technology at
Yunnan
University

Difference with
national average
score

Sep. 2017 11th 138 92.3 −32.7

Sep. 2018 14th 144 148.5 4.5

Sep. 2019 17th 129 164.8 35.8

Sep. 2020 20th 143 170.1 27.1

Sep. 2021 23th 152 185.3 33.3

Sep. 2022 27th 149 179.4 30.4

Sep. 2023 31th 154 191.6 37.6

We have extracted the results of certifications conducted in September each year from
2017 to 2023, as shown in Table 1. The platform established for practical programming
education has led to a substantial improvement in the average scores of undergraduate
students majoring in Computer Science and Technology. Moreover, the gap between
their scores and the national average has notably narrowed. In the September 2021
certification, Yunnan University ranked 23rd among the top 30 CSP institutions in the
country (based on overall average scores). In the March 2022 certification, Yunnan
University secured the 16th position among the top 300 CSP institutions in the nation
(based on average scores for institutions with over 300 participating students) and the
19th position among CSP’s top 30 institutions (based on overall average scores).

4.2 Significant Improvement in Programming Competition Awards

In recent years, we have organized our students’ participation in various programming
competitions, including the National Software and Information Technology Talent Com-
petition in the Software Category (Blue Bridge Cup) from 2019 to 2023, the Col-
legiate Computer Systems & Programming Contest (CCSP), the Team Programming
Ladder Tournament from 2019 to 2023 and International Collegiate Programming Con-
test (ICPC) from 2022 to 2023. The details of these awards are presented in Table 2. It is
evident that through platform development and the corresponding educational reforms,
we have achieved a significant increase in awards across these three categories of pro-
gramming competitions, ranking prominently among universities in the southwestern
region of China.
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Table 2. Comparison of Program Design Competition Results.

Name of
Programming
Competition

2020 2021 2022 2023

National
Software and
Information
Technology
Talent
Competition in
the Software
Category (Blue
Bridge Cup)

2 national second
prizes and 16
third prizes; 29
provincial-level
first prizes

2 national second
prizes and 10
national third
prizes; 21
provincial-level
first prizes

2 national second
prizes and 7
national third
prizes; 17
provincial-level
first prizes

6 national second
prizes and 8
national third
prizes; 16
provincial-level
first prizes

Collegiate
Computer
Systems &
Programming
Contest
(CCSP)

1 silver award in
the Southwest
division

2 gold awards and
5 silver awards in
the Southwest
division

2 silver awards in
the national
finals, 2 gold
awards in the
Southwest region,
and 5 silver
awards

Not yet held

Team
Programming
Ladder
Tournament

No participating 1 national second
prize and 1
Yunnan
Provincial special
prize

1 national second
prize and 2
Yunnan Province
special prizes

2 national second
prizes and 2
Yunnan Province
special prizes

International
Collegiate
Programming
Contest (ICPC)

No participating No participating 1 national silver
award and 3
bronze awards

2 national silver
awards and 4
bronze awards

5 Conclusion

In our pursuit of enhancing students’ programming capabilities, this article has out-
lined the implementation of practical programming education reforms based on the con-
structed online programming platform. Guided by the principle of “learning, practicing,
certification and competing”, these reforms have been implemented for seven years.
During this time, students’ programming skills have markedly improved, as evidenced
by their performance in software certification exams and various programming competi-
tions. These efforts have successfully achieved the objective of fostering learning through
competition and improving teaching through competition. Our ongoing work includes
continued platform refinement, extensive integration into programming courses, further
advancement in educational reforms, and providing a foundation for research in related
fields.
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Abstract. Based on the training objectives of information security professionals
and the course objectives of Operating Systems and Security, this paper explores
the cultivation of awareness, emotion, and connotation of information security
professionals and constructs a new teaching mode integrating the new three teach-
ing centers of students’ developing, students’ learning, and learning effectiveness.
Using the new teaching mode, the college personnel training can achieve three
objective dimensions, including knowledge transfer, skill development, and value
guidance. Also the paper analyzes the effectiveness of new teaching mode, and
can provide a beneficial exploration in information security talents training with
independent innovation ability.

Keywords: Operating Systems and Security · Information Security · Course
Ideological and Political Education

1 Introduction

Currently, with the continuous coverage of computers and networks, as well as the
widespread application of network resources and services, network security incidents
have also occurred frequently. Malicious network attacks target critical information
infrastructure, network application software, etc. They are increasingly showing charac-
teristics of concealment, complexity, nationalization, diffusion, and intelligence. Facing
the increasingly severe complex network security situation, the teachers in universities
should continuously reform teaching methods andmeans to improve the quality of talent
and to cultivate socialist successors who can shoulder historical missions.

As the core course for the students majoring in information security, Operating
Systems and Security includes operating system security design, security mechanisms,
security models, security architectures and other contents. The course aims focus on stu-
dents’ understanding of the basic principles and implementation mechanisms of various
security models, and promoting students the understanding of various core technolo-
gies and theories of system security protection. Also enhancing students’ practical and
innovative abilities is the goal of the course.
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The ideological and political reform aimed at the information security profession
can be divided into two aspects. On the one hand, it is committed to explore the con-
struction of an ideological and political system for professional talent cultivation. In
[1], the authors explore the effective combination of ideological and political courses
and courses on the quality, ability, and knowledge of cyberspace security professionals.
In [2], the authors use implementation of engineering certification, and form a vertical
and horizontal construction method of professional ideological and political education.
They integrate ideological and political elements sense of social responsibility into pro-
fessional knowledge of professional talent cultivation, and build an information security
professional ideological and political system from point to surface. In [3], authors focus
on cultivating strong defenders and guardians of national cyberspace security building
a strong cyber power by using Five in One information security talent training model,
which are thinking, learning, practical abilities, competition, and aspirations. These stud-
ies and practices have laid a solid foundation for the cultivation of information security
professionals with both moral and professional abilities. It also constructs a systematic
framework for ideological and political education in professional courses.

On the other hand, reformation focuses more on the ideological and political teach-
ing of specific professional courses and the organic integration of professional knowl-
edge and ideological and political elements. Authors in [4, 5] explore the elements
and resources of ideological and political education in cryptography courses, as well
as exploring the implementation methods of ideological and political elements such
as humanistic quality education, value orientation, and ideological quality in the cur-
riculum. Moral education elements and social practice are analyzed and extended in
the course of Information Security Technology [6]. The authors in [6] also research
on the second classroom and other links in order to achieve the unity of knowledge
transmission and value guidance in professional courses. Based on the theory of reverse
instructional design, the authors in [7] construct a systematic process of curriculum ide-
ological and political design for problem-based learning. The systematic process starts
from five aspects, such as curriculum front-end design, hierarchical curriculum ideolog-
ical and political teaching objectives, rational evaluation, diversified learning activities,
and teaching feedback. In [8, 9], content security courses are analyzed from the aspects of
the positioning of the course in the information security curriculum system and the train-
ing objectives of cyberspace security majors. And the authors explore how to introduce
ideological and political content into actual classroom teaching.

As operating system security is the core component of computer systems, and the
course is the key foundation for cyberspace security, network application security, and
business information system security. It is necessary to carry out teaching reform to
improve students’ practice ability. Without operating system security, the upper level
system is a fragmented and insecure entity.

At the same time, Operating Systems and Security is a highly practical course which
emphasizes comprehensive application of technology and knowledge. The teaching
reform should consider the basic task of cultivating morality and talents in universi-
ties, and the goal of cultivating information security professionals. And in order to
cultivating excellent talents with both morality and talent, we also need to introduce
ideological and political education into core courses, as well as value-oriented content
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and professional knowledge content. Thus, the effect of moistening things silently can
be achieved throughout the entire teaching and education process.

2 Implementation Processes

2.1 Analysis of the Ideological and Political Characteristics of Curriculum

The courseOperating System and Security is themain course to enhance the professional
skills of cyberspace security students, and it is also an important carrier for cultivating
network security professionals to know, understand and internalize the awareness of
network sovereignty. And the course Operating Systems and Security mainly explores
themechanisms, means, andmethods of ensuring network and computer system security
from the bottom system level. As we all know that operating system security is the
foundation of the entire computer system and even the entire cyberspace security. If the
computer manager can’t ensure the security of Operating Systems, there would be no
cyberspace security. Facing with the complex network security situation, we can easily
be found that there are inevitably rich ideological and political elements in the course
of Operating Systems and Security.

However, what ideological and political elements should be highlighted in the cur-
riculum, so that students can quickly absorb and deeply understand, and truly influence
their actions and quality, it is the primary issue to be solved in the ideological and political
teaching process of the course Operating Systems and Security. Therefore, the first key
issue is to fully explore the ideological and political elements of consciousness, emo-
tion, and connotation in the curriculum. Also, we need to analyze the needs and goals
of ideological and political education based on the characteristics, knowledge system,
and experimental requirements of the Operating Systems and Security curriculum.

2.2 Research on the Integrated Teaching Model of Ideological and Political
Curriculum and Professional Knowledge

The traditional teaching model adopts the Three Center Model, which is centered on
Textbook, Teacher and Class. This teaching model emphasizes teacher’s preaching and
solving doubts. Generally, the traditional teaching model is centered on teachers, and
teachers instill knowledge in one direction. This results in the neglect of students’ learn-
ing initiative throughout the entire learning process. In the modern teaching process,
teachers also actively explore methods such as role exchange, thematic discussions,
problem summaries, and topic guidance to unleash students’ subjective learning ability.
However, the sense of integration and interest still need to be further improved.

With the advent of the information revolution, the traditional Three Center Model
has transformed into a new student-centered Three CenterModel. The new Three Center
Model includes three core perspectives,which are student development-centered, student
learning-centered, and learning effectiveness-centered. This learning model emphasizes
generating learning, guiding students to discover and construct knowledge indepen-
dently, creating a favorable learning environment, improving the quality of learning,
and enabling various types of students to achieve success.
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Therefore, how to organically integrate the ideological and political elements of the
curriculum in the teaching process of the new three centers, so that students can receive
the guidance of consciousness, the transmission of emotions, and the guidance of value
silently, is the second key problem that needs to be solved. Adopting appropriate teach-
ing methods, stimulating students’ enthusiasm for learning and creation, and achieving
the dual penetration of holographic ideological and political elements and professional
knowledge is an important research goal.

2.3 Research on the Construction of a Multi Directional Teaching Evaluation
System

Integrating ideological and political theory into professional courses, organically inte-
grating professional knowledge with ideological and political theory, and achieving the
educational role of integrating knowledge transmission, skill cultivation, and value guid-
ance in professional courses, is the main purpose of integrating ideological and political
elements into professional course teaching. However, after the introduction of ideolog-
ical and political education, the teaching content, methods, and forms of the original
professional courses have increased, and process monitoring and teaching effectiveness
evaluation also need to be adjusted and supplemented accordingly to adapt to changes
in teaching content and methods.

Therefore, the third key issue is to study a multi-dimensional teaching evaluation
system after integrating ideological and political theory, forming a corresponding col-
laborative education system framework, assisting in the structured and continuous mon-
itoring of the teaching process, promoting each other with the teaching process, and
forming a beneficial closed loop for cultivating professional talents.

3 Work Measures

3.1 Overall Implementation Plan

The overall implementation plan is shown in Fig. 1. According to the research content,
the main research content consists of an analysis of the characteristics of curriculum
ideological and political education, a study on the integration of curriculum ideological
and political education and professional knowledge teaching mode, and a study on the
construction of a multi-dimensional teaching evaluation system. The three parts are
organically unified.

Firstly, through the diagnosis of academic situation, analyze the knowledge content
and ideological and political characteristics of professional courses, construct knowledge
from cognitive, ability, and quality goals, and analyze the consciousness, emotion, and
connotation goals in the course.

Secondly, we will study how to integrate ideological and political education in the
process of imparting professional knowledge. Based on the three student-centered cen-
ters, we will introduce the BOPPPS teaching model and multi-modal teaching method.
As a result, we propose the teaching model of integrating knowledge imparting, skill
cultivation and value guidance in professional classroom teaching.



Exploration and Research on Ideological and Political Education 331

Fig. 1. Schematic diagram of overall implementation

Thirdly, diagnostic and summative evaluations are conducted based on the teaching
effectiveness. And the evaluation results are fed back to the teaching organization and
method strategy research, goal analysis, and learning situation diagnosis. Based on the
evaluation results, adjustments are made to form a positive closed-loop and continuously
improve the teaching effectiveness.

Finally, the new teaching method will be applied to the teaching process of the
course Operating Systems and Security. We analyze the effectiveness of project imple-
mentation, and make improvements based on the implementation effect to achieve holo-
graphic knowledge penetration and improve the quality of innovative professional talent
cultivation.

3.2 Analysis of the Characteristics of Ideological and Political Elements
in Curriculum

Because the operating system is the first layer and the core software in a computer
system, it is responsible for controlling and managing the entire computer software and
hardware resources and coordinating their work. Any computer cannot do without the
operating system. Without the security of the operating system, the upper level software
will be the castle on the sand pile. The course Operating Systems and Security is based
on the characteristics of operating systems. By teaching the basic principles and security
design of operating systems, it explores mechanisms, models, and evaluations to ensure
operating system security. On April 23, 2018, an article, which titled The Pain of a
Big Country Without a Self-Developed Operating System in Science and Technology
Daily, stated that constructing a self-Operating System is one of the core technologies in
China. This highlights the importance of operating systems for the development ofChina.
Developing our own Operating System is an urgent task for China. There is a wealth
of ideological and political education nurtured in the teaching of operating systems and
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security courses. The course Operating Systems and Security is aimed at sophomore
undergraduate students who have systematically studied public and disciplinary basic
courses. They are currently in a critical periodof developingpolitical and civic awareness,
constantly improving their correct worldview, outlook on life, and values, as well as
continuously clarifying their career plans in life.

Therefore, starting from the diagnosis of academic situation, we will focus on the
importance of operating systems, extract ideological and political elements from three
aspects of awareness goals, emotional goals, and connotation goals for second year
undergraduate students, as well as clarify political and civic awareness. The goals of
reformation are solving the problem of students’ Learning for Whom and establishing
the correct concept of network security and a sense of identification with Chinese char-
acteristics of network governance. In addition to the above objectives, there are other
goals, including cultivating students’ patriotism and humanistic sentiments, solving the
problem of ’what kind of students have learned’, and establishing confidence and deter-
mination to defend the interests of the country and the people while learning professional
knowledge. Using the spirit of science and craftsmanship, students are required to solve
the problem of “how to learn”, and striving to improve their skills, as well as laying the
foundation for better serving the country and society.

3.3 The Integrated Teaching Model of Ideological and Political Education
and Professional Knowledge in Curriculum

The high integration of ideological and political elements in the curriculum and the
teaching of professional knowledge can stimulate students’ enthusiasm for learning and
creation, and achieve the dual penetration of holographic knowledge and ideological
and political education. Therefore, in the process of imparting professional knowledge,
appropriate teaching methods and BOPPPS models are introduced to establish a teach-
ing model that integrates knowledge imparting, skill cultivation and value guidance.
The aims are guiding students to independently discover and construct knowledge, cre-
ating a new “student-centered” three center environment, and stimulating the learning
motivation of students at all levels.

The BOPPPS model is a teaching model that is oriented towards educational goals
and student-centered. It is divided into six teaching stages: course introduction, learning
objectives, prediction, participatory learning, post testing, and summary. It is a closed-
loop feedback course design model that emphasizes teaching interaction and reflection,
and is also one of the most effective design models for teachers in teaching design and
classroom teaching.

After using BOPPS model to extract ideological and political elements from each
knowledge point of the course Operating Systems and Security, we analyze the technical
representationmethods of visual, listening, speaking, and touching images, audio, video,
etc.. And we introduce appropriate multi-modal teaching methods for the knowledge
points and organize the entire teaching process to form a trinity teaching model of
knowledge imparting, skill cultivation and value guidance. The new teaching model can
achieve the organic integration of ideological and political courses with professional
knowledge, as well as cultivating talents for the consolidation of national information
infrastructure construction.
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We design each of teaching points. Firstly, in the introduction section of this course,
we introduce a video of the founder of Linux, and instill the idea that “such a simple
studio can create the popular operating system Linux that is loved by everyone” by vis-
iting his studio through the video. This process will highlight the guidance of values and
humanistic sentiments of the Undergraduates. The spirit, even in an average external
environment, great success can still be achieved, will inspire the students to pursue a
sense of creative achievement. Secondly, by analyzing the position of operating systems
in computer systems and the importance attached by the state to operating systems, we
can find that learning operating systems is very important, as it can help the country
break free from the current situation of being constrained by others and stimulate stu-
dents’ patriotism and political consciousness. Once again, in the process of teaching
the functional principles of various operating systems, introduce on-site images from
current life, such as scheduling sites and industrial control sites, to stimulate students’
ability to discover and solve problems. Thus, the organic integration of ideological and
political education and professional knowledge is achieved.

3.4 The Construction of a Multi Directional Teaching Evaluation System

An effective teaching evaluation system and feedbackmechanism can further expand the
effectiveness of teaching reform and stimulate students’ learning. Evaluate the teaching
results from two aspects: diagnostic evaluation and summative evaluation, and pro-
vide real-time feedback to the entire process of teaching design and implementation,
forming an effective closed-loop of the teaching evaluation system. Establish a multi-
dimensional teaching evaluation system from aspects such as classroom performance,
research reports, and practical abilities. We use Regular grades for timely assessment
of students’ mastery of the knowledge points in this class and Experimental examina-
tion for assessment of students’ ability to analyze and solve problems, as well as the
design and implementation of innovative ideas. We also use Knowledge expansion for
students’ ability of discovering, analyzing, and solving problems. In order to assess their
scientific research and innovative thinking, we can use Knowledge expansion. Besides
these measures, Classroom analysis and reviews of daily life are be used to examine the
teaching effectiveness of ideological and political courses and Final Exam are be used
to evaluate students’ degree of understanding and mastering knowledge, as well as their
comprehensive ability.

At last, Test is adopted to evaluate the effectiveness of reform in practice. We try to
identify problems in a timely manner for improvement and optimization. At the same
time, we adjust the reform details in real-time according to the professional training
plan. After completing each stage of the task, questionnaire survey and application
effect analyses are used to summarize the reformation methods, further improving and
promoting their application.

4 Result Analysis

The ideological and political construction reform of the course Operating Systems and
Security has been implemented in the course teaching and practical teaching process of
the past two semesters. Students have shown more active classroom performance and



334 H. Song et al.

are able to conduct targeted discussions based on the questions raised by the teacher.
After class, further communication with the teacher and students has been conducted,
and experimental verification has been conducted, resulting in the formation of relevant
research reports.

At the same time, in order to further strengthen their learning of operating systems
and security courses, students have independently formed interest groups. From the final
exam results, over 98% of students in 2022–2023 can successfully pass the exam, with
an excellent rate of over 59%. The proportion of excellent exam scores has in-creased
compared to 2021–2022, while the number of failed students has decreased compared to
2021–2022, and the distribution pattern is basically normal; Explain that students have
improved their mastery of the knowledge points in the course and their ability to analyze
and solve problems.

5 Conclusion

Starting from the teaching objectives, the ideological and political construction reform
of the course Operating Systems and Security explores the ideological and political
characteristics elements. We analyze and excavate the ideological and political elements
in the course, construct a teaching mode of the course Operating Systems and Security
that integrates consciousness, emotion and connotation, as well as the new three centers
of teaching, to achieve three dimensions of goals in the education and teaching process.
The reformation results shows that new idea and new integrated method will cultivate
high-quality comprehensive talents with comprehensive development of morality and
talent, aswell as providing certain reference value for the ideological and political reform
of other professional courses.
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Abstract. The rapid growth of Massive Open Online Courses (MOOCs)
has revolutionized the education landscape by providing accessible and
flexible learning opportunities. However, with the emergence of hybrid
learning models, how to integrate MOOC into traditional classroom envi-
ronments and effectively utilize MOOC video content in face-to-face
teaching has become a current challenge. To solve this problem, we pro-
pose an instructive video locating system for MOOC hybrid teaching.
The system analyzes teacher instructions and leverages technologies such
as speech recognition, text segmentation, and natural language process-
ing to easily locate relevant video clips in MOOC courses, enhancing
the blended teaching experience. We conducted experiments using edu-
cational videos in MOOC online courses. The results show that the sys-
tem can accurately locate video clips based on text queries. Compared
with manual searches, the accuracy rate exceeds 85%, which significantly
improves the efficiency of merging and supplementing multimedia con-
tent. The video locating system proposed in this article seamlessly inte-
grates MOOC resources into the physical classroom through intelligent
information retrieval, which not only enhances teaching flexibility and
enriches hybrid teaching, but also lowers the technical threshold for
teachers to use video assistance. This innovative application has great
potential to promote the development and application of hybrid learning
models in the education field.

Keywords: MOOC · hybrid teaching · educational technology ·
educational video retrieval · speech recognition · text segmentation

1 Introduction

With the rapid development of science and technology and the continuous growth
of economy, the application of information technology in the field of education
has become increasingly widespread. Among them, MOOC, as a product of mod-
ern mobile Internet technology, has gradually become popular and has become
an important direction for the reform of education and teaching in colleges and
universities. The popularization and application of MOOCs not only effectively
solve the shortcomings of a single course in traditional classroom teaching and
the disconnect between theory and practice, but also provide students with a
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
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Fig. 1. Schematic Diagram of MOOC Video Locating System for Hybrid Teaching.

large number of high-quality teaching resources and enhance their self-study
abilities. However, an important function in traditional schooling is the experi-
ence of face-to-face communication between students and between students and
teachers. This kind of face-to-face contact, communication and feeling cannot be
completely replaced by any high-tech means. This also determines that MOOCs
cannot completely replace the traditional face-to-face teaching model.

In order to solve this problem, the hybrid teaching model emerged. This
model combines the advantages of offline classroom teaching and online MOOCs,
taking advantage of MOOCs’ high flexibility in separation of teachers and stu-
dents, separation of time and space, and separation of teaching. At the same
time, it can flexibly select and combine all teaching elements according to the
teaching objectives. Give full play to the leading role of teachers in leading,
inspiring and monitoring the teaching process. In the context of the hybrid
teaching model, this paper proposes a MOOC video locating system for hybrid
teaching(see Fig. 1). The system combines speech recognition, text segmenta-
tion and other technologies to achieve instant video locating in the classroom by
analyzing the instructions of teachers or students to improve the efficiency and
convenience of video teaching. Experimental results show that the system can
effectively improve the accuracy and efficiency of video locating, while reducing
the cost and threshold of hybrid teaching. This innovative system is of great
significance in promoting the development and application of blended teaching.
It not only further optimizes teaching methods and improves teaching quality,
but also reduces teaching costs and expands the scope of teaching. The suc-
cessful application of this system will effectively promote the development and
popularization of blended teaching in the education field.



338 T. Song et al.

2 Related Work

With the development of technology, the widespread application of smart
devices, and the innovation of online technologies such as the Internet of Things
and social networks, the MOOC teaching model has evolved from a resource-rich
model to a model built by learners and course assistants to support learning [1,2].
With the transformation of learning resources and learning space, the develop-
ment potential of the hybrid teaching model is gradually emerging. In this model,
teaching models, teaching methods and teaching resources are organically inte-
grated; teacher-led teaching and student independent learning are organically
combined; higher education and information and communication technology are
closely integrated. Online teaching is no longer just a supplement to the orig-
inal courses, it begins Integrated into higher education teaching as part of the
curriculum.

Different studies on mixed-mode teaching have also been carried out inter-
nationally. Scholars such as Shaarani, A.S. [3] have studied how to establish an
effective blended learning model from the perspective of teachers. Some scholars
have also discussed the factors that affect the usage rate of online learning learn-
ers from a technical perspective. It is believed that the application of mobile
devices enhances the convenience and accessibility of learning and broadens the
field for the development of online learning. Research by scholars such as So, H.J.
[4] shows that high-quality cooperative learning can not only increase learners’
social interaction, but also reduce learners’ psychological distance, thereby over-
coming the loneliness of learning and providing more emotional support and
motivation for students’ learning participation. Howard J. Klein [5] and other
scholars conducted quasi-experimental studies on the factors that affect stu-
dents’ learning motivation and outcomes under online and offline hybrid course
models and traditional course models, and found that learning under blended
learning conditions Students are more motivated to learn, have higher cognitive
engagement, and have higher course grades. At the same time, blended teaching
has been applied in different ways internationally. For example, the Hong Kong
University of Science and Technology in Canada uses MOOC to carry out hybrid
courses on and off campus to realize Internet-assisted teaching. In addition, the
IMITATE project of the Massachusetts Institute of Technology in the United
States has established a hybrid system for teacher professional training based on
MOOC and has achieved good results.

However, there are still certain problems in the implementation process of
blended teaching [6–8]. First of all, under this model, it is difficult to make
in-depth comprehensive use of online and offline learning resources. For exam-
ple, after some schools offer courses online, there are differences in resources
and offline classes, making it difficult to form a complete teaching system. Sec-
ondly, teachers need to improve their level of using network technology to imple-
ment hybrid teaching [9,10]. Finally, some videos or online courseware empha-
size visual expression but ignore student learning efficiency and interactivity
[11,12]. This article proposes a MOOC video locating system for hybrid teach-
ing. Through the precise locating of MOOC videos, it can not only enhance
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students’ sense of participation and interactivity, but also teachers can flexibly
select and combine all teaching elements according to the teaching objectives to
give full play to Teachers play a leading role in leading, inspiring, and monitoring
the teaching process, thereby improving the quality and effectiveness of teach-
ing. The system can also integrate online and offline teaching resources, includ-
ing online MOOC videos, offline classroom teaching, digital resources, teachers
inside and outside the school, etc., to achieve collaborative teaching and inno-
vative teaching. Through different hybrid teaching models, teachers can better
guide students to innovative thinking and practice, realize diversified teaching
models, and meet the learning needs of different students and the teaching needs
of teachers.

3 Method

3.1 System Working Principle

This system utilizes various cutting-edge natural language processing and infor-
mation retrieval technologies to efficiently locate educational video content for
teachers. It leverages automatic speech recognition techniques [13] to transcribe
voiced audio in videos into timed subtitle texts. The subtitle statements are
then semantically segmented using text tiling algorithms [14] that calculate lex-
ical and syntactic similarity to determine precise boundaries between concepts.
These enriched segmented subtitles are fed into distributed search engine indices
[15,16] for robust querying and retrieval.

When teachers issue search instructions in the classroom, the system first
preprocesses the input instructions and extracts the core keywords or phrases
using natural language processing technology. Next, the system will search for
subtitle fragments closely related to these keywords through a distributed search
engine in the established video resource library. In this process, the system will
use advanced technologies such as deep learning and machine learning to measure
the degree of correlation between each subtitle segment and the target keyword
based on factors such as semantic similarity and contextual matching, and sort
these candidate segments according to their correlation size.

Specifically, the processed subtitle text will be split into multiple elements,
each of which will be connected to a specific time point in its corresponding orig-
inal video. At the same time, each subtitle segment will also contain a unique
identifier, which is the URL, to point to the video file where it is located. In this
way, the system can establish a cross linking structure within the index, so that
each subtitle text can be directly mapped to its specific location. When teachers
or students initiate search requests, the system will analyze the query conditions
based on their needs and extract key information, such as keywords, topics, etc.
Then, the system will search for subtitle clips related to these information in the
index and find corresponding video clips based on their association relationships.
Due to the fact that each subtitle contains timestamp information, the system
can quickly and accurately locate the target segment that meets the require-
ments and extract it from the original video for users to watch. This efficient
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retrieval and positioning method not only greatly improves the speed of obtain-
ing teaching resources, but also provides users with a more intuitive and vivid
learning experience.

By properly utilizing automation technology in this system, the positioning of
teaching resources can be effectively changed from laborious manual processes to
a relaxed and convenient experience. Teachers can then focus solely on promoting
students’ knowledge absorption, without being limited by the need to search for
appropriate content. At the same time, students can also achieve more efficient
self-learning through personalized learning paths and materials.

Overall, this comprehensive system provides innovative solutions for blended
learning models based on intelligent positioning of online educational videos. As
long as its functionality continues to be improved, the system can significantly
improve the efficiency of large-scale hybrid teaching methods. It not only makes
it easier for teachers to prepare lesson plans by actively recommending content
that matches learning needs, but also enhances interactive discussions between
students and teachers, bringing deeper levels of participation to learning. With
the continuous enhancement of artificial intelligence and big data processing
capabilities, the optimization potential of this system is even more infinite. It not
only helps traditional teachers better carry out blended teaching, but also creates
strong support for mobile learning and intelligent classrooms. In summary, this
system will greatly promote the development of blended learning models.

3.2 Model Architecture Diagram

The following is the framework diagram of our proposed MOOC video locating
system (see Fig. 2).

The first part of the system is the speech recognition module, whose main
task is to extract textual information from spoken language. The principle is
mainly to use advanced signal processing technology and machine learning algo-
rithms to analyze and understand the speaker’s speech features, thereby achiev-
ing automatic conversion from speech to text. Next, the system enters the audio
extraction process, which involves extracting audio data from a video stream.
During this process, the system will separate the sound part from the video file
for further processing and analysis. Subsequently, the extracted audio informa-
tion will be fed into the subtitle generation module, whose task is to generate
visual subtitle text based on the audio information. In order to ensure the quality
of subtitles, the system usually adopts advanced audio processing technologies
such as speech synthesis and recognition, as well as intelligent semantic under-
standing methods to ensure that the generated subtitle content is consistent with
the actual pronunciation. Then, the generated subtitle text will be sent to the
subtitle segmentation module for processing. Here, the system will divide the
entire subtitle into individual words or phrases to facilitate subsequent index-
ing and search operations. It should be noted that subtitle segmentation is a
complex process that takes into account various factors such as semantics and
grammar to ensure that the resulting substring has good readability and seman-
tic integrity. After the above stages are completed, the system will build a video
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index library with a search engine, and the preprocessed subtitle files will be
added to the search engine. At the same time, this library records the map-
ping relationship between important keywords extracted from each video and
the URL and timestamp of the video, used for indexing and retrieving video
clips. After receiving teacher instruction requests, the system will use natural
language processing technology to deeply analyze the instructions and extract
key query words from them. Subsequently, it will use the previously established
video index library to conduct full-text matching searches based on the semantic
similarity between query words and keywords. The search results will be sorted
based on matching degree. The most relevant subtitle segments will be ranked
first, extracting their URL to the original video and the start and end time posi-
tions of the matching segments in the video. This completes the entire process
of linking from teacher needs to video solutions, providing precise and efficient
content support for teachers.

The various modules mentioned above have worked closely together to
build a complete video content retrieval system. This system fully utilizes
human-computer interaction technologies such as speech recognition, informa-
tion extraction, and semantic understanding, achieving full process automation
from teacher input to relevant video clip output. Compared to the traditional
method of manually searching for teaching videos, this system significantly
improves the efficiency of teachers in preparing classroom teaching resources.
It constructs a rich video index library through deep preprocessing of classic
videos. When a teacher proposes a topic concept in the classroom, the system
can provide as many matching video clips as possible in just a few seconds,
helping the teacher carry out the explanation smoothly. At the same time, the
system also takes into account the increasing scale of the index library as video
content continues to accumulate. It adopts a distributed architecture, improving
the efficiency and scalability of video matching. In the future, it is possible to
add adaptive capabilities to the indexer based on the data used by teachers, so
that the retrieval results are closer to actual needs. In summary, the video con-
tent retrieval system utilizes advanced artificial intelligence and voice processing
technology to provide efficient and convenient classroom services for teachers.
It is expected to change the traditional manual search teaching mode and help
build a more comprehensive blended teaching system.

3.3 Advantages and Innovations

By leveraging cutting-edge speech recognition and natural language processing
techniques, the system is able to efficiently locate and retrieve educational video
resources. It automatically transcribes speech to text via subtitles, and further
segments.

This intelligent preprocessing lays the foundation for fast and precise content
matching. When teachers provide instructions, the system analyzes keywords and
matches them to indexed subtitle segments using distributed search engines. This
powerful matching ability allows accurate pinpointing of highly relevant video
clips related to the learning objectives outlined.



342 T. Song et al.

Fig. 2. Architecture Diagram of MOOC Video Locating System for Hybrid Teaching.

Through continual enhancement of the underlying linguistic models, the sys-
tem is designed to maintain high accuracy in its segmentation and matching
capabilities over time. Leveraging vast amounts of training data optimizes the
relevance of retrieval results.

By connecting matched snippets back to their original videos and times-
tamps, teachers and students can immediately jump to target segments, skip-
ping straight to the most pertinent information without wasteful searching. This
saves valuable classroom time that can instead be dedicated to active learning.

The personalized and automated location of learning resources according to
individual needs fosters a customized educational experience for all. Teachers
gain back time through effortless content preparation, allowing them to focus
more on instructional methods and student engagement. Learners benefit from
optimized access to knowledge tailored to their learning pathways.

With its intelligent, efficient and user-centered design, the proposed system
promises to significantly enhance hybrid learning models. It holds the potential
to revolutionize how blended teaching and studying are conducted at a large
scale through augmented educator productivity and learner experience.

4 Experiment

4.1 Experimental Setup

To evaluate the proposed system, we conducted a controlled user study with the
following experimental setup:

Dataset: To thoroughly assess the performance of the proposed system, a care-
fully curated dataset was compiled containing educational video resources. The
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dataset consisted of 10 video lectures sourced from renowned MOOC platforms
teaching fundamental and advanced concepts in Computer Science. The lec-
tures encompassed a wide range of typical lengths commonly found in online
courses, from 5–15min, to evaluate performance under varying conditions. The
lectures represented the diverse topics covered in Computer Science curricula,
including programming languages, operating systems, algorithms, databases,
machine learning and more. Both introductory and advanced technical videos
were included to test the system’s ability to retrieve segments matching queries
of differing difficulties. All videos underwent the full pipeline of the proposed
system, including speech recognition, subtitle generation and natural language
processing before indexing. The experimental dataset is shown in Table 1.

Table 1. Experimental Dataset.

VideoName VideoTheme KnowledgePoint 1 KnowledgePoint 2 KnowledgePoint 3 duration

video-1 Operating System Process Management File System Process Management 10 mins
video-2 Data Structure Linear List Tree Structure Graph Structure 7 mins
video-3 Computer Network OSI Reference Model TCP/IP Protocol LAN 6 mins
video-4 Web Page Design HTML CSS JavaScript 8 mins
video-5 Algorithm Analysis Time Complexity Space Complexity Asymptotic Notation 9 mins
video-6 Database Principles Relational Model SQL Language Transaction Management 11 mins
video-7 Cyber Security Hacking Techniques Authentication Encryption 13 mins
video-8 Machine Learning Unsupervised Learning Supervised Learning Applications 15 mins
video-9 Computer Graphics 2D Graphics 3D Graphics Rendering 8 mins
video-10 Software Engineering Agile methodology DevOps waterfall model 9 mins

Participants: 20 educators with substantial education experience voluntarily par-
ticipated in the rigorous evaluation of the proposed system. Their familiarity
with classroom instruction and analysis of video lessons ensured reliable assess-
ment.

Experimental Design: A within-subjects study design was adopted where
each participant underwent identical procedures. This within-group comparison
strengthened validity of obtained results.

Procedure: Participants were first introduced to system functionalities. They
then watched pre-selected educational videos covering various topics and lengths.
For each video, participants formulated sample instruction queries simulating
real classroom needs. The system localized matching segments which participants
appraised for relevance on a 5-point Likert scale.

Post-Study Survey: Upon experiment completion, participants provided demo-
graphic information and responded to a questionnaire measuring perceived
usability, satisfaction and areas for improvement on standardized constructs.
Open-ended feedback was also elicited.

Data Collection: Objective performance data included accuracy rates of video
localization across different query types and content domains. Subjective rating
scores and open comments comprised the qualitative dataset.
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This controlled process with randomized sample ensured unbiased collec-
tion of both quantitative and qualitative insights from experienced users.
Repeated evaluation by each minimized confounding and yield robust conclu-
sions regarding system effectiveness. Valuable feedback was also gained for future
optimization.

4.2 Evaluation Indicators

To effectively evaluate the performance of the proposed video localization system,
we defined three main evaluation metrics: location accuracy, retrieval relevance,
and user experience.

Location accuracy measures how precisely the system can pinpoint the tar-
geted video segments within a video based on user queries. Test participants
were asked to judge if the located segment fully matches the given time or con-
tent. We calculated the accuracy rate for each video by taking the number of
correctly located segments divided by the total number of segments.

Retrieval relevance assesses how well the search results allow users to under-
stand the video content. After viewing retrieval outputs, participants assigned
a rating between 1 to 5 to indicate their comprehension level. The average rele-
vance score across participant ratings reflected the overall retrieval quality.

User experience examines different usability aspects from the users’ perspec-
tive. A questionnaire investigated interface design, workflow, ease of use and
satisfaction level using Likert scale questions. This provided a quantitative anal-
ysis of how the system was received by participants.

To evaluate the metrics, we conducted a user study using a dataset of 10
educational videos. The results were recorded and analyzed to demonstrate the
performance of our video localization system. We believe these comprehensive
metrics allow a multidimensional assessment of the system and identify areas for
potential improvement.

4.3 Experimental Results

The experimental results are shown in Table 2. The experimental results are
shown in Table 2. Participants submitted a total of 100 queries in 10 sample
videos, covering different themes, video length, video keywords, and complexity.
Relatively speaking, the accuracy of query positioning for videos below 10min
is higher than that for videos within the range of 10 to 15min, but the average
accuracy is still over 85%. In addition, compared to the accuracy of basic queries
related to entry-level concepts, the accuracy of more professional intermediate
and advanced queries is slightly lower. These results demonstrate the techni-
cal effectiveness of the proposed MOOC video localization system in accurately
locating relevant segments under different experimental conditions. This frame-
work is expected to enhance hybrid learning models by optimizing the retrieval
of online educational content.
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Table 2. Experimental Result.

Input Video keyword Accurate Segments Accuracy Rate Average Relevance

video-1 Process Management 3 85% 4.4
video-2 Linear List 4 87% 4.5
video-3 TCP/IP Protocol 3 95% 4.7
video-4 CSS 2 85% 4.4
video-5 Time Complexity 4 89% 4.5
video-6 Transaction Management 4 88% 4.6
video-7 Supervised Learning 3 86% 4.5
video-8 2D Graphics 2 85% 4.4
video-9 waterfall model 3 91% 4.6
video-10 Software Engineering 4 93% 4.6

5 Conclusion

This paper proposes a MOOC video locating system to address key challenges in
hybrid teaching models. Specifically, existing hybrid teaching approaches strug-
gle with efficiently locating and accessing relevant video resources from the mas-
sive amounts of educational content available online.

The proposed system aims to solve these issues through its innovative archi-
tecture and integrated technologies. It applies cutting-edge techniques like speech
recognition, natural language processing and distributed information retrieval
to understand teaching instructions and pinpoint matching video segments with
high precision.

Extensive experiments were conducted to evaluate the system performance.
The results demonstrate that the average accuracy of video localization is very
high, significantly outperforming manual search. This confirms the technical via-
bility of the proposed approach.

Additionally, user studies in the form of feedback surveys and interviews
were carried out with participants who utilized the system. The findings reveal
overwhelming satisfaction levels amongst teachers and learners regarding the
user experience offered. They highlighted the major improvements in learning
efficiency and convenience brought by the system.

Based on the promising experimental and user study outcomes, it can be
concluded that the MOOC video locating system has the potential for wide
adoption and application in hybrid education models. By seamlessly integrating
diverse online resources, it offers learners personalized learning pathways and
saves valuable time typically spent searching for content.

In summary, this research lays the foundation for more engaging, flexible and
optimized blended teaching paradigms through advanced application of tech-
nologies to enrich online and classroom learning experiences. Its outcomes also
suggest future research directions in this important domain.
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Abstract. Secondary school experimental evaluation is an essential
component of secondary school science education. However, it faces sev-
eral challenges, including obstacles to precise assessment within limited
time and the presence of inconsistent evaluation criteria. Hence, it has
become imperative to explore and harness artificial intelligence technol-
ogy to improve secondary school experimental evaluation. Yet existing
applicable online action detection (OAD) algorithms are hindered by
limitation to historical context and inefficiency, leading to setbacks in
realistic experimental evaluations. Based on this, we present Exemplar-
enhanced Transformer (ExpT), a real-time mechanism for online action
detection that more accurately and efficiently assesses the experiments
conducted by students. By leveraging exemplars through temporal cross
attention, the ExpT model provides complementary guidance for model-
ing temporal dependencies, along with the reduction of excessive atten-
tion. We evaluate ExpT on two realistic chemistry experiment datasets
for online action detection, and it significantly outperforms all existing
methods.

Keywords: Secondary school experimental evaluation · online action
detection · transformer · temporal cross attention

1 Introduction

Secondary school experimental evaluation is an indispensable pillar of science
education, nurturing students’ experimental skills and honing their hands-on
expertise. It serves as a cornerstone in the edifice of quality teaching. Neverthe-
less, the prevailing model of secondary school experimental evaluation grapples
with a myriad of issues. These encompass the challenge of rendering precise
assessments within the confines of limited time and the perennial issue of incon-
sistent evaluation criteria. In light of these pressing concerns, it is paramount to
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Fig. 1. Examples in realistic chemistry experiments. Each category contains
multiple instances and each instance exhibits unique appearance and motion charac-
teristic. For instance, in the category “Checking airtightness”, there is an action of
holding a test tube with both hands, while in the category “Heat test tube”, the action
of heating a test tube with an alcohol lamp appears, which are boxed in the figure.

harness the transformative potential of artificial intelligence (AI) technology. AI
has the capacity to conduct real-time analysis and evaluation of student exper-
iments, laying the foundation for a comprehensive and standardized evaluation
framework. This paper aims to explore and utilize AI to enhance secondary
school experimental evaluation, ultimately improving the quality and outcomes
of science education.

To tackle these challenges, our approach revolves around harnessing online
action detection algorithms [7] for a groundbreaking transformation of exper-
imental evaluation. Online action detection is specifically tailored to identify
ongoing actions in videos without relying on future information. Recently, this
task has garnered increasing attention due to its diverse potential applications in
real-world scenarios, such as autonomous driving [15,32], video surveillance [23],
and anomaly detection [19,20]. However, existing methodologies [7,28–30,33]
predominantly focus on modeling long-term dependencies, which can lead to
overfitting to scene-related cues. Additionally, an overreliance on attention mech-
anisms to enhance temporal modeling may significantly reduce efficiency and
prove counterproductive in practical scenarios.

As shown in Fig. 1, we observe that in real-world experiments, each step (cat-
egory) contains multiple instances that exhibit unique appearance and motion
characteristic. We discover that incorporating exemplary frames as guidance can
step outside the confines of the historical context and more effectively identify
dynamic changes in video clips. Furthermore, a producive online action detection
algorithm should always be efficient. Through the augmentation by exemplars,
the costly or insufficient temporal attentions can be reduced, without harm-
ing the performance. To this end, we propose Exemplar-enhanced Transformer
(ExpT), an real-time mechanism for online action detection that can accurately
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and rapidly evaluate the experiments made by students. To demonstrate the
efficacy of ExpT, it is validated on two realistic chemistry experiment datasets
and it achieves the state-of-the-art performance for online action detection.

2 Related Work

Online Action Detection. Online Action Detection (OAD) is designed to
promptly identify frames in an untrimmed video stream. Unlike offline video
tasks that have access to all frames, OAD can only utilize gradually accumulated
historical frames at each moment. Some methods [3,6,10,11,28,31] rely solely
on recent video frames spanning a few seconds as contextual information for
the current frame. However, these approaches might overlook vital information
in long-term historical frames, potentially limiting performance. To tackle this,
TRN [29] utilizes LSTM [13] to memorize all historical information, although it
has limitations in modeling long dependencies. Recently, LSTR [30] explores both
long-term and short-term memories using Transformer [27], significantly enhanc-
ing action identification performance at the current frame by globally attending
to long-term history. Going beyond the exploration of historical information,
certain methods [28,33] attempt to overcome causal constraints by anticipating
the future. For instance, OadTR [28] combines predicted future information with
the current feature to identify ongoing actions. In this paper, ExpT leverages
exemplars in a straightforward manner to enhance temporal modeling, achieving
significant performance improvements over other methods.

Transformers for Action Understanding. Transformers have achieved
groundbreaking success in NLP [8,21] and have found applications in computer
vision tasks such as image recognition [9,26] and object detection [4]. Recent
research has further expanded the use of Transformers to address temporal mod-
eling tasks in videos, encompassing areas like action recognition [1,5,18,22] and
temporal action localization [17,24], yielding promising results. However, the
efficiency of these specialized methods is often constrained by computational
and memory requirements. Our exemplar-augmented model intervenes to alle-
viate this constraint by reducing the computational and memory demands of
temporal attention without compromising performance.

3 Methodology

3.1 Task Definition

In the context of this task, the goal is to instantaneously identify actions occur-
ring in real-time within a video stream that may encompass multiple actions.
We denote the input streaming video as V = itt = −T 0, where i0 represents the
current frame chunk to be classified. The action category of the current frame
chunk i0 is represented by y0, where y0 ∈ 0, 1, ..., C, with C being the total
number of action categories, and index 0 indicating the background category.
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Fig. 2. Illustration of the proposed Exemplar-enhanced Transformer
(ExpT). The Aggregation Encoder processes the input streaming video and exem-
plars by attaching a task token to the visual features to consolidate feature represen-
tations. Following this, the video sequence undergoes the Temporal Fusion Encoder,
aiming to capture extended historical temporal dependencies. Finally, the Exemplar-
enhanced Decoder utilizes exemplary features to further enhance temporal understand-
ing through temporal cross-attention.

3.2 Architecture

The architecture of Exemplar-enhanced Transformer (ExpT) is illustrated in
Fig. 2. It utilizes an encoder-decoder architecture to process long-term memory
and exemplars for the identification of current actions. The Aggregation Encoder
is introduced to improve the quality of long-range video representations and
enhancing exemplary features. Then the Temporal Fusion Encoder is designed
to model temporal dependencies in the video sequences. ExpT also employs our
presented key component Exemplar-enhanced Decoder that conducts interaction
between memory and exemplars in an iterative loop.

Aggregation Encoder. Given a streaming video V = itt = −T 0, the feature
extractor [25] converts it into a 1D feature sequence by collapsing the spatial
dimensions. Following this, an extra linear projection layer further transforms
each vectorized frame chunk feature into a D-dimensional feature space, yielding
F = ft0t=−T ∈ R

(T+1)×D.
In the Aggregation Encoder, a task token t ∈ R

D is introduced to the embed-
ded feature sequence F for the creation of the combined token feature sequence.
It is crucial to highlight that this token is utilized to acquire global discrimi-
native features pertinent to the online action detection task. Subsequently, we
apply position encoding Epos to the sequence to retain positional information:

f̃t = Concat(ft, t) + Epos
t (1)
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Now we get the feature sequence F̃ ∈ R
(T+1)×2×D, which is further to perform

the Multi Head Self Attention(MHSA):

F̂ = MHSA(LN(F̃ )) + F̃ (2)

where LN(·) indicates layer normalization [2] and residual connections [12] are
also applied. F̂ is then dropped before feeding to the MLP, and the output of
the Aggregation Encoder is formulated as:

F̄ = LN(MLP(LN(F̂ )) + F̂ ) (3)

Finally, we extract the token from the sequence, yielding the aggregated video
representation X ∈ R

(T+1)×D. Similarly, the Aggregation Encoder is employed
to refine exemplars. When considering action instances within the same category,
we select instances with distinctive appearance characteristics and clear motion
patterns as exemplars representing that category. Using the K-means clustering
algorithm [14] for each category, we perform clustering and obtain M exemplary
features denoted as F e = [fe

c,1, f
e
c,2, ..., f

e
c,M ]C

c=0
∈ R

(C+1)×M×D. Subsequently,
we follow the same procedures to aggregate exemplary representation, resulting
in Xe ∈ R

(C+1)×D.

Temporal Fusion Encoder. To effectively determine the category label of the
current frame, leveraging rich contextual cues from neighboring frames is crucial.
The Temporal Fusion Encoder is designed to capture temporal evolution by
dynamically aggregating local features. Additionally, we introduce a directional
attention mask [27] to the video representation X to ensure that each frame
in the representation can only depend on its preceding frames. This approach
enables predictions for all frames in the sequence as if they are the most recent
ones. Due to the incoherence between exemplars, our focus is on modeling the
video sequence. The output of the le-layer Temporal Fusion Encoder is denoted
as Xenc.

Exemplar-Enhanced Decoder. So far, we have generated video features X̃
and exemplary features Xe. The current frame, however, is limited to the video
clip and can not go beyond history. Thus, the Exemplar-enhanced Decoder is
designed to further reinforce the effect of temporal modeling and make it more
robust.

The video features are firstly fed into a Masked MHSA layer:

X̃ = MHSA(LN(Xenc)) + Xenc (4)

Then, there is a Masked Multi Head Cross Attention (MHCA) layer, where X̂ as
a query condition dynamically extracts new semantics from exemplary features.

X̂ = MHCA(LN(X̃, LN(Xe),LN(Xe))) + X̃ (5)

X̄ = MLP(LN(X̂)) + X̂ (6)
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Xdec = LN(X̄(�d)) (7)

Finally we concatenate the current index of the output by the decoder and
encoder, followed by a classifier to obtain the classification score p0 as the result
of online action detection.

3.3 Training

Our ExpT model relies on action steps of interaction between video and exem-
plars to predict the current action. These steps are utilized as auxiliary infor-
mation to benefit action detection.

For the Xenc generated by the encoder, we feed it to a classifier to gener-
ate the action probabilities P enc = {[penc

t,0 , penc
t,1 , ..., penc

t,C ]}0t=−T . We calculate the
cross-entropy loss to guide the learning process:

Lenc = −
0∑

t=−T

C∑

c=0

yt,c log(penc
t,c ) (8)

Similarly, the output of the decoder also has a corresponding loss Ldec. In
addtion, the final output of the ExpT is the key to correctly discriminate between
different action categories. The classification loss L is formulated as:

Lcls = −
C∑

c=0

y0,c log(p0,c) (9)

Therefore, the final joint training loss is:

L = λaLenc + λbLdec + Lcls (10)

where λa = 0.7 and λb = 0.5 are the balance coefficients.

4 Experiments

4.1 Setups

Datasets. To demonstrate the effectiveness of ExpT in Secondary school exper-
imental evaluation, We carry out experiments on two realistic chemistry exper-
iment datasets. Oxygen Experiment dataset consists of over 90 h of oxygen
production by potassium permanganate videos annotated with 32 actions. Car-
bon Dioxide Experiment dataset has 222 sets of Carbon Dioxide production by
limestone videos with 11 actions. In comparison, the former is more complex
and the latter has a shorter action duration. Details about the datasets can be
seen in Fig. 1.

Evaluation Metrics. We evaluate the effectiveness of online action detection
using per-frame mean Average Precision (mAP) on the two datasets. The mAP,
a commonly used metric, requires averaging the Average Precision (AP) across
each action class.
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Implementation Details. Following prior works [28–31], we conduct our
experiments on pre-extracted features. Unlike prior work, we adopt Videomae
[25] to extract 1024-dimensions RGB feature with 1fps due to better efficiency.

Regarding training, we implement our proposed ExpT in PyTorch and con-
duct all experiments using Nvidia Geforce RTX 3090 graphics cards. Simplifying
the setup, we employ the Adam optimizer [16] without unnecessary complexi-
ties. The batch size is configured as 128, the learning rate is set to 0.0001, and
weight decay is set at 0.0005. For the model configuration, we choose �e = 1 and
�d = 2, with the temporal stride T set to 63.

Table 1. Online action detection performances on Oxygen Experiment and
Carbon Dioxide Experiment. All methods use pre-extracted RGB features by
Videomae [25]. The mAP performance is reported for the two datasets and we use
FPS of inference to measure the efficiency of the model.

Method Oxygen Experiment Carbon Dioxide Experiment Speed(FPS)

TRN [29] 34.6 50.3 111.7

OadTR [28] 43.0 50.5 96.4

Colar [31] 42.5 50.7 119.5

LSTR [30] 44.4 51.8 83.4

ExpT(Ours) 50.8 64.5 142.6

4.2 Main Results

Comparison with State-of-the-Art Methods. We compare ExpT with
prior methods on Oxygen Experiment and Carbon Dioxide Experiment for online
action detection. The results, shown in Table 1, demonstrate that our ExpT
achieves state-of-the-art performance. Specifically, it improves mAP by 6.4%
and 12.7% on the Oxygen Experiment and Carbon Dioxide Experiment, respec-
tively. The consistent improvements over current state-of-the-art methods verify
the efficacy of our proposed exemplar-enhanced mechanism. We attribute this
result to the fact that other methods focus excessively on long-range histori-
cal context modelling, which hinders their ability to react to transient changes.
However, ExpT can escape the limitations of history via exemplars and capture
the dynamic evolution of the video clip more accurately, particularly in the case
of the Carbon Dioxide Experiment, which has shorter action duration.

In terms of inference speed, our model exceeds prior methods as well. In
Table 1, ExpT is 1.7× faster than LSTR [30], the best performance of the other
methods. In addition, Colar [31] and TRN [29] which contain simple attention
are relatively faster, but ExpT is still 1.2× faster than them, regardless of the
performance gap. This result demonstrates that with the complementary guid-
ance of exemplars, our model eliminates considerable effort on temporal mod-
elling, significantly reducing excessive use of attention and resulting in a leap in
efficiency.
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Table 2. Ablation studies about the efficacy of each component on Carbon
Dioxide Experiment.

Aggregation
Encoder

Temporal Fusion
Encoder

Exemplar-enhanced
Decoder

Carbon Dioxide
Experiment

� � 56.8

� � 56.9

� � 62.4

� � � 64.5

Ablation About the Efficacy of Each Component. The proposed
ExpT method consists of Aggregation Encoder, Temporal Fusion Encoder and
Exemplar-enhanced Decoder. Table 2 studies the efficacy of each component on
Carbon Dioxide Experiment. Firstly, temporal modeling still plays a dominant
role in online action detection task, directly reflected in the fact that there is
a 7.7% drop when the Temporal Fusion Encoder is removed, and only a 2.1 %
drop without the exemplars. Besides, the proper use of examplars can lead to
remarkable results. In row 2, where we do not aggregate the video features and
exemplar features beforehand, there is a drop of 7.6%, whereas when we prop-
erly utilize the exemplars, it is 2.1% higher than row 3, where only temporal
modelling is used.

5 Conclusion

We present Exemplar-enhanced Transformer (ExpT), a novel mechanism that
conducts exemplars as complementary guidance to capture long-term dependen-
cies in video clips for online action detection. With the assistance of exemplars,
ExpT is able to overcome the weakness of most existing methods that can only
complete modeling temporal dependency within a limited historical context and
free from undue attention, achieving dramatic improvements in both effective-
ness and efficiency. The prominent efficacy of ExpT can help to analyze and
evaluate students’ experiments in real time, which is conducive to the establish-
ment of a comprehensive evaluation system. This, in turn, enhances experimental
skills of students, elevates the quality of experimental teaching, and ultimately
improves the overall quality and outcomes of science education.
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Abstract. The online data science learning platform offers students an adapt-
able educational experience and a versatile learning and experimental environ-
ment. However, with the escalation of system concurrency, performance concerns
including resource limitations, protracted online experiment response, and plat-
form breakdowns, all of which can have a detrimental effect on the advancement
of data science experimental learning. This paper proposes a performance anal-
ysis system for online data science learning platforms. It uses the Application
Performance Index (Apdex) to evaluate user satisfaction of system performance,
and promptly detects real-time performance anomalies and forecasts performance
trends by LightGBM and LSTM algorithm. Meanwhile, the performance bottle-
necks are also identified and correlated based on the function invocation chains
with various time series performance metrics data. Therefore, negative user expe-
rience is effectively prevented. Furthermore, we conducted a series of experiments
based on 40 days of operational data from a real online data science learning plat-
form, the effectiveness and superiority of the proposed method in this system are
clearly verified.

Keywords: data science · online learning platform · performance analysis
system · performance bottlenecks · performance anomalies detection

1 Introduction

In the era of big data, data science is an essential knowledge and skill for modern
talents. With “big data” as its research object, data science draws extensively from
theories and technologies in fields such as databases, data mining, big data analytics,
and artificial intelligence machine learning [1]. It is an emerging interdisciplinary field
that primarily focuses on activities related to data processing,management, computation,
and analysis. In recent years, data science has been applied in various industries such
as economics, management, advertising, and education. It emphasizes practical training
and case-based teaching, making it a highly practical discipline that has become a major
focus of curriculum design and teaching reform in higher education [2].

With the advent of the Internet 2.0 era, the load pressure on various web applications
and online platforms has been rapidly increasing. This can lead to increased system
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latency and a decline in user experience. According to a report from Amazon, a 100-ms
increase in system latency can result in a 1% decrease in sales [3]. Moreover, research
data suggests that if Google’s web page latency increases by 400ms, user search volumes
decrease by 0.59% [4]. If Bing’s web page latency is 2 s, the company’s related revenue
declines by 4.3%; and if Yahoo’s web page latency is 400 ms, traffic decreases by 5–9%.
For data science online learning platforms, when a large number of students and teach-
ers use the system simultaneously, performance issues such as resource scarcity, server
congestion, and platform crashes may arise. These issues can significantly impact the
user experience and the progress of experimental teaching. Therefore, promptly iden-
tifying system performance bottlenecks is beneficial for increasing system throughput
and concurrency, enhancing user experience, and minimizing unnecessary losses.

The performance analysis system can help web platforms quickly identify perfor-
mance bottlenecks. However, most existing performance analysis systems only visualize
performance data such as resourcemetrics and businessmetrics [5], without truly explor-
ing and analyzing the underlying value and insights in the data. This limits their ability
to assist operations personnel in troubleshooting performance anomalies. Additionally,
current monitoring systems often rely on setting fixed thresholds for performance data to
trigger alerts. This post-processing approach has limitations and lags behind, making it
difficult to address issues in a timely manner. Moreover, for operations personnel, manu-
ally analyzing the running status of a data science online learning platform and resolving
performance problems requires a certain level of expertise and work experience, adding
pressure to their workload. It is challenging to meet the requirements of intelligent mon-
itoring, and the purchase cost of a comprehensive and professional monitoring system
is also expensive [6]. Therefore, the low-cost and efficient monitoring and analysis of
the running status of a data science online learning platform is an urgent problem that
needs to be addressed.

This paper develops a performance analysis system that integrates performance eval-
uation management, automated performance metric data collection, real-time anomaly
detection and analysis, performance data trend prediction, performance bottleneck iden-
tification and visualization. This system aims to reduce the workload of manually ana-
lyzing complex data, improve the efficiency of resolving platform performance issues,
assist in performance testing and optimization, and reduce economic losses and opera-
tional costs resulting from performance problems. The rest of this paper is organized as
follows: the related works are presented as Sect. 2, and the motivation is described in
Sect. 3, then the developed system and its major technical work are illustrated in Sect. 4,
and the evaluation and conclusion are drawn finally.

2 Related Work

The key technologies studied in this paper mainly include performance anomaly detec-
tion, performance trend prediction, and performance bottleneck identification. In recent
years, both domestic and international scholars and industry practitioners have been
devoted to studying these topics and achieved many significant results.

Anomaly Detection. Anomaly detection is identifying and detecting data points that
deviate from the given dataset. There are different types of anomalies, including point
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anomalies, contextual anomalies, and collective anomalies. Research on anomaly detec-
tion primarily involves unsupervised and supervised anomaly detection algorithms. Pop-
ular methods for unsupervised anomaly detection include one-class SVM based on lin-
ear models [7], local outlier factor (LOF) based on density [8], isolation forest based on
trees, K-Means clustering [9], and deep learning models based on autoencoders [10].
Unsupervised anomaly detection algorithmswithout labels often have strong assumption
relationships, which can introduce biases in the detection results. Generally, supervised
anomaly detection algorithms tend to be more accurate and can be categorized into sta-
tistical machine learning algorithms and deep learning algorithms. Common statistical
machine learning algorithms include anomaly detectionwithminority sample augmenta-
tion (SMOTE) [11] and anomaly detectionwith gradient boosting decision trees (GBDT)
[12]. XGBoost, an improved version of GBDT, is widely used in various industries such
as high-tech, data science, and engineering fields and is considered a highly effective
algorithm. The deep-learning based anomaly detection models involve feature extrac-
tion networks and classification networks. For example, Ruff [13] et al. proposed the
Deep SVDD (Support Vector Data Description) model, which uses neural networks to
minimize the hyper-sphere that encloses the feature space of the data samples, and uses
the distance between the center of the sphere and the testing sample to determine if
it is an anomaly. Su [14] et al. proposed a method called Random Recursive Neural
Network for detecting anomalies in multivariate time series data. They demonstrated
its effectiveness on a server dataset that included metrics such as CPU load, network
utilization, and memory usage. The results showed that this approach achieved good
detection performance on these metrics.

Trend Prediction. Trend prediction for performance metric data involves using the
past performance of an application platform to forecast potential future trends. Common
trend prediction algorithms include Bayesianmodels, Autoregressive IntegratedMoving
Average (ARIMA) models [15], and neural network algorithms. CPU utilization is a
critical metric that significantly affects the overall performance of a service platform. By
forecasting its future trends based on historical data, it is easier to prepare and implement
preventivemeasures.Wang [16] used theRandomForest regression algorithm to estimate
the CPU and memory resource consumption in a cloud computing environment, and
achieved satisfactory results. Recurrent Neural Networks (RNN) are specialized neural
networks for sequence data processing. Duggan et al. [17]. Used RNN to predict CPU
utilization in virtual machines, demonstrating its relatively high accuracy. However,
it is worth noting that the accuracy of RNN decreases linearly as the prediction time
increases. Long Short-Term Memory (LSTM) is an extension of RNN that incorporates
memory units to control the extent of historical information retention. It performs better
than regular RNN in longer sequences. Rao [18] et al. compared three popular time
series prediction methods, including Holt-Winters, ARIMA, and LSTM, for forecasting
unstable CPU utilization data without clear seasonality. The results indicated that LSTM
outperformed the other methods.

Performance Bottleneck Identification. When it comes to performance bottleneck
identification, issues may be related to program code errors in the application platform.
Poor-quality code often serves as the trigger for hardware resource problems. By accu-
rately identifying the code execution logic through the paths of requests, it becomes
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possible to analyze and locate performance bottlenecks. Wang [19] implemented a full-
stack tracing system that monitors the internal service interactions in a microservices
architecture. This system intercepts and modifies the monitored network traffic using
network proxy methods, enabling local chain tracing logic. It provides the duration of
each code invocation and the overall topology of the call chain. Addressing difficulties
in locating faults and mapping service dependencies in cloud platform requests, Wang
[20] developed amonitoring system that employs point-to-point interceptors for tracking
requests. This system offers comprehensive monitoring and fault detection, service anal-
ysis, and other capabilities, significantly improving the ability of operations personnel
to locate faults in microservices.

3 Motivation

Intelligent operation and maintenance is an approach that combines operation and main-
tenance data (such as logs, monitoring data, and application information) with machine
learning techniques [21]. It aims to automatically learn patterns from the data to pro-
vide decision support for solving operation and maintenance problems. In the context of
data science online learning platforms, applying intelligent operation and maintenance
techniques for performance analysis can improve efficiency to some extent and enable
intelligent management.

In this section, we will review traditional performance monitoring tools to demon-
strate the motivation for designing a new performance analysis system. Nagios [22] is
an open-source tool for monitoring system status and network information. Its promi-
nent feature is anomaly detection and alert notifications. It can monitor network services
and server resources, but Nagios is difficult to scale and cannot identify the causes
of anomalies through historical data analysis. Zabbix [23] is an enterprise-level open-
source management system that provides distributed system monitoring and network
monitoring capabilities. It offers both active and passive data collection methods with
customizable time intervals and supports multiple databases such as MySQL and Post-
greSQL for data storage. However, Zabbix has a steep learning curve for customization
and complex threshold configuration, and lacks the ability to integrate multi-condition
advanced alerting. Prometheus [24] is an open-source monitoring and alerting compo-
nent based on a time-series database developed by SoundCloud. It uses an HTTP pull
method for real-time metric collection and allows the definition of alerting rules. Its
drawbacks include slow page rendering speed and incomplete documentation, requir-
ing a deep understanding of code to explore additional features. It is more suitable
for medium to large enterprises. ARMS [25] is Alibaba Cloud’s application real-time
monitoring and management product. It provides comprehensive performance monitor-
ing and end-to-end full-chain tracing diagnosis, thereby making application operations
and maintenance more efficient. However, it may be cost-prohibitive for small-scale
application platforms, and performance testing may require additional paid products.

Traditional performance monitoring tools are not customized, and most of them are
heavyweight solutions with specific focuses. Therefore, operations personnel need to
select several suitable products based on their actual needs to monitor different metrics.
Additionally, when performance optimization is required, separate performance testing
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tools need to be set up. Therefore, there is a need to design and implement a performance
monitoring and analysis system tailored to the requirements and business of online
learning platforms in order to provide a comprehensive solution.

4 System and Techniques

The creation of a performance analysis system for an online learning platform for data
science is the main topic of this essay. Performance test management, automatic data
collecting for performance metrics, real-time anomaly analysis and detection, core data
trend prediction, performance bottleneck diagnosis, and visual display are all integrated
into the system. The system’s architecture is shown in Fig. 1.

Fig. 1. System Architecture

The framework of this system mainly includes:

• Building a performance evaluation system and gathering performance metric
data using monitoring technologies. Resource allocation and monitoring, which
improve resource usage, depend on data on resource metrics. In order to enhance
the user experience, business metric data measures variables such as mistake rate,
throughput, and reaction time from the user’s perspective. This article combines the
two types of metric data to offer a way to assess performance.

• Performing anomaly detection on the application based on the performance
metric data.Operation andmaintenance staff canmore quickly identify performance
bottlenecks thanks to real-time performance anomaly detection that uses artificial
intelligence algorithms. An improvement over the GBDT and XGBoost algorithms,
the LightGBM algorithm provides support for distributed parallel computing, faster
training speed, lower memory consumption, and higher prediction accuracy. It also
handles massive amounts of data efficiently. LightGBM is appropriate for real-time
anomaly detection in systems because it strikes a balance between prediction accuracy
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and training speed. In order to detect performance anomalies based on performance
metrics, this article uses LightGBM.

• Making trend predictions using data from performance metrics. In monitoring
systems, time series data with time-dependent features are frequently encountered.
The process of time series trend prediction entails examining the available historical
time series, spotting patterns in the time trend that are based on the direction and
method of development, and applying these patterns to project future circumstances.
For instance, forecasting a website system’s CPU usage and user growth trend. In
order to precisely forecast trends in monitoring data with time-dependent features,
this article uses an LSTM model.

• Data visualization.Compared to reading text, humans can process information more
quickly through graphics. Operation and maintenance staff can more quickly iden-
tify performance bottlenecks and effectively assist in troubleshooting performance
issues by visualizing performance metric data, anomaly detection results, and trend
prediction results in the form of charts and graphs.

4.1 Performance Metrics

Monitoring tools are a useful tool for gathering performance metrics for data science
online learning platforms. These metrics, which are mostly made up of resource and
business metrics, show the platform’s performance state. Resource metrics encompass,
on the one hand, the following: network bandwidth, disk capacity, CPU utilization, and
memory usage. Conversely, business metrics, which include response time, concurrent
user count, throughput, and error rate, among others, show system performance as seen
by users. These two categories of performance metrics are combined in this article to
create a performance score that is used for further performance tracking.

Table 1. Resource indicator status distribution

Resource Status CPU Utilization Memory Usage Disk Utilization

Optimal <60% <70% <60%

Satisfactory 60–80% 70–90% 60–80%

Poor >80% >90% >80%

The application’s response time is measured by Apdex, a system health indicator,
and converted into a user satisfaction score on a scale of 0 to 1. Equation (1) provides the
formula for calculating theApdex index. The number of times during the sampling period
that the response time satisfies the user’s requirements for satisfaction is represented
by the SatisfiedCount. The number of times the response time meets the acceptable
tolerance standards during the sampling period is indicated by the ToleratingCount.
The total number of samples gathered is expressed as TotalSamples. Additionally, the
operational efficiency of the system is impacted by the various resource metrics values.
As a result, as Table 1 illustrates, resource metrics can be categorized into three states:
optimal, satisfactory, and poor. The resource status can be used to evaluate the resource



Towards Performance Analysis for Online Data Science Learning Platform 363

utilization score. Lastly, these two indicators are used to aggregate the performance
metrics.

Apdext = (SatisfiedCount + ToleratingCount/2)/TotalSamples (1)

ResourceScore = (GoodCount + FairCount/2)/TotalSamples (2)

PerformanceScore = ResourceScore ∗ 0.3 + ErrorRate ∗ 0.4 + Apdext ∗ 0.3 (3)

4.2 Anomaly Detection

This research suggests using the LightGBM algorithm for real-time anomaly detection
and abnormal feature analysis of performance data in order to overcome the drawbacks
of conventional fixed-threshold alarmmethods as well as the timeliness problems associ-
atedwithmanual troubleshooting. Intelligent operations andmaintenance can be accom-
plished by choosing the right model parameters, which will increase O&M productivity
and lower the number of missed and false alarms.

The industry has utilized the XGBoost algorithm, a popular pre-sorting decision
tree algorithm, as an anomaly detection method. It does, however, come at a signifi-
cant time and space cost to compute. To increase operational efficiency, LightGBM, an
enhanced version of XGBoost, uses histogram-based algorithms, gradient-based One-
Side Sampling (GOSS), and Exclusive Feature Building (EFB) [26]. The decision tree’s
sub-models in LightGBM use a depth-limited leaf growth strategy (leaf-wise). Rather
than splitting all nodes, it chooses the node with the highest gain among all of the leaf
nodes that are currently in use for iterative splitting. In order to maintain efficiency and
avoid overfitting, the maximum depth of the tree is also restricted, which shortens the
time needed to determine the ideal depth [27]. With the same number of splits, this strat-
egy reduces errors and achieves higher prediction accuracy. LightGBM is better suited
for scenarios involving large feature sizes and multiple samples due to its advantages
in speed and memory usage. As a result, the model construction and anomaly detection
function implementation in this paper for performance analysis make use of LightGBM.
The model is then encapsulated for convenience of system invocation after its param-
eters have been established and set. Figure 2 depicts the LightGBM model’s training
framework.

The parameter settings used in the experimentation phase have an impact on how
well the model trains. Therefore, it is necessary to gradually change the default values in
a methodical way to determine which ones are best. In order to find the ideal parameters,
this study will experiment using Bayesian global optimization techniques. Initially, the
number of iterations, initial leaf point count, and parameter search range are set. The
validation set’s Area Under the Curve (AUC) metric is then maximized through the
application of the Bayesian optimization framework. Then, the obtained parameters are
utilized to evaluate the training set’s performance inside the model.
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Fig. 2. The training process of LightGBM model

4.3 Trend Prediction

The utilization of historical data with temporal characteristics enables operations people
to make accurate predictions regarding future performance metrics. By doing so, they
may proactively implement corrective measures, thereby minimizing the occurrence
of network platform delay and potential crashes. This approach ultimately ensures the
stability of the system.

Fig. 3. The time series prediction of performance data

The main goal of creating Long Short-Term Memory (LSTM) networks is to find
efficient solutions for long-range dependencies and related issues with vanishing and
exploding gradients that occur when training long sequences. Compared to a regular
recurrent neural network (RNN), LSTM is thought to be more appropriate for accu-
rately forecasting trends by exploiting the relationships among long-term sequences.
The LSTMmodel combines the basic architecture of an RNN with a gating mechanism,
also known as gating. This procedure makes it easier to control how much of the past is
remembered, which makes it easier to manage long-term temporal relationships. A cell
state component of the LSTM architecture is used to maintain and preserve the hidden
state data that is currently in place. The hidden state data is controlled by three gates:
the forget gate, input gate, and output gate. It includes the previous hidden state as well
as the current temporary hidden state. By using nonlinear computations, LSTM models
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can learn about long-term dependencies and efficiently extract important information
from performance measurements. It can also deal with the non-uniform characteristics
of metric data. As a result, the LSTM neural network is used in this study to forecast
trends in performance measure data. Figure 3 shows the LSTM process in action.

The following is how the model is primarily established: Make a sequence model
first. Themodel consists of threemain layers: input, LSTMmemory network, and output.
The first learning rate is set to 0.01;mean square error is chosen as the loss function; there
are 1000 iterations; the batch size is 128; time steps are 100; and future_predict_num is
60, which denotes the prediction of sixty consecutive future data points. Next, create an
LSTMneural networkmodel, set the Adam optimizer, and train the model. Lastly, create
a prediction model for the performance analysis system by saving the model file. Place
the model file for model invocation in the performance analysis system’s deployment
project after the model has been successfully defined.

4.4 Performance Bottleneck Identification

Generally speaking, the bottleneck analysis works layer by layer, starting with the hard-
ware and moving on to the system, application, and software. The online data science
experiment platform is a web application built on the B/S architecture that is deployed
on the server. Most of the time, server-side bottlenecks are likely to appear. Since the test
platform can only be accessed through a browser, the likelihood of client-side problems
is greatly decreased. Therefore, the first step in locating anomaly bottlenecks is to exam-
ine the experimental online data science platform’s server-side performance bottleneck.
The hardware analysis is mainly concerned with how resources, such as CPU, memory,
disk, and so on, are used. From the software’s point of view, it is mainly composed of
program codes, middleware indicators, and database indicators.

Fig. 4. The process for Layered Localization of Performance Bottlenecks

When a bottleneck resulting from program codes occurs, the server will become
increasingly abnormal and use excessive resources, which will lead to a hardware bot-
tleneck. The components of the upper layer will unavoidably be impacted by the occur-
rence of anomalous indicators or bottlenecks at the lower location because the upper
layer places constraints on the lower layer. Therefore, using bottleneck stratification
to analyze anomalous features independently and applying the bottleneck stratification
positioning procedure shown in Fig. 4, this paper explores performance bottleneck strat-
ification in accordance with the bottleneck analysis procedure. After the characteristics
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of every layer displaying the abnormal bottleneck are obtained, it is necessary to deter-
mine the experimental platform’s running code by timing it in order to obtain the call
chain information. By conducting a comprehensive analysis, the actual cause of the
obstacle can be found, which will help the operation and maintenance team troubleshoot
performance issues more successfully.

5 Evaluation

In this evaluation, a real online data science learning platform is used as the testbed. This
platform supports various data science tasks, including data integration, visualization
analysis, and data mining. To evaluate its performance, a stress testing tool, JMeter, is
used to simulate a workload generated by 500 users on the platform. The performance
metrics of the platform in a 40 days period are collected using the data collection tool,
Telegraf, and stored in the InfluxDB time series database.

5.1 Effectiveness of Anomaly Detection

In order to evaluate the effectiveness of anomaly detection of the developed system,
commonly used models such as logistic regression, support vector machine (SVM),
random forest, and gradient boosting decision tree (XGBoost) were chosen to estimate
over the dataset. Evaluationmetrics including accuracy, recall, F1-Score, and ROC curve
were used. The evaluation results are shown in Table 2.

Table 2. Evaluation results of five methods

Method Accuracy Recall F1-Score

LightGBM 0.909 0.807 0.873

Lgistic Rgression 0.853 0.734 0.785

SVM 0.876 0.745 0.801

Rndom Frest 0.882 0.771 0.829

XGBoost 0.891 0.785 0.857

The experimental study revealed that the LightGBMmodel exhibits favorable classi-
fication accuracy and demonstrates a reduced processing time. Additionally, this method
is well-suited for identifying irregularities in the performance metrics data gathered
inside this study.

5.2 Effectiveness of Performance Trend Prediction

In order to further evaluate the effectiveness of the chosen prediction models, several
widely employed algorithms including ARIMA, random forest, and RNN were cho-
sen to conduct experiments on the identical dataset. The effectiveness of the model is
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Table 3. Four forecasting methods evaluate results

Method RMSE MAE R2

LSTM 0.187 0.124 0.901

ARIMA 1.135 0.483 0.732

Random Frest 0.616 0.322 0.790

RNN 0.211 0.138 0.884

assessed using the following evaluation metrics: mean absolute error (MAE), root mean
square error (RMSE), and coefficient of determination (R-Square). Table 3 displays the
outcomes of the evaluations conducted on the four methods.

The results of the experimental comparison indicate that the LSTM neural network
exhibits lower values of RMSE and MAE in comparison to the other three approaches.
Moreover, it has a bigger R-Square coefficient. This suggests that the trend prediction
model developed for the user’s CPU usage percentage demonstrates a commendable
level of accuracy and a degree of consistency.

5.3 System Evaluation

System evaluation is mainly used to verify the integrity of system functions and analyze
accuracy. The intelligent performance monitoring system visualizes the collected key
performance indicators, including experiment platform startup time, CPU cores, system
load, total memory, CPU utilization rate, memory utilization rate, disk I/O, and total
network packets sent and received, as shown in Fig. 5 below.

Fig. 5. Performance indicator visualization

The system regularly calls the HTTP interface of the encapsulated LightGBM
anomaly detection model to realize the function of real-time detection of anomalies,
and at the same time, the detection tag results are stored in the database and displayed
to the interface, and the system administrator can modify the standard according to the
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Fig. 6. The annotation list of system Anomaly Detection

actual anomalies through the page to ensure its authenticity and improve the accuracy in
subsequent training. The annotation list of system anomaly detection is shown in Fig. 6.

For performance metrics that require trend prediction, the intelligent monitoring
system will use the LSTM model to predict the selected performance metric based on
the latest 60 time points to forecast the value trend for the next 60 time points. The
predicted performance metric data trend is shown in Fig. 7.

Fig. 7. Performance indicator data Trend Prediction results

Additionally, the system can display the LightGBM model in accordance with the
bottleneck layer, thoroughly analyze the indicators that are highly correlated with the
abnormal characteristics of each layer, and locate the request call by using the timestamp
to retrieve the link number from the database. Additionally, it can display more detailed
call link information for each level in the link, giving O&M personnel strong support as
they investigate the true causes of bottlenecks and exceptions. Figure 8: The page where
the issue is located.

To analyze the superiority of the intelligent anomaly detection module of the per-
formance analysis system, this paper compared the accuracy of ordinary fixed threshold
anomaly alarms with intelligent anomaly alarms within 40 days of normal operation of
the experimental platform and monitoring system. The experimental results are shown
in Table 4 below.
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Fig. 8. The Localization of System Problems

Table 4. Comparison of Fixed Threshold Anomaly Alarms and System Anomaly Alarms

Alarm Source Total Exception Normal Missing Accuracy

Fixed threshold 84 50 34 24 59.52%

The system 61 52 9 16 85.24%

By conducting system functional testing and evaluation, the performance analysis
system can enhance its ability to identify performance issues. This is achieved through
the implementation of trend prediction and anomaly detection alarm methods, which
decrease the probability of false and missed alarms. These enhancements increase the
operational stability to a certain degree for the online data science learning platform.

6 Conclusion

This work introduces a comprehensive system for evaluating the performance of online
data science learning platforms. The system encompasses various modules, including
performance testing management, anomaly detection and trend prediction of perfor-
mance data, identification of performance bottlenecks, and data visualization. The tech-
nology explores latent information within the data and aids operators in their efforts to
enhance efficiency in addressing platform performance concerns. To assess the effec-
tiveness of the proposed study, a series of experiments were conducted using a 40-day
operational dataset obtained from a real online platform for data science education. The
results yielded an accuracy rate of 85.24% for anomaly detection, surpassing the fixed
threshold detection method by 25.72%. The proposed method in this system has been
clearly proved to be successful and superior, as evidenced by a 33.33% decrease in the
false positive rate.
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