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Preface

Welcome to theproceedings of the 18th InternationalConferenceonComputer Science&
Education (ICCSE 2023), held December 1–7, 2023, at Xiamen University Malaysia in
Selangor, Malaysia. We proudly present these volumes encompassing both online and
in-person presentations.

Since its inception in 2006, ICCSE has served as a premier international forum for
sharing and exploring cutting-edge advances in computer science, education, and allied
fields like engineering and advanced technologies. It bridges the gap between industry,
research, and academia, fostering dynamic information exchange and collaboration.

Under the theme “Empowering development of high-quality education with digital-
ization”, ICCSE 2023 invited and received 305 submissions in total, culminating in 106
high-quality manuscripts accepted for these proceedings. Each underwent a rigorous
double-blind peer-review process (three reviews per submission) by an esteemed inter-
national panel consisting of organizing and advisory committee members and renowned
experts.

The proceedings are organized into three volumes reflecting the diversity of submis-
sions: Computer Science and Technology, Teaching and Curriculum, and Educational
Digitalization. These reflect the latest developments in computing technologies and their
educational applications. Volume 1 covers topics like data science, machine learning,
and large language models, while Volume 2 delves into curriculum reform, online learn-
ing, and MOOCs. Finally, Volume 3 explores digital transformation and new digital
technology applications.

ICCSE 2023 had a dynamic technical program, brimming with cutting-edge insights
from renowned figures and diverse opportunities for engagement. Three captivating
keynote speeches kicked off the conference:

• Xu Rongsheng, from the Chinese Academy of Sciences, delved into the intricate
interplay between the internet, China, and cybersecurity, sparking thought-provoking
discussions.

• Andrew Ware, of the University of South Wales, shed light on the transformative
potential of generative AI in education, inspiring new perspectives on learning and
teaching.

• Zhou Aoying, from East China Normal University, navigated the complexities of
digital transformation and its impact on smart education, offering practical guidance
for navigating the evolving landscape.

Beyond the keynotes, a dedicated workshop titled “Digitalization Capability Level
Certification” provided participants with valuable tools and frameworks for assessing
and enhancing their digital skills. Additionally, two Best Paper sessions and 11 parallel
sessions offered platforms for researchers to showcase their groundbreaking work and
engage in stimulating dialogue with peers.



vi Preface

This comprehensive programensured that every author had the opportunity to present
their research to a receptive audience, fostering a vibrant exchange of ideas and fostering
meaningful collaborations.

In closing, we express heartfelt gratitude to everyone who made ICCSE 2023 pos-
sible. Our thanks go to the program chairs for their program expertise, the publication
committee for their meticulous review process, and the local organizing committee led
by the School of Computing and Data Science at Xiamen University Malaysia. We hope
these proceedings inspire further discourse and collaboration in the ever-evolving world
of computer science and education.

December 2023 Geetha Kanaparan
Wenxing Hong
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Abstract. The replica technology in cloud storage can not only maintain the high
availability of the system, but also improve the performance of the system as a
whole. Based on the analysis of the shortcomings of the static copy mechanism of
the existingHadoop distributedfile system, this paper dynamically adopts different
adjustment strategies for files with different heat, and completes the copy factor
adjustment through two stages of filtering and adjustment, which can improve the
access performance and avoid the waste of storage resources. The experimental
results show that the improved replica factor adjustment strategy, reduced the
average response time of system jobs and advance the performance of data access.

Keywords: Cloud Environment · Big Data · Replica · Adjustment Factor

1 Introduction

In the distributed cloud storage environment with largescale nodes, the system availabil-
ity problems causedbynatural disasters and improper humanoperation cannot be ignored
[1]. In addition, the cluster is often composed of a large number of cheap machines, and
software and hardware failures become the normal behavior [2]. Therefore, the cloud
storage system must provide a series of high availability mechanisms to ensure that the
availability of the whole system is not affected, High availability (HA) means that the
whole system can ensure more than 99% of the available time, which there are certain
differences in service availability between different service providers and their services
at different levels, so that the unavailable time of services and its adverse effects can
be controlled within a reasonable range. The system can continue to provide services
in case of node failure. High availability and performance are a very important factor
for the further development of cloud storage. The rational use of replica technology can
not only maintain high data availability, but also have important application value for
reducing access delay and improving system integrity.

Replica technology is an important way to ensure the high availability mechanism
of the system. The redundant storage is setting a certain replica factor for data blocks
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in the cloud storage system. The redundant replicas is distributed on different nodes in
the cluster. So the impact of node failure on system services can be reduced. In dynamic
replica technology, three main problems need to be solved intensively: replica factor
adjustment timing, replica factor adjustment scheme and replica placement strategy.

2 Hadoop Default Replica Policy

Distributed file systemHDFS [3] is mainly based on general distributedmachine clusters
to provide distributed storage services with high reliability, high performance, scalability
and strong fault tolerance for the whole system. HDFS adopts a typical master/slave
architecture [4], which is mainly composed of NameNode, DataNode and Secondary
NameNode is showed in Fig. 1.

Fig. 1. Main structure diagram of HDFS.

2.1 Default Replica Management Mechanism

At present, the mainstream replica factor management strategies are mainly divided into
two kinds: static strategy and dynamic strategy.

The static replica management strategy is a relatively simple replica factor imple-
mentation mechanism through the pre-configured replica factor, which cannot adapt to
the changes of the system environment due to the lack of flexibility. Too low replica fac-
tor will affect the reliability and performance of the system. Too high replica factor will
greatly increase the consumption of storage space. Dynamic replica factor strategy can
better adapt to the changes of user access frequency, storage space, system bandwidth,
system response time and network topology. Dynamically adjusting the replica factor
at runtime can adaptively increase, reduce or maintain the number of replicas according
to different evaluation indicators, which can often better meet the data access needs of
multi-users and heterogeneous storage environment in cloud computing.

2.2 Main Problems and Analysis

The existing distributed file system HDFS adopts the static copy mechanism [5] by
default. Especially in the multi-user environment [6] in cloud computing, there are great
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differences in the access frequency of different files by different users [7]. That is, there
are great differences in the access heat of files. If a unified copy factor mechanism is
adopted for different files with great differences in access heat, the files with high heat
cannot meet the needs of high frequency access because the copy factor is too small [8].
The files with low heat waste storage space because they retain too many copies [9].

Dynamic copymechanism is an effective solution to the impact of file access response
time and network load caused by unequal file access popularity [10]. However, while
adopting the dynamic replica factor strategy, it also needs to effectively filter the files
to be adjusted. If a unified replica factor dynamic adjustment strategy is adopted for all
files, it will bring a large consumption of time and space. At the same time, the replica
adjustment strategy also needs to be able to effectively respond to the sudden needs of
file access and maintain high data access performance in the case of sudden increase in
file heat.

3 Dynamic Replica Factor Adjustment Strategy

Data access in the cloud storage system has the principle of the temporal and spatial
locality [11]. The temporal locality refers to the higher probability that data with high
access heat in the current time will be re accessed in the future. It reflects that the access
of some data in the system has a certain correlation in a certain time period. That is, some
files may continue to become hot files in a time period until their access heat gradually
decreases.

In the process of cloud storage system performance optimization, due to the large-
scale nature of the amount of data stored in the cluster in the cloud storage environment,
if a high copy factor is adopted for all files, the system availability and response time
can be improved, but the system storage resources will cause a serious waste and bring
additional management and maintenance costs to the service provider. Therefore, it is
necessary to filter out the hot data in the system according to the locality principle of
data access, and then increase the copy factor for this small part of hot data to avoid
unified copy factor adjustment. At the same time, for low heat files, the copy factor can
be maintained at a low number without affecting the availability, so as to reduce the
waste of storage resources.

3.1 Basic Idea of Improved Algorithm

Aiming at the shortcomings of HDFS default static replica strategy in the case of uneven
distribution of file access heat, and the problem of unified decision-making and adjust-
ment in the existingdynamic replica strategy, this paper proposes an improved adjustment
strategy with two-stages dynamic factor. This strategy not only adjusts the replica factor
according to the file access heat, but also considers the priority of different file heat.
The adjustment decision of copy factor is made according to two different length time
intervals, which can well adapt to the sudden increase of file access heat.
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3.2 Improved Dynamic Replica Factor Adjustment Algorithm

The improved dynamic replica factor adjustment algorithm first obtains the set of replica
factor files to be adjusted according to the file access heat and replica decision factor
value, and then adopts different replica factor adjustment strategies for different files.

Description of Copy Factor File Filtering Algorithm to Be Adjusted
According to the file set F input by the cluster and the sum of the decision-making time
interval �t1 and �t2, the filtering algorithm finally outputs the corresponding high heat
file set F1h, F

2
h and low heat file set F1c in the two time intervals respectively. The specific

steps of the algorithm are as follows:
Algorithm input: the file set F = {f1, f2 . . . fn} in the cluster and the sum of two

decision intervals �t1 and �t2.
Algorithm output: high heat file set F1h, F

2
h and low heat file set F1c .

File fK in tnow time access heat FHk:

FHk =
∑tnow

ti=tnow−�t
(ak(ti, ti+1) ∗ decay(ti, tnow)) (1)

Replica decision factors RDk for documents fk:

RDk =
∑tnow

ti=tnow−�t(ak(ti, ti+1) ∗ decay(ti, tnow))

brk ∗ ∑nk
j=1bsj

(2)

Cluster replica decision factor RDcluster:

RDcluster =
∑n

k=1

(∑tnow
ti=tnow−�t(ak(ti, ti+1) ∗ decay(ti, tnow))

)

∑n
k=1(brk ∗ ∑nk

j=1bsj)
(3)

High heat file fK copy factor dynamic adjustment value DVk:

DVk =
⌈

RDk − RDmin

RDmax − RDmin
∗ λ

⌉
(4)

Step 1: According to formula (1), (2) and (3), calculate all files in file set F in sequence
� t1 and� t2 replica decision factor in two decision time intervals RD1

k and RD
2
k (where

�t1 > �t2), and the replica decision factor RD1
cluster and RD2

cluster of the cluster in the
two decision time intervals.
Step 2: According to the standards of high heat file and low heat file defined in formula
(4), obtain high heat file set F1h, F

2
h in two decision intervals �t1 and �t2 and low heat

file set F1c corresponding to time interval �t1,Then from F1h and F2h the intersection FIh
is obtained.
Step 3: If intersection FIh is ∅, then FIh in a certain proportion γ (γ ∈ (0,1), which can be
adjusted according to the actual situation. RD1

k is filtered to a certain extent from high
to low priority. Some documents with low copy decision-making factor in F1h shall be
eliminated. If intersection FIh is not ∅, the documents in F1h will not be filtered in the
further.
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Step 4: Output the two decision intervals �t1 and �t2 with the corresponding high heat
file set F1h, F

2
h and low heat file set F1c, and the algorithm ends.

Description of File Replica Factor Adjustment Algorithm
The adjustment algorithm obtains two decision intervals �t1 and �t2 with the
corresponding high heat file according to the output of the above filtering algorithm.

Set F1h, F
2
h and the set F1c of low heat files in the time interval �t1 is dynamically

increased arming to the corresponding replica factor for high heat files, meanwhile is
dynamically decreased the arming to the corresponding replica factor for low heat files.
In order to ensure the reliability of file access in the system, the minimum replica factor
is set as λ − 1. That is the minimum replica factor is 2. The algorithm processing steps
of file copy factor adjustment are described as follows:

Step 1: For the high heat file set F1h, F
2
h output by the above filtering algorithm, if the

intersection FIh of F
1
h andF

2
h is∅, According to formula (4), the dynamic adjustment value

of the replica factor of the files in the file set within the decision-making time interval
�t1 is calculated successively. For the high heat file set F2h, the dynamic adjustment
value DV2

k of the replica factor will take the dynamic adjustment value λ of the value
with the maximum replica decision factor. That is, according to the calculated dynamic
adjustment value of the replica factor, adjust the number of existing replica factors to
the sum of HDFS default static replica factor λ and dynamic adjustment value of replica
factor;
Step 2: If the intersection FIh of F

1
h and F2h is not ∅, for the files in the set F1h − FIh, the

dynamic adjustment value of the replica factor DV1
k of the files in the file set within the

decision-making time interval�t1 is calculated in turn, and for the files in the set F2h, the
dynamic adjustment value λ of the replica factor corresponding to the maximum replica
decision factor is taken, and then the dynamic adjustment value of the replica factor is
calculated according to the dynamic adjustment value of the replica factor to adjust the
number of existing replica factors to the sum of HDFS default static replica factor λ and
replica factor dynamic adjustment value.
Step 3: For the low heat file set F1c output by the above filtering algorithm, adjust its
replica factor as λ − 1, that is 2.

4 Simulation Verification and Analysis

In order to verify the improvement of the dynamic replica factor adjustment algorithm on
the system performance, this paper builds a Hadoop distributed experimental environ-
ment inAlibaba cloud environment for simulation experiment verification, and compares
and analyzes the impact of the default replica mechanism and the dynamic replica factor
adjustment algorithm with two-stages on the average response time of jobs.

Based on the master/slave architecture of Hadoop, a distributed simulation environ-
ment is built with the help of Alibaba cloud ECs.
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In order to simulate the difference of users’ access heat to different files in the cluster,
set the access times of files in the cluster to 5, 15, 25, 35, 45, 55, 65, 75, 85 and 100
groups per minute respectively, so as to reflect the change of users’ access heat to files.
In this experiment, for the determination of high heat files and low heat files, set the
parameters is set as (a = 1.2, B = 0.8, Y = 0.8). The decision-making time interval is
adjusted as �t1 = 45 s, �t2 = 5 s. Four groups of files with different sizes (32 MB,
64 MB, 128 MB and 256 MB are set. The comparison of the average response time of
system jobs under different access heat is showed in Fig. 2.

By analyzing the relevant results in Fig. 2, it can be seen that when the file access
heat is low, the heat of the file has little impact on the dynamic adjustment of the replica
factor, and it will not even trigger the dynamic increase or decrease of the replica factor.
At the same time, because the algorithm itself needs to consume certain resources and
time in the dynamic calculation process, the average job response time of the improved
replica factor adjustment mechanism will be longer than that of the default static replica
mechanism. That is, the dynamic replica factor adjustment algorithm cannot effectively
improve its performance.

With the increasing popularity of file access, the dynamic replica factor adjustment
algorithm begins to show some performance advantages. By observing the data results
in Fig. 2, it can be seen that when the file access frequency per minute reaches 50–60
times, the dynamic increase of replica factor is triggered. Therefore, for high-popularity
files, there will be multiple replicas to provide access services at the same time. So it
can effectively reduce the file access competition under high heat concurrent access and
shorten the response time of the job. For high heat files, it can timely and dynamically
increase the replica factor to meet the continuous or sudden high heat access require-
ments. As a result it can effectively shorten the average response time of the system
job.

Since the access recognition of file D may decline over time, the dynamic replica
factor adjustment strategy can also maintain the minimum number of replica factors
on the premise of ensuring the basic availability of replicas, reduce the corresponding
replica factors according to the attenuation of access recognition, and return to the
normal or default number, so as to avoid unnecessary waste of storage space caused by
excessive replica factors. At the same time, it also reduces the cost of system consistency
maintenance. This improved strategy in this paper can take into account the availability,
service performance and rational use of resources as much as possible, and is suitable for
the improvement of service performance of multi-users file access in cloud environment.
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 (a) 32MB file job response time changed with access heat

(b) 64MB file job response time changed with access heat

(c) 128MB file job response time changed with access heat

Fig. 2. Comparison of job response time with access heat
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(d) 256MB file job response time changed with access heat 

Fig. 2. (continued)

5 Conclusion

In view of the limitations of HDFS default static replica strategy in the case of uneven
distribution of file access heat, and the problem of unified decision-making and adjust-
ment in the existing dynamic copy strategy when adjusting the replica factor, this paper
proposes an improved dynamic replica factor adjustment strategywith two-stages, which
not only adjusts the replica factor according to the file access heat, but also considers
the priority of different file heat, And the adjustment decision of replica factor is made
according to two different length time intervals, which can well adapt to the sudden
increase of file access heat, and has good application value. The simulation results also
verify the effectiveness of the improved strategy mentioned in this paper.
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Abstract. The encryption mechanism based on attribute regards a series of
attribute sets as the user’s identity, associates the ciphertext, private key with
attributes and access policies, and uses Boolean expression to represent the access
policy to realize fine-grained access control.When the attribute set identifies a user
meets the access structure, the user can decrypt the ciphertext with his private key.
This paper proposes a multi owner attribute encryption scheme of access struc-
ture. The access policies are divided into zoom-in mode and zoom-out mode. In
multi owner attribute encryption, multiple owners can jointly control the control
strategy of ciphertext, which is suitable for multi author scenarios. The simulation
and performance analysis verify the effectiveness and efficiency of the proposed
scheme in this paper.

Keywords: Attribute · Multi Owner Structure · Encryption Mechanism · Access
Policy

1 Introduction

In the cloud computing environment, the main way to ensure data security is to encrypt
data and retrieve ciphertext. The user encrypts the data and stores the ciphertext in the
cloud. Even if the ciphertext is leaked by the cloud computing center due to some network
attacks or managers’ mis operation, it can ensure that the stored message will not be
leaked. In searchable encryption, the cloud computing center will use its computing
resources to search the ciphertext stored in the center. Users only need to decrypt the
ciphertext that meets their requirements, which reduces the computing burden of users.

In traditional encryption and retrievalmethods, such as identity encryption algorithm,
if the encryptor wants to share some data, the identity encryption algorithm requires
the encryptor to know the exact identity of the shared person and use the identity to
encrypt the data. The encrypted data is only decrypted by the shared person. However,
in the cloud computing scenario, encryptors often want to share data with some specific
people who meet some fixed conditions. At this time, encryptors often do not know how
many people meet the conditions and what is the identity of each person. Therefore, the
encryption algorithm based on identity is not suitable for such application scenarios.
How to achieve the access control of encrypted data and retrieval way of cloud storage
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data in fine-grained approach have become a key challenge for researchers. Literature
[1] proposes an Attributed-based Encryption (ABE) method, which realizes flexible,
efficient and fine-grained access control. Therefore, it is well applied to the access and
retrieval of encrypted data in cloud computing environment, which is also the basis of
further improvement research in this paper.

2 Attribute Encryption Mechanism

Based on the attribute encryption mechanism, the concepts of attribute set and access
policy are introduced, and a series of attribute sets are used as the identity of users.
When the attributes match the access structure, the ciphertext can be decrypted, which
ensures the data confidentiality and realizes fine-grained access control at the same time.
The effectiveness, anti-collusion attack and flexible access strategy of ABE mechanism
make it in good application prospects in the fields of fine-grained access control [2]
(audit log, pay TV system, etc.), directional broadcasting [3], group key management
[4] and privacy protection.

The attribute encryption algorithm can be basically divided into two parts: Key Pol-
icy Attribute Based Encryption (KP-ABE) [5] and Ciphertext Policy Attribute Based
Encryption (CP-ABE) [6]. In the KP-ABE scheme, the private key generation cen-
ter generates the private key for the user according to the access structure. The user
determines the corresponding attribute set for the message, and the ciphertext is related
to the attribute set. The user can decrypt the ciphertext whose attribute set meets the
access structure corresponding to its private key. In the CP-ABE scheme, the data owner
encrypts the data and sets the access structure. The private key is a set of attribute sets
[7]. Only the encrypted data of the corresponding attribute set can be decrypted [8].

In the scheme of the encryption based on attribute, the owner of data should be
unique. Therefore, determining the access policy and the encrypted data file are only
performed by the owner. However, in many application scenarios, the single owner can
no longer meet the actual application requirements [9]. In fact, in many application
scenarios, multiple owners jointly hold data, and their joint control over the data must
be guaranteed [10].

At present, no real multi owner attribute encryption mechanism has been applied in
practice. However, privacy control betweenmulti owners is essential in cloud computing.
For example, every user in a photo system can participate in determining the access
control conditions of photos, but such a mechanism has the problem of privacy conflict.
In order to solve the privacy conflict between multiple parties, it is relatively important
to evaluate the sensitivity of each conflicting user to the photo, and try to compromise
those who have less strict privacy requirements. This idea is a basic scheme that enables
multiple owners to realize mutual privacy protection and data sharing. However, in the
scheme, a data distributormust be set. Only the distributorwhomeets the access structure
can decide which user can decrypt the original text through the multicast based on the
identity. Therefore, there is still no realmulti-attribute encryption between the data owner
and the other users.
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3 Multi Attribute Encryption Mechanism

In the scheme of the encryption based on attribute, the owner of data is unique. In multi
owner encryption, the owner is allowed to specify a set of cooperative owners. The
cooperative owner can change the access policy of the ciphertext based on the ciphertext
encrypted by the owner, so as to ensure the control of the cooperative owner over the data.
In addition, in order to prevent possible access policy conflicts when multiple owners
jointly determine the access policy, the access policy extension mode and access policy
reduction mode can be adopted.

In the traditional encryption based on attribute method, there are four entity attribute
institutions, cloud servers, owner and users. The attribute institution generates the public
key required by the system and saves the generated master key. When the user enters the
system, it determines the attribute set for the user and uses the master key to generate the
corresponding private key. The owner encrypts and uploads the ciphertext to Customer
Service Provider (CSP). Users use their own private key to decrypt. The process method
as shown in Fig. 1.

Fig. 1. Traditional attribute encryption model.

Based on the traditional attribute encryption model, the owner is divided into main
owner and cooperative owner. The main owner can specify a collaboration owner set, as
shown in Fig. 2.

After the designated cooperative owner obtains the cooperative ciphertext of the
main owner, it generates an aggregate ciphertext and sends it to CSP. After obtaining the
aggregate ciphertext, CSP re-encrypts the initial ciphertext generated by the main owner.
CSP uses specific rules to integrate the access structure in the aggregate ciphertext into
the access structure of the initial ciphertext, and then get the final ciphertext to ensure
the control of each owner over the data.

This paper proposes the access policy reduction mode and access policy expansion
mode in order to prevent the conflict of access policies from each owner.
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Fig. 2. Multi attribute encryption model.

In the access policy reduction mode, all owners enjoy the same control ability.
Decryption can be performed only when the user attributes meet the access policies
of all owners. Figure 3 shows the aggregation mode of each owner’s access policy when
the access policy reduction mode is adopted, in which f0 is the main owner’s access
policy and f1…N are the access policy of each cooperative owner.

Fig. 3. Access policy reduction mode.

In the access policy extension mode, the access policy of the owner has a higher
priority. Only when the user meets the access policy of the owner or the access policy of
all cooperative owners, The data can be decrypted. Figure 4 shows the aggregation mode
of each owner’s access policy when it is the access policy extension mode, in which f0 is
the access policy of the main owner and f1…N are the access policy of each cooperative
owner.
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Fig. 4. Access policy extension mode.

4 Simulation Experimental and Performance Analysis

In order to facilitate statistics and expression, this paper focuses on time-consuming
operations such as exponential operation and pairing operation. The relevant parameters
are defined as follows.

Tpair marks the time required for a single pairing operation.
Texp marks the time required for a single exponential operation.
atts is the user’s attribute and IDS is the main collection of collaboration attributes.
n is the number of extended tree attributes.
p is the number of OR nodes in the extended tree.
q is the number of AND nodes in the extended tree.
y is the number of non-page nodes in the extended tree.
|G| represents the bit length of group elements.

Table 1 shows the relevant computing costs required for private key generation,
collaborative key generation, encryption, access structure expansion, ciphertext update
and decryption in the design scheme above-mentioned.

For the convenience of expression, each non leaf node in the setting scheme has
and only has two child nodes. Private key generation and collaborative key generation
are independent of the current mode, in which the number of private keys generated
from attributes is linear, and the amount of calculation of collaborative key generation
is constant. The amount of computation in encryption is related to the current mode.
In the access policy reduction mode, the main amount of computation is focused on
generating relational ciphertext for the access structure. For attribute nodes, each node
needs to perform three exponential operations. For the OR gate, it needs to generate the
corresponding C = {CW, i, 1, CW, i, 2} for each child node. Therefore, assuming that
each non leaf node in the access tree has only two children, four exponential operations
are required. Assuming that each non leaf node in the access tree has only two children,
four exponential operations are required. If OR gate has i (i ≤ 2) child nodes, 2i expo-
nential operations are required. For AND gate, since the secret value relation strategy of
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Table 1. Comparison of calculation overhead

Stage Pattern Computation Overhead

KeyGen (2 + |atts|)Texp

CokeyGen Texp

Encrypt Access policy reduction mode
Access policy expansion mode

(3n + 4p + 5)Texp
(3(n + 2) + 4(p + 1))Texp

Access structure extension Access policy reduction mode 2Tpair + (3n + 4p + 5 + 3)
Texp

PolicyApp Access policy expansion mode 2Tpair + (3n + 4p + 5 + 2)
Texp

Ciphertext update Access policy reduction mode
Access policy expansion mode

2NTexp
NTexp

Decrypt Access policy reduction mode (2n + 2o + 2q + 1)Tpair

Decrypt Access policy expansion mode (2n + 2p + 2q + 1)Tpair +
Texp

and gate is changed, no exponential operation or pairing operation is required here. In
addition, an exponential operation is required when calculating CK, C0, C1, D2 and C3.
Therefore, the final computational overhead is (3n + 4p + 5) Texp. When encryption
is an access policy extension mode, users need to generate relational ciphertext for the
extended access structure. Compared with the original access structure, the extended
access structure has one more attribute node and one more or node. Therefore, in the
access policy extension mode, the amount of encryption calculation is (3 (n + 1) + 4 (P
+ 1) + 5) Texp.

In the access structure extension, both modes need to judge whether the current node
is in the collaborativemaster set. At this time, two pairing operations and one exponential
operation are required. At the same time, both modes need to generate {CW} w ∈ f for
the extended access policy. The access policy reduction mode needs to generate one
more element to generate Di than the access policy extension mode. Therefore, the
calculation amount of access policy reduction mode is one unit more than that of access
policy extension mode. In the update, if n expansion operations are required, the access
policy reduction mode needs to perform n exponential operations on CK and C0; In
the access policy extension mode, only CR0, 1, 2 perform n exponential operations. In
decryption, specific operations need to be performed on each node in the tree, and two
pairing operations are required for attribute nodes. For the OR operation of two child
nodes, it needs to be paired with 1. For AND gate nodes, two pairing operations are
required. At the same time, in the access policy expansion mode, we need to calculate
(gkranrn + q)1/n to get gkranrn + q, so it requires more unit of exponential operation
than the access policy reduction mode.

The simulation platform built in this paper is: Linux operating system, Intel (R)
Pentium (R)/CPU b950/2.10 GHz, 1 GB memory. It provides the implementation of
LIBMMAP library function based on CentOS 7. In this section, for the convenience
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of expression, an access strategy for a specific number of nodes is given: it is assumed
that the number of AND gate, OR gate and attribute nodes each account for 1/3 of the
summary point.

In the encryption phase, the user selects the access policy expansion mode or access
policy reduction mode respectively. From the above performance analysis, it can be seen
that the calculation time of encryption is mainly related to the number of nodes in the
access policy. Figure 5 shows the time required when the number of nodes is as shown
in this figure, when the access policy is the same and the number of cooperative owners
is the same. In the access policy expansion mode, for the same tree, it also needs to
generate ciphertext for two privileged nodes and the root node. Therefore, the access
policy expansion mode takes more time than the access policy reduction mode.

Fig. 5. Encryption time of two modes.

Figure 6 shows the relationship between the calculation time and the number of
nodes in the access policy reduction mode and the access policy expansion mode, both
in the access structure expansion algorithm. The calculation amount of access policy
reduction mode is equivalent to that of access policy extension mode. Therefore, the gap
between access policy narrowing mode and access policy extension mode is very small.

Fig. 6. Time required for access structure expansion.
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Finally, Fig. 7 shows the time required for decryption of the scheme, which is longer
than that for encryption and access structure expansion. The decryption process requires
multiple pairing operations, which is the most time-consuming operation.

Fig. 7. Time required for decryption.

5 Conclusion

In multi owner attribute encryption, multiple owners can jointly control the control
strategy of ciphertext, which is suitable for multi author scenarios. In order to prevent
possible access policy conflictswhenmultiple owners jointly determine the access policy,
in the access policy reduction mode, the access policies determined by each owner are
at the same level. Users must meet the access policies of all owners before decryption,
in the access policy extension mode, the primary owner has higher priority than the
cooperative owner. Users can decrypt only when they meet the access policies of the
primary owner or all cooperative owners. The design scheme in this paper can not only
ensure the security of data stored in the cloud and reduce the computing burden of users,
but also better solve the problem of flexible, efficient and fine-grained access control.
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Abstract. With a rapid evolution of the healthcare domain and COVID outbreak,
people start using online consultation platforms to seek treatments. However, the
design of medical web pages is complex due to it integrates a lot of information.
The goal of this research is to make the Web of medical consultation platforms
more accessible for people with visual impairments, especially the elderly. The
research was motivated by conducting a survey with 15 elderly people to learn
about their needs when visiting the medical web pages. Based on the results,
we proposed and designed a new system, TarsiEyes, which not only mined data
information from the online platform, but it also provided a new interface inte-
grating results from crawler technology and web customization for accessibility
enhancement. The results of the user study with eight users showed that the pro-
posed design significantly enhanced reading speed, reading comprehension and
readability of the medical web pages.

Keywords: Online Medical Comments · Sentiment Analysis · The Elderly
People · Accessibility Enhancement ·Web Customization

1 Introduction

In recent years, with a vigorous development of Internet-based medical industry, many
online medical consultation platforms have emerged. Both the number of registered
doctors and users of the platform have increased dramatically. As a result, massive
online medical data such as comments, rating and number of virtual gifts from the users
has exploded [1]. Online medical comments include, but not limited to, evaluation of
the doctors’ services and medical skills, treatment effects and the patients’ medical
experience. These types of information can help the users better understand the doctors’
information so that they can find a right one to avoid wasting medical resources.

The online medical consultation platforms also have an impact to the traditional
model of medical treatment. It not only eliminates a cumbersome procedure of queuing
and registration offline, but it also effectively resolves a livelihood issue, named “diffi-
culty of registering and seeing a doctor”, which is common in China [1]. Specifically,
during the COVID pandemic, online medical consultation platforms allow people to
seek medical treatments during the quarantine time. Although this new model of med-
ical treatment has indeed brought great convenience to the public, we found that some
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of them violate accessibility guidelines defined byW3CWCAG [2]. For example, some
doctors’ homepages presented in the consultation platforms have poor color contrast,
which violates Guideline 1.4, i.e. Distinguishable. Also, they do not create content that
can be presented in differentwayswithout losing information or structure, which violates
Guideline 1.3, i.e. Adaptable. Therefore, there is a need to enhance web accessibility of
online medical consultation platforms.

Nowadays, there has been extensivework on text analysis andprocessing forwebsites
with the goal of helping users with special needs. For example, text simplification of
websites for users with cognitive difficulties has been studied. Mai Farag Imam et al. [3]
designed a system which translated the text on the websites into pictographs to perform
text simplification in terms of precision, recall and F-score for people with language
deficits. Gert Jan Gelderblom et al. [4] compared parallel corpuses containing simplified
texts with original website to identify the better version which can provide an easy-
to-read content for reading-impaired people. In terms of interface design, Yu et al. [5,
6] proposed a new transformation method to enhance the readability of web pages for
non-native English users. They designed and implemented a new Firefox extension to
apply content transformation for public use. Their study found that the proposed content
transformation can not only help improve reading comprehension, but it also enhanced
the user satisfaction for non-native English readers.

Many researchers found that visually impaired users are easily disturbed by invalid
informationwhen browsing thewebpages. SuhitGupta et al. [7] designed a compatibility
framework to extract text information interested to the users and applied it to enhance
web accessibility. Andrew Arch [8] studied and analyzed the needs of the elderly people
whouse Internet for accessibleweb pages. Chen [9] summarized the aging characteristics
of the elderly, then made text analysis of Taobao which is one of the most famous online
shoppingwebsites in China. They applied the text analysis results (of the original Taobao
interface) to the design of shopping interface for the elderly and then proposed a new
mobile version of Taobao based on the theory of visual cognition, mainly for the elderly
users.

Semi-automated transcoding for accessibility has been studied since the late 90s.
Takagi et al. [10] proposed a proxy system which consisted of 5 modules using 3 kinds
of annotations to transcoded already-existing Web pages into accessible pages for the
blind. Yesilada et al. [11] provided an approach called Dante in which Web pages are
annotatedwith semantic information tomake their traversal properties explicit for people
with visual impairments. For having an accessibility transcoding in the medical domain,
Parmanto et al. [12] developed a multi-modal transcoding system which focused on
transcoding full-text biomedical information resources to support mobile devices for
healthcare professionals. The proposed systemutilizes simplification and summarization
techniques to deliver compact information to the mobile user.

At present, there is little research to enhance accessibility of medical consultation
platforms for the elderly. In general, medical websites are different from other websites
which pages contain a lot of texts, especially the introduction to a doctor and massive
comments, and lack of diversified forms of information presentation, which is very
difficult to read for the elderly users. Inspired by the ideas of interface design mentioned
above, this paper applied text analysis to the web pages of the medical consultation
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platform to help the elderly easily seek medical information. We used “Good Doctor
Online” (www.haodf.com) as an example to demonstrate our idea. This platform is one
of the most popular online medical consultation platforms in China.

2 Materials and Methods

2.1 Preliminary Study

To clearly capture the needs of the elderly peoplewhen using onlinemedical consultation
platform, we conducted a preliminary survey with the elderly who were people with
vision loss or suffering from visual diseases. The survey was conducted in Mandarin
and there were 15 people participating in it. To make sure participants can feel relaxed
all the time, we tried to make themeeting with each participant for less than fiveminutes.

To obtain the information of what matters when browsing the doctor’s homepage,
the survey was conducted by using a questionnaire. One question asked the participants
to choose 4–5 information items they pay most attention to when looking for doctors
online. In the questionnaire, we listed as many items of the medical web page as possible
to avoid missing the important one.

Figure 1 shows the statistical results of the survey. The top characteristics are: (1)
what diseases the doctor is good at treating, (2) patient comments, (3) service satisfaction,
(4) which hospitals and departments the doctors work in, and (5) the frequency of online
consultation. In addition, many elderly people hoped that the website can have a function
of voice broadcast. In this survey, we also found that the elderly people do not pay much
attention to certain kinds of information, such as the papers published by the doctors, the
number of virtual gifts sent by the patients (a special feature designed in the website),
etc.

Fig. 1. The statistics of website features that the users are interested in.

http://www.haodf.com
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Above quotes assured us that the elderly people need a website with a better acces-
sibility for them to find key information from the web pages. Starting from next section,
we would like to introduce the design and implementation of the proposed system,
TarsiEyes, targeting at addressing found issues.

2.2 System Design and Implementation

Based on the preliminary study, we have some learnings. Firstly, we found that online
medical consultation platformwas too complex to read for the elderly people. Therefore,
we considered to generate customized web pages that keep high frequently selected
contents from the preliminary study and remove redundant information. Secondly, the
participants said that the amount of comment data on the original web page are too
large, and it is difficult to understand users’ emotional attitude to the doctors. This
kind of comments is important for the users. Based on this comment, we believed data
processing and sentiment analysis are needed. Thirdly, the participants commented that
it’s difficult to obtain key information from the original web pages, and they prefer
concise or less-textual presentation to reduce text description. Topic analysis and word
clouds are used for comments visualization. All above findings inspired us to design a
new system, TarsiEyes, which integrates data processing and visualization to address
accessibility issues in medical consultation platforms. In this section, we would like to
explain the details of the design (Fig. 2).

Fig. 2. The flow chart of technical implementation of TarsiEyes.

Data Acquisiton and Processing. There are three steps for data acquisition and pro-
cessing, including data collection, preliminary processing of medical review data and
sentiment analysis of the comments [13–15].

Data Collection. To recreate an easy-to-read web page, we used Octopus Collector to
crawl essential data on the doctor homepage of “Good Doctor Online”. The crawled
information includes the doctor’s department, specialties, online comments, etc. To
demonstrate the effect, we chose Dr. Guixian Zhao from the Department of Neurology
as an example to carry out data acquisition and processing.
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Preliminary Processing of Medical Review Data. We found that there are a lot of mean-
ingless or repetitive data in the patients’ comments. Data cleaning and preprocessing are
necessary for the following operations. Therefore, we ran preliminary processing to the
data, including deduplication, mechanical compression and short sentence deletion, etc.
Then, to facilitate text simplification, we removed special symbols from massive review
data. Because the comments were expressed in Chinese, so we used the technology of
Jieba Chinese word segmentation technique [16] to extract text features and customize
the word segmentation. After above operations, we generated input text for sentiment
analysis.

Sentiment Analysis. Due to massive user comments, it is difficult for people with visual
impairments to read each of them and analyze its emotional tendency. To help user s
better understand the reputation of the doctor, our proposed system conducted sentiment
analysis on patients’ comments and provided a graphical representation to the users. The
comments were recognized into positive and negative sides, and the proportion of each
side was also obtained. We used emotion classification method in Python and scored the
emotion of the comments. The emotion score was between 0 and 1. If the score is greater
than 0.5, the emotion was considered positive, otherwise it was negative. We used the
SnowNLP [19] library for sentiment analysis without retraining the models in our study.

Visualization withWord Clouds. Compared with boring and lengthy text description,
our preliminary study with 15 visually impaired people found that they preferred a con-
cise and graphical display. Ostapenko’s research [17] suggested that publishing a word
cloud as a graphical supplement to a scientific paper can help the readers to understand
what basic keywords and terms the author uses directly in the text of the paper. As shown
in Fig. 3, We shared the same opinion as [18] and proposed to use word cloud to visually
represent the high frequency sentiment words of patient comments.

In the word cloud map, the users can view patients’ opinions to the doctor in the
form of positive words, such as “patient”, “careful”, “professional”, “responsible”, etc.
Therefore, the graphical visualization can help the users better understand the level of
medical skills and the reputation of the doctor.

Feature Analysis Based on LDA Topic Model. LDA topic model is a well-known
unsupervised tool for semantic mining in text [19]. It is a bag-of-words model that
treats each document as a word frequency vector and transforms text information into
words by choosing a topic mixture θ. We performed LDA topic analysis on two types
of comments obtained from sentiment analysis to help understand the potential topic
distribution of the patients’ comments [13]. Three topics were selected and 10 feature
words were extracted. The topics, feature words and their weights generated by LDA
topic analysis in positive comments is illustrated as the following (Following is above
results translated in English).

(1) 0.033* “experience”+ 0.019 * “gratitude”+ 0.017 * “patience”+ 0.014 * “attitude”
+ 0.012 * “skills” + 0.012 * “treatment” + 0.012 * “state of an illness” + 0.009 *
“diagnosis” + 0.009 * “thanks” + 0.008 * “carefulness”

(2) 0.043* “experience”+0.021* “attitude”+0.018* “patience”+0.017* “gratitude”
+ 0.014 * “state of an illness” + 0.013 * “skills” + 0.012 * “treatment” + 0.010 *
“thanks” + 0.009 * “diagnosis” + 0.009 * “carefulness”
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Fig. 3. The word cloud map of positive comments (in Chinese).

(3) 0.043 * “experience”+ 0.027 * “patience”+ 0.020 * “state of an illness”+ 0.016 *
“gratitude” + 0.015 * “skills” + 0.013 * “treatment” + 0.012 * “attitude” + 0.011
* “diagnosis” + 0.010 * “carefulness” + 0.009 * “thanks”

Basically, each topic shows top ten feature words in the comments, and the number
before each feature word represents its weights. Obtaining topics from the comments
can help the users understand the key content of the massive medical comments.

Page Design. The customized web page was designed to meet Guideline 1 of WCAG
2.0, which was missing in the original web page in “Good Doctor Online” platform. In
terms of front end web interface design, our system used HTML5, CSS3 and JavaScript
to generate proposed web page [20]. The customized page was created by using natural
language processing results from Sect. 4.1 to 4.3. In order to meet Guideline 1.4 of
WCAG 2.0, i.e. Distinguishable, the system enlarged the font size, and changed the
contrast color to identify the key content, such as doctor expertise and patient comments.
Also, in order to meet Guideline 1.3 of WCAG 2.0, i.e. Adaptable, the system provided
two forms (the topic groups analyzed by LDA model and word cloud map) to display
patients’ comment, different < DIV > elements were dynamically created, button IDs
were set, and JavaScript was used to control showing or hiding of < DIV > elements.
When the user entered the page, the topic groups analyzed by LDA model and word
cloud map in the comment column would be hidden. When the user clicked on the
button, the corresponding contents would be displayed, and the selected button would
turn gray. Considering that the users are visually impaired, an audio button was added
to the upper right corner of the page. This feature was created by using VoiceBroadcast
function linked to Baidu VoiceBroadcast (https://tts.baidu.com/). The users could click
on the button to play or pause audio reading of the text content on the page (Fig. 4).

https://tts.baidu.com/
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Fig. 4. The comparison of the original web page and the customized web page (in Chinese).

3 User Study and Result

In order to test if the proposed system enhancesweb accessibility of themedical pages for
people with visual impairments, we referenced [21] to design and conduct a user study.
Three factors were investigated in our user study, which are reading speed, reading
comprehension and user satisfaction.

3.1 Experiment Design and Study

Since our targeted users are the elderly, so we contacted nursing homes for volunteers.
There were total eight participants joining the study. All of them have the experiences
of surfing on the Internet and they are literate and capable of computer operations. The
experiment was conducted in a comfortable and quiet environment with a computer and
simulated the scene of using online medical consultation platform at home.

We prepared six web pages for the participants to read. Three of them were original
web pages from the “GoodDoctor Online” platform and the other three were customized
web pages created by TarsiEyes. In addition, we also prepared a pool of questions
for the participants to answer after reading web pages. To prevent the learning curve
effect, participants were given enough time to rest after reading each web page, and
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they were randomly and disordered given four pages from prepared pages to read. To
counterbalance the reading task, two pages were original web pages from “Good Doctor
Online” and the other two were customized web pages. Based on the psychological
characteristics of the participants’ fear of making mistakes, the purpose of the study was
explained before the test. We told the participants in advance that the choice has nothing
to do with right or wrong such that the participants could lower their psychological
burden and kept relax during the whole study. The participants were told that there was
no time limit to read the web page, but we recorded their reading time for subsequent
analysis.

When finishing web page reading, the participants were asked to answer both of
objective and subjective questions. Objective questions were reading comprehension
questions. The comprehension questions were created in advance by the research group.
We selected five questions for each web page to examine the participants’ understanding
of the information on the web page. To avoid the participants knowing the asked ques-
tions in advance, the five questions were randomly selected from the prepared question
pool. The second type of questions were three subjective questions that measured the
participants’ overall reading satisfaction, where three questionswere scaled from 1 (Very
Difficult) to 7 (Very Easy).

3.2 Result Analysis

We analyzed the results of the user study, and three aspects were evaluated, including
reading speed, reading comprehension and user satisfaction of the web pages, as shown
in Table 1.

Reading Speed. On average, the time of reading original web pages vs. customized
pages is 174.19 s (SD = 35.35) and 125.38 s (SD = 31.68) respectively. From Fig. 5
(a), we can see that reading customized web pages is faster than reading original web
pages for the elderly [22].

Our research team discussed possible reasons causing this result and concluded
three reasons. Firstly, the customized web pages filtered out many unnecessary or less
important information from the original web pages, and it’s known to all that the shorter
texts take shorter time to read. Secondly, the font size of the customized web pages was
larger than original one, and the important content was highlighted, which can lower
reading burden for the elderly.

Reading Comprehension. To understand the participants’ reading comprehension of
the web pages, five objective questions were asked after reading each randomly assigned
web page, where two pages were original web pages from “Good Doctor Online”
platform and the other two pages were customized web pages created by TarsiEyes.

According to the analysis shown in Fig. 5 (b), the average number of correct answers
to five comprehension questions is 3.19 (SD = 0.75) vs. 3.81 (SD = 0.83) for reading
original and customizedweb pages respectively. The accuracy of reading comprehension
reflects the reader’s understanding of the whole page. The results indicated that reading
the customized web pages enhanced the reading comprehension for the elderly people.
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Table 1. The Descriptive statistical analysis of the results.

Groupa Type N Mean Std.
Deviation

Std.
Error
Mean

Sig Sig.(2-tailed)

Speed The original
web pages

16 174.19 35.350 8.838 0.603 0.000280

The
customized
web pages

16 125.38 31.684 7.921

Comprehension The original
web pages

16 3.19 0.750 0.188 0.581 0.033478

The
customized
web pages

16 3.81 0.834 0.209

Integrity The original
web pages

16 5.13 1.088 0.272 0.370 0.164150

The
customized
web pages

16 4.63 0.885 0.221

Readability The original
web pages

16 4.38 0.719 0.180 0.787 0.041204

The
customized
web pages

16 4.94 0.772 0.193

Presentation The original
web pages

16 4.06 1.237 0.309 0.858 0.546768

The
customized
web pages

16 4.31 1.078 0.270

Speed represents reading speed, which is measured in seconds. Comprehension represents read-
ing comprehension, which is measured by the accuracy of answering comprehension questions.
Integrity, readability and presentation represent user satisfaction, which were scored on a scale of
1 (very difficult) to 7 (very easy) by users.

User Satisfaction. After reading each page, we also asked three questions to evaluate
the participants’ subjective feedback, including information integrity, readability and
presentation of patients’ comments. The results are organized in Fig. 5 (c).

In terms of information integrity, the average scores of the original web pages and
the customized web pages are 5.13 (SD = 1.08) and 4.63 (SD = 0.89) respectively. It
means that the customized web pages are not as good as original web pages to show a
complete information of the doctor. The research team reviewed and discussed possible
reasons as the following: The customized web pages only showed the key information
by word cloud and feature analysis but not full sentences, and some information, such
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as papers published by the doctors, the number of gifts, etc., were hidden by the filtering
feature, which in turn might affect the participants’ perspectives of the doctors.

Fig. 5. The analysis of reading speed, reading comprehension, and user satisfaction between
original web pages and customized web pages.

The participants gave an average score of 4.38 (SD = 0.72) and 4.94 (SD = 0.77)
on the readability of the original and customized web pages respectively. The result
indicated that the customized web page significantly enhanced the readability of the
web pages and this kind of changes was suitable for the elderly people when they sought
medical consultation online.

For the presentation of the patients’ comments, the participants gave an average
score of 4.06 (SD= 1.24) to the original web pages and 4.31 (SD= 1.08) to the custom-
ized web pages. The difference was not significant, but the results still showed that the
presentation of patients’ comments in the customized web pages were more favored
by the elderly users. The original web pages simply put all the users’ comments on a
web page and the information was very complex. Although this presentation can allow
the users to comprehensively understand the patients’ attitude to the doctor, it is not
a friendly interface for the elderly. However, the customized web pages reduced the
reading burden for the targeted users.

Significance Test. Because the sample size of the participants was small and the study
tried to understand the participants’ performance in two different conditions, so we used
T-test to evaluate data and set the confidence level to 95% (α= 0.05) [23, 24]. In Table 1,
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the analysis showed that Sig. Values in Levene’s test for equality of variances are all
greater than 0.05, and it means all the statistics satisfy homogeneity of variance. We
analyzed double-tailed critical P values and found that there was a significant difference
between reading original web pages and the customized web pages in reading speed (p
= 0.00028 < 0.001), reading comprehension (p = 0.0335 < 0.05) and readability of
web pages (p = 0.0412 < 0.05). However, we did not see any significant differences in
information integrity (p = 0.1642 > 0.05) and presentation of patients’ comments (p =
0.5468 > 0.05).

4 Discussion

Through the survey with the participants, we found that there are many accessibility
challenges existing in web pages of medical consultation platforms. For example, the
web pages contain a lot of text descriptions, including the introduction to the doctor and
massive comment data, and lack of diversified forms of information presentation and
have poor color contrast. How to design accessible web pages for the elderly people
should be addressed. In this paper, we proposed a new system to address accessibility
issues for the elderly.

There are some limitations in this study. Firstly, the number of participants in the
study is relatively small. Even though we spent a long time in the recruitment, we were
only able to recruit a limited number of qualified participants. Therefore, itwould be great
to run the same study with more participants to get more insights. Secondly, although the
customization improved the participants’ reading speed, reading comprehension and the
readability of web pages, comparing reading times between the original web pages and
customized web pages which have less content does not seem to be a fair comparison,
but we believe it is what customization is for, i.e. providing less text for reading. Also,
even though the study results are promising, since our system covers more than two
features, including topic analysis, word cloud, sentiment analysis, etc., it’s not clear
which specific feature makes the web pages more accessible. Thirdly, the proposed
system for generating customized web pages is still in an early stage and it can only be
applicable to certain medical consultation platform at current stage. There is still a space
to improve and automate the generation process.

5 Conclusions and Future Work

In this paper, we proposed a new system named TarsiEyes to address the identified issue
and presented the result of the user study that comparing reading original web pages
and customized web pages. The sample pages are obtained from “Good Doctor Online”,
which is a popular medical consultation platform in China. There were eight participants
joining the study and we were able to see a significant improvement in reading speed,
reading comprehension and readability of web pages from the study results.

There are three future directions of this research. Firstly, we will expand the target
user groups. In this paper, we were only able to study the customized web pages with
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the elderly people. There is a need to understand if the proposed interface is also appli-
cable for other user groups. Secondly, since we have limited participants in the study, it
would be great to recruit more participants to verify the findings. The study would be
further improved to evaluate each specific feature, such as topic analysis, word cloud,
etc. Thirdly, according to the study results, there is a space to improve the feeling of
information integrity of web pages for the elderly people.
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Abstract. Gamification and Game-Based Learning is an important studying
theme in the field of Computer Science & Education, and Assassin’s Creed, a
series of historical games, facilitate social education. This paper will first evalu-
ate the historical and educational significance of Assassin’s Creed of Assassin’s
Creed, illustrate that Historical Comparisons, Civilization Diversity and Role-
playing are three types of cross-cultural activities working to help education when
students playing Assassin’s Creed and finally recommend some innovative strate-
gies for Assassin’s Creed to improve its social education function while keeping
its playability. I hope that more producers can co-operate with scholars to design
games with their advanced computer technology to achieve the goal of education.

Keywords: Assassin’s Creed · Computer technology · video games · social
education · cross-cultural perspective

1 Introduction

Assassin’s Creed is a series of computer games produced by Ubisoft Montreal. The
summary of their games is “Play your way through history in the award-winning video
game series. Assassin’s Creed immerses players in the memories of Assassin Ancestors,
fighting to protect free will at pivotal moments in human history.” Different from other
video games, Assassin’s Creed allows players to experience philosophy and history
while enjoying the entertainment, which leads to a positive social education based on
computer technology. From the first Assassin’s Creed in the era of the Crusades and
Assassin’s Creed: Unitywhose historical background is set during the FrenchRevolution
to Assassin’s Creed Origins describing Ancient Egyptian civilization and Assassin’s
Creed Odyssey based on Homer’s Epics and Greek mythology, the series of games show
the public its ability to reproduce historical Scenarios. As its slogan goes, “History is
your playground.”

Thanks to the advanced computer technology of Ubisoft, players have the opportu-
nity to appreciate Assassin’s Creed and utilize it academically. Articles from previous
scholarswill be cited to illustrate the historical and educational significance ofAssassin’s
Creed.
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Although the research on Assassin’s Creed is very rich, which forms the second
part “the historical and educational significance of Assassin’s Creed”, scholars have
not found possibility to explain how students learn philosophy and history in computer
games from a cross-cultural perspective. This article will classify three types of cross-
cultural activities that influence students’ learning: Historical Comparisons, Civilization
Diversity and Role-playing.

Finally, some recommendations will be proposed for Assassin’s Creed. To work
better as a museum or encyclopedia of philosophy and history, it should innovate in
some aspects. While keeping its advantage in gameplay and attraction, Assassin’s Creed
can optimize the voyage of discovery in the sea of knowledge.

2 The Historical and Educational Significance of Assassin’s Creed

Assassin’s Creed, as a well-known and well-accepted video game, has shown great
significance in education. With its realistic restoration of history, it helps students to
cultivate certain abilities in the field of education.

2.1 A Realistic Restoration of History

Assassin’s Creed has paid attention to historical fact [2]. So all the world it has con-
structed can be verified. Themost famous news about Assassin’s Creed is its outstanding
contribution to the reconstruction of the Notre Dame de Paris. In 2019 the architecture
caught fire, but luckily the government could use the game data in Assassin’s Creed:
Unity as an archive for the Notre Dame de Paris. From this event people can perceive
the realistic buildings in the games [8].

Besides architecture, Ubisoft also focus on details of special norms of different civ-
ilization. For examples, in Assassin’s Creed Origins, players can appreciate the whole
process of mummification near the temple of the Egyptians. The professional first dis-
emboweled the body, and then filled the abdominal cavity with frankincense, cinnamon
and other spices, and then stitched the body to cover it with dried natron. Then after
35 days, players would see them wrapped in linen, filled with spices, coated with resin
and made into a mummy. For another example, in Assassin’s Creed Valhalla, players
could see the interesting Viking tradition, duel by verses, which means players should
pronounce the next verse to fight back another person’s banter. The player can do better
only when they are familiar with linguistics and rhythm. Unexpectedly this kind of duel
appears often in the game, and sometimes players can even have that with Thor.

It’s natural that players could neglect these details, and Assassin’s Creed is helpful
for players at all levels of knowledge [3]. Nomatter how encyclopedic or naive the player
is, they can always find correspondent experience in the series of games.

2.2 The Abilities it Helps to Cultivate

Students can expect various abilities from Assassin’s Creed rather than mere knowledge
[1]. Just as the author has said, conception and understandingmatter more than historical
knowledges. The philosophy and historical events of the ancient times can be perceived
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again bymodern peoplewithout limit. Themost famous thought ofAssassin’sCreed is its
conspiracy theories, which encourages questioning historical events or great historical
figures. It describes many great conquers or officials as hypocritical and dirty men.
Though it contains fiction and the personal explanation of history, Assassin’s Creed
provides us with a thinking model to get insight into seemingly simple cases. Thus the
ability to form a dialectical historical view is developed subtly. The facts are important,
but the ability to evaluate facts matters more.

Besides training students to be historians, playing Assassin’s Creed promotes stu-
dents becoming more qualified citizens in modern world [4]. In the fictional clash
between modern and ancient experiences, students can think their own role in the world,
the pattern of the world and the future of the world. Knowing about the past is a good
step to know the future, and Assassin’s Creed offers opportunities to contact this kind
of education at a low cost with advanced computer technology.

2.3 The Practical Applications and Cases in the Field of Education

In recent years many institutes have actually tried to utilize Assassin’s Creed academ-
ically [1]. Educators think that an immersive experience in video games really helps
students to learn philosophy and history, especially when they are asked to make a
choice as the protagonists in historical stories. Similar to the time machine that could
transport modern people to old times, video games can achieve that goal easily. That’s
maybe one of themajor benefitswhen computer technology assists independent learning.

Ubisoft also emphasizes its social values in education [2–7]. Along with the Assas-
sin’s Creed Origins, teachers can unfold an Egyptian world in front of their students
vividly, which is a practical experiment of computer technology applied in the field of
education. In Assassin’s Creed Odyssey [2], their effort will lead to more cases where
Assassin’s Creed can guide students to get a sight of ancient times.

3 Three Types of Cross-Cultural Activities When Experiencing
Assassin’s Creed

An unforgettable experience is provided when players choose to enjoy Assassin’s Creed,
which paves a way for further understanding of past philosophy and history, because
role-playing games as a cross-cultural activity can attract students to the maximum.
Then diverse civilizations pictured in Assassin’s Creed assure that players can contact
traditions, norms and values that they have never imagined in their life, which subtly
encourages students to be familiar with unknown knowledge. And finally historical
comparisons and profound reflections are possible. Deep thinking and education can be
achieved when students compare the present and the past. The above are three types of
cross-cultural activities when experiencing Assassin’s Creed, and detailed explanation
of each will be provided below.

3.1 Experience Role-Playing and Enjoy Vivid History

Previous study pointed out that role-playing is not only good for teachers, but also for
their students [9, 10].
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Video game is one of the most popular for students to roleplay with computer tech-
nology for its low cost and high reduction. Some researchers say that “although graphical
realism is not of primary importance in games, it can still offer a rich sensory experience
that heightens the player’s pleasure” [1]. They pay attention to the realistic experience
that Assassin’s Creed can bring to their players. The essence of this is actually a kind of
role-playing, which means students can acquire a novel identity and make choices in a
fictional world as the protagonists. Especially in historical games like Assassin’s Creed,
students can immerse themselves into the cross-cultural activity. In other words, they
“become” other people in history, and understand the past and the present better.

For example, the background of Assassin’s Creed 3 is set in the mid to late 18th
century on the American continent. Players will play the role of an assassin named
Connor, embarking on adventures throughout theUnited States during the Revolutionary
War and experiencing various important events during the Revolution. His father was
a white man but his mother was an India, which carries a foreshadowing of what is to
follow later on in the story. In the opening stage of Assassin’s Creed 3, players will
experience Connor’s father, and in Chapter 4, they will experience Connor’s life when
he was raised by the Mohawk tribe (a Native American from New York State). Connor
finally stood on the side of theNativeAmericans, Indians, and opposedBritish colonizers
and tyranny.

In this game, students have the opportunity to live as an Indian and role-playing
provide possibility to perceive that period of history from the perspective of Native
Americans. In the past years people often studied history based on existing literature
describing what had happened and why, and now they have more ways to research from
the perspective of ethnicminorities. Actually thismarks the progress of civilization. Peo-
ple encourage a more diverse society, support minority groups to speak for themselves,
and advocate for people to experience history and culture as their brothers and sisters.
Undoubtedly Assassin’s Creed has made an example for video games that role-playing
can help education.

The truth is the Ubisoft has implemented the concept of role-playing in all works.
In the modern plots of Assassin’s Creed, the protagonist can experience the memories
of their Assassin Ancestors with a special device, Animus. They lay inside the device,
after a series of specific operations they can synchronize with ancestral memories. In the
memories, they can’t kill civilians or they will get out of synchronization, because their
Assassin Ancestors had never done that injustice. So Assassin’s Creed is essentially a
role-playing game, and has played an essential role in broadening its players’ horizons.

3.2 Experience Diverse Civilizations and Have Better Cognition

Apparently when students play Assassin’s Creed they contact exotic flavors from dif-
ferent civilizations. They bear various cultural identifications and national thoughts that
many players have never experienced personally, which generate opportunities for stu-
dents to deeply understand civilization diversity. For example, in one mission of Assas-
sin’s Creed Odyssey when the protagonist rides a horse and follows the mother on the
land of Sparta, they will see a Spartan child holding a spear in the wilderness fighting
with several wolves. Obviously there’s little chance for the child to survive that mortal
combat, so the protagonist advices a helping hand. However, the mother disagrees that



38 P. Chen and F. Han

thought. She says it is a tradition of Spartan warriors to face death-fight from a young
age, and only in this way can Sparta have qualified warriors in the future. At this time if
the player chooses to walk away, this encounter will end and undoubtedly the child will
die, and the player will never know what will happen afterwards. But if the player still
determines to save the Spartan child, after the battle with wolves, he will be disappointed
because the child was fatally injured. However, when the protagonist sympathizes with
that kid and calls for help, the parents of the kid are seemingly cold and uncaring. They
say that the child has failed to pass the test, and it’s naturally that he can’t live as a glori-
ous Spartan warrior in the world. So it’s better for him to leave. The protagonist, full of
humanistic care, is extremely shocked by this civilization. But then what the child says
makes the protagonist accept and understand their culture and spirit. The child thanks
the protagonist for saving him bravely, and he confesses to disappointing his parents and
the whole nation. Finally, without painful moans emitted the child dies calmly.

Such a case seems contradictory to the philosophy at the present time. In most coun-
tries Juvenile Protection Law or Child Protection Law have been established for a long
time, and it will be illegal if parents make their kids face mortal dangers. But in different
civilization the situation may change. Modern world has been based on the technolog-
ical and moral revolution since many hundred years ago, but the historical period in
which Spartans lived requested them to develop martial or even barbaric national spirit.
Overall it’s beneficial to contact different civilizations, and sometimes a heavy shock
in cognition from foreign countries or old times can urge students to think and become
global citizens.

For another example, in Assassin’s Creed Origins, the protagonist, Bayek of Siwa,
was originally one of the guardians of all Egypt, possessing badges symbolizing duty
and the high reputation. But after some years he found a potential cult gradually rise
intending to control the entire Egypt. Unfortunately his son was killed by the cult. In
order to save common people from the Ptolemy’s Rule which was already contaminated
by the cult, he had tried to connect with Cleopatra, the Egypt Queen. But finally the
queen formed a union with Caesar to satisfy her own interests, and Bayek found it was
all a scam. No ruler or conquer really cares for and protect the people. To achieve his
lifelong goal, Bayek eventually established his Assassin organization to save common
people from tyranny and endow them with precious freedom.

Freedom is something that people have longed for since ancient times, and many
civilizations embody this concept. Previous studies also focus on this commonplace of
different civilizations [6]. The author in his article supposes that Assassin’s Creed is
a “counter-hegemonic commemorative play” which produces a lot of thoughts about
politics. Politics come from civilizations, and due to objective requirements, inevitably
many civilizations have undergone the period when they ignore freedom and the welfare
of ordinary people. Through learning these past civilizations with the assistance of
advanced computer technology, players would have a better reflection on today’s issue
and a better understanding of how to build a more civilized world nowadays.

3.3 Make Historical Comparisons and Have Profound Reflection

Therewas a study to explore the connection between video games and students’ historical
reflection [5]. Actually the study is essentially related to cross-cultural activities. People
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can expect them to compare or reflect on something only when they can give students
different experience. And inevitably when modern people produce historical games they
may add some modern elements to evoke our consciousness to compare.

In Assassin’s Creed Valhalla players can experience Nordic Spirit and History. The
background of this work is set in the Viking era, which refers to the period from 790
to 1066 AD. During these three hundred years, Vikings who believed in the Nordic
polytheism plundered Europe. The term “Vikings” comes from ancient English poetry,
meaning pirates, and in modern times, it mostly refers to pirates from northern Europe.
The story took place in the 9th century AD. The protagonist, Avril, plundered England
along the monsoon. His opponent was Alfred, the first great emperor in English history.
This work can help us understand the England in Anglo-Saxon age and what kind
of culture has worked to shape today’s Britain. Thus comparisons and reflections are
possible.

Assassin’s Creed Odyssey, for example, could evoke players to compare the status
of women in ancient and modern times and thus emphasizing the female power. In
the game, as a free mercenary, the player can choose to join Sparta or Athens to get
reward from participating in the war. In the game world the player can also find other
mercenaries wandering, but many of them are females, who account for 50% of the total
amount. Although according to historical research female warriors had been around in
ancient world, the proportion of them in the game was an effort Ubisoft has made for the
advancement of women and feminism. The meaning of figures is more important when
Ubisoft modify history from a modern perspective while the original history remains
unchanged.

In Assassin’s CreedOdyssey onemight encounter the great philosopher Socrates and
his unique method to enlighten people’s wisdom. Socrates and the player, a renowned
mercenary in the game, were friends and to some extent became the latter’s life men-
tor. During their journey Socrates often provided suggestions generously. During the
Peloponnesian War, Socrates and the player successively came to the Silver Islands.
During his stay on the island, he once posed a dilemma to the player, “Should a rebel
army who killed for freedom be punished by law? Can this be considered the extension
of ‘justice’?” Similarly he also guided the player to think about the conflict between
morality and law. In one mission the player needed to save a poor man who was arrested
for stealing others’ horses. But after the player released him, Socrates would question
the player whether the poor man should be punished. If the player thought that he should
get away with punishment because he had no other way to support his family, the ques-
tion from Socrates to the player was “Do you think a person should be punished for
killing more people for the sake of someone?” However, if the player thought that even
if he was trying to support his family, he should be punished by the law, the question
from Socrates to the player was “Do you think a person should be punished for killing
someone for the sake of more people?”.

In the game his questions are always philosophical and hard to answer. The player
can acquaint himself or herself with his repeated rumination on group interests and per-
sonal interests, truth and public opinion and whether it is worth dying for the truth. It’s
a valuable experience for students to communicate with a great philosopher in history.
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Socrates accompanied the player the whole journey, and finally he still stuck to his life-
long wisdom and belief. After the rebellion overthrew Athens’ rule over the archipelago,
Socrates joined the local people’s celebration and happily talked to the people who were
interested in his ideas. During the Great Plague of Athens, Socrates always closely mon-
itored the situation of the city and its people. He also witnessed the death of Pericles
with his own eyes and decided to stay in Athens to confront the crafty new leader, Cleon.
Thanks to Assassin’s Creed with the assistance of advanced computer technology, this
kind of communication with great ones really educates students nowadays.

4 Recommendations for Assassin’s Creed

In the past years, the Assassin’s Creed has harvested a wave of positive reviews, and is
now preparing for its sequel. However, some still question whether the popularity of this
old series can be sustainable. Its playability has been challenged in gaming communities
that require diverse experiences and gameplay. Tomake Assassin’s Creed more effective
in fulfilling its educational function, three suggestions have thus been proposed.

First, Assassin’s Creed should try to innovate itself as a whole. Undoubtedly, Assas-
sin’s Creed has formed a fixed game process, such as tracking, eavesdropping, infiltrat-
ing, assassinations, dialogue selection, etc. Or in the three ancient works, Assassin’s
Creed Origins, Assassin’s Creed Odyssey and Assassin’s Creed Valhalla, the Ubisoft
encourages players to try a frontal combat. However, the basic concept and gameplay
have never changed, which is essential in the rapidly changing gaming community. The
Ubisoft should try to avoid excessive repetition in its works.

Second, the combination with newly advanced computer technology, VR, would be
promising for Assassin’s Creed. VR, or Virtual Reality, is a technology designed tomake
the user feel immersed in a virtual world. It’s a distinctly different feeling than playing
a game or navigating a 3D environment on a static 2D monitor, giving a real feeling of
presence in the virtual space. This is typically achieved with a VR headset that places
one or two displays very close to the user’s eyes, whilst tracking the user’s position
so that it can be translated into the virtual world. Its basic implementation method is
mainly based on computer technology, using computers and other devices to create a
realistic virtual world with various sensory experiences such as 3D vision, touch, and
smell, thus creating an immersive feeling for people in the virtual world. Assassin’s
Creed can design a set of devices and sites to attract players to participate in a new
world, especially in its online museum program. After all, as a series of video games,
only by ensuring playability can producers deliver educational content, or otherwise the
game will become a boring and empty sermon.

Third, we believe the cooperation of scholars and the Ubisoft would lead to better
designs of historical games. Due to the development of computer technology and the
gradual maturity of game production technology, students have the opportunity to learn
about the past, the world, and themselves through them. A promising future is absolutely
opening for video games if they can combine unique playability with social education,
and we believe scholars and game-designers can co-operate to realize this future.
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5 Conclusion

Assassin’s Creed has gained a sound reputation for its playability and unique game
concept, and displayed great potential in influencing education considering the historical
and educational significance the game brought to education. Role-playing, Civilization
Diversity and Historical Comparisons make this game a good channel for students to
have better understanding and deeper reflection of history and philosophy. These cross-
cultural activities work effectively when a player chooses to spend his time traveling
to the ancient times in Assassin’s Creed, a good example for computer games. And
finally considering the new requirements of the gaming community and the challenge
from other games, Assassin’s Creed is suggested to make continuous efforts in terms of
innovation, combination of VR and cooperation between scholars and game-designers
so that it could contribute more to education.
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Abstract. Data is the key factor of production in the development of digital econ-
omywhile data transaction is the key link ofmarket allocation of data elements. At
present, China’s data transaction is still facing the realistic dilemma of imperfect
legal system of data transaction, difficult data element circulation, underdeveloped
data transaction market and unbalanced supply and demand of data transactions.
Under the background of market-oriented allocation of data elements and current
predicament, it is of great significance to analyze and construct the data transac-
tion model and to carry out targeted legal regulation. This helps to realize the free
and safe circulation of data elements and meets the needs of traders in the data
element market as well as the needs of legislation and regulation.

Keywords: Marketization of data elements · Data transaction mode · Legal
regulation

1 Current Situation and Practical Problems of Data Trading
Market

As a new factor of production, data not only has great industrial value but also can
be deeply integrated with traditional factors of production such as labor, technology,
and land, helping traditional industries to transform to digital development, realizing
industrial upgrading and total factor productivity growth [1].

As early as 2015, the Fifth Plenary Session of the 18th CPC Central Committee
formally proposed to “implement the national big data strategy”. Therefore, to promote
the efficient circulation of data resources and make data elements play a greater role
in economic development, the Central Committee of the Communist Party of China
and the State Council have issued several documents related to the data element market
since 2020, officially classifying data as the main production factors alongside the tra-
ditional land, technology, labor, capital, etc., and putting forward the direction and key
reform tasks of the data element market system construction.“Accelerate the cultivation
and development of data factor market, establish data resource inventory management

Fund project: this paper is the achievement of the National Ministry of Justice Project “Research
on Legal Guarantee of Market-oriented Allocation of Data Elements” (21SFB4015).

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
W. Hong and G. Kanaparan (Eds.): ICCSE 2023, CCIS 2023, pp. 42–51, 2024.
https://doi.org/10.1007/978-981-97-0730-0_5

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-97-0730-0_5&domain=pdf
https://doi.org/10.1007/978-981-97-0730-0_5


Data Transaction Mode and Its Legal Regulation in the Context 43

mechanism, improve data ownership definition, open sharing, trading, and other stan-
dards and measures, and give full play to the value of social data resources”. This means
that under the background of China’s socialist market economy system, the primary task
now of the market-oriented reform of data elements is to clarify the transaction rules
and build a data market.

In 2022, Guangdong will take “comprehensively promoting the market-oriented
allocation reform of data elements, further improving the public data management and
operation system, and optimizing the data transaction circulation platform and mecha-
nism” as its annual work point, hoping to build a provincial data transaction spot, build a
data transaction platform, to severe the Data Market in Guangdong-Hong Kong-Macao
Greater Bay Area as well as improve the data infrastructure system in Greater Bay Area.

Fig. 1. Policy promulgation and establishment of data platform.

Since the establishment of China’s first big data exchange in Guiyang in 2015, there
has been a boom in the construction of data exchanges all over the country in the past
eight years. Relying on regional advantages, many cities try to set up data exchangeswith
regional characteristics. For example, on November 25, 2021, Shanghai Data Exchange
was unveiled, which conducts comprehensive big data transactions around the world. In
March 2022, Guangzhou Data Trading Co., Ltd. was formally established to explore the
establishment of amulti-source data fusion application platform. According to the statis-
tics of “White Paper on Big Data” (December 2021) published by the China Institute of
Information and Communication, from 2014 to 2017 alone, 23 data trading institutions
guided by local governments were set up in China. According to incomplete statistics,
there are currently more than 30 big data trading institutions in China (see Fig. 1). The
development of the data trading market and the improvement of market system con-
struction are gradually becoming an indispensable and important part of economically
developed cities to achieve high-quality development.

However, although the current data trading market seems to be prosperous, it still
implies many problems. Take Guiyang Data Exchange as an example. At the beginning
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of its establishment, the institution estimated that the daily transaction volume in the
next 3–5 years would reach 10 billion yuan. However, in the following years, the trans-
action volume target of Guiyang Data Exchange decreased year by year, from a “daily
transaction volume of 10 billion yuan” to “strive to exceed 100 million yuan throughout
the year”. Other data exchanges and trading platforms also have such problems, as many
of them have virtually stopped operating. The “White Paper on Big Data” (published by
the China Institute of Information and Communication in December 2021) pointed out
that since 2014, most of the data trading institutions built in various places have pro-
vided centralized and standardized data trading places and services, in order to eliminate
the information gap between the supply and demand sides and promote the formation
of a reasonable market-oriented pricing mechanism and reproducible trading system.
However, after more than seven years of exploration, the operation and development of
local data trading institutions have not achieved the expected results. First, in terms of
the number of institutions, most trading institutions have stopped operating or changed
their business direction, and the number of data trading institutions that continue to
operate is very limited; Second, from the point of view of the business model, the land-
ing business is basically limited to intermediary matching, and a series of value-added
services, such as Data ownership confirmation, data valuation, delivery and settlement,
data asset management and financial services, which were envisaged at the beginning
of the establishment of various institutions, failed to land; Third, from the perspective
of business performance, the trading institutions as a whole have low data turnover and
insufficient market capacity.

The root of the problem lies in the following two factors. First, most exchanges adopt
the Data Matching Trading Mode since its low construction cost. They only serve as a
trading intermediary to match buyers and sellers to trade on the platform so that they can
collect commissions from it. However, under the realistic situation that the number of
data products in the current market is scarce, the demand of customers has not been fully
tapped, and the data transaction is inactive, this kind of business model is unsustainable.
Secondly, in this trading mode, due to the heterogeneity of data, High-value and low-
value data are mixed in the platform trading, diluting the overall value of the data. Due
to the replicability of data, the lack of corresponding maintenance measures after the
transaction easily leads to the avoidance of data leakage and devaluation. Therefore, in
the absence of current data trading standards and legal rules, many data providers prefer
to choose the “data black market” or “point-to-point” transactions due to their lower
transaction costs.

Based on these situations, the effective use of data resources and the open data
ecosystem can fully release the digital value and drive the digital transformation and
upgrading of traditional industries and the cultivation and development of new formats.
China urgently needs to adopt a data trading mode that can stimulate the role of data
elements and activate the data trading market to build the data trading market and speed
up the formulation of relevant trading standards and legal rules.
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2 Trading Mode of Data Factor Market

2.1 Type of Existing Data Transaction Mode

There are many types of trading patterns in the current data trading market, for example,
some scholars divide the trading modes into five categories according to the dominant
party of data trading: Data Pipeline (1v1) Mode, Customer-Led Data Mart (Nv1) Mode,
Supplier-Led Data Mart (1vn), Data Platform Market (N v M) Mode, Market Maker (N
To 1 To M) Mode (see Table 1).

According to the specific content of data transaction, some scholars divide the data
transaction mode into the following eight modes: Direct Transaction Data Mode, Data
Exchange Mode, Resource Exchange Mode, Member Account Mode, Data Cloud Ser-
vice Transaction Mode, API Access Mode, Data Transaction Mode Based on Data Pro-
tectionTechnology andDataPlatformTransactionModeofStakeholders. This classifica-
tion confuses the difference between the data transaction mode and the specific technical
methods adopted in the data transaction, making the classification too detailed, which is
not conducive to the research of data transaction mode.

According to the core characteristics of data transactions, the existing data transac-
tion modes can be divided into “Data Individual Transaction Mode”, “Data Matching
Transaction Mode” and “Data Service Mode”.

Data Individual Transaction Mode. Participants in the individual data transaction
mode are mainly Data Sellers and Data Customers. In this mode, the two parties deter-
mine the transaction content through point-to-point contact and consultation and conduct
individual transactions directly, and their data transactions are not reached through a third
party. This type of transaction mode includes “Data Pipeline (1v1) Mode”, “Customer-
Led Data Mart (Nv1) Mode”, And “Supplier-Led Data Mart (1vN)”. Although the num-
ber of participants in the transaction is different, and the dominant party of the transaction
is different, they are still “point-to-point” individual transactions when they focus on the
transaction itself.

Advantages. The custody of both parties is conducive to the retention of property rights,
and the corresponding data services and data products can be customized according to
actual needs.

Disadvantage. The transaction is opaque, and the lack of supervision is easy to secretly
infringe the rights and interests of third-party data subjects.

DataMatching TransactionMode. The data matching transaction mode is also called
“data mart mode”. The main transaction participants are Data exchange, Data Sellers,
and Data Customers. In this mode, data trading institutions mainly deal with the raw data
of rough processing, without any preprocessing or in-depth information mining analysis
of the data, and only collect and integrate data resources to form data packets or data
sets for direct sale [2]. Generally, transactions between data suppliers and demanders are
centralized in government-led exchanges, and data is transferred from data providers to
data demanders through centralized data exchanges.

Advantages. Increase the participation of the government-led data exchange can make
the on-floor transactions supervised by the third party, which can effectively protect the
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rights and interests of data subjects. At the same time, through the centralized matching
of exchanges, it is easier for data suppliers and demanders to find matching transaction
objects.

Disadvantage. Due to the replicability of data, it is easy to be intercepted when it is
traded through a third-party exchange, and there are loopholes in the security of data
sets.

Data Transaction Mode. Data service mode is also classified as data value-added
service mode by some scholars. The main participants are Data Trading Platforms, Data
Sellers, and Data Customers. In this trading model, the data trading organization does
not simply match the buyer and the seller, but classifies, cleans, analyzes, models, and
visualizes the basic resources of big data according to the needs of the same users,
forming customized data products, and then providing them to the demander.

Advantages. It can customize the data resources according to customer requirements,
which is more in line with the actual application needs of customers.

Disadvantage. It has higher requirements for data providers. In addition to high-quality
data sources, data providers should also have a higher level of datamining andprocessing,
which essentially sets a higher threshold for data providers to enter the market.

All the above-mentioned data trading modes have their characteristics, but their
common feature is that they do not have a detailed division of labor among all parties in
the market, especially in the data supply link. They often hope that data providers can
directly provide directly tradable data sets, data packets, finished data products, and data
services. This high demand for a single data provider objectively limits the volume of
data trading products in the market. Without sufficient data trading products, the market
is bound to be difficult to be active, and the effective circulation of data elements is even
more impossible.

Table 1. Schematic Diagram of Data Transaction Mode Classification

Type Classification of data transaction mode

Data transaction mode participant characteristic

Traditional mode Data individual transaction
mode

data sellers/data
customers

1v1/1vN/Nv1

Data matching transaction
mode

data exchange/data
sellers/data customers

N to M

Data transaction mode data trading
platforms/data
sellers/data customers

N to 1 to M

New Pattern Data division transaction
mode

data vendors/data
processors/data trading
platforms/data customers

N to 1 to M to C
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2.2 A New Type of Data Transaction Mode: Data Division Transaction Mode

Based on the characteristics of “heterogeneity”, “replicability” and “non-exclusivity”
of data, we can divide the roles in the data transaction process, distinguish the links
between data collection and data processing, encourage non-data industry companies
to upload their legally owned data to the data trading platform for trading after data
desensitization and data security inspection and expand the sources of high-quality data.
And cultivate specialized companies for big data analysis and application, and conduct
in-depth mining and processing of data resources in the data market to form rich data
products and expand the supply of applied data products in the data market.

Content of Data Division Transaction Mode. Under the data division trading mode,
the participants in the transaction mainly include the data provider, data processor,
data demander, and data trading platform. Under this kind of transaction, there can
be two modes: “data product development mode” around data content and “data service
customization mode” around customer demand.

In the data product development mode, the primary data products (data packets)
collected and sorted by the data provider are linked to the data trading platform through
encryption technology, and the data processor uses its professional knowledge and tech-
nology to mine and develops the big data in the data packets, and the same data can form
data products with different subdivision directions and functions (enriching the form
and quantity of data products). The data processor uploads the processed secondary data
products to the platform. Users choose the corresponding data products according to
their own application needs (see Fig. 2).

In the data service customization mode, data users publish their requirements for
data products in specific application directions on the platform according to their own
application needs. The data processor uses its experience accumulation and professional
ability in a specific field to purchase the corresponding data packets from the data vendors
on the platform according to the needs of users, and carries out corresponding data
mining.

Advantages of Data Division Transaction Mode. Compared with the traditional
model, the data division trading mode has obvious advantages, which can effectively
broaden the source of on-site data, deepen the mining of original data, and enrich the
number of on-site data products.

The traditional trading mode is that the data provider collects data, mines, and pro-
cesses it by itself, and then sells the products to customers through the data exchange
or data trading platform. This type of transaction requires a high level of data providers,
which not only requires them to have a large amount of original data but also requires
them to have the ability of data mining and analysis, which essentially sets a high entry
threshold for data providers. As a result, the number of data providers with both data
property rights and data mining capabilities is small. Therefore, there is not enough
circulation of data trading products in the data trading market, and it is difficult to form
market competition. This situation limits the function of the data factormarket andmakes
it unable to achieve institutional goals.

The data division transactionmode divides the role of traditional data business in data
collection and processing into two parts, and data collectors can directly list their legally
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Fig. 2. Schematic diagram of data division transaction mode

collected data, the primary data products after cleaning and anonymization, that is, the
legal data packets after security processing, on the data trading platform for sale. By
making data samples, subdividing data types, and summarizing the basic characteristics
of data packets, data packets can be found and purchased more easily by downstream
processors or customers.

Broaden the sources of legal data in the trading market and enrich the data supply.
In this trading model, the entry threshold can be relaxed, and outside the specialized
data operation companies, ordinary Internet companies are allowed to anonymize the
legal data obtained in their daily operations and then put them on the open data trading
platform for trading. On the one hand, it can encourage more companies to upload
legal data, participate in the data trading market, broaden the data sources of the data
trading market, greatly enrich the data types in the data market and increase the total
amount of data in production. On the other hand, it provides more trading opportunities
and introduces supervision at the same time, which reduces the sale of data by Internet
companies through over-the-counter transactions and damages the rights and interests
of data subjects [3].

Promote the depth of data mining and enhance the value of data products. Mining
primary data products through specialized data processing companies can increase the
depth of information mining in data packets and make full use of data. Professional data
processors purchase relevant data products for deep processing, produce a variety of data
products through modeling, big data analysis, visualization, and other means, and sell
them in the corresponding data finished product areas on the platform. The advantage of
mining data through professional data processors lies in that data processors specialized
in specific fields can dig the value of data information in development packets more
deeply, make full use of the information contained in the data, and make their products
more in line with customers’ needs and bring greater benefits.
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Promote the multi-domain development of high-quality data and promote the com-
petition in the data market. Different from other factors of production, the value of data
will not decrease because of its use, but will show higher value because of continuous and
in-depth mining. The same data may also show different use-values for different users
and different fields of use [4]. Based on the replicability of data, the same data packet
can also be distributed to multiple data processors to mine and develop data products in
different directions, so that the data can be utilized in multiple dimensions, the terminal
data products can be enriched, and the full competition in the data trading market can
be promoted. Make the data elements flow in production.

By subdividing the links of data transactions, and encouraging more enterprises to
invest capital and technology in the links of data processing and mining, a subset of
products more suitable for market segments can be produced as trading items, thus
promoting large-scale.

3 Legal Regulation of Data Factor Transaction

Although China’s national macro policies explicitly encourage big data transactions,
laws and regulations that directly regulate big data transactions are still absent. Especially
in the absence of a unified data market at present, the trading rules of various exchanges
and trading platforms are different, and the data traders can’t effectively and centrally
control risks, which leads to uncertainty of trading and instability of relief.

Key issues closely related to data transactions, such as the definition of data property
rights, the distribution of data ownership, and other basic issues, have not been solved
either. Not only has there been no institutional arrangement in legislation, but academic
researchers have also failed to reach a consensus on these issues. However, the basic
issues such as data ownership are quite complicated. If wewait until we have a full under-
standing before we construct the data market, we will undoubtedly miss the opportunity
for data element development. Therefore, we should hold the view that we should first
promote the development and utilization of the data market, and then gradually explore
issues such as data ownership. It is the key direction of the current legal regulation of the
data factor market to construct the data ownership legal system and the data transaction
legal framework through the pilot practice while building the data transaction market.

Data has high timeliness. Only when data is traded to the demander within the
limitation period can it realize its expected value. Legislation should promote the efficient
circulation of data. At the same time, the data is aggregated, often in the form of scale,
and once leaked, it will cause serious consequences. Therefore, when exploring the
norms, standards, and management methods of the data trading industry in practice,
both efficiency and security should be considered.

3.1 Internal Review of Data Platform

Big data exchange and big data trading platforms undertake two major functions of
service and management in the market, that is, the “organizer” of market transactions
and the “supervisor” of transactions. When the rules are formulated, the exchange and
trading platform should be entrusted with the supervision responsibility, and their own
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organizational structure should also involve the government, especially when public data
sharing is involved in data market transactions.

Compliance Review of Data Transactions. The whole process of the data transaction,
the data platform shall conduct a repeated compliance review to ensure that the transac-
tion complies with the provisions of existing laws, and whether it meets the requirements
of the Data Security Law of the People’s Republic of China, the Personal Information
Protection Law of the People’s Republic of China and other laws and regulations.

Protection of rights and interests of data subjects. For the data set provided by the
upstream data provider, focus on whether its data has been cleaned and desensitized,
and obtain the authorization of the data subject. Eliminate illegal data and desensitized
substandard data, ensure data quality and safety, and protect the rights and interests of
data subjects.

EstablishaDataSecurityMechanism. The tradingplatformshouldhave thedata secu-
rity capability, set up a special department for data security, and update the data security
technology dynamically. Evaluate the data nature of data providers, data processors,
and data consumers in the process of data information transaction and application, and
examine whether they have the ability and plan to protect data information.

3.2 External Specification of Data Platform

Legislative aspect. To promote the efficiency of data transactions, we should distinguish
the types of tradable data and the scope of non-tradable data as soon as possible, define
the boundaries of data transactions, and encourage non-data transaction enterprises to
invest their legal data in the data transaction market. Strengthen the legal protection and
incentive measures of on-site data transactions [5].

In terms of data security, we should improve the legal framework of data security and
prevent data security risks. The legislative department should formulate the Measures
for the Administration of Data Transactions as soon as possible according to the pilot
situation, strengthen the policy guidance for data transactions, and clarify the manage-
ment mechanism, concept definition, participation role, and the rights and obligations of
each subject of data transactions. At the same time, we should speed up the institutional
arrangement of data ownership, and clarify the legal status of data ownership, use rights,
management right, and platform right.

Administrative Supervision Aspect. In terms of supervision, it is necessary to clarify
the competent department of data transactions, so as to avoid cross-jurisdiction of multi-
ple departments and unclear powers and responsibilities, which will lead to the absence
of supervision of data transactions in essence.

Social Participation. Encourage industry associations, research teams, and key enter-
prises to collaborate to build schemes and standards for data security processing
technology, and provide a reference for the evaluation of data transaction security.
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4 Peroration

The construction of a data trading mode plays a key role in the data trading market. By
subdividing the role of the data trading mode and removing the substantial restrictions
on data providers, the data supply sources can be effectively broadened and the data
volume in China’s data trading market can be effectively increased [6]. At the same
time, by refining the division of labor and cultivating professional data analysis and
processing enterprises, we can deepen data mining, improve the utilization efficiency of
data resources, and enrich the supply of data products. However, lowering the market
entry threshold does not mean that the threshold is not needed, regardless of the security
of data transactions. The construction of the data tradingmarket should pursue efficiency
as well as transaction security and data security. Therefore, it is necessary to build
internal and external coordinated data trading legal regulations, improve internal review
and external supervision of data trading, and build a multi-dimensional data security
system from the aspects of legislation, law enforcement, and social participation.
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Abstract. The fundamentals of electrical engineering is a compulsory course set
up by the school of electrical and automation of Wuhan University for undergrad-
uate junior students. As an important platform course of electrical engineering, it
has high requirements for students to learn the pre sequence basic courses. Firstly,
this paper uses grey correlation analysis to analyze the correlation between the
courses of advanced mathematics, circuit theory and electrical engineering of
undergraduate students in recent three years and this course. Then the correlation
coefficient is obtained and normalized. Finally, it is used as the analysis of new
students’ learning situation. In this way, we can effectively have a scientific and
objective understanding of the basic knowledge of new students and the learning
situation of preamble courses.

Keywords: correlation coefficient · electrical engineering · fundamentals of
electrical engineering · grey correlation analysis

1 Introduction

The course “Fundamentals of electrical engineering” offered by the school of electri-
cal and automation of Wuhan University is a required professional platform course for
undergraduates [1, 2]. It covers the basic teaching contents of many main courses of the
former electrical engineering and automation major, such as “power system analysis”,
“power system overvoltage” and “electrical part of power plant”. Through the study of
the platform course, the basic courses such as “advanced mathematics” and “College
Physics” studied by students majoring in electrical engineering and automation in fresh-
men and sophomores are connected with the professional basic courses such as circuit,
motor and electromagnetic field. And the synthesis and practice are carried out on a uni-
fied platform. And in the whole teaching activities, we also need to integrate interactive
[3] and heuristic [4] teaching methods.

The content of this course has its own characteristics. It takes the power system as
the research object, starting with the components of the power system. Firstly, the basic
concept of power system, the load of power system and the main components of power
system are introduced. And then the model of power system and the connection modes
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of power system are gradually established. Then the basic concepts and calculation
methods of power flow, short circuit and stability are introduced. It enables students to
have a comprehensive understanding of the future work or research object, and enhances
their professional identity and professional mission. The students’ learning initiative has
been greatly improved, and their interest and enthusiasm are very high. However, this
course has many basic concepts, many and complex subject formulas, which plays
an important connecting role in the whole electrical engineering talent training system.
Students’ learningdifficulty is not small, and theyhavehigh requirements for the previous
professional courses and basic courses. Based on the grey correlation analysis, this paper
summarizes the importance of the previous courses and sorts them. Combined with the
examination results of students in recent three years, this paper carries out the closed-loop
analysis of learning situation and post teaching evaluation, summarizes and summarizes
the relevance of the previous courses to this course, and can be applied to the subsequent
teaching.

2 Important Courses of Basic Preface of Electrical Engineering

According to the characteristics of the course “Fundamentals of electrical engineering”,
the course team cooperates with teachers who have rich teaching experience in different
disciplines of the specialty to widely discuss the content of the textbook. Then we
constantly adjust and revise the content of the textbook, so as to strengthen the connection
with the content of early professional basic courses and subsequent professional courses,
and improve the curriculum knowledge structure. Through the scoring and discussion
of various experts, the important pilot courses in the preface are summarized as follows:
AdvancedMathematics (upper and lower), electrical engineering (upper and lower), and
circuit theory (upper and lower).

Advancedmathematics heremainly refers to the part of calculus. Themost important
thing is the concept and calculation of vector, the solution of differential equation,
limit and gradient, etc. It is mainly applied to the mathematical expression of positive
sequence, negative sequence and zero sequence networks in the course of fundamentals
of electrical engineering, the current and voltage calculation of three-phase alternating
current, and the differential equations that need to be used in short-circuit calculation.

The circuit course undertakes the important task of laying a solid foundation of
electric network theory for students majoring in electronic information, electrical and
automation. It is a bridge for them to transition from basic course learning to profes-
sional course learning. Therefore, in the teaching process of theory course, in addition
to clarifying the basic concepts, basic laws and basic methods of circuit, we should pay
attention to the synthesis of knowledge points and the optimization of analysis meth-
ods. We can cultivate students’ engineering literacy through examples, discussion and
practice. It requires students to have the knowledge of differential equations in Higher
Mathematics and electromagnetism in college physics. This knowledge is mainly used
to understand the basic concepts and methods of circuit course. The circuit course has its
own complete system. After learning, students only need to master the basic theories and
methods of the circuit course. As the circuit course is the first professional basic course
of electronic information, electrical and automation majors, it plays a very important
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role in the follow-up courses: analog circuit, Fundamentals of electrical engineering and
electrical engineering.

Electrical engineering is a course with electrical machinery as the research object.
It is a very important technical basic course of electrical engineering in Colleges and
universities of science and engineering. It plays a connecting role between professional
basic courses and professional courses. The course of electrical engineering focuses on
the steady-state analysis of four models: transformer, DC motor, induction motor and
synchronous motor. It mainly introduces its basic principle, basic structure, operation
characteristics and main analysis methods. At the same time, it is familiar with and
master the basic experimental skills and computer simulationmethods of commonmotor
problems. Through the above theoretical knowledge learning and experimental skill
training, students will have the ability to analyze and solve motor related problems in
engineering practice. This course provides a foundation for the foundation of electrical
engineering, which can provide in-depth understanding of transformer and circuitmodel,
the principle and circuitmodel of synchronous generator, and the analysis of synchronous
generator model for power system stability calculation.

3 The Grey Correlation Cluster Analysis Theory

Grey correlation mainly studies the uncertain correlation between various factors [5].
Before grey correlation analysis, we should first find themapping quantity that can reflect
the behavior characteristics of the system, determine the effective factors affecting the
system [6], and deal with them appropriately. Then calculate the correlation coefficient
and correlation degree between the factors. Finally, it is analyzed according to the cal-
culation results. In essence, this method judges the degree of correlation according to
the similarity of the sequence curve of factors.

The relevant definitions of grey correlation analysis theory are given below:
Definition 1: mapping quantity of system behavior characteristics:

Xi = (xi(1), xi(2), · · · , xi(n)), i = 0, 1, 2, · · · ,m (1)

Definition 2: Grey Correlation Degree: set x0 as the mapping amount of system
characteristics and Xi as the mapping amount of other relevant factors of the system.

γ (x0(k), xi(k)) =
min
i

min
k

|x0(k) − xi(k)| + ζ max
i

max
k

|x0(k) − xi(k)|
|x0(k) − xi(k)| + ζ max

i
max
k

|x0(k) − xi(k)| (2)

where γ (x0(k), xi(k)) represents the correlation coefficient between xi and x0 at point
k, and ζ represents the resolution coefficient, ζ ∈ (0, 1).

γ (X0,Xi) = 1

n

n∑

k=1

γ (x0(k), xi(k)) (3)

where γ (X0,Xi) represents the gray correlation coefficient between Xi and X0. And (3)
has four characteristics as follows:
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11) Normalization, which means neither of the two system behavior mappings can be
strictly unrelated.

0 < γ (X0,Xi) ≤ 1
γ (X0,Xi) = 1 ⇔ X0 = Xi

(4)

21) Overall, indicating the influence of environment on grey correlation:

For Xi,Xj ∈ X = {Xs|s = 0, 1, 2, · · · ,m;m ≥ 2}, there is as follows:
γ
(
Xi,Xj

) �= γ
(
Xj,Xi

)
(i �= j) (5)

31) Even symmetry, indicating that when there are only two mapping quantities of
system behavior feature, pair-wise comparison satisfies the symmetry.

For Xi,Xj ∈ X , there is as follows:

γ
(
Xi,Xj

) = γ
(
Xj,Xi

) ⇔ X = {
Xi,Xj

}
(6)

41) Proximity indicates that the quantization of grey correlation degree is constrained.

The |x0(k) − xi(k)| smaller, the γ (x0(k), xi(k)) bigger.

4 An Empirical Study of Learning Situation Analysis

According to the above definition, the grey correlation analysis of relevant courses is
carried out in combination with the basic preface and synchronous courses of electrical
engineering. The specific steps are as follows:

Step 1: define the scores of each student’s related pre sequence courses as vectors,
and the score sequence of all students in each course as the initial value of a vector:

X ′
i = Xi/xi(1) = (

x′
i(1), x

′
i(2), · · · , x′

i(n)
)

i = 0, 1, 2, · · · ,m
(7)

Step 2: calculate the travel mapping quantity:
⎧
⎨

⎩

�i(k) = ∣∣x′
o(k) − x′

i(k)
∣∣

�i = (�i(1),�i(2), · · · ,�i(n))
i = 0, 1, 2, · · · ,m

(8)

Step 3: find the maximum difference and minimum difference between two poles:
⎧
⎨

⎩
M = max

i
max
k

�i(k)

m = min
i

min
k

�i(k)
(9)

Step 4: calculate the grey correlation coefficient:

γ0i(k) = m+ζM
�i(k)+ζM , ζ ∈ (0, 1)

k = i = 1, 2, · · · , n; i = 1, 2, · · · ,m
(10)
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Step 5: calculate the grey correlation degree between the course and the basis of
electrical engineering:

γ0i = 1

n

n∑

k=1

γ0i(k), i = 1, 2, · · · ,m (11)

Step 6: according to the above five steps, calculate the grey correlation degree of the
pre sequence courses: Advanced Mathematics (upper and lower), electrical engineer-
ing (upper and lower), circuit theory (upper and lower) and basic courses of electrical
engineering, and normalize them (Figs. 1, 2, 3, 4, 5 and 6):

Fig. 1. Degree of association of grade 2017 students’ scores

It can be seen that the course of fundamentals of electrical engineering is highly
relevant to advanced mathematics and circuit theory, power electronics technology and
electrical engineering. The specific analysis is as follows:

(1) Advanced mathematics is the foundation. The course of fundamentals of electrical
engineering has threemajor calculations: power flow calculation, short-circuit calcu-
lation and stability calculation, which all use the relevant derivation and differential
knowledge of advanced mathematics, especially the solution of differential equa-
tions, which is an important premise for solving short-circuit calculation. Through
the analysis of test papers in previous years, more than 80% of the points lost in
short-circuit calculation are caused by the weak foundation of differential equations;
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Fig. 2. Influence weight of grade 2017 students’ scores

Fig. 3. Degree of association of grade 2018 students’ scores
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Fig. 4. Influence weight of grade 2018 students’ scores

(2) Circuit theory is the basis of circuit modeling and simplification in the course of
fundamentals of electrical engineering. In power flow calculation, it is necessary to
first determine the circuit extension structure of the system, and then simplify the
circuit; In short circuit calculation, we need to make positive sequence, negative
sequence and zero sequence networks first and simplify them. Through the analysis
of the test papers in previous years,more than 40%of the studentswillmakemistakes
in the simplification of the three order network, and can not get the correct Thevenin
equivalent circuit at all;

(3) The influence weight of electrical engineering is low, because we adjusted the rele-
vant class hours on the basis of electrical engineering. In the past, we would spend
several more class hours on the stable working characteristics of synchronous gen-
erator during the stability calculation. At that time, there were more requirements
for the pre sequence knowledge of synchronous generator. Later, the class hours
were adjusted from 56 to 48, and the requirements for stability calculation were
simplified. Therefore, the requirements for the pre sequence mastery of electrical
engineering are not high;

(4) Power electronics technology is a course held at the same time as this course. There
will be learning task conflict, so it is also analyzed. The relevance here is mainly
due to the fact that the course is also difficult, and it is opened at the same time as
the basic course of electrical engineering, and the examination also has overlapping
time intervals, which puts a certain pressure on students’ learning tasks.
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Fig. 5. Degree of association of grade 2019 students’ scores

Fig. 6. Influence weight of grade 2019 students’ scores
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5 Conclusions

According to the big data of students in the past three years before the beginning of the
basic course of electrical engineering, through the analysis of grey correlation degree, the
correlation degree between the final basic evaluation score of electrical engineering and
the previous courses of higher mathematics, circuit theory and electrical engineering is
obtained, and it also has a certain relationship with the power electronics courses offered
at the same time. Thus, we can analyze andmobilize the learning situation of the students
of the newly opened courses, and estimate the basic score of electrical engineering for
the proportion of the previous courses:

For the students with poor performance in advanced mathematics and circuit theory,
we must seize the time to review, otherwise it will affect the study of basic electrical
engineering;
Don’t be disappointed with the students with poor performance in electrical engineering.
In fact, it doesn’t have a great relationship with this course;
For the study of power electronics courses, we need to reasonably adjust the time to
avoid overlapping and conflict of learning tasks, resulting in the failure to learn both
courses well.
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Abstract. PTN (Packet Transport Network) can support end-to-end connections
and various services for tenants. It employs Label Switching Path (LSP) technol-
ogy to serve tenants and utilizes LSP protection to ensure service reliability. How-
ever, PTN planning stage is critical and the associated LSP problem is unexplored.
We formulate the LSP protection problem as an integer linear programming (ILP)
model. The objective is to minimize the utilized bandwidth to serve the given ten-
ant service requests, and satisfy non-same-node and non-same-board constraints.
However, the ILP can not achieve an optimal solution within reasonable time. To
solve the problem, a fast heuristic algorithm, that is, most request demand order-
ing (MRDO) is proposed to obtain a sub-optimal solution. The simulation results
represent that an optimal solution can be obtained by ILP in small PTN topolo-
gies, whereasMRDO achieve a sub-optimal solution in large PTN topologies. The
results also indicate that MRDO provides a more efficient solution than a baseline
algorithm.

Keywords: PTN · LSP · Protection · ILP

1 Introduction

1.1 A Subsection Sample

PTN (Packet Transport Network) is an optical transport network architecture based on
packet switching. It is owned by communication operators and supports end-to-end
connections and various services for tenants [1]. PTN employs Label Switching Path
(LSP) technology to serve tenants in form of end-to-end connection. PTN provides LSP
protection, whichmeans it providesmajor and backup LSP connections with two distinct
routings for each tenant, to assure service reliability, i.e. network connection reliability.
The two routing should not share the same node and board, so that if the major routing
fails, the backup routing can take over and provide service to tenants [2].

However, in both network planning and operation stages, to provide service for
tenants quickly, network operator does not consider the LSP protection [3]. That is,
the network operator only provides the major LSP connection, and does not consider
the backup LSP connection, or offers a false LSP protection. The false LSP protection
is that the two routings of major and backup LSP connections have either same-node
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or same-board problem. Once the routing of the major LSP connection interrupts, the
service will stop and affect the tenant’s service experience [3].

For the problem, in the operation stage, some researches provide the routing of
backup LSP connection though the solution of top K- shortest path algorithms. The
solution tends to adjust some services with a valid LSP protection and affect the service
experiment [5–7]. However, the life cycle of a network is first network planning, and
then network operation. The network planning is significant, since it not only solves
the LSP protection problem, but also uses the minimum network bandwidth to serve the
given tenant service requests. Thus, it is an effective to consider LSP problem in network
planning rather than network operation.

To address the problem, in this paper, we first build amathematical model to describe
the LSP protection problem. The objective of the problem is to minimize the utilized
bandwidth for given tenant service requests, and non-same-node and non-same-board
constraints are satisfied. To the best of our knowledge, this is the first work on the LSP
protection problem in PTN planning. The model is an integer linear programming (ILP)
problem,which is difficult to solve.When the problem scale is small, the optimal solution
can be found. However, when the problem scale is large, the optimal solution can not be
found in tolerant time. Thus, we resort to fast heuristic algorithms.

The rest of this paper is organized in the following. In Sect. 2, the description of
LSP protection problem is introduced. In Sect. 3, the ILP model is presented using
mathematical formulations. In Sect. 4, a fast heuristic algorithm is proposed. In Sect. 5,
the performance of ILP and the heuristic algorithm are evaluated. The work is concluded
in Sect. 6

2 The Problem of LSP Protection

LSP protection is PTN operators assign major and backup LSP connections for every
tenant request. In general, the major connection is active and the backup connection
is inactive, and the former offers service for tenants. Once the major connection is
interrupted, the backup connection is activated and offers service for tenants.

However, the false LSP protection can lead to an invalid protection. The false LSP
protection is presented by the routings of the major and backup connections, and can
be divided into two categories. First, in source or destination node, their routings share
the same board, which is called same-board problem. Second, in intermediate nodes,
their routings share the same node, which is called same-node problem. In such case,
once outage appears in board of source node or intermediate nodes, the LSP protection
is invalid and the tenant service will interrupt. For a valid LSP protection, non-same-
node and non-same-board constraints should be satisfied. In the following, false LSP
protection is described first, and then valid LSP protection is introduced.

2.1 False LSP Protection

To illustrate LSP protection problem and simplify our analysis, a conceptual PTN topol-
ogy is considered and shown in Fig. 1. The PTN consists of 5 nodes and 7 bidirectional
optical links colored by black. There are two boards in every node. For example, for
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node E, there are 2 boards indexed by 0 and 1, respectively. To simplify, we assume that
every board has one optical port that can be shared by many optical fibers. The optical
ports are used to connect optical fibers for two nodes. There are two tenant requests
represented by RAC and RAE . Specially, RAC =< A,C, 1 > denotes the source node of
tenant request is A, and the destination node is C, and the bandwidth demand is 1 unit
of bandwidth.

Subsequent paragraphs, however, are indented. For RAE , the routing of major LSP
connection denoted by LSPAE_m is (A_0, D, E_0) colored by blue solid line, while the
routing of backup LSP connection denoted by LSPAE_b is (A_1, B, C, D, E_0) colored
by blue dotted line. For node A_0, the subscript is the index of board 0. But, the LSP
protection for RAE is invalid because either same-board or same-node problem appears.
First, the major and backup routings share node D that is an intermediate node, which
lead to the same-node problem. Second, at nodeE that is a destination node, their routings
share the same board 0, which lead to the same-board problem.

For RAC , the routing of major LSP connection denoted by LSPAC_m is (A_0, C_0)
colored by red solid line. But, the backup LSP connection is missed, which can also give
rise to an invalid LSP protection.

Fig. 1. Example of a false LSP protection.

2.2 Valid LSP Protection

For the problem of invalid LSP protection in Sect. 2. A, we can solve it as followed.
For RAE , , the routing of major LSP connection is modified into (A_0, E_1), as shown in
Fig. 2. For node E, the major LSP connection employs board 1, while the backup LSP
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Fig. 2. Example of a valid LSP protection.

connection employs board 0, which solves the same-board problem, i.e., the non-same-
board constraint is satisfied.We also find the major LSP connection does not use node D,
which solves the same-node problem, i.e., non-same-node constraint is satisfied. Thus,
the LSP protection for RAE is valid.

For RAC , we assign the backup LSP connection represented LSPAC_b colored by red
dotted line in Fig. 2. Its routing is (A_1, B, C_1), which satisfies both the non-same-board
and non-same-node constraints. Thus, the LSP protection for RAC is valid.

3 ILP Model for Problem of LSP Protection

In this section, we formulate the LSP protection problem as an ILP model. Its objec-
tive is to minimize the used bandwidth, and both non-same-node and non-same-board
constraints are satisfied.

3.1 Definition of LSP Protection Problem

Define a PTN as G(N ,L,B), where N is the set of nodes, L is denoted as the set of
bidirectional optical links (i.e., optical fibers), and B is the set of bandwidth on each
optical link.

LSP protection problem - given a PTN G(N ,L,B), and a predefined set of tenant
requests with |R| requests (R = {Rsd , ...}), where Rsd =< s, d ,Tsd >means the source
node of request is s, and its destination node is d , required by Tsd units of bandwidth.
How to serve |R| requests with minimum utilized bandwidth? That is, for every request,
assigns both major and backup LSP connections, satisfying both the non-same-board
and non-same-node constraints.
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3.2 Notations and Variables

• Rsd =< s, d ,Tsd >, a tenant request, and s, d ∈ N .
• K , a constant number, is the number of boards in a node.
• ki, an integer variable represents the index of board at node i, and satisfies 0 ≤ ki ≤

K − 1.
• lki,kji,j , a boolean variable. lki,kji,j = 1 means that there is an optical link between node i

and j, through board ki at node i and board kj at node j; lki,kji,j = 0 otherwise.

• f ki,kjsd ,ij , a boolean variable, f
ki,kj
sd ,ij = 1 means that the LSP connection of tenant request

Rsd go through link between nodes i and j; f ki,kjsd ,ij = 0 otherwise.
• c, an integer variable represents the value of utilized bandwidth in every link.

3.3 Objective and Constraints of LSP Protection Problem

More utilized bandwidth on a fiber link leads to increased cost and consumes more
power. Therefore, for a given tenant request matrix, the objective of the LSP protection
problem is to minimize the used bandwidth among all optical links, as shown in (1).
Meanwhile, (2) is used to achieve the maximum utilized bandwidth among all optical
links, which is the sum of tenants bandwidth request for every link.

Minimine c (1)

∑

sd ,ki,kj

f ki,kjsd ,ij Tsd ≤ c,∀i, j (2)

subject to the following constraints:

f ki,kjsd ,ij ≤ lki,kji,j ,∀i, j (3)

Equation (3) means that, the link between nodes i and j is used to support service
for Rsd , unless the link exists in PTN topology, which is represented by lki,kji,j .

∑

d=j,ki,kj

f ki,kjsd ,ij Tsd ≤ 2Tsd ,∀s, d (4)

∑

s=i,ki,kj

f ki,kjsd ,ij Tsd ≤ 2Tsd ,∀s, d (5)

Equation (4) represents that the bandwidth demand for tenant request Rsd should be
added at node s with a value of 2Tsd , due to major and backup LSP connections; on the
contrary, Eq. (5) specifies that the bandwidth demand for Rsd should be dropped at node
d with a value of 2Tsd .

∑

s=d ,ki,kj

f ki,kjsd ,ij Tsd ≤ 0,∀i, j (6)
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Equation (6) makes sure that for every tenant request, no bandwidth is needed at the
same nodes.

∑

ki,kj

f ki,kjsd ,ij =
∑

kj,kt

f kj,ktsd ,jt ,∀s, d , j (7)

Equation (7) is bandwidth conservation constraint. For every tenant request at
intermediate node j, the bandwidth added is equal to that dropped.

∑

s=i,ki,kj

f ki,kjsd ,ij = 2,∀s, d (8)

∑

d=j,kj,kj

f ki,kjsd ,ij = 2,∀s, d (9)

Equations (8) and (9) are the non-same-board constraints. It guarantees that at source
or destination node, the major and backup LSP connections must employ two different
boards.

∑

s �=i,kj,kj

f ki,kjsd ,ij = 1,∀s, d , i (10)

∑

d �=j,ki,kj

f ki,kjsd ,ij = 1,∀s, d , j (11)

Equations (10) and (11) are the non-same-node constraints. It ensures that for Rsd ,
every intermediate node can only support a major or a backup LSP connection. That is,
it can support a LSP connection, not both major and backup.

4 Heuristic Algorithm

The ILPmodel can offer an optimal solution through optimal algorithmswhen PTN scale
is small. However, for a large scale PTN, the optimal solution can not be achieved by the
ILP model within reasonable time. This is because the optimal algorithms have hugely
high complexity in computation. The optimal algorithms, including enumeration and
branch-and-bound.When PTN scale increases, the complexity of the optimal algorithms
can rapidly increases, since the number of variables and constraints rapidly increases.
For our ILP model, PTN size |N | can determine the number of variables and constraints.

To solve the large ILP model, heuristic algorithms are resorted to achieve a sub-
optimal solution. Because heuristic algorithms always have lowcomputation complexity,
so that the sub-optimal solution can be obtained within tolerable time. For the LSP
protection problem, its ILPmodel is equivalent to a combinatorial optimization problem,
so that different orderings of tenant requests can give rise to different solutions. Thus, a
heuristic algorithm is presented to address the problem.
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4.1 Most Request Demand Ordering Algorithm

In this subsection, most request demand ordering (MRDO) algorithm is proposed.
MRDO utilizes an ordering of tenant bandwidth request. These requests are sorted in a
queue Q, in a decreasing order with respect to their bandwidth demand (i.e., Tsd ). The
requests are served one-by-one from the top of Q. Specially, large requests (with larger
bandwidth demand) are served first. That is, smaller requests at the bottom of Q are
served finally, which can balance the load of optical links, leading to the reduction of
bandwidth used.

The proposed MRDO algorithm is introduced by Algorithm 1. Sort the requests
according to their Tsd , in a descending order inQ, and pre-calculate top-K routing for all
node pairs. The top-K routing stored inQ, is achieved by the K-shortest path algorithm.
The major LSP connection is established by the top routing from Q and c is updated,
which is shown in lines 3–4. For the backup LSP connection, the algorithm iterates Q,
until a routing, that satisfies the same-board and same-node constraints, is found. Then,
the backup LSP connection is established by the routing fromQ and c is updated, which
is described by lines 5–7.

5 Performance Evaluation

In this section, the ILP model and two fast heuristic algorithms are evaluated, which
can result in the optimal and sub-optimal solutions, respectively. CPLEX 12.5 that is a
mathematical solver, is employed to implement the ILPmodel, andVisual Studio 2015 C
++ is used to implement the heuristic algorithms. The proposed ILPmodel and heuristic
algorithms are carried by a computer with a 1.80 GHz processor and 16 GB RAM. To
enforce the simulations, 5-node and a 14-node PTN topologies are utilized as a small-
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and a large network topology, respectively. Two PTN topologies are as shown in Fig. 3,
where (a) presents the small network, and (b) presents the large network, and every node
has two boards. As we known, the standard PTN topology is a ring. However, due to the
demand of improvement in network reliability, mesh networks will be the mainstream
network topologies. Thus, two mesh topologies are employed.

The bandwidth demand Tsd for each Rsd in terms of the number of 100Mbps is
randomly generated between 1 and D={4, 8, 12, 16, 20}, where D is the maximum
bandwidth demand forRsd , and is referred as bandwidth granularity. Here, themaximum
bandwidth demand is 2Gbps. Essentially, D denotes the load of PTN, and large values
of D specifies high load.

5.1 ILP and Heuristic Algorithms Under a Small Topology

To compare the performances the proposed ILP model and the MRDO algorithm, a
random ordering (RO) heuristic algorithm is also evaluated and regarded as a baseline.
They are implemented on a 5-node topology with 7 bidirectional optical links, which is
depicted in Fig. 3(a). The tenant bandwidth requests are launched and terminated at the
5 PTN nodes, and the minimum bandwidth utilized is employed as the metric.

0 1

23

4

0

1

2

3
4

6

5
9

7

8

12

13

10
11

b

Fig. 3. (a) 5-node PTN topology; (b) 14-node PTN topology.

The minimum utilized bandwidth with varying bandwidth granularity D are consid-
ered, and the results are depicted in Fig. 4. The RO heuristic is introduced as the baseline,
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which sorts the tenant requests in a random ordering with respect to Tsd . From Fig. 4,
two main trends can be observed.

First, it is clear that bandwidth required increase as long as bandwidth granularity
D increases. This is because that the increase in D results in the increase of PTN load,
which can consume more network bandwidth.

Second, we can also observe that RO performs badly. The reason is that in RO, some
bigger tenant request might be served finally, so that the utilized bandwidth can expand
vastly. On the contrary, the bigger requests are served first, then the smaller requests are
served finally, which can balance the load of links and reduce the utilized bandwidth. As
expected, MRDO gets the better performance, since the bigger requests are served first.
Compared to MRDO, the ILP model obtains the optimal solution through an optimal
algorithm that is integrated in CPLEX 12.5. When bandwidth granularityD is at a value
of 20, the network load is high, and ILP outperformsMDRO and RO by 14.5% and 25%,
respectively.

Fig. 4. Bandwidth utilized versus bandwidth granularity in a 5-node topology.

5.2 Heuristic Algorithms in a Large Topology

To evaluate the two heuristic algorithms further, a 14-node network is employed as
a large PTN topology, as depicted in Fig. 3(b). The tenant requests are launched and
terminated at the 14 nodes. The metric here is also the minimum bandwidth utilized.

Figure 5 exhibits the trend of minimum bandwidth utilized as the bandwidth gran-
ularity D increases when the number of tenant requests is fixed. From Fig. 5, on the
one hand, we can observe that the bandwidth required by the two heuristic algorithms
increase when D increases. This is because that the increase in D means the increase in
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network load, leading to more bandwidth utilized. On the other hand,MRDO obtains the
better sub-optimal solution, and RO performs badly. The reason is that for MRDO, the
bigger requests are served first, then the smaller requests are served finally, which can
balance the load of links and reduce the utilized bandwidth. From Fig. 5, when D = 20,
MRDO outperforms RO by up to 12.7%.

The trend of minimum required bandwidth along with the increase in the number of
tenant request is considered, and the results are shown in Fig. 6. Here, in the horizontal
axis, the number of tenant requests at 2X is two times that of 1X . It can be observed that
utilized bandwidth grows as the number of tenant requests increases by setting D=4,
since the network load increases.MRDOoutperforms RO, the reason is same as describe
in the above paragraph. It can be clearly seen that when network load is at a value of
3X , MRDO outperforms RO by up to 14%.

Fig. 5. Bandwidth utilized versus network load in a 14-node topology.
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Fig. 6. Bandwidth utilized versus network load in a 14-node topology.

6 Conclusion

In this paper, the LSP protection problem in PTN planning was introduced. The problem
was formulated as an ILP model. Its objective is to minimize the utilized bandwidth to
serve the given tenant service requests, and satisfy non-same-node and non-same-board
constraints. However, the ILP was unable to get an optimal solution within tolerable
time. Thus, MRDO algorithm was proposed to achieve a sub-optimal solution, and it
was found to outperform a baseline algorithm.
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Abstract. The static routing spectrum assignment is a fundamental problem in
typical elastic optical networks, where the traffic demands are given and station-
ary. However, an elastic optical data center network is shared by multi-tenant, and
hence the traffic demands are varying and determined by the virtual machine (VM)
placement of multi-tenant under the given VM demands. In this paper, the prob-
lem of virtual machine placement and routing spectrum assignment (VMPRSA)
is introduced and the static problem is proved to be NP-Hard. Furthermore, an
optimal integer linear programming (ILP) model is formulated, with the target of
minimizing the spectrum used to serve all the traffic demands driven by multi-
tenant VM placement. Since the ILP model cannot scale to the big networks, a
two-tier heuristic algorithm framework is proposed, i.e., the first tier is VM place-
ment and the second is routing spectrum assignment (VMP + RSA). The VM
placement of tenants can produce traffic demands, it thus is focused and two VM
placement algorithms are proposed, namely random placement (RP) algorithm,
and residual node capacity priority (RNCP) algorithm. The simulation results indi-
cate that the ILP model provides the optimal solution, and the RNCP algorithm
yields the better sub-optimal solution.

Keywords: Optical · Data centers · Virtual machine placement

1 Introduction

1.1 A Subsection Sample

Data center networks, as the network infrastructures and the platforms for deploying
and running many applications of today’s business in cloud computing, have attracted
significant attentions in recent years [1, 2].

To meet the exponential growth of traffic induced by data-intensive applications,
many literatures have begun designing novel network architectures employing off-the-
shelf commodity switches. Techniques in these proposals include fat tree and random
graph. Furthermore, in contrast to electrical switching, optical switching which pos-
sesses huge transmission bandwidth, can benefit data center networks. Many novel opti-
cal/electrical hybrid or all optical architectures are presented with the aim to improve
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network capacity and scalability [3–6]. Moreover, an advanced modulation technology,
orthogonal frequency division multiplexing (OFDM) has been efficiently demonstrated
and can implement elastic bandwidth assignment in optical networks [7]. Therefore, we
expect that it is necessary for future optical data center networks to employ the mod-
ulation technology, which have been demonstrated in papers. We refer the optical data
center networks based on OFDM as elastic optical data center networks (EODCNs).

As we known, the problem of resource assignment is investigated by few papers
in elastic optical networks recently, including routing and spectrum assignment (RSA)
[7], traffic grooming, etc. It seems that the approaches of resource assignment in elastic
optical networks can be seamlessly transplanted to EODCNs [8]. However, EODCNs
can be shared by multi-tenant in the cloud. The virtual machine (VM) placement can
generate traffic demands of all-to-all between VMs for a tenant, since a VM of a tenant
should exchange data with all other VMs of the tenant to achieve a complete response to
the tenant, which hence poses a novel challenge on resource assignment [9]. Note VMs
between different tenants have no correlation and thereby no traffic demand emerges.

In EODCNs, the problem of routing and spectrum assignment has been explored [8].
However, the fundamental problemof placingVMsofmulti-tenant and assigning routing
spectrum resources, is unexplored. The problem considers each traffic demand driven
by VM placement under the given tenants VM demands, while the networks should
have the enough node capacity to satisfy the VM placement (in terms of CPU/memory).
The problem is defined as virtual machine placement and routing spectrum assignment
(VMPRSA) problem.

In this paper, the static VMPRSA problem is studied in EODCNs, with the goal of
minimizing the utilized spectrum to serve all the traffic demands determined by VM
placement of each tenant. To the best of our knowledge, this is the first time to study
static VMPRSA problem in EODCNs. The major contributions of this work are: (i)
The VMPRSA problem is formally stated and its NP-hard is proved. (ii) An integer
linear programming (ILP) model for the static VMPRSA problem is presented, which
can optimally assign the VMs for multi-tenant and the concomitant traffic demands
between VMs. (iii) An efficient two-tier heuristic algorithm framework, the first tier
is VM placement and the second is routing and spectrum assignment (VMP + RSA),
is proposed to solve the VMPRSA problem. (iv) Two VM placement algorithms are
proposed, namely random placement (RP) algorithm and residual node capacity priority
(RNCP) algorithm. The simulation results indicate that the ILP model achieves the
optimal solution, and between the two heuristic algorithms, the RNCP algorithm obtains
the better sub-optimal solution.

2 Virtual Machine Placement and Routing Spectrum Assignment

In this section, the overview of traffic demands determined by placing tenant VMs on a
set of physical servers (hereinafter referred to servers) is introduced.

2.1 Traffic Demands Driven by VM Placement

A slot is used to refer to one capacity to accommodate a VM placement on servers.
A top of rack (ToR) switch has s servers and each server has multiple slots, and each
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slot can be occupied by any VMs. A scenario where there are m tenants and n slots is
considered. For a valid VM placement for multi-tenant, the sum of VM demands (in
terms of CPU/memory) of m tenants should be smaller than or equal to n. As shown in
Fig. 1, there are 3 tenants, and the sum of VM demands of 3 tenants is 12. The network
has 12 slots which can satisfy the VM demands of 3 tenants.

Fig. 1. Two schemes of VM placement.

A tenant demand needs some VMs, and each VM requires the network bandwidth
to exchange data to all other VMs. VM placement determines the size of corresponding
traffic demands and the switching method (i.e., electrical switching or optical switching)
which is reflected into two aspects. On the one hand, if the VMs of a tenant are placed in a
ToR switch, VMs send or receive data through electrical switching, which no cross-ToR
traffic is produced. However, if the VMs of a tenant are placed into more ToR switches,
cross-ToR traffic demands of all-to-all for the tenant would be produced. In this paper,
cross-ToR traffic demands of all-to-all (hereinafter referred to traffic demands) using
optical switching is focused. Note that the source node and the destination node of traffic
demands are in respective of network nodes (i.e., ToR switch), not VMs themselves.

Then, how to quantify each traffic demand for a tenant is explained. When a tenant
requires m + n VMs, assume that m VMs are placed into a ToR switch and n VMs are
placed into another ToR switch, therefore each ToR switch requirem units of bandwidth
and n units of bandwidth to send or receive data, respectively. If a ToR switch commu-
nicates with the other, the bandwidth will be limited to min(m, n) units. As shown in
Fig. 1(a) which illustrates a scheme of VM placement, tenant 1 requires 6 VMs placed
into 3 ToR switches, and each ToR switch has 2 VMs, therefore each ToR switch will
require 2 units of bandwidth to exchange data. The communication bandwidth among
ToR 0, ToR 1 and ToR 2 switches will be bounded to min(2, 2) = 2 units; for tenant 2,
the bandwidth between ToR 0 and ToR 1 is min(1, 2) = 1 unit. In Fig. 1 (b), for tenant
3, all the VMs are placed in ToR 0, thus no traffic is yielded.

2.2 Virtual Machine Placement and Routing Spectrum Assignment

In this subsection, the static VMPRSA problem is formally stated in EODCNs.
Define a network as G(N ,C,E, S), where N represents the set of nodes, C =
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{
C0,C1, ...,C|N |−1

}
is the set of capacity of nodes in N , E is the set of bidirectional

fiber links between nodes in N , and S represents the set of spectrum slots on each fiber.

The network node set has N nodes, it thus has
|N |−1∑

i=0
Ci node capacity at all.

Definition. Static VMPRSA problem - given a network G(N ,C,E, S), and a pre-
defined set of tenant demands (i.e., CPU/memory demands) with |T | tenants (T =
{T0,T1, ...,T|T |−1}), where Tk represents that tenant k request Tk CPU/memory units,

and satisfies
|T |−1∑

k=0
Tk ≤

|N |−1∑

i=0
Ci. Integer variable Alloki represents that the size of VMs

are placed in node i for tenant k. The traffic demand of any two nodes for tenant k
is min(Alloki ,Allo

k
j ). It is possible to establish each spectrum path in tenant k traffic

demands and all tenants traffic demands using consecutive spectrum slots, and satisfy
spectrum continuity constraint?

Theorem. The Static VMPRSA problem is NP-hard.

Proof. The typical RSA problem in elastic optical network is a special instance of the
VMPRSAproblem, inwhich traffic demands are fixed and nonode capacity is considered
[7]. Since the RSA problem alone is NP-hard, our claim holds.

3 ILP Model

In this section, an ILPmathematicalmodel is formulatedwith the objective ofminimizing
the spectrum used to serve the multi-tenant demands, while the node capacity should
satisfy the VM placement.

3.1 Notations and Variables

• T , the set of tenant demands, the element Tk represents the size of VM demands for
tenant k;

• Ci, the capacity of node i, and each node has the same capacity for simplification;
• Traf ki,j, a decision integer variable that represents the traffic demand of tenant k

between node i and j;
• Fw,k

i,j,m,n, a boolean variable, is equal to 1, if there is a spectrum path using spectrum
slots w to satisfy the traffic demand of tenant k between node-pair (i, j) going from
node m to node n, and 0 otherwise;

• M , an integer variable represents the maximum utilized spectrum slots for all the
tenant traffic demands in the network. For a valid assignment, |S| should always be
bigger than or equal to M .

3.2 Objective and Constraints of the VMPRSA Problem

Since more spectrum slots used on a fiber signify more cost on the fiber and further need
more corresponding switching equipment and power consumption, the objective of this
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model is tominimize themaximumspectrumslots utilized among all thefibers to serve all
tenants traffic demands. Such traffic demands are determined by VM placement which
should be satisfied by the node capacity. To simply our model, the guard-bandwidth
between optical routing is not considered. Equation (1) is employed to represent object
function.

Minimine M (1)

subject to the following constraints:

Alloki ≤ Tk ,∀i, k (2)

∑

i

Alloki ≤ Tk ,∀k (3)

Equations (2) is VM placement constraints for tenants. It denotes that the size of VM
placement for each tenant in each node can not exceed the tenant demand Tk , while the
sum of such size in all nodes should equal Tk , which is guaranteed by (3).

∑

k

Alloki ≤ Ci,∀i (4)

Each node can be shared by multi-tenant, thus capacity provided by each node for
multi-tenant VM placement does not exceed the node capacity, as shown in (4).

Traf ki,j = min(Alloki ,Allo
k
j ),∀i, j, k (5)

The traffic demand between any two nodes for each tenant is determined by the
smaller size of tenant VM placement, as shown in (5).

Fw,k
i,j,m,n∗w ≤ M,∀i, j,m, n,w, k (6)

Cost function is shown in (6), which obtains the maximum utilized spectrum slots
on each fiber.

∑

w,j=n,m

Fw,k
i,j,m,n=Traf ki,j,∀i, j, k (7)

∑

w,i=m,n

Fw,k
i,j,m,n=Traf ki,j,∀i, j, k (8)

∑

w,i=j

Fw,k
i,j,m,n=0,∀m, n, k (9)

The traffic demand between node i and node j for tenant k should be exactly added
at node i and dropped at node j, which are guaranteed by (7) and (8), respectively.
Equation (9) makes sure that no traffic is required at the same node.

∑

i,j

Fw,k
i,j,m,n ≤ 1,∀m, n, k,w (10)
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One spectrum slot can only be used for satisfying one traffic demand formulti-tenant,
which is specified by (10).

∑

w,j �=n,m

Fw,k
i,j,m,n −

∑

w,i �=n,p

Fw,k
i,j,n,p = 0,∀i, j, n, k (11)

The spectrum continuity constraint guarantees that the spectrum path of a traffic
demand should use the same spectrum through its routing path, which is shown in (11).

(Fw,k
i,j,m,n − Fw,k+1

i,j,m,n ) ∗ (−B) ≥
∑

w∈{w+2,Cap}
Fw,k
i,j,m,n,∀i, j,m, n,w, k (12)

(Fw,k
i,j,m,n − 1)∗B+Traf ki,j ≤
∑

w∈{1,Cap}
Fw,k
i,j,m,n,∀i, j,m, n,w, k (13)

The spectrum consecutiveness constraint is shown in (12), which means that if
Fw,k
i,j,m,n=1 and Fw+1,k

i,j,m,n=0, all the spectrum higher than w + 1 will not be used for
the spectrum path of node-pair (i, j) for tenant k on linkm−n. Equation (13) guarantees
that size of consecutive spectrum is Traf ki,j if F

w,k
i,j,m,n=1. In above both equations, a large

number B is introduced to realize the if-then relationship.

4 Heuristic Algorithm

The proposed ILP model is NP-hard and is tractable only when the problem size (e.g.,
the number of tenants, network topology) is small. For a large scale problem, heuristic
algorithms are resorted to obtain sub-optimal solutions within reasonable time.

4.1 Two-Tier Algorithm Framework

Since the traffic demands of a tenant are driven byVMplacement of the tenant, a two-tier
heuristic algorithm framework is proposed to apply the problem.

The two-tier algorithm framework is consisted of VM placement and routing spec-
trumassignment (VMP+RSA), as shown inAlgorithm1. The first tier isVMplacement
of multi-tenant VM demands, which can produce the corresponding traffic demands and
is shown on line 1, and the second tier is to execute RSA algorithm to server all the
traffic demands, which is illustrated in the algorithm from line 2 to the end of it.

Since the objective of heuristic algorithms is dominated by the traffic demands of
multi-tenant, which are determined by VM placement of multi-tenant, we mainly focus
on the VM placement algorithms. The same RSA algorithm is employed to evaluate the
network performance of different VM placement algorithms. The key idea of RSA algo-
rithm is the bigger traffic demandwith the higher priority, and each traffic demand choose
the lowest starting spectrum from K paths which use the K-shortest path algorithm.
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Algorithm 1 VMP+RSA algorithm framework

4.2 Random Placement

For the problem of VM placement, a naive approach is random placement (RP) algo-
rithm, i.e., for a tenant VM demand, one node or more nodes are randomly chosen to
accommodate all the VMs for the tenant. A tenant demand with more VMs has high
priority, since which can avoid the tenant VMs allocated into different nodes to mini-
mize the number of cross-ToR traffic demands. Furthermore, to achieve the goal, each
node should accommodate VMs for a tenant with the maximum node residual capacity.
Specially, If Tk ≥ Ci, then Tk = Tk − Ci and Ci=0. Else, Tk = 0 and Ci = Ci − Tk .
From the algorithm, the next tenant VMs will not be allocated until the current tenant
VMs have been allocated.
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4.3 Residual Node Capacity Priority

However, the bigger traffic demands (in size) could be produced by the RP algorithm
due to the randomness of VM placement. In EODCNs, the spectrum can not be evenly
utilized by bigger traffic demands, which can make utilized spectrum bigger. Therefore,
we should lower the size of traffic demands, which can result in the reduction of average
size of traffic demands. As we known, when VMs of a tenant are allocated into more
than one node, the traffic demands will appear, and their sizes are determined by the
smaller size of VM placement between two nodes. Therefore, residual node capacity
priority (RNCP) algorithm is proposed. The key idea of the algorithm is to place all the
VMs of a tenant to a node as much as possible, and no traffic demand is yielded; when
no node can not accommodate all the VMs for a tenant, a node with the largest residual
capacity is employed to accommodate VMs as much as possible and pick a node with
smallest residual capacity to accommodate the residual VMs.

5 Performance Evaluation

In this section, the optimal result of the proposed ILPmodel and sub-optimal results of the
two heuristic algorithms are evaluated. The ILP model and the two heuristic algorithms
are enforced by using the CPLEX 12.5 and Visual Studio 2015 C++ simulation platform,
respectively. Without loss of generality, 5-node and fat-tree networks are employed as
EODCNs topology to implement our simulations, as shown in Fig. 2. A ToR switch
is represented by a node of network, and servers are omitted for simplification. Traffic
demands are launched and terminated by network nodes.

Assume that the width of a spectrum slot is 12.5 GHZ and the guard bandwidth is not

considered. For a valid placement, a network has
|N |−1∑

i=0
Ci capacity and can accommodate

|T | tenants. Suppose that a tenant VM demand is a random integer, and |T | random
integers whose sum is equal to

|N |−1∑

i=0
Ci, can contribute to certain standard variance.

Random integers with the same standard variance should be considered for fairness by
changing |T |.However, it is very difficult to generate random integerswith given standard
variance. Therefore, predefine that each tenant has the same VM demand with the same
standard variance (i.e., 0 standard variance) for simplification. Furthermore, since the
traffic demands are symmetric, we only consider the unidirectional traffic demands.

5.1 ILP and Heuristic Algorithms Under a Small Topology

To compare the performance of the ILP model with the heuristic algorithms, they are
enforced on a 5-node network with six bidirectional links as shown in Fig. 2(a). The
metrics here include spectrum utilized to sever all the traffic demands, and average size
of traffic demand.



80 F. You

Fig. 2. (a) 5-node topology; (b) fat-tree topology.

The spectrum required to serve all the traffic demands driven by VM placement as
|T | increases is investigated and the results are shown in Fig. 3. In the network, each
node has the same capacity with 12 slots, the network thus has a capacity of 60 slots.
It is clearly that the spectrum required decreases along with the increasing |T |. This is
because each tenant VM demand Tk decreases along with the increase in |T |, which can
produce smaller traffic demands and thus lower the utilized spectrum. The ILP model
gets the best solution compared with the two heuristic algorithms. RNCP is better than
RP. This is because RNCP tends to consider the node with residual capacity, leading to
a smaller size of these traffic demand. Please note that no spectrum is required when
|T |=5 with Tk=12 for each tenant, since each node can exactly accommodate a tenant
VMs, which produces no traffic demand for any tenants. It can be clearly seen that when
|T |= 2, ILP outperforms RNCP and RP by up to 42.8% and 71.4%, respectively.

The average size of traffic demands driven by VM placement is studied by changing
|T | and the results are represented by Fig. 4. The main trend is decreasing due to the
degradation of Tk . It is obvious that the ILPmodel gets the smallest value. RNCP is better
than RP, because the former takes the residual node capacity into account when carry out
multi-placement for a tenant VMs, while the RP algorithm considers the random node.
When |T |= 2, ILP is better than RNCP and RP by up to 40% and 60%, respectively.
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Fig. 3. Spectrum utilized versus number of tenant in a 5-node topology.

Fig. 4. Average size of traffic demands versus bandwidth granularity in a 5-node topology.
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5.2 Heuristic Algorithms in a Large Topology

The fat-tree network with 8 nodes is used as EODCNs topology shown in Fig. 2(b). In
the network, each node has the same capacity with 140 slots, the network thus has a
capacity of 1120 slots.

The spectrum utilized to server all the traffic demands driven byVMplacement as |T |
increases is exhibited by Fig. 5. The main tread is declining, since more tenants VMs can
be fully placed into a node. The RNCP algorithm obtains the better sub-optimal solution,
because it considers the residual node capacity when carry out multi-placement for a
tenant VMs, leading to the small traffic demands. When the number of tenant |T | is 60,
RNCP outperforms RP by up to 38.4%.

Fig. 5. Spectrum utilized versus number of tenant in a fat-tree topology.

The average size of traffic demands is also considered by different |T | and the results
are depicted in Fig. 6. The main trend is decreasing, since the number of tenants increase
and the Tk decreases. It is obvious that RNCP is better than RP. When |T |= 60, RNCP
outperforms RP by up to 60%.
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Fig. 6. Average size of traffic demands versus bandwidth granularity in a fat-tree topology.

6 Conclusion

In this paper, the static virtual machine placement and routing spectrum assignment
(VMPRSA)problem is investigated inEODCNs.The target of the problem is tominimize
the utilized spectrum to serve all the traffic demands driven by VM placement of multi-
tenant,while the network should have enough node capacity to satisfy theVMplacement.
The VMPRSA problem is formally stated and its NP-hard is proved. An ILP model is
presented to solve the problem. Since the ILP model can not scale to a big network, a
two-tier heuristic algorithm framework is proposed to apply the problem, i.e., the first tier
is VM placement and the second tier is routing and spectrum assignment (VMP+RSA).
TwoVMplacement algorithms are proposed, the RP algorithm and the RNCP algorithm.
The simulation results show that the ILP model provides the optimal solution, and
the RNCP algorithm achieves the better sub-optimal solution. The dynamic VMPRSA
problem will be studied in future work.
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Abstract. Graph-based methods are one of the effective means to solve
the data sparsity and cold start problems. They can not only ensure the
accuracy of the recommendation results but also have a certain degree of
interpretability. However, it is worth mentioning that existing Tag-aware
Recommendation Systems (TRS) rely on tag-aware features for recom-
mendations, which is insufficient to alleviate the problems of sparsity,
ambiguity, and redundancy brought about by tags, thereby hindering
the recommendation performance. Therefore, an end-to-end framework
is proposed in this paper. Firstly, a Collaborative Tag Graph (CTG)
is designed to handle the problem of extracting heterogeneous seman-
tic information. Secondly, an attention mechanism-based Graph Neural
Network (GNN) is introduced to distinguish the importance of neigh-
boring nodes, utilizing the information propagation mechanism of GNN
to update node representations. Moreover, a dual interaction aggregator
is used to aggregate the neighboring nodes and self-node characteris-
tics. Experiments on three benchmark datasets demonstrate that CTAN
outperforms the state-of-the art methods consistently.

Keywords: Graph neural network · Tag-aware · Recommendation

1 Introduction

With the advent of the Internet era, information has exploded exponentially, and
recommendation systems have become powerful tools for dealing with informa-
tion overload. Early recommendation systems were based on matrix factorization
methods collaborative filtering , which expressed user-item interaction history
as a matrix and aimed to predict a user’s preference for any other item by learn-
ing user and item representations, i.e., predicting the probability of interaction
between a user and an item that has not been interacted with before. These
include user-based collaborative filtering, which finds the K users most similar
to a certain user based on user similarity and calculates the dot product of the
preference scores and similarity of these K users with item i, recommending the
top N items with high scores to the user. Item-based collaborative filtering also
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uses similar ideas, but they have cold start problems in practical application
scenarios. Although this method can learn the nonlinear characteristics between
users and items well, the recommended results still lack good interpretability.
Tag-based recommendation systems can be used to solve the cold start problem
of recommendation systems, i.e., new users can choose to follow tags of interest
after downloading the app, and the system automatically filters and pushes rec-
ommendations to improve the quality of recommendations. However, due to the
sparsity of tag data, existing tag-based recommendation systems have ambiguity
and redundancy problems and do not integrate well with contextual semantic
information, such as different meanings expressed by the same word or the same
meaning expressed by different words, which cannot be well identified.

With the emergence of representation learning frameworks, the mainstream
paradigm of recommendation algorithms has gradually shifted from neighbor-
hood methods to representation learning methods. This method attempts to
encode users-items as continuous vectors (i.e. embedding representations) in
a shared space. Graph-based algorithms are also one of these methods, con-
sidering the information in recommendation systems from the structure of the
graph. Essentially, most of the data in recommendation systems are graph data,
and typical user-item interaction data can be represented by a bipartite graph
between users and items. Social networks among users and knowledge graphs
of items and their related attributes can also be constructed as graphs. Graph
learning provides a unified framework for modeling rich heterogeneous data in
recommendation systems.

In this paper, we propose a Collaborative Tag-aware Attentive Network for
Recommendation(CTAN-Rec), an end-to-end framework to capture the poten-
tial semantic information between user interests and items, using a heterogeneous
graph network to construct a triplet of users, items, and labels, and using the
TransR method to construct a Collaborative Tag Graph (CTG), and optimizing
the graph embedding representation using a regularizer, using attention mech-
anisms to distinguish the contribution degree of neighboring nodes, using GNN
information propagation to continuously update node representations, fully min-
ing high-order connections of nodes, and using dual interaction aggregators to
aggregate neighboring node and self-node characteristics, obtaining representa-
tions of items and nodes, and providing accurate recommendation results.

Our contributions in this paper are summarized as follows:
We utilized the transR embedding method to construct the User-Item-Tag

Graph (UITG), enriching the attribute representation of users and projects to
address the issues of sparse and redundant tag data.

We introduced an attention mechanism to differentiate the importance of
different neighboring nodes, effectively utilizing collaborative signals and tag
semantic information.

We utilized the information propagation mechanism of GNN to fully explore
the high-order connections of nodes and used a dual interaction aggregator to
aggregate neighboring nodes and obtain user and project representations.

We conducted experiments on three public datasets and the recommended
results were superior to the current baseline models.
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2 Related Work

2.1 Tag-Aware Recommendation

Tags are descriptive keywords or phrases used to describe the characteristics,
attributes, or themes of an item. Tags are typically added by users themselves,
but can also be generated by the system. The characteristics of tags are that they
are simple, easy to understand, easy to add and manage, and therefore have been
widely used in recommendation systems. There are two main types of tag-aware
recommendation algorithms: tag-aware similarity and tag-aware classification.
Tag-aware similarity uses the similarity between tags to calculate the similar-
ity between items for recommendation. The advantage of tag-based similarity is
that it is simple and easy to implement, but the disadvantage is that it cannot
handle the semantic relationships between tags. Tag-based classification divides
tags into different categories and uses the relationships between categories to
calculate the similarity between items for recommendation. Common algorithms
include topic model-based recommendation algorithms, social network-based rec-
ommendation algorithms, etc. The advantage of tag-based classification is that
it can handle the semantic relationships between tags, but the disadvantage is
that it requires complex calculations and model training.

2.2 Graph-Based Representation

In recent years, researchers have developed various graph construction methods
by combining neural networks with representation learning frameworks to better
improve models and programming practices for utilizing graph-structured data.
Graph construction is the first step in utilizing graph representation learning
for modeling, and taking recommendation systems as an example, to effectively
construct graphs that integrate collaboration signals and semantic information
from external knowledge graphs in user-item interactions. Currently, the general
direction of graph embedding is node embedding, which includes three main-
stream methods: matrix factorization, random walk, and graph convolutional
network methods.

Matrix factorization method: Graph structure information is represented
using adjacency matrix or co-occurrence matrix of nodes (adjacency matrix with
node weights on diagonal), to measure similarity between all nodes. The adja-
cency matrix is decomposed to learn low-dimensional embedding representation
of nodes. Representative methods include Laplacian Eigenmaps [2] and Cauchy
graph embedding [3].

3 Method

3.1 Problem Formulation

Definition 1: The recommendation problem with fusion of tag-aware graph atten-
tion can be formulated as follows: Given the user-item interaction matrix Y and
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the tag graph G, the objective is to predict whether the user u has potential
interest in the item v that has not been interacted with before. Our goal is to
learn a prediction function.

ŷuν = F (u, i | Θ, Y,G) (1)

where Θ represents the parameters of the model , G represents the triadic graph
of the relationships among users, items, and tags,and Y represents the interaction
matrix.

Definition 2: Collaborative Tag Graph (CTG): CTG is defined as an undi-
rected weighted graph G = (V,E,W ), where g = (u, i, t). V is represented as
three types of nodes: users, items, and tags. E is represented as edges that
include three types of relationships: 1) edge =< u, i, 1 > reflects the interaction
relationship between users and items; 2) edge =< u, t, w >reflects the tagging
relationship between users and tags, where w represents the frequency of users
using tag t; 3) edge =< i, t, w >reflects the passive tagging relationship between
items and tags, where w represents the frequency of item i being tagged with
tag t.

3.2 Collaborative Tag-Aware Attentive Network
for Recommendation

This section introduces our proposed CTAN model, which utilizes high-order
relationships in an end-to-end manner. Figure 1 illustrates the model framework,
which consists of four main parts: 1) embedding layer, which parameterizes each
node into a vector using the structure of CTG; 2) information propagation layer,
which recursively propagates embeddings from neighboring nodes to update their
representations and learns the weights of each neighbor in the propagation pro-
cess using attention mechanism; 3) aggregation layer, which aggregates the rep-
resentations of neighbors and self and connects the representations of each layer
to form the final node representation; and 4) prediction layer, which computes
the dot product of the final representations of users and items to output the
predicted matching score.

Graph embedding representation methods usually use a distance function
to minimize the loss. In order to train the transR method, we define the loss
function.

LTG =
∑

(u,t,i)∈G

− lnσ(g(u, t, i),−g(u, t, i
′
)) (2)

CTG Embedding Layer. The purpose of the CTG embedding layer is to
obtain the initial representation of user and project nodes. The purpose of con-
structing the collaborative tagging graph is to predict the relationship between
two given entities, i.e., link prediction. For a given user, project, and tag, we use
the embedding representation method of transR [9] to construct the CTG in the
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Fig. 1. An overview of the proposed framework. 1) CTG embedding layer, which
parameters each node into a vector by utilizing the structure of CTG; 2) informa-
tion propagation layer, which recursively updates node representations by propagating
embeddings from adjacent nodes and leveraging attention mechanism to learn weights
of each neighbor in the propagation process; 3) aggregation layer, which aggregates
neighbor representations and self-representations and connects them as the final node
representation; 4) prediction layer, which computes the predicted match score by per-
forming point-wise operations on the final user and item representations.

vector space. Specifically, the triplet data (u, t, i) is learned for each entity and
relationship through an optimizer. The rationality score calculation for a given
triplet is defined as follows:

g(u, t, i) = ‖Wreu + et − Wrei‖22 (3)

Where eu,ei,et ∈ Rd represent the embedded representation of user, item,
and tag respectively.

Among them, (u,t,i
′
) is a randomly replaced triplet constructed from the

triplet (u,t,i) in the set, where the label can be regarded as the relationship
between the user and the item, and CTG is constructed by predicting the link. σ
is a non-linear activation function (such as sigmoid), which serves as a regularizer
to model the user, item, and tag triplets, and obtain the initial representation.

Information Propagation Layer. The information propagation layer is the
core component of the entire CTAN framework, which is based on the framework
of graph convolutional networks and explores multi-hop relationships between
entities to encode representations of users and projects. When integrating neigh-
bor representations, we use attention mechanisms to distinguish the importance
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of nodes and use dual interaction aggregators to aggregate neighbor representa-
tions and self-representations to obtain the nodes of the next layer. We perform
connection operations on each layer representation to obtain the final representa-
tions of users and projects. In the information propagation layer, we fully utilize
the information in the graph structure, but due to the use of attention mech-
anisms, we do not introduce noisy data that can cause overfitting problems.
By using dual interaction aggregators to aggregate information, we introduce
additional feature interactions to improve representation learning performance.
Next, we will introduce each component in detail in the information propagation
layer.

Neighbor Node Calculation with Fusion Attention Mechanism. Considering an
entity ej , we use a node eNv in CTG to represent the neighboring nodes of this
entity. The calculation method of neighboring nodes is as follows:

eNv =
∑

av←jej (4)

The weight of a neighboring node αv←j is obtained through a relational attention
score, defined as follows:

αv←j = (Wrej)
T tanh (Wreu + et) (5)

Bidirectional Feature Interaction Aggregator. After obtaining the representation
of each neighboring node, we use an attention mechanism to assign weights to
each neighboring node and then sum them up to obtain the aggregated rep-
resentation of the neighbors, denoted as eNv. Next, we need to aggregate the
neighboring nodes with the self node to obtain the representation of the next
layer. Here, we consider two types of feature interactions between neighboring
nodes and self nodes. The bidirectional interaction aggregator is defined as fol-
lows:

el
i = LeakyReLU

(
W1

(
el−1
i + el−1

N(i)

)
+ W2

(
el−1
i Θel−1

N(i)

))
(6)

Recursively, the next layer entity is:

el
ν = fBi−Interaction

(
el−1
ν , el−1

N

)
(7)

After executing L layers, we obtain L representations for both the user node
u and the item node v. We concatenate these L representations and perform a
connection operation to obtain the final representation.

e∗
u = e0u‖ . . . ‖el

u (8)

e∗
i = e0i ‖ . . . ‖el

i (9)

Where,|| denotes the concatenation operation. The initial embedding represen-
tation is enriched through the execution of embedding propagation operations,
where L can be used to adjust the number of propagation layers. The depth of
the model can be adjusted by L to explore the impact of higher-order connections
on user-item representations.
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Preference Score Prediction. Through the information propagation layer
based on graph convolutional networks, we obtained the final representations
of users and projects, and used dot product operation to predict their ultimate
matching scores.

ŷui = e∗T
u e∗

i (10)

Model Optimization. In order to optimize the final recommendation results,
we use pairwise BPR [10] loss to optimize the prediction model, which assumes
that the observed user-item interaction scores have a higher matching score than
the unobserved data. The BPR loss function is defined as follows:

LBPR =
∑

− lnσ (ŷui − yui) (11)

Combining the loss of CTG embedding layer, we define the loss function of the
entire model as follows:

LCTAN = LBPR + LTG + λ‖Θ‖22 (12)

Where λ and θ are the hyperparameters of the regularization term. The entire
model algorithm for the CTAN is defined as follows:

Algorithm 1: CTAN Algorithm
Input: User project interaction matrix G1, tag diagram G2, Number of training

iterations epoch, batch input data size batchsize
Output: Recommended results

1 step ← 0 l ← 0;
2 while step ≤ epoch do
3 eu + et ≈ ei

4 g(u, t, i) = ‖Wreu + et − Wrei‖2
2

5 LTG =
∑

(u,t,i)∈G − lnσ (g (u, t, i′) − g(u, t, i))

6 for l ≤ L do
7 eNv =

∑
αν←jej

8 αv←j = softmax (ev←j)

9 el
ν = fBi− Interaction

(
el−1

ν , el−1
N,

)

10 e∗
u = e0u‖ . . . ‖el

u

11 e∗
i = e0i ‖ . . . ‖el

i

12 end
13 ŷui = e∗T

u e∗
i

14 Update;
15 LBPR =

∑ − lnσ (ŷui − yui)
16 LCTAN = LBPR + LTG + λ‖Θ‖2

2

17 step ++;
18 end
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4 Experiment Setup

4.1 Dataset

We used three datasets that are widely used in recommendation systems, and
their descriptions are as follows:

Last.FM1: The dataset contains music listening information from 2000 users
and artist attributes from the Last.fm online music system. This dataset is
widely used in sequence recommendation, social recommendation, and knowl-
edge graph-based recommendation.

MovieLens-100k2: The dataset is widely adopted as a benchmark dataset for
user-item collaborative filtering tasks and knowledge graph-based recommenda-
tion.

Delicious3: The dataset contains social network, bookmark, and tag infor-
mation, which is commonly used for information heterogeneity and fusion in
recommendation systems.

The statistical information of the datasets is shown in Table 1:

Table 1. Statistics of the datasets

Last.FM1 Movielen-100k 2 Delicious 3

#user 1845 1651 1843
#item 12212 5381 65877
#tag 2305 1586 3508

Baseline models: In order to validate the effectiveness of our proposed
TGAT model, we compared it with knowledge graph-based models, collabo-
rative filtering-based models, and meta-path-based models. The description of
the baseline models is as follows:

KGCN [11]: An advanced information propagation-based model that aggre-
gates neighbor information and knowledge graph semantic information through
an extended GCN method to mine user latent information.

KGAT [12]: Also a recent propagation-based model, it combines UIG and
KG as a homogeneous unified graph of CKG. Compared with KGCN, KGAT
uses attention mechanism to distinguish the importance of neighbor nodes in
CKG during the propagation process.

CKAN [13]: It employs a heterogeneous propagation approach to encode col-
laborative indicators and knowledge information, leveraging a knowledge-aware
attention mechanism to differentiate the contributions of distinct neighboring
nodes.

RippleNet [14]: A method similar to memory networks, it propagates user
preferences on KG. Displayed equations are centered and set on a separate line.
1 https://grouplens.org/datasets/hetrec-2011/.
2 https://grouplens.org/datasets/movielens/100k/.
3 http://www.dai-labor.de/en/competence_centers/irml/datasets/.

https://grouplens.org/datasets/hetrec-2011/
https://grouplens.org/datasets/movielens/100k/
http://www.dai-labor.de/en/competence_centers/irml/datasets/
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4.2 Evaluation Metrics

We use the following commonly used evaluation metrics to evaluate performance:
AUC, the area under the ROC curve, commonly used in binary classification
problems. AUC refers to the probability that the model ranks a clicked item
higher than an unclicked item. When implicit feedback estimation is considered
as a binary classification problem, AUC is widely used for performance evalua-
tion. The overall AUC is the average of all users.The following evaluation metrics
exhibit higher values indicating superior model performance.

AUC(u) =

∑
i∈f̂(u)

∑
j∈IT (u) I (r̂i > rj)

|T (u)‖I\T (u)| (13)

Precision @K(u) =

∣∣RK(u) ∩ T (u)
∣∣

K
(14)

Recall@K(u) =

∣∣RK(u) ∩ T (u)
∣∣

|T (u)| (15)

F1@K(u) =
2 × Precision @K(u) × Recall@K (u)

Precision@K (u) + Recall@K (u)
(16)

4.3 Implementation Detail

The hyperparameters of the models should be set identical to ensure a fair com-
parison. The values of 4 hyperparameters, such as propagation layers, learning
rate, batch size, and random dropout, are implemented as shown in Table 2, while
the remaining hyperparameters are set to common values in the experiment.".

Table 2. Hyperparameter setting

Hyperparameter value

Propagation layers {1,2,3}
Learning tate {0.001,0.0001}
Batch size {128,256}
Dropout {0.1,0.2,0.3}

5 Result

5.1 Performance Evaluation

We chose the methods described in Sect. 4 as the baseline model and carefully
adjusted them to achieve optimal performance. We independently repeated each
experiment 10 times and reported the average performance. The experimental
results are shown in Table 3.
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Table 3. Performance evaluation

Last.fm Movielens Delicious

Methods AUC F1 AUC F1 AUC F1
KGCN 0.802 0.708 0.974 0.930 0.845 0.774
KGAT 0.829 0.742 0.976 0.928 0.846 0.785
CKAN 0.832 0.765 0.975 0.929 0.874 0.802
RippleNet 0.776 0.710 0.976 0.927 0.863 0.783
CTAN 0.842 0.779 0.977 0.932 0.880 0.812

Analysis of Experimental Results: Table 3 summarizes the performance com-
parison of different methods, and it can be visually observed from Fig. 2 that
our method has achieved good performance in all three datasets, which proves
the effectiveness of the method.

5.2 Ablation Study

Impact of Aggregation Functions. To demonstrate the effectiveness of the Bi-
Interaction Aggregation Function, we replaced different aggregation functions in
the aggregation layer, including the Sum Aggregator (agg-sum), Average Aggre-
gator (agg-avg), Concatenation Aggregator (agg-concat), Max Pooling Aggrega-
tor (agg-pool), GCN Aggregator, and GraphSAGE Aggregator. The experimen-
tal results are shown in Table 4.

Fig. 2. The result of Recall@K in top-K recommendation.
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Table 4. Effects of aggregation functions.

Last.fm Movielens Delicious

Aggregators AUC F1 AUC F1 AUC F1
Agg-sum 0.820 0.753 0.966 0.924 0.870 0.808
Agg-avg 0.833 0.765 0.964 0.923 0.865 0.804
Agg-concat 0.815 0.760 0.970 0.930 0.872 0.809
Agg-pool 0.830 0.762 0.965 0.924 0.863 0.802
Agg-GCN 0.831 0.765 0.972 0.927 0.872 0.809
Agg-Grapgsage 0.826 0.760 0.969 0.926 0.869 0.808
Bi-Interaction 0.842 0.779 0.977 0.932 0.880 0.812

From the experimental results, it can be seen that the bidirectional inter-
action aggregator consistently outperforms other aggregators when conducting
experiments on different datasets, as it incorporates additional feature interac-
tions, highlighting the importance of self-network and entity representation in
performing information aggregation and propagation.

Impact of Embedding Methods and Attention Mechanisms. To verify the effec-
tiveness of the TransR embedding method and attention mechanism, we removed
these two modules from the framework to examine whether the overall perfor-
mance of the model was affected. The experimental results are shown in Table 5.

Table 5. Quantitative comparison between different methods and attention mecha-
nisms

Last.fm Movielens Delicious
AUC F1 TimeCost(second) AUC F1 TimeCost(second) AUC F1 TimeCost(second)

w/o CTG 0.816 0.771 814.1748 0.975 0.927 1669.8721 0.876 0.808 736.0379
w/o Att 0.842 0.780 827.8724 0.977 0.931 1788.8469 0.881 0.812 744.0569
CTAN 0.822 0.778 833.636 0.972 0.929 1869.4307 0.876 0.810 752.0468

5.3 Parameter Experiment

Effect of Model Complexity. By varying the number of layers L in CTAN, we
found that increasing the depth of CTAN significantly improves its performance.
Clearly, CTAN-2 and CTAN-3 consistently outperform CTAN-1 on all datasets.
These improvements are attributed to the effective modeling of higher-order
relationships between users, projects, and entities. Further adding a layer to
CTAN-3, we observed only marginal improvement in CTAN-4. This suggests
that considering third-order relationships between entities may be sufficient to
capture collaborative signals. Experimental results are shown in Table 6.
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Table 6. Impact of Model Depth.

Last.fm Movielens Delicious

Layers AUC F1 AUC F1 AUC F1
CTAN-1 0.827 0.757 0.956 0.929 0.876 0.809
CTAN-2 0.830 0.765 0.976 0.930 0.879 0.810
CTAN-3 0.842 0.779 0.977 0.932 0.880 0.812
CTAN-4 0.841 0.780 0.977 0.931 0.881 0.812

Impact of Embedding Dimension. Finally, the influence of embedding dimension
d on CTAN performance was investigated. The results in the table are quite
intuitive: increasing d initially improves performance, as larger d can encode
more user and entity information, while excessively large d suffers from the
adverse effects of overfitting. The experimental results are shown in Table 7.

Table 7. Impact of Embedding Dimension.

Last.fm Movielens Delicious

Dimension AUC F1 AUC F1 AUC F1
64 0.832 0.771 0.975 0.927 0.876 0.808
128 0.842 0.780 0.977 0.931 0.881 0.812
256 0.822 0.778 0.972 0.929 0.876 0.810

6 Conclusion and Future Work

In this paper, we present an end-to-end approach graph attention recommen-
dation framework (CTAN-Rec) that captures the latent semantic information
between user interests and items, aiming to address the cold-start and data
sparsity issues in recommendation systems. The system describes complex sys-
tems using a heterogeneous graph network, introduces a collaborative tag graph
(CTG), and optimizes graph embedding representations using a regularizer. The
attention mechanism distinguishes the contribution levels of neighboring nodes,
and the information propagation of GNN continuously updates node represen-
tations. The dual interaction aggregator aggregates the characteristics of neigh-
boring nodes and self-nodes. The experiment is conducted on three datasets,
achieving good recommendation results. Of course, this method also has some
limitations, such as the requirement for a matched user, item, and tag dataset,
and a large amount of labeled data. In future work, more heterogeneous informa-
tion will be integrated to further enrich the representation of users and projects,
such as introducing external knowledge graphs and user social network graphs
to further improve the performance of the recommendation system.
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Abstract. In this paper, we study a network intrusion detection method based on
deep learning combined with improved seagull optimization algorithm, which
extracts the information traces inevitably generated during network intrusion
by deep neural network and optimizes the parameters of deep neural network
model by improved seagull optimization algorithm, so as to build an efficient net-
work intrusion detection model. The traditional seagull optimization algorithm is
improved and applied to the deep learning model hyperparameter optimization.
For the shortcomings of the traditional seagull optimization algorithm with strong
randomness of population initialization and easy to produce extreme individuals, a
reverse learningmethod is presented to the initialization of the group.And anonlin-
ear convergence factor is used to enhance the convergence speed, thus improving
the performance of the seagull optimization algorithm. The improved algorithm
was demonstrated by using standard test functions, and the improved algorithm
was used for parameter optimization of the deep learning model. To address the
shortcomings of classical rule-based, host behavior analysis, andmachine learning
network traffic classification methods in performing network intrusion detection
with less attention to the temporal correlation characteristics of samples, we pro-
pose to apply deep learning techniques to network intrusion detection, and design
a network intrusion detection method based on gated cyclic units and multilayer
perceptron, and also apply the improved seagull optimization algorithm to the
method optimization of hyperparameters in the model, thus improving the perfor-
mance of the model and achieving better network intrusion detection results on
the NSK-KDD dataset.

Keywords: Network intrusion detection · seagull optimization algorithm
(SOA) · deep learning · gated recurrent unit (GRU)

1 Introduction

In terms of research content in the field of network security, network intrusion detection
is a very important issue that needs extensive attention, and it is also a prerequisite for
ensuring network security. On the one hand, it is necessary for companies, enterprises
and individuals to detect network intrusions to prevent possible network intrusions.
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Losses due to damage to network equipment. On the other hand, cyberspace is also the
sovereign space of a country, which is open and inviolable at the same time. Sovereign
countries first need to realize the detection of network intrusion from a macro level,
and grasp the trend of network intrusion crimes. Timely discover network intrusions
that affect national security and social and public interests, and have countermeasures
in the face of attacks such as network intrusions, so as to avoid cyberspace becoming an
“extra-legal place” and safeguard network sovereignty [4].

However, the rapid development of the Internet alsomeans that the network structure
is more complex and the network traffic continues to grow, which means that network
intrusion detection faces more and greater challenges. Faced with the current situation,
some traditional network intrusion detection technologies have become inadequate, and
their shortcomings are mainly concentrated in the following points: First, in the era of
big data, the amount of intrusion data is large, and traditional network intrusion detection
technologies face such situations. Unable to handle and cope. Second, with the continu-
ous advancement of Internet technology, the attackmethods emerge in an endless stream,
and traditional rule matching and host-based network intrusion detection methods are
difficult to deal with. Third, some new attack methods continue to emerge, which also
leads to the problem of imbalance between old and new intrusion data, and traditional
network intrusion detection algorithms are inefficient. It is because of these drawbacks
that the traditional network intrusion detection technology is difficult to withstand the
current network intrusion, so the existing technology needs to be innovated, and deep
learning is a method that can change this situation. Deep learning is one of the hotspots
of research in recent years. This technology has been applied to many fields, especially
in the fields of Computer Vision (CV) and Natural Language Processing (NLP) [5].
For network intrusion detection, deep learning is more intelligent. It can automatically
learn to extract and store the spatiotemporal features of data, and continuously learn and
strengthen in the process of model building and training. In terms of process, deep learn-
ing is an end-to-end process. Learning, data collection, input, processing, and output
are systematic, convenient and fast. Therefore, it is a reasonable and effective method
to apply depth to network intrusion detection. It is necessary and practical to study how
to use deep learning technology for network intrusion detection.

The research on network intrusion detection can be traced back to the 1980s. In
1980, Anderson put forward a famous computer security threat model in a technical
report titled “Computer Security Threat Monitoring and Monitoring”, and this threat is
today’s intrusion in a broad sense [1]. In the technical report, intrusion is classified into
three types: external intrusion, internal penetration and abuse, and expounds the method
of tracking these intrusion activities through audit data, creating a precedent for network
intrusion detection. The design and development of intrusion detection system (IDS)
by later generations basically take this security threat model as the basic starting point.
In 1987, Denning proposed a model of a general intrusion detection system, which
brought intrusion detection system theory to the computer network security system
[6]. The model proposed by Denning divides intrusion detection into six parts: subject,
object, audit record, activity filing, exception record, and activity rule. This model is also
considered to be the first substantial intrusion detection system prototype. On the basis
of this model, the research on intrusion detection has also begun to be widely carried
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out. It is worth mentioning that in 1990, Heberlein and others from The University of
California Davis put forward the concept of Network Security Monitor (NSM). NSM
system takes network traffic packets as the information source to detect intrusion for
the first time, which is also the first time that network-based intrusion detection system
is proposed [7], which also affects the development of subsequent intrusion detection
technology. After that, as a rising star, compared with the original method based on rule
matching and host analysis, network-based intrusion detection technology has become
more and more sought after. In terms of the difference in several ways, the host-based
intrusion detection system collects the required data from its host device, and uses
computer log files as important analysis data. Compare and analyze to achieve the effect
of detection. The advantages of the host-based intrusion detection system are that the
equipment loss and personnel operation cost are low, and the false alarm rate is relatively
low. Limited and complex. The network-based intrusion detection system is inseparable
from the data packets communicated by network devices. It realizes the determination of
network intrusion behaviors by collecting, encoding, decoding, and analyzing network
data packets, which is more flexible and convenient. The method based on rule matching
requires the establishment and update of a rule database, which is inefficient and has
been gradually eliminated (Fig. 1).

Fig. 1. Intrusion detection system classification

With the development of The Times and technological progress, machine learning
technology has attracted the attention of many scholars, and a large number of scholars
have participated in the research on how to apply machine learning to network intrusion
detection. Traditionalmachine learningmethods have beenwidely used in network intru-
sion detection [8, 9]. The intrusion detection system designed by Saleh et al. is a mixture
of machine learning methods, which is real-time and can solve multiple classification
problems. In data processing, dimensionality reduction is an important operation, this
system uses the basis feature selection (NBFS) technology to first process the data sam-
ples, and then eliminates the samples with high dispersion through the optimized support
vector machine (OSVM). Finally, PKNN (the improved version of classical KNN) is
used to detect attacks. Experiments were carried out on classic KDD 99, NSL-KDD and
Kyoto2006+data sets to demonstrate the real-time performance of detection and achieve
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good detection results [10]. In literature [11], support vector machine (SVM) integrated
with compressed sampling is used for intrusion detection, and compression sampling
method is used for network data flow processing. A SVM-based model is established to
output results, and good experimental results have been achieved in training efficiency
and detection speed. Literature [12] proposed an ingenious data processing method,
which used Fisher discriminant ratio (FDR) method for feature extraction and denois-
ing. In the subsequent processing, Probabilistic self-organizing Maps (PSOM) was used
formodeling to preserve the characteristics of data, which achieved a good effect on clas-
sification accuracy. The training time of classifier is also an indicator worthy of attention.
Al-Yaseen et al. constructed a multi-level model to improve the training efficiency and
the performance of the model. First of all, in terms of data processing, the improved K-
means algorithm is used to purify and sample the original training set. Starting from the
specific data itself, the optimized data training efficiency is greatly improved. In the final
result output stage of the model, the combination of extreme learning machine (ELM)
and support vector machine was used to carry out multi-classification, and the classical
KDD99 data set was used for experimental evaluation, and the accuracy rate reached
95.75% [13]. See from the above research achievements of many, in machine learning
method is applied to solve the problem of network intrusion, scholars generally will
first some efficient methods on data processing (e.g., sampling), and then by machine
learning methods to realize the feature extraction, build the model for classification or
prediction and the final result output. In the selection of models, we can either stack
the basic models, or improve the basic model, or combine the two. The ultimate goal is
nothing more than to build an efficient model. However, today’s network attack traffic
keeps increasing, data dimensions keep increasing, attack methods keep innovating, and
the seriousness of data imbalance becomes increasingly prominent. Traditional machine
learning methods are also unable to cope with these complex situations. First of all, it is
the feature extraction. Manual plays an important role in the process of feature extrac-
tion, but it is difficult for manual to explore the internal features of data. It mainly relies
on experience to operate, unable to distinguish the correlation of data and temporal and
spatial characteristics well, and difficult to explore the internal connections and rules of
data. Moreover, from the perspective of data volume, such methods are obviously ineffi-
cient in the face of big data. Therefore, the intrusion detection technology of traditional
machine learning method is faced with many difficulties, and new technology and new
ideas are in urgent need of development.

2 Network Intrusion Detection Method Based on Improved Seagull
Optimization Algorithm and Gated Recurrent Unit

2.1 Improved Seagull Optimization Algorithm

2.1.1 Inverse Learning and Nonlinear Convergence Factors

When the traditional seagull algorithm is used for optimization, the initial seagull group
has strong randomness, the optimization efficiency is low, and it is easy to fall into the
local optimum. Because when the traditional seagull optimization algorithm is initial-
ized, the population individuals are randomly generated, and some extreme individuals
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are prone to appear, thus affecting the initialization quality of the population, which has
a certain negative impact on the performance of the algorithm. The method based on
reverse learning can improve the quality of the initialized population.

The concept of reverse exists not only in each of our consciousness, but also plays
a special role in the natural world and exists in different ways. For example, opposite
particles in high-energy physics, antonyms in language and literature, absolute or relative
complement, dual variables in mathematics, subject and object in philosophy, etc. The
basic reverse concept first appeared in the ancient Chinese symbol of yin and yang,
which embodies the dualistic concept that black is yin and white is yang. In addition,
the natural pattern in Greek classical philosophy is also closely related to the reverse,
such as fire to water, heat to cold, dry to wet, earth to air, and many entities or situations
can be described by the concept of reverse.

In fact, the interpretation of different entities can be made easier using the reverse
concept. And paired oppositions like east, west, south, and north cannot be defined
individually, only when they are used together can they be explained to each other.
Therefore, Tizhoosh is inspired by the concept of reverse in the real world, and proposes
the concept of reverse in computation, that is, reverse-based learning, referred to as
reverse learning [18].

In ISOA, the population position initialization process based on the reverse learning
method is expressed as follows (N represents the population size of seagulls, and t is
the current number of iterations):

(1) Randomly initialize the population:

P(t = 0) = {
xm,n

}
1, 2, . . . ,N ; n = 1, 2, . . .N (1)

(2) Calculate the reverse population through the formula:

P′(t = 0) = {
x′
m,n

}
, x′

m,n = xmin,n + xmax,n − xm,n (2)

Calculate the reverse population, where xmin,n and xmax,n are the worst and best
individuals, respectively.

(3) Select the top N good individuals: select the top N individuals with the best fitness

from the set {P(t = 0)} ⋃{
P

′
(t = 0)

}
as the initialization population.

As mentioned above, we obtained the initialization population with higher fitness
through the reverse learning method. In the iterative process of the algorithm, the move-
ment tendency of the individual population significantly affects the convergence speed
of the algorithm. From formula (2), it is not difficult to see that in the traditional seagull
optimization algorithm, the convergence factor changes linearly, which leads to poor
performance and low efficiency in the later stage of the algorithm. This paper proposes
a new convergence factor formula, which is described as follows:

A = fc

(
1 − 1

e − 1
×

(
t

eMaxiteration
− 1

))
(3)

In the above formula, fc represents the initial convergence value (usually we set it
to 2), t represents the number of iterations of the current population, and Maxiteration
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represents the maximum number of iterations of the population we set. After applying
this formula, the seagull optimization algorithm has slow convergence in the early stage
and fast convergence in the later stage, so that the global search ability in the early stage
and the convergence ability in the later stage can be improved while maintaining the
diversity of the population.

In the next two sections, we will show the above-mentioned Improved Seagull
Optimization Algorithm (ISOA) process, and verify the performance of our improved
algorithm through comparative experiments.

2.1.2 Improved Seagull Optimization Algorithm Flow

The improved Seagull Optimization Algorithm (ISOA) proposed in this paper adopts the
population initialization strategy of reverse learning and nonlinear convergence factor
to improve the convergence speed and global optimization ability of the algorithm. The
steps of the improved ISOA algorithm are as follows:

(1) Population initialization. First, set the population size, the limit of the number of
iterations of the algorithm, the movement range of the population, the initial value
of the convergence factor, and the movement constants u, v.

(2) Generate a reverse population and select the best. Use the reverse learning algorithm
to generate the reverse population, calculate the fitness value of each individual
seagull, find the optimal value (optimal seagull position) of the entire population,
and eliminate the last 50% of the individuals.

(3) Iterative optimization.Within the set iteration range, according to formulas (5)–(10),
calculate the position to which the individual will move, and use formulas (2) and
(3) to avoid individual collision and continuous shrinkage.

(4) Update the population. Calculate the fitness value of the new position of the individ-
ual, and determine whether the individual needs to move through the comparison,
so as to update the population position and update the best individual (position).

(5) Repeat the process of (3) and (4) until the iteration ends.
(6) Output the best individual (position), fitness value and iterative process record of

the seagull population, and the algorithm ends.

The corresponding flowchart is as follows:

Flow chart of ISOA algorithm
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2.1.3 Network Intrusion Detection Method Based on ISOA and GRU

In order to build a deep neural network model for network intrusion detection, GRU,
MLP and other components can be regarded as independent modules of the network,
and multiple modules are in a cascade relationship. By combining these modules, the
overall structure of our proposed intrusion detection model is shown in the following
figure.

Schematic diagram of model structure

The system consists of data processing module, GRU module, MLP module and
output module. The data processing module processes the data into normalized values
suitable for input to the neural network without changing the dimension of the data.
The setting of some parameters of the model is optimized by the ISOA algorithm. By
setting some parameters of the model as the activity range of the population in the ISOA
algorithm, and using the loss function in the model as the population fitness calculation
formula, the parameters are encoded and set as individual. First, set the parameters
and initialize the population, and then access the training module. After obtaining the
training fitness, use ISOA to update the individual. The update process will retain the
best parameters for comparison. When the number of iterations reaches the limit or the
fitness threshold appears during the training process, we will end the process and output
the best parameter combination. In order to improve the efficiency of optimization, we
only take 20% of the data sets in NSL-KDD as training data to optimize parameters. The
overall process is as follows:
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Schematic diagram of parameter flow of ISOA
optimization model

The GRU module is composed of one or more layers of GRUs. For the input data, it
is mainly used to extract and store features, and is the core part of the system. The MLP
module is an n-layer perceptron model, which mainly performs nonlinear mapping on
the output information of the GRU again to realize classification decisions. The output
module uses Softmax regression to normalize the final classification probability output.
In order to improve the phenomenon of model overfitting, we use the dropout algorithm.
As shown in Fig. 8, dropout is an important layer in the actual experimental processing.
The method is to discard some neurons. The proportion of discarding depends on the
experimental experience. Numerically speaking, it is a proportional value. During the
training process, A discarded node means that the value of the node is 0. The training of
each batch is repeated, and after some neurons are randomly discarded, the interaction
between neurons will be alleviated, preventing model overfitting and improving model
performance.
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Schematic diagram of dropout process

2.2 Experiment and Analysis

2.2.1 Data Processing and Experimental Design

Since the proposed detection system can only accept numerical input, it is first necessary
to convert the different categories in the dataset into numerical data that can be input
into the neural network. In each record, only 3 features (protocol_type, service and flag)
are symbolic features that need to be converted to numerical data. This is achieved here
with 1 to N encoding. Similarly, the classification results are represented by numbers
0~4, as shown in Table 1. Then all the numerical features need to be normalized, that
is, scaled between 0 and 1. Here, min-max normalization is used to complete the linear
scaling, and the formula is shown in formula (4).

f ′ = f − minj
maxj − minj

(4)

f represents the original value of the feature, and f ′ represents the normalized feature
value. maxj − minj are the maximum and minimum values of the j th feature.

Table 1. Label value conversion

Label Numerical encoding

NORMAL 0

DOS 1

R2L 2

U2R 3

PROBING 4

The software and hardware environment of the experiment is still the same as that
described in Sect. 2, and the framework is used to facilitate us to quickly build the model.
The process of data processing is also a part of our intrusion detection system. After
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processing, the data will be sent to our model for training, and the final result will be
output. In the model part, the GRU module and the MLP module are undoubtedly the
most important. We will use the ISOA optimization combination model method named
ISOA+GRU+MLPmodel. In the model comparison part, we use separate MLP, GRU
models, and GRU + MLP combined models to conduct experiments.

Among them, starting from our experimental experience, the ISOA + GRU + MLP
model hyperparameter optimization includes: batch size, learning rate, number of MLP
layers, and number of MLP hidden layer units. The range of batch size we set is [10,
50]; the range of learning rate is [0.005, 0.2]; the range of MLP layers is [1, 5]; the range
of MLP hidden layer units is [32, 128]. After the optimization process described in the
previous section is optimized, the values are as follows (Table 2):

Table 2. Model Hyperparameter Settings

Hyperparameter Value

Batch size 30

Learning rate 0.01

Number of MLP layers 3

Number of MLP hidden layer units 65

2.2.2 Experimental Results and Analysis

In order to objectively evaluate the performance of the method proposed in this chapter,
we take 80% of the data set as the training set and 20% as the test set, the number of
runs is 20 times, and the results are averaged. The experimental results are as follows:

Table 3. Test results of different models

Dataset Algorithm
model

Average
accuracy(ACC)

Best
accuracy
(BACC)

Detection
rate(DR)

False alarm
rate (FAR)

NSL-KDD MLP 91.79% 93.34% 90.31% 4.36%

GRU 94.91% 96.46% 90.75% 9.35%

GRU + MLP 96.13% 98.35% 95.41% 3.09%

ISOA + GRU
+MLP

97.59% 98.61% 97.94% 2.01%
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F-value results on NSL-KDD dataset

As can be seen from the results in Table 3, in the NSL-KDD dataset, the results
of ISOA + GRU + MLP are the best. In terms of average accuracy, the performance
rankings of the models are: ISOA + GRU + MLP> GRU + MLP> GRU>MLP, the
average accuracy of ISOA + GRU + MLP reached 97.59%, the best accuracy reached
98.61%, the average accuracy was 1.46% higher than that of GRU + MLP, and the
detection rate was also the highest among the five models. The false alarm rate is as low
as 2.01%, which proves that the model we designed has excellent performance. As can
be seen from Fig. 9, in terms of attack types, the comparison of detection rate and F value
shows that the detection effect of DOS attacks and PROBING attacks is significantly
better than that of R2L and U2R attacks.

Variation of loss value in different models

Figure 10 shows the variation curve of the experimental average loss value, and
compares the convergence of different algorithms. It can be seen that the ISOA+Gru+
MLPmodel proposed by us has fast convergence speed and lower loss value. Combined
with the previous results, we can see that using the ISOA + Gru + MLP model not only
has advantages in accuracy, but also has a fast convergence speed.



Research of Network Intrusion Detection 111

3 Conclusion

In this chapter, a network intrusion detection method based on the improved seagull
optimization algorithm and gated recurrent unit is proposed, and the system framework
of the network intrusion detection method based on the improved seagull optimization
algorithm and the gated recurrent unit is described in detail. We combine a recurrent
neural network with a gated recurrent unit and a multi-layer perceptron to construct an
intrusion detection system based on a deep neural network, and use the deep learning
method to train, and achieve good intrusion detection performance. In the experimental
part, the commonly used network intrusion detection data sets are firstly introduced, the
advantages of the data characteristics of the NSL-KDD data set are highlighted, and the
various evaluation indicators and key points of the experiment are described in detail.
The experimental comparison of various combinations shows that the ISOAoptimization
GRU andMLP proposed in this paper have the best combination performance, excellent
performance indicators, and the highest detection accuracy rate of 98.61%, especially
in the DOS attack type the average accuracy rate reached 99.17%.
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Abstract. With the rapid development of today, the swarm intelligence opti-
mization algorithm is very popular and has been used in many fields. Dragonfly
algorithm (DA) is one of the optimization algorithms, which has been used in
some aspects. But it still has some shortcomings, such as slow convergence speed
and search precision, and it is also prone to fall into local optimal solutions.
Aiming at the shortcomings of the original dragonfly algorithm, a mixed strategy
improved dragonfly algorithm (MSDA) is proposed. The algorithm introduces
some improvement strategies. Firstly, initialize the population with the Sobol
sequence. This allows the algorithm to obtain a better initial population, improve
the quality of initial solution. Secondly, inertia weight improvement, use a non-
linear decreasing inertia weight. The modification of inertia weight makes the
algorithm better adapt to the convergence process. Then using Cauchy mutation
to increase the diversity of the population, improve the global search ability of
the algorithm, and increase the search space. Finally, a random learning strategy
is added. The random learning strategy enhances the diversity of the population,
effectively improve the global optimization performance of the algorithm. The
experiment is tested by eight standard test functions, results show that MSDA
is better than the original DA algorithm in terms of convergence speed, solution
accuracy and stability.

Keywords: Optimization · Swarm intelligence · Dragonfly algorithm

1 Introduction

In nature, if every creature wants to survive, they must have their own ability to sur-
vive. Under the screening of nature, only the unique survival ability that can adapt to
nature can be preserved. Nowadays, people can observe the ability of various animals
in nature, get inspiration from it, and come up with many new ideas that can solve prac-
tical optimization problems. This is the origin of the swarm intelligence optimization
algorithm. The swarm intelligence optimization algorithm is an evolutionary algorithm
based on random search. It mainly simulates the group behavior of insects, beasts, birds
and fish. The main behavior of these groups is to forage and avoid enemies. Look for
food and constantly exchange food information, so that those animals can findmore food
faster and avoid the enemy’s attack. Studying these swarm behaviors and abstracting an
algorithm is the swarm intelligence algorithm.

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
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The swarm intelligence optimization algorithm is an approximate optimization algo-
rithm, which has aroused great interest of many researchers in computer science, engi-
neering, medicine and other fields [1, 2]. This is because these algorithms can solve
various complex optimization problems in a relatively short period of time. Since some
complex tasks cannot be solved in a short period of time. And at the same time swarm
intelligence optimization algorithms are simple, flexible and robust [3].

Dragonfly Algorithm (DA) is a new swarm intelligence optimization algorithm pro-
posed by scholar Seyedali Mirjalili in 2015. Dragonflies are a relatively primitive and
relatively few species of insects. There are about 5000 species in the world. They are car-
nivorous insects. They prey on a variety of agricultural, forestry and animal husbandry
pests such as flies, mosquitoes, leafhoppers, horseflies and small butterfly moths. Drag-
onflies are a class of important natural enemy insects that are beneficial to humans.
The main inspiration of the DA algorithm comes from the static and dynamic flocking
behavior of dragonflies in nature, that is the behavior of foraging groups and the behav-
ior of migratory groups. The algorithm is simple in principle, easy to understand and
easy to implement, has strong search ability, and has been widely studied and discussed
by scholars from many countries. The Dragonfly algorithm has been well applied and
is currently used to solve various optimization problems, such as image processing,
medicine, computer science, engineering, etc. And the dragonfly algorithm has shown
excellent performance in these optimization problems. But the algorithm still has some
common defects, such as low accuracy, premature convergence, and insufficient global
search ability.

In view of the above shortcomings of the Dragonfly algorithm, this paper improves it
and proposes an improvedDragonfly algorithm based onmixed strategy (Mixed Strategy
Improved Dragonfly Algorithm, MSDA). At the beginning of the algorithm, the Sobol
sequence is used to initialize the population to make the distribution in the initial solu-
tion space more uniform. This allows the algorithm to obtain a better initial population,
improve the quality of initial solution. Then, the global search force and local devel-
opment force are improved by nonlinearly decreasing inertia weight. The modification
of inertia weight makes the algorithm better adapt to the convergence process. Using
Cauchy mutation to increase the diversity of the population, improve the global search
ability of the algorithm, and increase the search space. And the position of the individual
is adjusted by a random learning strategy. The random learning strategy enhances the
diversity of the population, effectively improve the global optimization performance of
the algorithm. Through the test experiments of 8 benchmark functions. The experimental
results show that compared with the original Dragonfly algorithm and some other algo-
rithms, this algorithm has better search power in global search and local development,
and has a certain improvement in performance.

2 Related Work

The source of inspiration for the dragonfly algorithm is the behavior of dragonflies in
nature.Dragonflies use these behaviors to ensure their own survival,which is a simulation
of dragonflies in nature. Dragonflies have social behaviors among individuals. Different
from the hierarchical social behaviors of insects such as bees and ants, each individual
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dragonfly has corresponding activities for its survival. The biggest problem in its survival
is the source of food and the avoidance of natural enemies. Under the above conditions,
individual dragonflies will follow the society in which they live. Behavior, keeping
moving while searching for food and avoiding predators.

In the dragonfly optimization algorithm, dragonfly individual behaviors are mainly
described as 5 kinds, they are:

1) Separation behavior. It is a behavior that avoids collision between individual, Each
individual in the group tends to maintain the same speed of movement;

2) Alignment behavior. It is the behavior of maintaining speed consistency between
adjacent individuals;

3) Cohesion behavior. That is the behavior of individuals moving toward the average
position of adjacent individuals;

4) Foraging behavior is that the individual is attracted by the food source;
5) Enemy avoidance behavior is the behavior of the individual to avoid natural enemies.

Each behavior has its corresponding weight.

The behaviors of foraging behavior and enemy avoidance behavior are mainly
included in the static group behavior. In static group behavior, there is a change in
step size, while dragonflies in small groups are in a state of local movement. Dynamic
flock behavior iswhen large numbers of dragonflies come together tomake long-distance
migrations in the same direction. In the dynamic group behavior, there are three main
behaviors: separation behavior, alignment behavior and cohesion behavior. They fly in
the same direction, which is also a major feature of dynamic group behavior. Each
dragonfly in the group is equivalent to the solution of the search space (Fig. 1).

Fig. 1. Inception V1 structure

These five behaviors are the most basic and the most important. Each of these behav-
iors is essential, and if one of them is missing, the dragonflies will not be able to sur-
vive. Dragonflies survive under the above behavior. This is their unique survivability,
with which they have survived nature’s long sifting. Similar to most swarm intelligence
optimization algorithms, the dragonfly optimization algorithm imitates the behavior of
individual dragonflies in nature. The Dragonfly algorithm mathematically describes the
above five behaviors. The specific mathematical description is as follows:
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• Separation

Separation behavior is also known as collision avoidance behavior, it represents the
degree of separation, refers to the avoidance behavior between adjacent individuals, and
the mathematical expression is as follows:

Si = −
N∑

j=1

X − Xj (1)

Here X represents the position of the current individual, and Xj represents the position
of the j-th adjacent individual. N represents the number of adjacent individuals.

• Alignment

The alignment behavior, it represents the degree of alignment. The behavior of
individuals tending to the same speed, and the mathematical expression is as follows:

Ai =

N∑
j=1

Vj

N
(2)

Among them, Vj represents the velocity of the j-th adjacent individual.

• Cohesion

Aggregation behavior, it represents the degree of cohesion, refers to the behavior of
individuals tending towards the center of the population, and themathematical expression
is as follows:

Ci =

N∑
j=1

Xj

N
− X (3)

where X is the position of the current individual, N is the total number of adjacent
individuals, and Xj represents the position of the j-th adjacent individual.

• Foraging

Foraging behavior, that is, the attraction degree of food, dragonflies are attracted by
food and move towards food, and the mathematical expression is as follows:

Fi = X+ − X (4)

where X is the current location of the individual and X+ is the location of the food. The
location of the food is selected from the currently found optimal solution.

• Enemy avoidance

The avoidance behavior of enemies, that is, the repelling force of enemies, the behav-
ior of dragonflies away from enemies when threatened by enemies, and themathematical
expression is as follows:

Ei = X− + X (5)
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where X is the current location of the individual and X− is the location of the enemy.
The location of the enemy is selected from the worst solution found so far.

Dragonflies are developed according to the above five behaviors, and the step size
update formula of the offspring dragonflies is as follows:

�Xt + 1 = (sSi + aAi + cCi + fFi + eEi) + ω�Xt (6)

Among them, s, a, c, f, and e represent theweights of separation, alignment, cohesion,
foraging, and enemy, respectively, and ω represent the inertia weight, and S, A, C, F,
and E represent the degree of the above five behaviors. The t is the current number of
iterations. The position of the next offspring dragonfly individual is expressed by the
following formula:

Xt + 1 = Xt + �Xt + 1 (7)

In order to judge whether there are adjacent individuals around the dragonfly, draw a
circle with radius r around the dragonfly individual as the search radius of the dragonfly.
Individuals in the circle are considered adjacent. As the number of iterations increases,
the search radius of the dragonfly is also updated. The update formula of the search
radius is as follows:

r = a − b

4
+ 2(a − b)

t

tmax
(8)

Among them, r is the search radius of dragonfly, t is the current number of iterations,
tmax is the maximum number of iterations, and a and b are the upper and lower limits of
the search range, respectively. If there are no adjacent individuals around the dragonfly,
perform the Levy flight behavior of random walk:

Xt+1 = Xt + Levy(d) × Xt (9)

where t represents the number of iterations of the current iteration, and d represents the
dimension of the current position vector. Levy flight is a random walk strategy, where
each step can be displaced in any direction and by any length. Many creatures in nature
have similar laws in their activities, and their Levy function is:

Levy(x) = 0.01 × r1 × σ

|r2|1/β (10)

where r1 and r2 is a random number in the range [0,1], β is a constant (equal to 1.5 in
the original dragonfly algorithm), and σ is expressed as:

σ =
(

�(1 + β) × sin(πβ
2 )

�(
1+β
2 ) × β × 2(β−1)/2

)1/β

(11)
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3 Mixed Strategy Improved Dragonfly Algorithm

3.1 Initialization Population Based on Sobol Sequence

In many swarm intelligence optimization algorithms, the state of the initial distribution
of the population will affect the performance of the next algorithm, and the same is true
of the Dragonfly algorithm. In the original DA algorithm, in the initialization phase of
the algorithm, the random generation of the initialization population is used. However,
the distribution of randomly generated population states is relatively uneven and can-
not cover every great point well, which will affect the subsequent performance of the
algorithm. In order to improve this defect, this paper discards the original random ini-
tialization population, and adopts the initialization population based on Sobol sequence.
The Sobol sequence is a low variance and random sequence with good distribution uni-
formity, which can generate a relatively uniform distribution in the probability space,
resulting in non-repetitive and uniform points. The figure below compares the original
random number distribution of DA with the spatial distribution of random numbers gen-
erated by the Sobol sequence. In the case of population number N = 500, the randomly
generated initialization population and the population distribution map generated by
Sobol sequence. It can be seen that the population distribution obtained by the Sobol
sequence is more uniform and the coverage of the solution space is more complete
(Fig. 2).

(a) Random generation (b) Sobel generation

Fig. 2. Random generation sequence and Sobel generation sequence

3.2 Nonlinearly Decreasing Inertia Weights

Inertial weights are used to simulate inertia in real-world physics, enabling objects to
maintain their original speed and continue to fly. In the swarm intelligence optimization
algorithm, the algorithm should change the corresponding inertia weight at different
times to make the algorithmmore adaptable to the current changing state. In the original
DA algorithm, a linearly decreasing inertia weight is used, and the calculation formula
of the inertia weight is as follows:

w = 0.9 − (0.9 − 0.4)t

tmax
(12)
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In this formula, tmax is themaximumnumber of iterations, t is the number of iterations
in the current iteration. 0.9 and 0.4 represent the upper and lower bounds of the inertia
weight, respectively.

Since the original DA uses a linearly decreasing inertia weight, and the search pro-
cess of the algorithm is not linear, in the later stage of the search, the inertia weight
decreases too fast, and the search ability and development ability of the algorithm are
not utilized accordingly. Therefore, this paper changes the linear decrease of the original
DA algorithm to nonlinear, and uses the following formula to express:

W = fc − fc × (2 × (t/tmax) exp(h) − ((t/tmax)2)) (13)

where fc and h are the upper limit of the inertia weight and the lower limit of the inertia
weight, fc = 0.9, h = 0.4, tmax is the maximum number of iterations, and t is the number
of iterations at the current time. The curve of the above formula is represented by the
following figure (Fig. 3):

Fig. 3. Modified inertia weight curve

3.3 Random Learning Strategy

In order to enrich the population information and increase the information sharing
between individuals among the populations, this paper adds a random learning strat-
egy to the original DA. Randomly select an individual x from the population, and a
different individual xp, and determine the better individual by comparing the fitness
values of the two. Adjust the position of individuals by learning from better individuals.

xnew =
{
x + rand(0, 1) × (x − xp), f (xp) < f (x)

x + rand(0, 1) × (xp − x), f (xp) ≥ f (x)
(14)

The learning factor rand(0,1) is a random number between 0 and 1, which represents
the learning difference of different individuals. After learning, if f(xp) < f(x), accept
the new individual Xnew and replace the original individual, otherwise reject the new
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individual Xnew. This strategy increases the information sharing between individuals,
increases the diversity of the population, and can effectively improve the global search
ability.

3.4 Cauchy Mutation Strategy

Using Cauchy mutation to increase the diversity of the population, improve the global
search ability of the algorithm, and increase the search space. The peak value of the
Cauchy distribution function at the origin is small, but the distribution at both ends is
relatively long, which can generate greater disturbance to the current individual, making
it easier for the algorithm to jump out of the local optimal solution and enhancing the
global search ability of the algorithm. In this paper, the following Cauchy variation
formula is used to update the position of the current optimal individual:

xnewbest = xbest + xbest × Cauchy(0, 1) (15)

where xnewbest is the new value obtained after the current optimal value is disturbed
by Cauchy mutation. Cauchy(0,1) is the Cauchy operator, and the standard Cauchy
distribution function formula is as follows:

f (x) = 1

π × (x2 + 1)
,x ∈ (−∞,+∞) (16)

Compared with other functions, the peak of the Cauchy distribution is lower, which
can shorten the time spent by individuals in the search space, thereby speeding up
the convergence speed of the algorithm. The extension of the two ends of the Cauchy
distribution can generate random numbers farther from the origin, which can generate
strong disturbance to the individual, so that the disturbed individual has the ability to
quickly avoid local traps.

3.5 Algorithm Implementation

After the above improvements, the algorithm flow of this paper is as follows:

Step 1: Initialization algorithm, dragonfly population size N, maximum iteration
number MIT, problem dimension D, neighborhood radius r, step vector �x;

Step 2: Use Sobol sequence to generate initialization population, and set t = 1;
Step 3: Calculate the moderate value of each individual;
Step 4: Adjust the individual position through the random learning strategy of Eq. (14);
Step 5: Update the behavior weights s, a, c, f, e;
Step 6: Use the nonlinear decreasing strategy of Eq. (13) to update the inertia weight;
Step 7: Calculate S, A, C, F, E;
Step 8: Update the neighborhood radius r, if there are adjacent individuals, use Eq. (9),

(10) Update the step vector, otherwise use the Levy flight to update the position
vector;

Step 9: Perturbation of individuals using the Cauchy mutation strategy;
Step 10: The number of iterations is increased by one. If the maximum number of

iterations is reached, the optimal solution will be output, otherwise, it will
return to Step 3.

The above algorithm flow can be represented by the following chart (Fig. 4):
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Fig. 4. MSDA algorithm flow chart

4 Experiment

In the experiment, this paper introduces the original Dragonfly Algorithm (DA),
Grasshopper Optimization Algorithm (GOA), Particle Swarm Optimization algorithm
(PSO), and this algorithm (MSDA) for comparative experiments. The settings of the
comparative experiments are as follows: the population size N = 30, the maximum
number of iterations MIT = 500, and the dimensions are all set to 30.

In order to verify the improvement effect of the MSDA algorithm, four different
standard single-peak test functions and four different standard multi-peak test functions
are used for verification tests. The specific function types and attributes are shown in the
following table (Table 1):

Table 1. List of test functions

Test functions Type Range Min Dim

F1(x) =
n∑

i=1
xi2

Unimodel [−100,100] 0 30

F2(x) =
n∑

i=1
|xi| +

n∏

i=1
|xi| Unimodel [−10,10] 0 30

F3(x) =
n∑

i=1

(
i∑

j−1
xj

)2 Unimodel [−100,100] 0 30

F4(x) = max i{|xi|, 1 ≤ i ≤ n} Unimodel [−100,100] 0 30

F5(x) =
n∑

i=1

[
x2i − 10 cos(2πxi) + 10

] Multimodel [−5.12,5.12] 0 30

(continued)
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Table 1. (continued)

Test functions Type Range Min Dim

F6(x) = −20 exp

(
−0.2

√
1
n

n∑

i=1
x2i

)
− exp

(
1
n

n∑

i=1
cos(2πxi)

)
+ 20 + e

Multimodel [−32,32] 0 30

F7(x) = 1
4000

n∑

i=1
x2i −

n∏

i=1
cos

(
xi√
i

)
+ 1

Multimodel [−600,600] 0 30

F8(x) = 0.1

⎧
⎨

⎩sin2(3πx1) +
n∑

i=1

(xi − 1)2
[
1 + sin2(3πxi + 1)

]

+(xn − 1)2
[
1 + sin2(2πxn)

]}
+

n∑

i=1

u(xi, 5, 100, 4)

Multimodel [−50,50] 0 30

The experimental operating environment of this paper is the 64-bit Windows 7. The
processor is Intel Core i5-3230M CPU @ 2.60GHz, and the host has 8 GB of installed
memory. The simulation software used for the test is MATLAB R2016b.

In order to obtain a more average result in the experiment and reduce the influence
of the randomness of the experiment, this experiment will run each test function 10
times independently, and compare the optimal solution, worst solution, mean and std to
evaluate the algorithm. The experimental results are shown in following table (Table 2):

Table 2. Experimental structures for different network structures

TF algorithm Best Worst Mean Std

F1 PSO 1.336E−03 27.783 4.348 6.683

GOA 4.82E−08 4.662E−07 1.266E−07 1.326E−07

DA 1.993E−05 83.363 7.655 20.803

MSDA 0 0 0 0

F2 PSO 4.615E−01 1.2053 7.474E−01 3.675E−01

GOA 0.021 1.225 0.441 0.402

DA 0.0271 15.773 6.822 5.237

MSDA 0 0.0183 0.00183 0.00579

F3 PSO 5.325E−02 17.335 3.175 5.115

GOA 82.825 7.242E+03 494.525 1.532E+03

DA 72.114 793.824 374.258 2.893E + 03

MSDA 0 0.0943 0.0311 0.0661

F4 PSO 4.404E−02 1.522 0.952 0.237

(continued)
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Table 2. (continued)

TF algorithm Best Worst Mean Std

GOA 0.469 6.993 2.524 1.211

DA 0.329 10.593 7.415 3.661

MSDA 0 0.0251 4.681E−02 9.491E−02

F5 PSO 37.441 172.249 93.663 23.331

GOA 21.632 210.367 77.155 21.215

DA 26.664 29.549 27.972 1.445

MSDA 0 34.175E−02 7.901E−03 1.321E−02

F6 PSO 1.543E−03 2.522 9.145E−01 6.122E−01

GOA 0.007 3.151 1.515 0.853

DA 3.788 17.843 10.425 5.892

MSDA 7.994E−15 4.361E−02 5.922E−10 4.992E−10

F7 PSO 5.263E−02 9.253E−01 3.153E−01 2.954E−01

GOA 0.037 0.525 0.210 0.052

DA 1.225 79.385 9.636 17.395

MSDA 0 1.083E−03 2.092E−04 1.162E−04

F8 PSO 5.623 9.453 7.633 1.736

GOA 3.646E−04 0.151 0.052 0.092

DA 4.663 1.983E+06 6.935E+04 5.364E+05

MSDA 0.293 0.994 0.468 0.295

To sum up, the MSDA algorithm has obtained better results than other comparison
algorithms in both the single-peak test function and the multi-peak test function, and
can obtain better solutions under the same conditions.

5 Conclusion

DA has been successfully used in some fields, proving its strength. Compared with other
optimization algorithms, it has the characteristics of less parameters, simple control
and easy enhancement. But it still has some shortcomings, such as slow convergence
speed and search precision, and it is also prone to fall into local optimal solutions. In
order to solve these problems, this paper does some work. On the basis of the original
dragonfly algorithm, this paper mixes a variety of improved strategies, and proposes an
improved dragonfly algorithm MSDA with a mixed strategy. The algorithm introduces
some improvement strategies. First, initialize the population with the Sobol sequence. In
this way, the algorithm can obtain a better initial population and improve the quality of
the initial solution. Secondly, the inertiaweight is improved, and the nonlinear decreasing
inertia weight is adopted. The modification of inertia weights makes the algorithm better
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adapt to the convergence process. Then use the Cauchymutation to increase the diversity
of the population, improve the global search ability of the algorithm, and increase the
search space. Finally, a random learning strategy is added. The random learning strategy
enhances the diversity of the population and effectively improves the global optimization
performance of the algorithm. Simulation experiments prove that its performance has
a certain improvement compared with the original DA algorithm. The next research
direction is towards combining the MSDA algorithm with optimization problems in
other domains.
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Abstract. With the advancement of the times, the network has become an impor-
tant part of people’s daily life, and its connection with our daily life of clothing,
food, housing, transportation, medical education has become increasingly close.
However, while the network brings us a richer and faster life, the network security
problem is also becoming more and more prominent. Network security risks are
posing new challenges to the economy, politics, ecology, national security, science
and technology development and other fields, and the network security problem
has received wide attention, and network intrusion detection, as an important part
of the network security field, needs more attention from us. To further improve the
performance of feature extraction for network intrusion data, a combined model
based on convolutional neural networks and long short-term memory units is
proposed for the problems of gradient disappearance and gradient explosion of
ordinary neural networks, and also the improved seagull optimization algorithm
is applied to the optimization of the model parameters, and Batch Normalization
and Adam optimizer, thus constructing an efficient model.

Keywords: network intrusion detection · convolutional neural network (CNN) ·
long short-term memory (LSTM)

1 Introduction

While the network has brought us a richer and more convenient life, its security prob-
lems have become increasingly prominent. The risk of network security is posing new
challenges to politics, economy, culture, national defense, ecology and other fields [1].
Therefore, it has become an urgent problem to improve the reliability of information,
purify the network security environment, maintain the computer system from damage
and improve the security and reliability of the network.

With the development of the times and the progress of technology, machine learning
technology has attracted the attention of many scholars, and a large number of scholars
have participated in the research on how to apply machine learning to network intru-
sion detection. Traditional machine learning methods have been widely used in network
intrusion detection [3]. The intrusion detection system designed by Saleh et al. Combines
many machine learning methods, has strong real-time performance, and can solve multi
classification problems. Dimensionality reduction is an important operation in data pro-
cessing. This system uses the basic feature selection (NBFS) technology to process the

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
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data samples, and then eliminates the sampleswith high dispersion through the optimized
support vector machine (OSVM). Finally, PKNN (an improved version of the classic
KNN) is used to detect the attack, and experiments are carried out on the classic KDD99,
NSL-KDD and kyoto2006 + data sets. It shows the real-time performance of detection
and achieves good detection effect [6–8]. Literature [9] uses support vector machine
(SVM) combined with compressed sampling for intrusion detection. Compressed sam-
pling method is adopted for the processing of network data stream. A model based on
SVM is established to output the results, and good experimental results are achieved in
training efficiency and detection speed. Reference [10] proposed a clever data processing
method, which uses Fisher discriminant ratio (FDR) method for feature extraction and
denoising. In the subsequent processing, in order to preserve the characteristics of the
data, the probabilistic self-organizing maps (PSOM) is used for modeling, which has
achieved good results in the classification accuracy. The training time of classifier is also
an indicator worthy of attention. Al-Yaseen and others constructed a multi-level model
in order to improve the training efficiency and the performance of the model. Firstly, in
terms of data processing, the improved k-means algorithm is used to purify and sample
the original training set. Starting from the specific data itself, the training efficiency of
the optimized data is greatly improved. In the final result output stage of the model, it
uses the combination of limit learning machine (ELM) and support vector machine to
carry out multi classification, and uses the classic KDD99 data set for experimental eval-
uation. In terms of the accuracy index, its effect reaches 95.75% [11]. From the above
research results, it can be seen that when applying machine learning methods to solve
the problem of network intrusion, scholars generally first use some efficient methods in
data processing (such as sampling), and then use machine learning methods to extract
features, construct modeling to realize classification or prediction, and output the final
results. In terms of model selection, we can not only stack the basic models, but also
adopt the strategy of improving the basic models. Of course, we can also combine the
two, and its ultimate goal is to build an efficient model. However, today’s network attack
traffic is growing, the data dimension is increasing, the attack methods are constantly
changing, and the severity of data imbalance is becoming more and more prominent.
The traditional machine learning methods are also unable to resist these complex situ-
ations. First of all, its deficiency is the extraction of features. Manual extraction plays
an important role in the process of extracting features. However, it is difficult to explore
the internal features of data manually, which mainly depends on experience. It is unable
to well distinguish the correlation and temporal and spatial characteristics of data, and
it is difficult to explore the internal relations and laws of data. Furthermore, from the
perspective of data volume, suchmethods are obviously inefficient in the face of big data.
Therefore, the intrusion detection technology of traditional machine learning method is
facing many difficulties, and new technologies and ideas need to be developed urgently.

2 Related Work

Long short term memory (LSTM) was proposed by Hochreiter [2] and others to better
realize these functions. Each LSTM unit includes a memory cell, an input gate, a forget
gate and an output gate. The typical structure is shown in the (Fig. 1).
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Fig. 1. Typical structure diagram of LSTM

The unit state determines the selection and updating of input data [3]. The updating
of time correlation helps to classify and predict time series signals. Its principle and
description are as follows:

Corresponding to the structure in the figure, the learnable weights of LSTM are input
weights, recursive weights and bias. Matrices W, R and B are series of input weights,
recursive weights and deviations of each component, respectively. The connection
formula of these matrices is as follows:
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⎤
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⎤
⎥⎥⎦ (1)

The cell state expression for time t is as follows:

ht = ot ⊗ σc(ct) (2)

where σc represents the activation function. Generally, the LSTM layer function uses
the hyperbolic tangent function (tanh) as the activation function, where ⊗ represents the
element product of the vector.

Although the structure of forgetting gate in the structural diagram is concise, it plays
a decisive role in discarding the input information. The expression is as follows:

ft = σg
(
Wf xt + Rf ht−1 + bf

)
(3)

where f t represents the forgetting threshold, ht−1 is the last output information, and xt
is the input data information. The input data saves the useful data and forgets the useless
data through the activation function σg .

The function of the input gate is to handle the input of the current sequence position,
and its expression is as follows:

it = σg(Wixt + Riht−1 + bi) (4)
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The function of the output gate is to determine the output value, which also depends
on its state unit, and its expression is:

ot = σg(Woxt + Riht−1 + bo) (5)

The function of the state unit is that the information of the past time runs directly on
the whole chain, with only a small amount of linear interaction. Its expression is:

gt = σc
(
Wgxt + Rght−1 + bg

)
(6)

The process of network traffic data classification by LSTM is roughly as follows:
first, convert the network traffic sequence after conversion to standardization into F and
input it to the state unit, then filter and update F through the state unit to form a new
state F1, the softmax classifier acts on the data output corresponding to the state in the
previous stage, and finally output the training results.

3 Network Intrusion Detection Method Based on CNN and LSTM

The design of the model structure has a decisive impact on the experimental results. If
pooling and convolution stacking are used in the classical convolutional neural network
(CNN), it is easy to cause over fitting, and the extracted features are not necessarily
representative and are very limited. In view of the above problems, this chapter adopts
the method of CNN and long-term and short-termmemory unit (LSTM) neural network,
starts with the data characteristics, uses the time-series correlation of the detection data,
adopts LSTM unit, compresses the network parameters and reduces the amount of cal-
culation through CNN, and better extracts the temporal and spatial characteristics of the
data and retains the correlation between the data through the combination of nonlinear
modules. The super parameters of the ISOA optimization model are used, and the ReLU
function is used as the activation function to make the neurons more robust, reduce the
risk of over fitting, and build an efficient model.

The setting of model parameters is optimized through ISOA, and the optimization
process is consistent with the previous chapter. Here we focus on the model structure
of this chapter, which is shown in the figure below. The model processing steps are
as follows: the first step is data preprocessing. The original NSL-KDD data sample
contains 41 features. We expand it to multi-dimensional by transposing the matrix, and
then input it to the convolutional neural network in the subsequentmodule for processing.
The second step is feature extraction. The main process of feature extraction is shown in
the figure below. Each small module plays a different role. Convolution andMax pooling
play the role of feature purification. In themodel, conv is convolution operation, and then
the maximum pooling operation is carried out. The feature is down sampled to a certain
size (according to the setting of convolution kernel) as the input of the next step. Batch
normalization is mainly used to adjust the data relationship and reduce the impact of data
covariance offset. On the whole, batch normalization, activation function and dropout
algorithm are nested in each convolution layer, cooperate with each other and constantly
adjust and optimize. Of course, the model of this step is stackable, and the number
of stacking layers and settings depend on parameter optimization and experimental
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experience. Step 3: LSTM layer. The convolution and pooling in the previous stage are
aimed at the spatial characteristics of the input data, which can maintain the internal
feature correlation of the data. However, as we mentioned earlier, the input data has a
great correlation in time sequence, and the adoption of LSTM gives the whole further
feature extraction ability, fully exploring the main internal space-time correlation of
the data. The fourth step is classified output. Finally, through the full connection layer
connection, the data dimension transformation is completed, and the softmax classifier
is used to detect different attack types and identify normal traffic, so as to complete the
output of multi classification results (Fig. 2).

Fig. 2. Structure diagram of CNN + LSTM intrusion detection model

The CNN+ LSTM network intrusion detection model proposed in this section takes
advantage of the advantages of CNN spatial feature extraction and LSTM time series
feature extraction. The combination of the two can fully extract the features of the data.
In the parameter setting of the model, we use ISOA to optimize the parameters of the
model, so that the parameter setting of themodel is more reasonable and the performance
of the model is stronger. In terms of the overall steps, after optimizing and setting the
parameters, we first preprocess the data, including the conversion of label symbols and
normalization processing, and then convert the processed data into the data type received
by the neural network and send it to the network model for repeated iterative training.
In each round of training, the same amount of data will be randomly selected and put
into our model for training. The local features will be extracted and stored through the
convolution layer, and then further feature filtering and dimensionality reduction will
be carried out in the pooling layer. Then, the BN algorithm and Adam optimizer are
used to update the data distribution and network weight, and dropout is used to reduce
the impact of over fitting. The whole process can be combined and stacked. The basic
features of the original data are continuously extracted and transformed under the action
of CNN, LSTM and many optimization methods, forming higher-level abstract features,
retaining the temporal and spatial correlation of the data, and feature extraction is more
sufficient. The final category judgment is output through the softmax layer, the overall
loss value will be calculated, and can be iteratively optimized through back propagation.
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The weight and bias of network parameters at each layer are constantly updated, the loss
value is continuously reduced, the model is more robust, and the effect obtained in the
test set is better.

4 Experiment and Analysis

4.1 Data Sets

International Knowledge Discovery and Data Mining Competition (KDD cup) is the
highest level international competition organized by ACM data exploration and data
discovery expert group (SIGKDD). It has absolute authority in the field of data retrieval
research. The English name of KDD is knowledge discovery and data mining, that is,
knowledge discovery and data retrieval competition. The theme of KDD competition in
1999 is computer network intrusion detection. After years of development and verifica-
tion, KDD99 data set has become an authoritative standard for evaluating performance
in network intrusion detection. Many scientific research and experiments use KDD99
as dataset [4]. The KDD99 data set was constructed based on the data captured by MIT
Lincoln Laboratory in the DARPA ‘ 98 evaluation program. It includes 7-week training
data and 2-week test data. These data are actually network packets, which are related to
network connection. A network connection definition is: the sequence of a TCP packet
from the beginning to the end, and the information data transmitted from the source IP
address to the target IP address under predefined protocols (such as TCP and UDP).
These data include 39 types of attacks, which can be divided into four categories, as
described below (Table 1):

Table 1. Dataset attack type

Type of attack Annotation

DOS Denial of service, the purpose of which is to prevent users from accessing
services normally, such as smurf flood, ping flood, syn flood, teardrop attacks,
http halfconnect, dns flood, etc.

R2L Unauthorized remote access, such as guessing password, ftp write, imap,
multihop, phf, worm, etc.

U2R Unauthorized access to local administrator privileges, such as buffer overflow,
perl, load module, root kit, sql attack, etc.

PROBING Monitoring or other probing activities such as portsweep, ipsweep, satan,
mscan, saint, etc.

The KDD99 dataset consists of a total of 5 million records, each of which has 41
features, examples of which are as follows (Table 2):

Among them, the first 41 features can be divided into four types of attributes, and the
last one is label. There are 42 attributes in total. The basic contents of various attributes
are as follows: 1. Basic features of TCP connection (features 1–9, 9 in total). These
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attributes include the protocol type of the current connection (TCP / UDP / ICMP), the
network service type of the destination host, the number of urgent packets, the connection
duration, the number of bytes from the source host to the destination host, the status bit
indicating whether the connection is normal or not, etc. they are an accurate description
of a TCP connection. 2. The content characteristics of TCP connection (No. 10 ~ 22
features, 13 kinds in total). For attacks such as r2l and u2r, due to the particularity of
their attacks, they are not frequently recorded in the system like DoS attacks, so their
characteristics look no different from normal TCP connection, which is also the main
factor for the imbalance of this data set. In order to ensure that such attacks can be
detected, the experimenters of KDD99 only extract some feature content from the data
content, such as the number of unsuccessful login verification and the frequency of root
user access. It is only possible to reflect the intrusion behavior, but it may not be able
to detect it accurately. 3. The statistical characteristics of network traffic on time series
(No. 23 ~ 31 features, a total of 9 kinds) express the temporal correlation of various
attack modes. Therefore, a period of time between connections can be divided into
independent time slices, so as to calculate the relationship between current connections
and connections in earlier time slices. This is also an important reason for us to adopt
the cyclic neural network model that can make use of time correlation. 4. Host based
network traffic statistics (features 32–41, 10 in total), that is, the aforementioned time
slice based traffic statistics, is the relationship statistics between the current connection
and the previous time slice connection. The fixed time period in the data set is 2 s.

In 2009, Tavalllaee et al. proposed a revised version of theKDD99 dataset and named
it NSL-KDD [4]. The NSL-KDD dataset overcomes some shortcomings of the KDD99
dataset. For example, NSL-KDDdeletes some of the duplicate records inKDD99, reduc-
ing the impact of some frequent records on the experimental results; the number of
entries in the dataset It has been simplified, and a relatively uniform dataset of different
proportions is artificially selected, which improves the comparison and fairness of the
research results. The filtered records contain different classification difficulty levels, and
the number is more balanced, which makes the evaluation more effective and fair. The
total number of records is kept within a reasonable size, allowing the algorithm to be
applied to the entire dataset, rather than a randomly selected small subset, thus making
it easier to compare different studies.

In this paper, the experimental part will use the improved data set NSL-KDD to
evaluate the actual performance of the system. We use the most commonly used data
files to test, so as to maintain the fairness of the comparison as much as possible.

4.2 Experimental Results and Analysis

In order to objectively evaluate the performance of the model, after sorting out the data
of NSL-KDD data set, we randomly selected 80% of the data as the training set and the
remaining 20% of the data as the test set. The number of runs is 20, and the experimental
results are as follows (Table 3):

It can be seen from the above results that in the NSL-KDD data set, the result of
ISOA + CNN + LSTM is the best. In terms of average accuracy, the performance
ranking of the model is as follows: ISOA + CNN + LSTM > CNN + LSTM > CNN
> LSTM. Among them, the average accuracy of ISOA + CNN + LSTM is 98.43%,
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Table 3. The experimental results

Experimental results of nsl-kdd dataset

Dataset Algorithm
model

Average
accuracy(ACC)

Best
accuracy
(BACC)

Detection
rate(DR)

False alarm
rate (FAR)

LSTM 94.68% 96.19% 91.08% 6.58%

NSL-KDD CNN 96.53% 97.64% 94.22% 3.90%

CNN + LSTM 97.92% 98.47% 96.36% 4.05%

ISOA + CNN +
LSTM

98.43% 99.17% 98.74% 1.49%

Fig. 3. NSL-KDD dataset F value result

Fig. 4. NSL-KDD dataset DR value result

the best accuracy is 99.17%, the average accuracy is nearly 0.51% higher than CNN +
LSTM, and 0.84% higher than the ISOA + Gru + MLP method proposed in Sect. 3,
The detection rate is also the highest among these models, and the false alarm rate is
as low as 1.49%, which is the lowest among the models proposed in Sects. 3 and 4,
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which also proves that the model we designed has excellent performance. As can be
seen from Figs. 3 and 4, in terms of attack types, the comparison of F values shows that
the detection effect of DoS attack and pro attack is significantly better than that of R2l
and U2r attack. Through analysis, this is also in line with the characteristics of uneven
data in our NSL-KDD data set (Fig. 5).

Fig. 5. Variation of loss value in different models

Figure 3 shows the variation curve of the average loss value of the experiment, and
compares the convergence of different algorithms. It can be seen that the proposed ISOA
+ CNN + LSTM model has fast convergence speed and lower loss value. The model
converges almost after 13 epochs. Combined with the previous results, we can see that
using the ISOA + CNN + LSTM model not only has advantages in accuracy, but also
has significantly faster convergence speed.

In order to better analyze the experimental results, we compared the experimental
results with some existing research results (“–” means the indicator is not explained in
the paper). The results are as follows:

Table 4. NSL-KDD dataset performance comparison

Model Average
accuracy(ACC)

Detection rate(DR) False alarm rate (FAR)

VELM [12] 97.58% 97.69% 2.22%

DBN + SVM [13] 92.87% – –

SVM + ELM [14] 94.85% – –

LSTM + MLP [14] 96.41% 97.33% 3.24%

ISOA + GRU +
MLP(this article)

97.59% 97.94% 2.01%

ISOA + CNN +
LSTM(this article)

98.43% 98.74% 1.49%
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It can be seen from Table 4 that ISOA+CNN+ LSTM performs well on NSL-KDD
data set, achieving the lowest false alarm rate (FPR): 1.49% and the highest accuracy
(ACC): 98.43%.

It isworth noting that the above comparison is only a reference rather than an absolute
distinction between advantages and disadvantages. In fact, different network intrusion
detection methods respond differently to different kinds of intrusion, so it is difficult
to find a method that can achieve the best performance in any case. In addition, due to
slight differences in evaluation methods, such as different processing methods of data
sets and different random sampling, the final results will also be different. Nevertheless,
compared with other recent works, our proposed method still has clear advantages in
accuracy, detection rate, convergence speed and so on.

5 Conclusion

In order to better extract the temporal and spatial characteristics of the data set, this
chapter uses the combined model based on ISOA, CNN and LSTM to detect network
intrusion. Firstly, the appropriate model parameter setting is obtained through ISOA,
and then in the process of model training, make full use of the locality and spatial cor-
relation of data features, use convolution neural network to extract and filter features,
retain the main features of data and eliminate redundant information, so as to reduce the
amount of data calculation and avoid over fitting. Then the LSTM layer is added. Using
the characteristics of mining and using the temporal correlation of data, LSTM further
extracts the high-level abstract features in the data, modifies the distribution of data and
updates the weight of the network through BN and Adam algorithms, and continuously
optimizes the iterative model through back propagation, so as to train the model more
powerful. Finally, the NSL-KDD data set is used to verify the performance of our com-
bined model. The comparative experiment shows that the detection model proposed in
this chapter has excellent performance indicators in the experimental process, in which
the highest detection accuracy is 99.17% and the average accuracy is 98.43%, which has
obvious advantages over other research methods in recent years.
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Abstract. Aiming at the difficulties of automatic parameter optimization encoun-
tered in the development of network traffic forecasting systems, this paper, com-
bined with recent research results of enhanced learning and evolutionary com-
puting, A set of schemes based on improved Q-Learning strategy and Levy’s
Flight combined with lightning optimization algorithm are proposed. Automat-
ically search for optimal parameters in the data preprocessing stage of network
traffic prediction and the deep learning model training stage.

An optimization algorithm for the lightning attachment process based on
Levy’s Flight improvement (Levy-LAPO) is proposed. Through the overall driv-
ing ability of Levy’s Flight, solved the problem of slow convergence. This paper
compares the improved algorithmwith the classic algorithm on standard functions
and real data sets to verify the superiority of the improved algorithm.

Keywords: Evolutionary computing · Lightning attachment process ·
Optimization algorithm · Levy’s Flight

1 Introduction

In recent years, with the data volume and dimension of network traffic becoming deeper
and deeper, relevant scientific researchers have taken root in the field of network traffic
prediction for a long time, and have also made many considerable achievements. At the
beginning of the research, due to the weak theoretical basis, the network traffic load was
mainly predicted by experience and industry experts in the network field at that time, but
the prediction error was large. After a period of research, experts and scholars at home
and abroad began to use more scientific methods to predict the network traffic load in
multiple dimensions in order to improve the prediction accuracy. At this stage, the main
prediction method is the mathematical model method. The core idea of the mathematical
model method is mathematical statistics, such as time series method [1] and regression
analysis method [2, 3]. These two methods are typical mathematical model methods; In
order to deal with the high latitude disaster of data, combined with the recently popular
reinforcement learning, the data is comprehensively preprocessed, and then optimize the
model.

In the prediction field of optimization algorithms such as evolutionary algorithms,
as early as the 1970s, researchers proposed the time series method, which can predict

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
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the future load by establishing the load prediction model of sequential data traffic. If the
network environment is in normal operation and the factors change little, the prediction
effect of time series method is still ideal. If the number and demand of the network
fluctuate greatly, the prediction effect is not ideal. Time series methods mainly include
Auto Regressive model (AR) [4], Moving Average model (MA) [5], Auto Regressive
Moving Average model (ARMA) [6–8], Auto regressive Integrated Moving Average
model (ARIMA) [9], Kalman filtering [10], State estimation, Box- Jenkins [11] model,
etc. In 1999, at theUniversity ofWashington in theUnitedStates, artificial neural network
was first applied to network traffic load forecasting,whichwas proposed byD.C.Park and
others. This marks the transition of load forecasting theory andmethod of network traffic
from traditional statistical principle to artificial intelligence. The artificial neural network
method is applied to practical engineering, and the prediction results are also more
accurate. Machine learning based methods are divided into unsupervised learning and
supervised machine learning [12]. In 2004, McGregor et al. Took packet length, packet
interval time and stream duration as the statistical characteristics of traffic data and used
expectation maximization algorithm EM [13] (expectation maximization algorithm) for
unsupervised training and learning; In 2005, Zander et al.Used an unsupervisedBayesian
classifier [14] to calculate the eigenvalues of the flow; In 2007, Erman et al. Proposed
a solution for the classification of network core traffic, using the method of k-means
clustering [15]; Under the supervised machine learning method, Murthy proposed a
decision treemodel in 1998 [16]; In addition, the support vectormachine [17] proposed in
1995 carries out data flow prediction and analysis through nonlinear transformation and
structural risk minimization principle; In 2006, Park et al. Proposed a feature selection
technology based on genetic algorithm [18]. The experiment is to compare the decision
tree classifier [19] with the classifier based on Naive Bayes by using the characteristics
of data flow; Semi-supervised machine learning method was also used in traffic field
earlier; In 2011, Xiangli et al. Used a semi-supervised support vector machine [20]
(SVM) method for traffic research.

The classic Lightning search algorithm [21] (LSA) andLightning attachment process
optimizer (LAPO) are popular evolutionary algorithms in recent years. Compared with
the classic PSO, DSA, HAS and other algorithms, they have the characteristics of simple
structure, fast convergence speed and strong optimization ability.

Classical evolutionary algorithms are prone to fall into local optimal solutions, high
computational complexity and weak convergence. Especially on the premise of using
artificial intelligence model based on neural network as fitness function, because there
are many circular nested structures in evolutionary algorithms, they often consume a lot
of time and computational resources in fitness calculation.

2 Related Works

2.1 Levy’s Flight Theory

In nature, many animals go back to look for food, but they are in many uncertain envi-
ronments. Therefore, Levi flight is a foraging strategy of simulated animals. This form
of search strategy relies on twoways: short-distance exploratory jumping and occasional
long-distance walking. Among them, Short distance jumping can ensure that animals



An Optimization Algorithm Based on Levy’s Flight Improvement 139

can search carefully in a small range around themselves in the process of foraging, while
another occasional long-distance jumping can ensure that animals can jump out of the
current situation and enter another area to search in a wider range, which can prevent
local optimization, improve the speed of gradient descent iteration and prevent failure
to find the best. The advantage of Levy’s algorithm is that it can further improve the
global search speed [22]. The experimental results of this paper and the performance of
the algorithm can be well improved.

2.2 Levy’s Flight Mathematical Representation

The expression (1) of Levy’s Flight position update is as follows:

x(t+1)
i = x(t)

i + α ⊕ Levy(λ)i = 1, 2, . . . , n (1)

Among: x(t)
i is the position of xi in generation t;⊕ is point-to-point multiplication; α

represents the control amount of step size; Levy(λ) is A random search path and satisfies
formula (2) below:

Levy ∼ u = t−λ1 < λ ≤ 3 (2)

Levy’s flight is a random step size, and the step size conforms to Levy’s characteristic
distribution function. Due to the complexity of its own distribution function, Mantegna
algorithm is used to simulate and express the mathematical relationship. The calculation
formula of step size s is (3):

s = μ

|v|1/β (3)

where u and v are normal distribution, and the definition formula is expressed as (4) and
(5) respectively:

μ ∼ N (0, σ 2
μ) (4)

v ∼ N (0, σ 2
v ) (5)

where σμ is expressed by formula (6):

σμ = {�(1 + β)sin(πβ
2 )

�
[
1+β
2

]
β2 (β−1)

2

}
1/β

(6)
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β in the above formula usually takes the constant 1.5.
It can be found from the literature records ofmanyother researchers that Levy’s Flight

can improve the global search efficiency for parameters in an uncertain environment.
Figure 1 below shows the difference between the walking path based on Levy’s Flight
and random walking, which can well compare the characteristics of Levi’s Flight. As
shown in the figure below, when Levy’s Flight and random walking are 300 steps, It can
be proved that Levy’s Flight has a wider search ability, so it can expand the scope of
search and optimization. Combining this strategy with the lightning connection process
optimization algorithm can make up for the shortcomings of the lightning connection
process optimization algorithm, improve the vitality and jumping power of the original
algorithm, so as to improve the iteration rate of the overall optimization process of the
algorithm and reduce the redundant and time-consuming process.

Fig. 1. Comparison of characteristics between Levy’s Flight and random flight in optimization
process

3 Lightning Connection Process Optimization Algorithm
Combined with Levy’s Flight

3.1 Algorithm Design Idea

In the classical optimization algorithm of lightning connection process, because the
algorithm itself has the characteristics of less parameters, simple structure and strong
optimization ability, but when using the deep learning model as the fitness function, the
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calculation complexity is high, and the optimization process has some redundancy. In
order to deal with the problem of high data dimension or multimodal optimization, it
will show the disadvantage of poor ability, improve its iteration rate and make up for the
shortcomings, the overall design of Levy-LAPO algorithm model is as follows.

Firstly, in the original standard lightning connection process optimization algorithm,
LAPO algorithm finds the candidate connection points between the cloud and the ground
by initializing the search population and combining the decision variables. The random
distribution function model is established through the lightning emission points to solve
the optimization problem. In the initial iteration process, the objective function is cal-
culated for all test points and regarded as the electric field of these test points: define a
test point:

X i
testpoint = X i

min +
(
X i
max − X i

min

)
∗ rand (7)

In this paper, Levy-LAPO algorithm improved by Levy’s Flight is adopted. Instead
of directly using Levy Flight to enter the next generation of iterations, Levy Flight is
directly used to update and jump in position, so that the discharge body can be directly
searched and searched across regions.

In the follow-up experiments, the ways to further carry out Levy’s Flight on the itera-
tive position of the discharge body are as follows: (1) carry out Levy’s flight directly; (2)
Firstly, set a threshold to judge whether the iterative position of the lightning observation
point has not been updated for a long time, and whether it has fallen into a local optimal
area. If it is judged that the iterative space has not been updated for a long time, then
carry out Levy’s Flight on the position of the discharge body, jump out of the current area
by jumping, and search the next space, otherwise Levy’s Flight is not required, In other
words, it has a choice to fly Levy’s. Through the comparison of the two methods in the
follow-up experiment, it is concluded that although the experimental effect of scheme 1
is better than that of scheme 2, the time complexity and training process time are much
longer than that of scheme 2 due to the addition of Levy’s Flight in the whole process
of a, so there will be great disadvantages in the practical application of this scheme.
Therefore, scheme 2 is adopted in the follow-up experiment in this paper.

3.2 Algorithm Steps and Flow Chart of Levy-LAPO

Levy-LAPO algorithm first defines a lightning candidate point group, selects a test
observation point Test point, and then marks the number of jumps of potential test points
that have not been iterated as qi(i = 1, 2, . . . , n), indicating the number of iterations in
which lightning random test points have not reached a better position.
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A threshold can be defined to make the non-downward discharge iterative optimiza-
tion times qi of random test point psi reach 10 times, then ps can jump out of the current

optimization space by Levy’s Flight position update formula, where x(t+1)
i represents the

position update of the discharge body after iteration throughLevy’s Flight. x(t)
i represents

the iterative position of lightning test points before Levy’s Flight, and ⊕ represents the
point-to-point multiplication. α represents the control amount of step size; Levy(λ) is a
random search path. However, in the optimization results, we make trade-offs according
to the fitness values before and after, and then compare the positions of x(t+1)

i and x(t)
i .

If the position after Levy’s Flight is better than that before Levy’s Flight, the position of
x(t+1)
i is used, and the optimal position before Levy’s Flight is used conversely.

Levy-LAPO algorithm steps:

(1) Initialization algorithm running parameters: Population size N, Maximum number
of iterations Maxiter, Maximum channel time T and Step pilot tip energy Esl;

(2) Execute the aggregation model under charge branching, randomly generate the seed
group of initial jump points, calculate the value of objective function and evaluate
the position of test point as Test point;

(3) Enter the main cycle, update the charge branch to determine the best and worst
leader;

(4) If the maximum channel time t is satisfied, the channel with the worst fitness value
is eliminated and the channel time is reset, otherwise enter the next step;

(5) Update the location of lightning jump point and energy lightning emission point;
(6) Levy’s Flight, judge whether the position of the discharge body fails to iterate

energy for more than ten times. If so, use the formula x(t+1)
i = x(t)

i + α ⊕ Levy(λ),
Levy’s Flight to update the position of the current guiding lightning radiation point.
After Levy’s Flight, update the optimal individual p-best and global optimal g-best
according to steps (4), (5) and (6).

(7) The algorithm terminates. If thefinal iteration end condition ismet, stop the algorithm
search, otherwise continue to return to step (5) and continue to find the optimal
Lightning Radiation position.

(8) Performance evaluation, evaluation of the best fitness test point as Test point;

The flow chart of parameter optimization algorithm based on Levy-LAPO is shown
in Fig. 2 below:
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Fig. 2. Flow chart of Levy-LAPO optimization parameters

4 Experiment

In order to verify that the global iteration speed of the improved lightning connection pro-
cess optimization algorithm combined with Levy’s Flight strategy has indeed increased
to a certain extent. This section tests the improved lightning search evolutionary algo-
rithm through five classical benchmark functions. These five benchmark functions are
unimodal functions. The basic attributes and formulas of the five unimodal functions are
shown in Table 1. Because the prediction experiment studied in this paper only needs to
find theminimum value. In this round of simulation function experiment, the experimen-
tal environment adopted isWin10 operating system, Intel Core i7 processor 2.66Hz, 16G
memory, and the experimental environment is written in Python programming language.
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Table 1. The basic properties and specific formulas of the five selected unimodal reference
functions

Serial number Function name Search scope Function Minimum value

F1 Sphere [0,100]
f1(x) =

n∑
i=1

x21
0

F2 Sum Different [−100,100]
f2(x) =

n∑
i=1

(
i∑

j=1
xj)

2 0

F3 Schewel [−10,10]
f3(x) =

n∑
i=1

|xi| + ∏|xi| 0

F4 Booth [−100,100] f4(x) = max{|xi|, 1 ≤
i ≤ n}

0

F5 Beale [−30,30] f5(x) =
n−1∑
i=1

[100
(
xi+1 − x2i

)2 +
(xi − 1)2]

0

In the experiment, the classical lightning connection process algorithm is compared
with the lightning connection algorithm combined with Levy’s Flight proposed in this
chapter. The experimental results are shown in Table 2.

Table 2. The basic properties and specific formulas of the five selected unimodal reference
functions:

Function serial number Dimension Algorithm Optimal value Average value Variance

F1 2 LAPO 5.75E−25 2.54E−21 5.41E−21

Levy-LAPO 2.69E−26 9.09E−23 1.34E−22

F2 2 LAPO 2.17E−12 6.02E−09 2.40E−08

Levy-LAPO 1.70E−13 6.63E−10 1.83E−09

F3 2 LAPO 0.00490267 0.00179973 0.00347591

Levy-LAPO 1.02E−07 0.002051 0.00173045

F4 2 LAPO 4.02E−13 3.96E−11 2.13E−10

Levy-LAPO 7.23E−16 6.14E−12 1.61E−11

F5 2 LAPO 4.58E−06 1.28E−06 1.63E−06

Levy-LAPO 3.76E−08 1.11E−06 1.49E−06

The experimental results show that the optimization results of the two algorithms are
similar in the optimal value, average value and variance. Specifically, Levy-LAPO has
a weak advantage in the four standard functions of F1, F2, F3 and F4, and the results of
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the two algorithms are close in the standard function of F5 and F9. It can be said that in
the optimization search ability of unimodal function, the optimization performance of
Levy-LAPO is similar to that of classical LAPO algorithm, and the gap between them
is within the error range, but Levy-LAPO algorithm should have a better convergence
speed.

5 Summary of This Chapter

Lightning connection process optimization algorithm is a new intelligent optimization
algorithm in recent years. It has the characteristics of less parameters, simple structure
and strong optimization ability. However, when using the deep learning model as the
fitness function, the computational complexity is high, and the optimization process has
some redundancy. In order to solve this problem, this chapter proposes an optimization
algorithm combining Levy’s Flight and lightning connection process, which uses the
large step random walk of Levy’s Flight to improve the optimization efficiency.
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Abstract. This paper proposes a k-means model based on density weighting,
which is applied to the field of image classification and fused with deep neu-
ral network to train pseudo-labels. While clustering the learning features of the
residual network, the network parameters are updated to achieve. The cluster-
ing performance of pseudo-labeled datasets is improved to solve the problem of
scarcity of labeled data.

Keywords: K-means · Image Classification · Deep Neural networks · Clustering
Algorithm

1 Introduction

The rapid development of information technology has brought a large amount of unla-
beled data, many research subjects have shifted from all labeled data to only a small
amount of labeled or unlabeled data, and research methods have shifted from supervised
learning to unsupervised learning, which has more practical significance for image pro-
cessing tasks. Clustering is an important unsupervised learning method that is widely
used in machine learning and data mining. Clustering results depend on the clustering
algorithm and the feature representation of the data. In the traditional supervised learn-
ing task, when the labeling data is insufficient, the generalization ability of the learning
model is not strong and cannot meet the requirements of reality. In this technical context,
deep clustering as a new unsupervised technology has been proposed, so as to achieve a
new clustering method for large-scale end-to-end convolutional networks for a labelless
unsupervised network model training, provided that there is a large amount of labeled
data to prevent model overfitting, however, manual labeling data is a time-consuming,
laborintensive, cost-consuming process, in order to better use existing unlabeled images,
clustering and unsupervised learning has attracted great attention and interest from the
academic community.
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2 An Unsupervised Classification Model Based on Improved
Kmeans Clustering Algorithm

2.1 Unsupervised Clustering Algorithm

The K-means algorithm is one of the most commonly used traditional clustering algo-
rithms, which divides a given sample dataset into K user-specified classes. K sample data
are randomly selected as the initial cluster center from N sample data, while for other
data samples, they are assigned to the class with the highest or closest similarity based
on their similarity or distance from the selected cluster center point. Then, calculate the
average of the sample data in each class to update the cluster center point, repeating the
process until the standard function J begins to converge.

J =
k∑

i=1

nk∑

j=1

(
Ci − Xj

)2 (1)

where: J denotes the sum of the average errors of the data sample objects in all classes,
Ci denotes the cluster centers in the i-th class, Xj denotes the sample objects in the j-th
class.

K-means algorithm steps:
Algorithm input: Sample dataset X, X = {Xm}nm=1, number of clusters K.
Algorithm output: Clustering represents set C, C = {Ci}ki=1.
Step1: From dataset X, arbitrarily select K sample data objects as the center of the

initial cluster cluster.
Step2: Calculate the distance from xm of each sample in the sample dataset to the

center point of the cluster ci using the formula dis(xm, ci) =
√

(xm − ci)2.
Step3: Find the minimum distance from each data object xm to the cluster center

ci min_dis (xm, ci), and classify the data object xminto the same class as ci, that Ci ={
xm : dis(Xm − Ci) < dis

(
Xm − Cj

)}
.

Step4: Calculates the mean of objects in the same class, updates the cluster center.
Step5: Repeat steps Step2-Step4 until all cluster centers no longer change or the

maximum number of runs is reached.
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The flow chart of the K-means algorithm is as follows (Fig. 1):

Fig. 1. K-means algorithm flowchart

2.2 Canopy Algorithm

TheCanopy algorithm is an unsupervised preclustering algorithm introduced byAndrew
McCallum, Kamal Nigam, and Lyle Ungar in 2000 [1], and is often used as a preprocess-
ing step for the K-means algorithm. As shown in Fig. 2, the Canopy algorithm sets two
distance thresholds T1 and T2, randomly selects the initial cluster center, and calculates
the Euclidean distance between the sample and the initial center. Classify samples into
corresponding clusters based on thresholds. Finally, the clustered dataset is divided into
n clusters. The clustering of the dataset is completed by taking the cluster number and
cluster center of the canopy algorithm as the input parameters of the K-means algorithm.
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The steps of the Canopy algorithm are as follows:
Step 1: Given a dataset and quantify it, then set thresholds T1 and T2 (T1 > T2).
Step 2: Randomly select a data sample point S from the data set D, and calculate the

Euclidean distance d between the remaining data sample points in the data set D and the
sample point S respectively. If there is d < T1, the data samples that meet the conditions
will be Points are added to the current Canopy layer.

Step 3: Then compare the distance d with T2. If there is a condition d < T2, the
sample points that satisfy the condition will be deleted from the data set D, so they will
not be added to other Canopy layers.

Step 4: Repeat steps 2 and 3 until dataset D is empty.

Fig. 2. Canopy algorithm schematic

In the classic Canopy algorithm, the threshold is randomly selected in the algo-
rithm, which has a great impact on the clustering results. In this section, the maximum
weight product method is proposed to determine the optimal number of clusters, which
reduces the instability caused by randomness and improves the clustering accuracy. The
maximum weight product method is shown in Fig. 3:
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Fig. 3. Maximum weight

ρ(i) denotes the density value of the sample element i in the data set D, si denotes
the cluster distance, the schematic diagram of obtaining the maximumweight of the best
cluster center is shown in Fig. 4:

Fig. 4. Schematic diagram of the maximum weights of the largest cluster centers

2.3 Improved K-Means Algorithm Based on Density-Weighted Canopy
Algorithm

This paper proposes an improvedK-means algorithmbased on the idea of densityweight-
ing. This paper proposes a density weighting method to solve this problem. In addition,
the number of clusters and the initial cluster centers obtained by the density-weighted
Canopy algorithm are used as input parameters of the k-means algorithm to complete
the calculation of the clusters of the dataset.The improved algorithm flow is as follows
(Fig. 5):
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Fig. 5. Improved algorithm flowchart

3 Image Classification Combined with Residual Network Resnet
Models

3.1 Unsupervised Classification Model Design

For the traditional deep convolutional neural network, fθ∗ denotes the mapping of the
residual network from the original dataset image to a specific dimensional vector space,
where θ is corresponding parameter set, map this parameter set to the image of the
ImageNet dataset, you can get the feature vector of the image information in the dataset
for characterization learning,for the N images in the training setX = {x1, x1, x1, .., xn},
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we hope to find a parameter θ∗, so that mapping fθ∗ produces better visual general
features, each image xn is associated with a label yn in{0, 1}k, and then the parameterized
classifier gw predicts which of the image rate belongs to the correct label based on the
visual featurefθ(xn), so the loss function at this time can be denotes by (2) and (3):

L = 1

N
θ,w

minδ(gw(fθ(xn)), yn) (2)

δ = − 1

N

N∑

n=1

log(pn, In) (3)

pn denotes the prediction probability that the sample belongs to each class, In denotes the
true class of the sample data. The unsupervised classification model is optimized based
on the loss function in the process of minimizing network training, and the accuracy of
the model is inversely proportional to the size of the loss function.

Based on the improved k-means algorithm, the feature fθ(xn) generated by the resid-
ual network is used as the input of the clustering algorithm, and the generated feature
matrix vector is subjected to dimension reduction processing. Finally, the clustering algo-
rithm divides them into k categories according to the corresponding geometric criteria.
Formula (4) minimizes it, and jointly learns the cluster center matrix and the clustering
result of each image.

p = min
c∈Rd×k

1

N

N∑

n=1

min
yn∈{0, 1} k

∥∥fθ (xn) − Cyn
∥∥2
2 (4)

The results of clustering are used as pseudo-labels to optimize the cluster loss function,
and the classifier parameters and mapping parameters are learned together to achieve
the ultimate goal of updating the network parameters.

4 Simulation

4.1 Experimental Dataset

The datasets used in the experiments are cifar-10, ImageNet and Pascal VOC2007, of
which the first two are datasets for image classification tasks, and the Pascal-VOCdataset
is a target detection dataset.

4.2 Evaluation Indicators

This paper uses Accuracy (ACC) andNormalizedMutual Information (NMI) tomeasure
the suitability of clustering results for unsupervised classification. If the total number of
data sets is N, the real label mapped by each data ishi, and the class label obtained by the
unsupervised model is gi, then the function map(gi) that maps the class label obtained
byunsupervised learning to the real label can be obtained, and the accuracy rate The
ACC formula is as follows:

ACC =
∑n

i=1 δ(hi,map(gi))

N
(5)
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δ is a mapping association function that calculates the matching degree of hi and
map(gi), and its function expression is:

δ =
{
0, hi = map(gi)
1, hi �= map(gi)

(6)

In addition, this paper measures the information shared between two different assign-
ments A and B between the same data sample by normalized mutual information (NMI),
which is defined as formula (7):

NMI(A;B) = I(A;B)√
H(A)H(B)

(7)

I donotes mutual information and H denotes entropy, this performance measure can be
applied to any cluster assignment between clusters or ground truth labels.The value of
NMI varies continuously between 0 and 1. If the two clusters A and B are completely
independent and identically distributed, it means that the NMI = 0. If the similarity
between the two clusters is higher, it means that the value of the NMI is larger, but it is
always less than 1.

Considering this the research is a multi-classification problem. In order to evaluate
the unsupervised classification model more objectively and fairly, it is necessary to use a
unified parameter index to evaluate the model. Before introducing the evaluation index,
first give the concept of confusion matrix as shown in the Table 1:

Table 1. Confusion matrix

Classification
result
Reality

True False

True TP FN

False FP TN

Based on the confusionmatrix, this paper aims at image classification. The evaluation
indicators mainly use Precision and Average Precision (AP) to judge the accuracy of the
experimental classification results, which are defined as follows:

P = TP

TP + FP
(8)

Precision (P) refers to the ratio of the number of correctly classified positive samples to
the number of all classified positive samples, and its calculation formula is as follows:

mAP = 1

C

∑

q∈C
AP(q) (9)
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4.3 Experimental Results and Analysis

In this paper, the unsupervised pre-training model on ImageNet is transferred to the
PascalVOCdataset, andmultilabel classification is realized byfine-tuning. The following
figure shows the schematic diagram of the bottom entropy classification result (Fig. 6).

Fig. 6. Bottom entropy classification result visualization

In this paper, the feature map visualization of the convolutional layers of Conv1
to Conv5 is carried out to verify that the improved algorithm can promote the feature
extractor of the residual network. After each Conv_x, the visualization operation of the
feature map is carried out. This paper Select the first 12 feature maps for visualization.
This article randomly selects an original image, the original image is shown in Fig. 7,
and the effect image is shown in Figs. 8, 9, 10, 11 and 12.

Fig. 7. Original image
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Fig. 8. Feature comparison map of Conv1_x before and after improvement

Fig. 9. Feature comparison map of Conv2_x before and after improvement

Fig. 10. Feature comparison map of Conv3_x before and after improvement
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Fig. 11. Feature comparison map of Conv4_x before and after improvement

Fig. 12. Feature comparison map of Conv5_x before and after improvement

It can be seen from the figure that as the depth of the convolution layer deepens
from Conv1_x to Conv5_x, the features of the image extracted by the convolution filter
also become abstract. By comparing the five left and right pictures, we can see that the
five pictures on the right show The ability of the convolutional layer to extract features
from the image is obviously better than the ability of the convolutional filters of the five
images on the left to extract features from the image. It can be seen that the improved
k-means algorithm proposed in this paper is effective for the convolutional filters. To a
certain positive effect, the ability to extract feature information is improved, so it also
reflects that the algorithm can improve the prediction ability of classification.

From Table 2, we can see that on the ImageNet dataset, the features extracted by
the network model in this paper have excellent performance values from Conv3_x to
Conv5_x through the linear detection classifier., but as the convolutional layer deepens,
this gap narrows.

The unsupervised pre-training model on ImageNet is transferred to the PASCAL
VOC2007 dataset, and multi-label classification is performed by fine-tuning. The pre-
training parameters are set as follows: batchsize is 256, learning rate lr is 0.001, weight
decay is set to 1, using 4 GPUs are used for pre-training, and the experimental results
are as follows (Figs. 13 and 14):
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Table 2. ImageNet’s linear detection evaluation table

Methods ImageNet

Conv1_x Conv2_x Conv3_x Conv4_x Con5_x

ImageNet labels 19.3 36.3 44.2 48.3 50.5

Random 11.6 17.1 16.9 16.3 14.1

DeepCluster [2] 13.4 32.3 41.0 39.6 38.2

SelfLabel3kx1 [3] --- --- 43.0 44.7 40.9

SelfLabel3kx10 [3] 22.5 37.4 44.7 47.1 44.1

Contenxt [4] 15.3 35.2 43.5 45.6 46.7

BiGan [5] 16.2 23.3 30.2 31.7 29.6

Split-brain [6] 17.7 24.5 31.0 29.9 28.0

Jigsaw [7] 17.7 29.3 35.4 35.2 32.8

RotNet [8] 18.2 28.8 34.0 33.9 27.1

AND [9] 18.8 31.7 38.7 38.2 36.5

AET [10] 15.6 27.0 35.9 39.7 37.9

RetNet + retrieval [11] 19.3 35.0 44.0 43.6 42.4

UIC(ours) 12.8 34.3 41.6 41.5 45.3

Fig. 13. mAp accuracy map of the unsupervised model before improvement on the VOC dataset.

It can be seen from the figure that when themodel is trained for 100 epochs, themodel
begins to converge. Driven by the pre-trained model, the average classification accuracy
mAp of the unsupervised classification model on the PascalVOC2007 validation set
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Fig. 14. Loss plot of the unsupervised model before improvement on the PASCAL VOC dataset

is 76.3%, and the unsupervised classification on the PascalVOC2007 training set. The
training loss is close to 2.4.

The improvedunsupervised clustering algorithm is applied to the unsupervised image
classification model. The pre-trained model is used. The batichsize is set to 256, the
learning rate lr is set to 0.001, the weight decay is set to 1, and the number of epoch
training iterations is set to 400, the mAp obtained by the improved unsupervised classi-
fication model trained on the VOC2007 validation set and the loss loss map trained by
the pre-training model are as follows (Figs. 15 and 16):

Fig. 15. mAp plot of the improved unsupervised model on the VOC dataset.
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Fig. 16. Loss map of the improved unsupervised model on the VOC dataset

It can be seen from the figure that the model tends to converge after 100 epochs.
Recently, under the iteration of 400 epochs, the final model classification accuracy mAp
value is 83.9%, and the improved loss loss graph is also close to about 0.8.

5 Conclusion

Based on the unsupervised classification model, this paper improves the unsupervised
clustering algorithm, and combines the residual network to obtain an improved unsuper-
vised image classificationmodel,which is trainedon the ImageNet datasetwithout labels,
and the learned feature representation Ability to transfer to the Pascal VOC dataset for
multi-label classification, fine-tune based on the pre-trained model on the VOC dataset
to verify the accuracy of the PASCALVOC2007 validation set, mAP values of the unsu-
pervised classification model before improvement and unsupervised classification after
improvement The mAP values of the model on the validation set are 76.3% and 83.9%,
respectively, indicating that the improved algorithm proposed in this paper has certain
feasibility to improve the performance of the unsupervised classification model.
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under Grant No. 61772180, the Key R & D plan of Hubei Province(2020BAB012).
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Abstract. With the rapid development of urban transportation, vehi-
cle re-identification has become a focal point in traffic management and
vehicle tracking problems. In order to address the problem of small inter-
class similarity among vehicles, previous studies utilize vehicle parsing
models to extract local features. Therefore, we introduce the Squeeze-
and-Excitation attention mechanism to extract important discriminative
information from these local features. Furthermore, we propose a local
co-occurrence attention mechanism to represent the proportion of com-
mon parts feature matching. To address the issue of large intra-class
differences caused by vehicle direction change, we propose a lightweight
and effective direction weighted fusion strategy. Experiments on two large
datasets show that the proposed algorithm performs competitively.

Keywords: Attention mechanism · Discriminative local feature ·
Feature alignment

1 Introduction

Vehicle Re-identification (ReID) is an image retrieval problem that aims to find
the most similar images in the gallery captured in another camera views. This
task plays an important role in intelligent transportation and city surveillance
systems [3,23]. For example, the police may quickly lock the suspect’s motion
trajectory through vehicle re-identification. However, due to the similar color
and type, or the same brand, different vehicles may have similar appearance.
And affected by different illumination, different vehicle direction, etc. , the same
vehicle may look very different in different camera views.

Some previous works learn global feature [1,2,6,13,22,25], but it is difficult to
distinguish vehicles solely based on global features. Different vehicles with simi-
lar appearances need to be distinguished by subtle differences in local features.
Therefore, some works learn both global and local feature. For example, Zhao
et al. [20] extracts local features by designing a gradually expanding circular ROI
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
W. Hong and G. Kanaparan (Eds.): ICCSE 2023, CCIS 2023, pp. 162–172, 2024.
https://doi.org/10.1007/978-981-97-0730-0_15
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projection. Liu et al. [11] obtains local features by horizontal splitting the feature
map. But simple division of vehicles can result in misalignment issues. There-
fore, vehicle ReID must learn vehicle component to capture subtle differences.
He et al. [4] uses vehicle predefined regions to learn more discriminative regions.
However, this method neglects that discriminative differences between vehicles
may appear in any part of the vehicle. Zhang et al. [19] extracts vehicle compo-
nents using object detection model. This method could achieve more accurate
locate information. However, these local features are just simply separated from
the global, which may reduce to a suboptimal performance. Therefore, we first
use vehicle parsing model to parse the vehicle into four different views (front,
back, top, and side), and then introduce the Squeeze-and-Excitation attention
mechanism(SE) to learn the important information in the local features. Fur-
thermore, we propose a local co-occurrence attention mechanism(LCA) to dis-
cover the proportion of co-occurring parts of two instances, for automatically
the importance of each part features, and helping to overcome the challenge of
the small differences of similar vehicles in different viewpoints.

Vehicle direction change is a very large challenge, which could make the same
vehicle look very different. But vehicle ReID with direction changing is not well
studies. For example, Zhu et al. [24] replaces the vehicle ID of a network model
with a direction ID to identify the direction. Tang et al. [16] determines the
direction through a pose estimation model. Teng et al. [17] designs a multi-view
branch network that uses CNN as a viewpoint classifier, each branch learning
features specific to a particular viewpoint. Although this method has achieved
some success, its disadvantage is that multiple models are complex, training is
difficult, and the important information of local features is not fully mined. Some
works do not use directional classification model to determine the direction of
vehicles. Zhu et al. [22] uses different directional pooling layers to compress the
feature maps into horizontal, vertical, diagonal, and anti-diagonal directional fea-
ture maps respectively. Finally, these feature maps are spatially normalized and
concatenated into four directional deep learning features. Chu et al. [2] divides
feature space into similar perspectives and different perspectives, and learns two
constraints to improve recognition accuracy. The disadvantages of these methods
is neglect the learning of local features. However our method combines global
features with local features, fully exploring the important information of local
features. We propose a lightweight and effective direction weighted fusion strat-
egy (DF). This strategy determines the similarity of vehicle directions through
four components, and automatically adjusts the distance of image features based
on their similarity, so as to improve recognition accuracy.
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We evaluated our approach on two widely used large vehicle datasets, Vehi-
cleID and VeRi776. The experimental results show that our method is competi-
tive. The main contributions of this work can be summarized as follows:

1) We propose a local co-occurrence attention mechanism, which aims to improve
the alignment of local features by focusing on the proportion of common parts
that appear in two images.

2) We introduce the SE attention mechanism to learn subtle differences in fea-
tures with greater robustness.

3) We design a direction weighted fusion that determines the vehicle’s direction
based on its components. This helps to mitigate the re-identification deviation
caused by changes in viewpoint.

Fig. 1. An overview of the proposed system. It consists of two blocks for global and local
feature learning, respectively. “GAP” denotes global average pooling, “BN” denotes
batch normalization, and “FC layers” denotes fully connected layers.

2 Methodology

In Sect. 2.1, we show the basic architecture of this paper. In Sect. 2.2, SE atten-
tion mechanism is introduced. In Sect. 2.3, local co-occurrence attention mech-
anism is introduced. Finally, we will introduce the direction weighted fusion
strategy in Sect. 2.4.

2.1 Network Architecture

Our network architecture is shown in Fig. 1.
Backbone. We use ResNet50 [5], pre-trained on the ImageNet [15] dataset, as

our feature extractor. As shown in Fig. 1, the feature extractor network has two
output branches. The first branch is the global branch, which is used to obtain
a feature map of the overall appearance of the vehicle. Another branch is the
local branch, which obtains local features through vehicle part parser.



Partial Attention-Based Direction-Aware Vehicle Re-identification 165

2.2 Squeeze-and-Excitation Attention Mechanism

Fig. 2. The structure of SE attention mechanism.

SE attention mechanism is introduced into local branch to enhance the fea-
tures with a high discriminative degree and suppress the interference of features
with a low discriminative degree. This enhancement aims to improve the net-
work’s capacity to learn subtle differences. The structure of SE attention module
is illustrated in Fig. 2.

The input feature map X is first compressed along the spatial dimension
using a global average pooling layer. Then, two FC layers are used to calculate
the weight for each feature channel. Finally, the learned features weights wc

of each channel are multiplied by X to obtain a new feature map X
′
. The SE

attention mechanism is formulated as follows.

Xc = GAP (X) =
1

H × W

H∑

i

W∑

j

X(i, j) (1)

wc = σ2(w2σ1(w1Xc)) (2)

X
′
= wc • X (3)

GAP is the global average pooling, w1 and w1 are the weight parameters
of the two fully connected layers, and σ1 and σ2 are the ReLU and Sigmoid
activation functions, respectively.

2.3 Local Co-occurrence Attention Mechanism

The local branch is designed with local co-occurrence attention to achieve local
features alignment, avoiding the features mismatch problem.

Firstly, We use ResNet50 to obtain a 16 × 16 × 2048 feature map F . Secondly,
we pool vehicle parsing mask to 16 × 16 by max pooling, which is defined
as {Mi|i ∈ {1, 2, 3, 4}}. Thirdly, We multiply F with the mask to obtain local
features {fi|i ∈ {1, 2, 3, 4}}. They represent the front, back, side, and top views
of the car.
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Given two images p, q and their masks Mp
i and Mq

i , we calculate the visible
scores vp

i and vq
i for each part, which represent the size of each region of the

part. The visible score vi is defined as

vi =
16∑

j,k=1

Mi(j, k) (4)

We compute the matching score Cp,q
i as follows.

Cp,q
i =

vp
i v

q
i

|vp
i −vq

i |
∑N

i=1
vp
i v

q
i

|vp
i −vq

i |
(5)

where Cp,q
i measures the matching scores of each corresponding component of

the two images. N is the number of local features. Then, the distance of local
features D̂p,q

l between the two vehicles is calculated as

D̂p,q
l =

N∑

i=1

Cp,q
i D (fp

i , fq
i ) (6)

where D denotes the Euclidean distance. If there are missing parts of the vehicle,
the corresponding area visible score will be relatively small, resulting in a low
matching score. A higher matching score indicates a larger proportion of the
matched area. In this paper, we optimize the network by constructing ID loss
and triplet loss for global feature, as well as triplet loss for local features. The
triplet loss of local features is calculated as.

Ll
triplet = max(D̂ap

l − D̂an
l + γ, 0) (7)

2.4 Direction Weighted Fusion Strategy

To correct the bias caused by the viewpoint and to better expand the role of
local features, we propose a direction weighted fusion strategy.

wp,q denotes the direction similarity between two vehicle images and is
defined as follows.

wp,q =

∑N
i=1 f(v

p
i

vq
i
)

σ
(8)

f(x) =

{
1
x if x > 1
x otherwise

(9)

The larger the direction similarity wpq is, the closer the two vehicles are. For
Eq. (8), we experimentally conclude that it works best when σ = 6. Then, the
global feature distance between the two vehicles is calculated D as following,

D̂p,q
g = wp,qD (fp, fq) (10)
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The triplet loss of the global feature is computed from the distance of the above
global feature as:

Lg
triplet = max(D̂ap

g − D̂an
g + γ, 0) (11)

Finally, the total loss in this paper contains the following loss functions:

L = Lg
id + Lg

triplet + Ll
triplet (12)

3 Experiments

3.1 Datasets

We evaluate our model on two popular vehicle datasets, including VeRi776 and
VehicleID.

VeRi776 [12] is the benchmark dataset for the vehicle task. It consists of about
50,000 images of 776 vehicles captured by 20 cameras with different viewpoints.
The training set contains 576 vehicles and the test set contains another 200
vehicles.

VehicleID [9] is a large-scale vehicle re-identification benchmark dataset. It
contains a total of 221,763 images of about 26,267 vehicles. The images in the
dataset are taken in either front or back view. Three test sets, small, medium,
and large, are extracted based on size of the test set. In the inference phase, one
image is randomly selected for each car as a gallery set, and other images are
used as query images.

3.2 Implementation Details

We train models for 120 epochs with warm-up strategy. The initial learning rate
is 3.5e-5 and increases to 3.5e-4 after the 10th calendar element. We first fill the
image boundary with 10 pixels and then randomly crop it to 256 × 256. We also
augment the data by random erasure using Adam as the optimizer.

To evaluate our method, we first compute the Euclidean distance D̂gloabal

between global features. Then, we compute the distance D̂local between the local
features defined in Eq. 6. The final distance between the query set and the gallery
set is computed as λ1D̂gloabal + λ2D̂local. Here, we set λ1 = 1 and λ2 = 0.5.

3.3 Experiments on VeRi776 Dataset

We evaluate our method on the VeRi776 dataset. Table 1 shows the performance
comparison between our proposed method and other methods. In the Baseline
method, LCA, SE attention, and DF are removed. From the results, it can be seen
that recent mainstream vehicle ReId methods combine the learning of global and
local features, which greatly improves their effectiveness on the VeRi776 dataset.
Compared with the baseline, our method improves by 4.1% on mAP, and 1.8 %
on CMC@1. Other than that, our method improves both mAP and CMC@1 over
the other methods, and CMC@5 improves over the majority of other methods.
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Table 1. The mAP, CMC@1 and CMC@5 on VeRi776

Method mAp CMC@1 CMC@5

FACT [12] 0.185 0.510 0.735

OIFE [18] 0.480 0.894 -

VAMI [21] 0.501 0.770 0.908

PROVID [13] 0.534 0.816 0.951

EALN [14] 0.574 0.844 0.941

AAVER [7] 0.612 0.890 0.947

RAM [10] 0.615 0.886 0.940

VANET [2] 0.663 0.897 0.959

PAMTRI [16] 0.718 0.929 0.970

PRN [4] 0.743 0.943 0.989

PGAN [19] 0.793 0.965 0.983

SAVER [8] 0.796 0.964 0.986

Baseline 0.759 0.948 0.978

Ours 0.800 0.966 0.982

3.4 Experiments on VehicleID Dataset

We compare the scores of CMC@1 and CMC@5 on this dataset because there
is only one ground truth for each query vehicle. Table 2 gives the comparison
results for three different sizes of test datasets. In the Baseline method, LCA,
SE attention, and DF are removed. We observed that, when the scale is small, our
method improves the CMC@1 by 1.3% compared to the baseline. At a medium
scale, our approach achieves 6% and 4% improvement over baseline at CMC@1
and CMC@5, respectively. At a large scale, our approach improved 7.7% and
6.1% over baseline at CMC@1 and CMC@5, respectively. Compared to other
methods, our method is superior to the majority of other methods. The above
comparison result proves that our method is effective in not only improving
retrieval accuracy but also enhancing the capacity to identify more challenging
samples.

4 Ablation Study

4.1 The Effects of Key Components

In this section, we perform ablation experiments to evaluate the contribution of
each part. LCA is the local co-occurrence attention mechanism, SE is the SE
attention mechanism added to local branches, and DF is the direction weighted
fusion strategy. The baseline is to remove LCA, SE attention mechanism, and
DF. The effectiveness of each part is shown in Table 3.
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Table 2. The CMC@1 and CMC@5 on VehicleID

Method small medium large

@1 @5 @1 @5 @1 @5

OIFE [18] – – – – 0.670 0.829

VAMI [21] 0.631 0.833 0.529 0.751 0.473 0.703

AAVER [7] 0.747 0.938 0.686 0.900 0.635 0.856

EALN [14] 0.751 0.881 0.718 0.839 0.693 0.814

RAM [10] 0.752 0.915 0.723 0.870 0.677 0.845

PRN [4] 0.784 0.923 0.750 0.883 0.742 0.864

SAVER [8] 0.799 0.952 0.776 0.911 0.753 0.883

PGAN [19] – – – – 0.778 0.921

VANET [2] 0.881 0.972 0.831 0.951 0.803 0.929

Baseline 0.821 0.962 0.779 0.927 0.758 0.904

Ouers 0.834 0.964 0.839 0.967 0.835 0.965

Table 3. Ablation study about each part on VeRi776

settings mAP CMC@1 CMC@5

Baseline 0.759 0.948 0.978

+LCA 0.794 0.956 0.979

+SE 0.794 0.964 0.979

+LCA+SE 0.796 0.958 0.985

+LCA+SE+DF 0.800 0.966 0.982

Compared to the baseline, the separate local co-occurrence attention mech-
anism and the addition of the SE attention mechanism both increased mAP by
3.5%. When learning features together with local co-occurrence attention and
SE attention, the mAP accuracy increased by 3.7% and CMC@1 by 1%. On the
basis of the above results, adding DF, the map increased by 0.4% and CMC@1
increased by 0.8%. The result indicates that the designed parts can effectively
identify discriminative features and improve the accuracy of recognition.

5 Qualitative Analysis

Figure 3 shows the qualitative results of our method on the VeRi776 dataset,
where the top 5 predictions are contained in the corresponding query image.
Our method is better able to retrieve the correct image when the query image
is in a different viewpoint from the target image. Also our method recognizes
the correct image when the image appears to be occluded. This shows that
our proposed method can better match local features and reduce the effect of
viewpoint on recognition compared to the baseline.
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Fig. 3. Visualization of the ranking list on VeRi776. The images in the first column
are query images. The remaining images are retrieved from the top 5 ranking results.
The correctly retrieved images are indicated by a green border, while false instances
are indicated by a red border. (Color figure online)

6 Conclusion

In this article, we propose a new features learning framework. This frame-
work combines global features and local features based on vehicle parsers for
joint learning. The Squeeze-and-Excitation attention mechanism is introduced
to extract distinctive local features. For the matching of local features, local co-
occurrence attention mechanism is designed to better measure the matching of
vehicle parts. To reduce the impact of orientation on recognition accuracy, we
propose a direction weighted fusion strategy. We evaluate our method on two
large-scale vehicle ReID datasets. Experimental results demonstrate the effec-
tiveness of our method.
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Abstract. In order to count the students’ seating distribution and attendance in
offline classroom, which is a better response to the students’ learning and teaching
situation. Based on the deep learningmethod, we propose a crowd localization and
counting model for students’ seating area in offline classroom. Firstly, we choose
YOLOv8 to improve it, adding the SENet attention module after the backbone
network reinforce the role of important channels and speed up model learning,
designing a simple and efficient feature fusion method, using the anchor size and
the number of detected heads which are more suitable for classroom scenarios and
compute the overall loss of the model by using the loss of confidence and the loss
of regression of prediction frames. Enhancement methods withMosaic and cutout
data to increase the generalization ability of the model. The improved network
achieved 95.405% precision, 92.808% recall and 96.159%mAP on SCUT-HEAD
Dataset and C University Dataset.

Keywords: Crowd Localization · Crowd Counting · Seating Distribution

1 Introduction

In all kinds of teaching activities, face-to-face offline teaching is still the most dominant
form of teaching, and student attendance and seat distribution better reflect the learning
situation of students and the teaching situation of teachers. However, in this scenario,
both the answering and software check-in methods will take up the classroom time and
affect the teacher’s teaching. Therefore, utilizing surveillance video in the classroom is
an effective and convenient way to take attendance. In addition, this method can quickly
and significantly mark the position of students in the classroom, and obtain the seating
distribution of students, andmany studies have shown that classroom seating distribution
has a great relationship with students’ motivation in class, participation [1], interaction
intensity [2] and so on.

Classroom crowd estimation under camera has the following challenges: (1) The size
of head scale varies, the target sitting in the front row close to the camera is larger, while
the head scale of students in the back row is very small, and it is often easy to miss or
misdetect the target during detection. (2) High level of shelter, the distribution of students
in the classroom environment is relatively dense, and high occlusion is easy to occur
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due to the inconsistency of each student’s movements such as raising and lowering their
heads. Highly overlapping targets have similar features and are difficult to distinguish
during detection. (3) Blurred images, affected by hardware equipment, the cameras in
most universities do not have high pixels. Especially for students sitting at the back
position, the camera can only illuminate the outline of the human head, which is difficult
to judge even with the naked eye in scenes with darker background environment such
as desks.

Combining the existing methods and the above problems, the main work and contri-
butions of this paper are as follows: (1) Designing a new feature fusion method, which
can accelerate themodel convergence speed and improve themodel accuracy. (2) Propos-
ing a crowd estimation model for classroom environments, which is used to detect the
number and location of students in the classroom to assist teachers in attendance and
teaching analysis.

2 Related Work

Deep learning based methods for crowd estimation can be categorized into two types:
detection-based methods and map-based methods.

2.1 Detection-Based Methods

The detection method of crowd estimation is the application of target detection on heads.
Themethod first detects the each head in the image and then counts it. In recent years, [3]
employs a multi-column architecture with top-down feature modulation, which allows
the network to jointly process multi-scale information, facilitating the network’s ability
to accurately locate people’s heads. In particular, the bounding box of each head can
be predicted with only point labeling information. Since the YOLO model is a target
detectionmodel for awide range of applicable scenarios,many people choose to improve
the YOLO model for head detection e.g., [4] used a modified yolov4 model for head
detection and counting, which prevent the occurrence of missed detection by attenuating
the score of adjacent detection frames. [5] proposed a self-trainingmethod that uses point
annotations to directly supervise object centroids which makes data annotation faster.
However, the method has high sensitivity to the annotation point density and is more
suitable for scenes with uniform target distribution.

2.2 Map-Based Methods

The map-based methods refers to the transformation of the head estimation problem
into a density map estimation problem. This method does not need to detect each person
explicitly. [6] calculates the loss of pairs of density maps at different scales to achieve
multi-scale head estimation, and fuses the density maps at different scales to improve the
accuracy and stability of head estimation. Apart from this, amulti-task learning approach
is used to obtain both the number and location information of the headcounts, which
leads to a more comprehensive understanding of the crowd distribution. [7] introduces a
deep prior to improve the accuracy of crowd localization and counting. The depth prior
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can provide additional information about the size and location of heads, thus helping the
model to better understand the crowd scene. At the same time the method relies on depth
information to assist in the localization and counting of heads. This means that without
reliable depth information, the method may not be able to accurately localize and count
heads. This limits its applicability on certain scenarios or devices. In [8], a topological
constraint is proposed to address topological errors in crowd localization, and to enforce
the constraint, a novel persistence loss based on persistent homotopy theory is proposed.

The existing deep learning based crowd estimation algorithms are improved to
address the problems of existing methods and crowd estimation in classroom envi-
ronments. The main improvements are (1) using smaller and denser anchors to alleviate
the problem of model miss-detection and mis-detection on small targets, occlusion, and
fuzzy problems. (2) Use bilateral three-path fusion of information from deep seman-
tic features, shallow texture features, and mid-level features, and use anchor of two
scales and three aspect ratios to detect heads of different scales and poses. (3) Add the
SENet module after feature extraction to allow the model to focus on the features of the
important channels to speed up learning and improve model accuracy.

3 Proposed Method

In order to solve the problem of high occlusion, multi-scale and low resolution problem
of targets in classroom environment, this paper uses deep learning method to detect the
number and location of students. The network structure in this paper refers to the feature
extractionmethod ofYOLOv8 and uses the SENet attentionmechanism to strengthen the
role of important features and weaken the role of background features. A bilateral three-
path aggregation network is designed for feature fusion, fusing features from different
sensory fields, and two detection heads are used to detect multi-scale targets in the
classroom scene. The overall network structure is shown in Fig. 1.

The model firstly resizes the incoming image to 640*640 using non-distortion way,
and then downsamples the image once, after which the image features are extracted
using four C2F and downsampling operations, in which we obtain feature maps of
three scales, i.e. S1 = 1/8, S2 = 1/16, and S3 = 1/32 of the original image size. The
C2F structure is a feature extraction module with residual structure in YOLOv8, which
ensures lightweight while obtaining richer gradient flow information. Then, using the
SENet module to respectively preprocess the S1, S2, S3 features layers to enhance the
important feature channels, and obtain the E1, E2, E3 which are the same size as the input.
The E1, E2, and E3 feature layers are then fused using a bilateral three-path aggregation
network. Finally, we get 20 × 20 size feature layer and 80 × 80 size feature layer, and
use these two feature layers for head detection, the large feature layer is used mainly to
detect small scale targets that are far away from the camera and the small feature layer
is used mainly to detect large targets that are close to the camera.
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Fig. 1. Overall network architecture design

3.1 SENet Module

Since the model obtains a large number of features in the feature extraction stage,
some features have important contributions to the model goal, while some features
have smaller contributions, so before feature fusion, the SENet [9] module is added after
each of the S1, S2, S3 feature maps respectively, to speed up the model learning speed
and to increase the detection accuracy. SENet is a lightweight network that considers the
relationship between feature channels and automatically acquires the importance of each
feature channel by learning to enhance the features that are important to the current task
or suppress the unimportant features. SENet realizes the above functions by Squeeze
module and Exciation module. The structure of SENet module is shown in Fig. 2.

The SENet module use global pooling for the three scales of the feature special to get
1 × 1 × 256, 1 × 1 × 512, and 1 × 1 × 1024 feature layers, respectively, and then goes
through a fully-connected layer to reduce the c channels of the model to c/r channels to
reduce the amount of computation, using the ReLU activation function, and the second
fully-connected layer serves to recover the number of channels, and the Sigmoid function
is used to limit the range of values between 0 and 1, which is equivalent to the weights
of the feature layer. Finally, the weights are multiplied with the original feature layer to
get the new feature layer.

3.2 Feature Fusion Module for Bilateral Three-Path Module

Bilateral three-path aggregation module is uesd to fuse the global and local information
of different sensory fields on the shallow, middle and deep networks. Firstly, the E3
feature layer is up-sampled by 4 times and the E2 feature layer is up-sampled by 2 times,
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and the two obtained feature layers are fused with the E1 feature layer to obtain B1
feature layer of 80 × 80 size, which fuses the information of each layer. Then the E1
feature layer is downsampled by 4 times, the feature layer of E2 is downsampled by 2
times, and the obtained result is fused with the E3 feature layer to obtain B2 feature layer
of 20 × 20 size, which fuses the information of each layer. The feature fusion module
for bilateral three-path is shown in the Fig. 3.
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Fig. 3. Feature fusion module for bilateral three-path module. The convolution of the gray
squares indicates downsampling, and the convolution of the blue squares indicates channel count
adjustment.
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3.3 Loss Function

The loss function of this network is jointly determined by confidence loss and bounding
box loss, the loss function formula is

Loss = α ∗ bboxloss + β ∗ objloss (1)

where α and β are the proportion of confidence loss and bounding box loss, respectively,
1 and 0.1.

The confidence of each bounding box indicates the reliability of this bounding box,
the larger the value means that the model thinks that this is the probability of the target
is larger. The model uses the loss of confidence is the cross-entropy loss, the confidence
loss of the bounding box consists of the positive sample loss of confidence and the
negative sample loss of confidence together, the confidence of the bounding box is

objloss =
∑K∗K

i=0

∑M

j=0
Iobjij [log(Ci)] +

∑K∗K
i=0

∑M

j=0
Inoobjij [log(Ci)] (2)

k is the grid size, M is the number of predefined anchors for each grid, Iobjij indicates
whether the bounding box is a positive sample or not, when it is a positive sample, the
change of value takes 1, otherwise it is 0.

The bounding box loss is a measure of how much the predicted box overlaps with
the real box in target detection, the bounding box loss used in this paper is CIoU [10].
It is given by the formula

bboxloss =
∑K∗K

i=0

∑M

j=0
Iobjij LCIoU (3)

LCIoU1 − IoU + ρ2(b, b)
∧

c2
+ αv (4)

v is used to measure the consistency of the aspect ratio and it is expressed as

v = 4

π2 (arctan
w
∧

h
∧ − arctan

w

h
)

2

(5)

α is the weight parameter, which has the expression

α = v

(1 − IoU ) + v
(6)

CIoU considers the distance and aspect ratio similarity between target and anchor on
the basis of traditional IoU, which is more consistent with the target frame regression
mechanism.
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4 Experiment

4.1 Experimental Environment and Parameter Settings

Three anchors with different aspect ratios are set for each detector head to detect heads
with different postures, and the preset anchor sizes for the two detector heads are [12,12,
14,17, 22,33] and [22,22, 25,32, 35,52]. Momentum is set to 0.937 and the number
of iteration rounds is set to 200. The initial learning rate is 0.01, and the learning rate
is dynamically adjusted during training based on the loss value of the model and the
performance of the validation set. When the loss value of the model decreases or the
performance of the validation set improves, the learning rate will decrease accordingly;
while when the loss value of the model increases or the performance of the validation set
decreases, the learning rate will increase accordingly. This allows the model to converge
more stably and efficiently during the training process.

4.2 Experimental Dataset and Preprocessing

The data used in this experiment are (1) SCUT-HEAD Dataset [11], which contains two
parts, PartA and PartB, with a total of 4342 images, PartA has a total of 2,000 camera
data of a university, and PartB has 2342 images of students. (2) Surveillance data of 48
sections of eight classes in the last semester of 2023 in C University. For each class,
12 frames of images are extracted at regular intervals during class time, resulting in
a cumulative total of 572 images. Consequently, the experiment utilizes a combined
dataset of 4,914 images.

The SCUT-HEAD dataset encompasses a wide range of authentic student classroom
scenarios, including diverse classroom surveillance camera data from different class-
rooms and time periods, as well as online classroom images from various contexts. The
dataset exhibits a varied distribution of target quantities, ranging from 0 to 162, and
encompasses images of varying sizes, ranging from 228 × 166 to 6280 × 4710 pixels.
Notably, the image size distribution demonstrates a balanced representation across the
dataset. Additionally, the C University dataset specifically focuses on classroom surveil-
lance camera data from C University, with each image uniformly sized at 1920 × 1080
pixels. These comprehensive datasets effectively capture the complexities of real-world
student classroom environments, encompassing diverse angles, crowd densities, lighting
conditions, resolutions, and classroom settings. This rich and diverse collection of data
serves as a valuable resource for academic research and analysis in the field.

In this experiment, Mosaic [12] and cutout [13] method data enhancement methods
are used to increase the generalization ability of the model.

Mosaic is a data enhancement technique commonly used in target detection tasks.
It generates new training samples by stitching several different images together. Specif-
ically, the Mosaic data enhancement method stitches together four randomly selected
images in a certain ratio to form a new synthetic image. At the same time, the correspond-
ing target frames need to be adjusted and transformed accordingly. In this way, more
diverse and complex training samples can be generated by the Mosaic data enhance-
ment method, which provides more perspective and background changes and enhances
the generalization ability of the model. Mosaic data enhancement makes the training
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samples have more diversity and complexity, provides more background information,
and enhances the generalization ability of themodel. This helps themodel to better adapt
to various scenarios and changes.

TheCutout data enhancementmethod is a simulated randomocclusion data enhance-
ment method that improves the generalization ability of the model by cutting out random
rectangular regions in the image during the training process. Specifically, Cutout ran-
domly selects some pixels in the image and sets them to zero. There exists a 50%
probability that the erased rectangular region is not exactly in the original image. The
Cutout method does not have non-informative pixels during training and does not require
the generation of additional images to increase the size of the training set as compared
to traditional data enhancement methods. Therefore no extra cost is incurred during
training. The results of training using Mosaic and Cutout methods are shown in Fig. 4.

Fig. 4. Mosaic and Cutout. Using the Mosaic data enhancement method, four plots are randomly
cropped and put together into a single plot, and the different colored and sized squares in the plot
are the effect of Cutout data enhancement.

4.3 Experimental Results and Comparison

The experiments in this paper use precision, recall, regression frame loss, confidence
loss and mAP to measure the model detection performance.
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Precision: the proportion of correctly detected samples to the total detected samples,
the formula is

P = TP

TP + FP
(7)

Recall: the proportion of samples predicted to be positive to the actual positive samples,
the formula is

R = TP

TP + FN
(8)

mAP: AP is the average value of accuracy under equal interval recall rate, describing
the overall situation of accuracy under different recall rates, which is used to react to
the global performance of the model. The larger the value of AP, the higher the model
accuracy, mAP is the average value of accuracy for each category, there is only one
category in this paper, so AP is the same as mAP, and the formula is

AP =
∫ 1

0
P(R)dR (9)

mAP = �AP

n
(10)

The regression frame loss, confidence loss formulas are shown in (2) and (3).
In order to find the most suitable size of detection head for the classroom scenario,

we did a comparison test using three different combinations of heads. The detection
effect of three different scale combinations of detection heads are shown in Table 1.

Table 1. Comparison of the precision and recall of different sizes of detection head.

Size of detection heads Precision Recall

40 × 40 and 80 × 80 95.102 91.243

20 × 20 and 40 × 40 93.635 75.147

20 × 20 and 80 × 80 95.405 92.808

As shown in the table, the best results in terms of precision and recall were achieved
using the 20 × 20 and 80 × 80 sized detection heads. From Fig. 5, it can be seen that
the 40 × 40 and 80 × 80 detection heads repeat the detection of large scale heads close
to the camera, while the 20 × 20 and 40 × 40 detection heads miss many small targets.

Figure 6 shows the variation of regression frame loss and confidence loss for the
training and test sets. The bbox loos and confidence loss decreases rapidly in the first 50
rounds, then the training set loss decreases slowly but still into a decreasing trend in the
following 150 rounds, but the test set has converged to a straight line with no decreasing
trend.

Through the above comparative experiments with different detection head sizes, we
have obtained best precision and recall after 200 rounds respectively. The comparison
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Fig. 5. The prediction effect of different detection head sizes. The left picture is the prediction
effect after 200 rounds of model training corresponding to 40 × 40 and 80 × 80 sized detection
heads, the middle picture is the prediction effect after 200 rounds of model training corresponding
to 20 × 20 and 40 × 40 sized detection heads. The figure on the right is the prediction effect after
200 rounds of model training corresponding to 40 × 40 and 80 × 80 sized detection heads. These
three models are identical except for the different detection head sizes.

Fig. 6. LOSS and mAP over epoch. The left two plots show the bbox loss for the training and test
sets, the center shows the confidence loss for the training and test sets, the top right plot shows
the IoU of 0.5 is the mAP value, and the bottom right is the mean value of the mAP when the IoU
is from 0.5 to 0.95, with an interval of 0.5.

Table 2. Comparison of precision and recall between our model and YOLOv8 model.

Method Precision Recall

YOLOv8 93.429 90.361

Ours 95.405 92.808

of precision and recall results between our model and YOLOv8 after 200 rounds are
shown in Table 2.

Our model has nearly 2% higher precision and 2.5% higher recall than YOLOv8.
Since the seat of each person is basically unchanged during a lesson, more C University
lesson data can be collected in the future, and for the image frames of the same lesson,
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we can assist each other’s training to further solve the omission detection caused by the
occlusion problem.

Through our model, we have successfully extracted the number and spatial coordi-
nates of students at different time intervals within each class. In the subsequent analysis,
we aim to calculate the average distance of students from the podium, assess the dis-
persion of student positions, and investigate potential variations in student engagement
across different grades, universitys, and course types. Additionally, we intend to explore
the relationship between student motivation and academic performance, leveraging our
approach to address the inherent perspective challenges present in the images. Further-
more, we plan to employ tracking algorithms to monitor and analyze the movements of
teachers within the classroom, examining their walking routes and the seating arrange-
ments of students in proximity to these routes. This comprehensive analysis will provide
valuable insights into classroom dynamics and contribute to a deeper understanding of
student-teacher interactions.

5 Conclusion

In order to solve the problem of statistical crowd estimation in the classroom, amodel for
multi-scale feature fusion based on YOLO algorithm is proposed. Firstly, the backbone
network of yolov8was fine-tuned, and the SEnet module was used to improve the quality
of the feature extraction before the special fusion. Then, we replaced the PANnet fusion
in the YOLO model by using a bilateral three-path aggregation network. Confidence
loss and bounding box regression loss were used to jointly calculate the model loss, and
according to the needs of the scene, the anchor and detection head were designed to meet
the needs of the classroom scene to detect targets of different scales. Finally, Mosaic
and Cutout data enhancement methods were used to increase the generalization ability
of the model and the detection ability of occluded targets.
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Chuzhou University (2022XJZD13) and Anhui University of Science and Technology Graduate
Innovation Projects (2023cx2130).

References

1. Yang, X., Zhou, X., Hu, J.: Students’ preferences for seating arrangements and their engage-
ment in cooperative learning activities in University English blended learning classrooms in
higher education. High. Educ. Res. Dev. 41(4), 1356–1371 (2022)
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Abstract. Digital signatures are a new trend when signing electronic documents
in shopping cart platforms. The mundane process involves a login application
where a user is authenticated using login credentials and then proceeding to a cart
application to produce invoices. In this process, a user is required to authenticate
invoices created using a digital signature by using a text input. However, intruders
could easily impersonate the user by login to the application and creating a digital
signature whereby the authorized user is responsible for invoices created. This
impersonation process has caused several breaches in the confidentiality of data.
Therefore, this research proposes a system that uses the webcam image of a user in
the invoice producing process. The image gathered is validated as a human using
a convolutional neural network and then a watermark is created using the system’s
date and added to the invoice instead of the current digital signature mechanism.
Results demonstrated that the performance of invoice creation was high and less
CPU and time was required under high brightness.

Keywords: Human-Computer Interaction · Digital authentication · Computer
Vision · Face recognition · Convolutional Neural Networks

1 Introduction

E-Commerce has been the new trend in consumer purchases worldwide. Early E-
Commerce platforms were maintained with web apps and over the last decade. These
applications have diversified into web apps, mobile apps and desktop apps. Most E-
Commerce companies expose data providers including API endpoints with which these
app types interact. As the same backend is used using these APIs, a user can simply
login to the website application, select items to buy and use a mobile app to make pur-
chases. Desktop applications are a new arena in the technology domain. The advantage
of desktop apps is that these do not specify a URL (Uniform Resource Locator) and is
more secure compared with that of web applications.

Security of these E-Commerce applications are ensured by encrypted communica-
tion with the central server and using hashing mechanisms for authentication. A user
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authenticated is granted privileges based on their authorization level and can make pur-
chases given their valid transaction details. However, intruders could impersonate users
and hack into systems commonly using techniques such as SQL (Structured Query Lan-
guage) injection or brute force attacks. Desktop applications are somewhat secure as
they are difficult to be accessed remotely. However, they are prone to risks of intrusion
given current malware methods, which include backdoors or Trojan horses, can place
scripts or files that provide access to a remote machine once connected to the internet.

In any E-Commerce application, sessions are maintained to specify which user inte-
grates with the system. Once intrusion is made to the system, the impersonator could
use this caveat to create an invoice as if the legitimate user created it. The legitimate
user is charged and scams could be made to recover information submitted by this
third-party. Therefore, there exists a need for proper authentication not only during the
initial login stage but also during the invoice preparation stage to properly specify which
user interacts with the system. Traditional approach to sign a document electronically
is using a digital signature of the user. However, if the digital signature were hacked by
the intruder, authentication could be easily made to create a valid request to generate
an invoice. Therefore, an alternative, such as with biometric characteristics, is required
to validate the request [1]. Therefore, this research proposes a system that requires a
webcam image along with a watermark as a digital authentication mechanism in invoice
creation to properly authenticate the user submitting the request for purchase.

2 Literature Review

Several researches in the domain of biometric authentication have been performed to
enhance security of different platforms. For example, Trusted Platform Module (TPM)
has been popular as an external device used for authentication. However, [2–4] reported
a security breach of a TPM module that resulted in expose of encryption keys. Another
research [4] proposed the use of TPM for strong authentication. The main issue with
this technique is the requirement of use of additional hardware for the authentication
system.

Moreover, [5] demonstrated the use of iris-based authentication to validate login to
an E-commerce application. This research suggested use of encrypted iris image that will
be validated by an existing value at a credit card agency system where the E-Commerce
application is used as the middleware. Issues with this system proposed include its high
complexity in computation due to its use of Principal Components Analysis (PCA), use
of encryption and decryption, unresponsive client side if the credit card system is shut
down by intrusion, and scalability issues in distribution of public keys.

Multi-modal techniques are currently used as a performance enhancer in biometric
authentication systems [6]. For example, [7] used a genetic algorithm and an artificial
neural network combination to combine recognition of human interaction with a system.
The system developed was able to achieve a very high true positive rate.Main drawbacks
in this research include the use of an external device to capture user images far from a
computer screen, large time taken to classify humans due to use of multiple algorithms
and the use of a database.
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[2, 8] Demonstrated several key biometric authentication mechanisms for a cloud-
based solution. Encryption mechanisms were also researched in [9] where a “user-
centric” model was developed. However, this method typically inclines away from the
system under development as a server-based environment needs to be used to process
user templates.

It can be seen from the above review that several techniques have been used for
biometric authentication. Main problems with existing techniques are high time and
computational power used, use of remote servers that increases processing latencies,
and use of complex encryption techniques. This motivates us to find solutions to these
issues in existing methods to ensure that biometric authentication can be performed with
less time and computation. Our aim is to reduce time and computation that is required
to authenticate a user while ensuring confidentiality.

3 Methodology

The proposed architecture for the system is illustrated in Fig. 1. As shown, the proposed
system1 will connect to a MSSQL database to store and retrieve data for products and
users. A user needs to load the application and sign in to view products they can purchase.
When a user navigates to a product listing, the user can set the quantity and add products
to a cart where these entries will be saved in the database with product and user data.

Fig. 1. The system’s architecture

1 https://github.com/aditya1962/BuyGrand.

https://github.com/aditya1962/BuyGrand


188 A. Abeysinghe et al.

Fig. 2. Cart application

The user can view their cart generated once all transactions are completed. Data from
the database will be loaded to the cart as shown in Fig. 2 and the user can go back and
change their preferences in product frame and reload the cart. Once the user is satisfied
with product purchases, the user can opt to print an invoice generated by the system
based on cart data.

The system proposed uses a face detection mechanism as shown in Fig. 1 to authen-
ticate the user. Algorithm 1 shows the steps used to create a video stream using the
OpenCV package for python using user’s webcam. This will open a video stream and
the user can press the space key to capture video frames and press the escape key to quit
the stream. Captured video frames will be stored in the project for processing.
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Algorithm 1 Face detection and digital signature creation

Get video input from webcamera

counter = 0

while True:

initialize frames from the camera's read

show the current frame to the user   

if the returning value is false break the loop

if escape (esc) key is pressed end capturing frames and end video

else if space button is pressed: 

create image file

write to disk 

counter += 1

Release resources        

img_value = counter-1

Get image name of the last image from image_value

Read last image

Check the number of detected faces

if 1 face is detected:

write the digital signature to the image

open the image to write data

write current date and time to the image 

save image as a new image to disk

Once the user quits the stream, the script will obtain the last image captured and pass
to a CNN (Convolution Neural Network). The CNN is based on the dlib package and
uses a pre-trained model to train the model in the form of a data file. Then rectangular
objects are drawn around faces detected in the image. The model created in this system
will follow only if a face is detected, i.e. if no face or more than one face is detected an
exception will be displayed to the user.

The final process involves the watermark composed of the system date at the time
of compilation. For this process, the PIL package was used to read the image and draw
text on it. A type face was used with a font size, colour and location to display. Finally,
the image was resized and saved to disk to be used for generating the invoice.

The invoice generation process is done within the JFrame application with the use
of the iText PDF library. The invoice created will use the logo of the brand, a sample
letter head and the user to be addressed as illustrated in Fig. 3.
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Fig. 3. A sample invoice created using the application

Fig. 4. Brightness vs CPU change

A table will be displayed containing cart information along with the sub total for
products. Finally, the digital signature composed of the user image and the watermark
is written to the file and the file is opened digital signature composed of the user image
and the watermark is written to the file and file is open.

The confidence scorewasmeasured for different brightness levels of the background.
This was achieved by either changing the brightness of the background of the room or
changing the brightness level of the computer the user was using the application.
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Fig. 5. Brightness vs memory change

Fig. 6. Brightness vs detection time

4 Results and Discussion

As discussed above, the brightness of the screen of the computer used by the user was
changed and the confidence level, time of execution, CPU usage change and memory
change was tabulated to identify relationships. Figures 4, 5 and 6 illustrate these varia-
tions measured at 0 brightness, moderately low brightness (25%), mid brightness (50%),
moderately high brightness (75%) and highest brightness (100%). The brightness was
changed from the control panel of the computer and a balanced power plan. Themachine
under testing used an Intel ® Core ™ 2 Duo CPU at a maximum speed of 2.00 GHz and
2.0 GB DDR2 RAM for execution.

As seen in Fig. 7, higher confidence was seen in video streams filmed under high
brightness. The execution time, CPU usage and the RAM usage were comparably low
for high brightness streams. Total execution time was around 2.5 min including creating
the watermarked image and the PDF file.
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Fig. 7. Brightness vs confidence

5 The Conclusion and Future Works

In this research, a platform was created with.Net, Java, MSSQL and python. The objec-
tive was to create a watermark image of the user using a video stream captured from
the webcam of the user and then embed the image as a digital signature in invoices
created using the application while reducing time and computation required. The sys-
tem was successfully tested under different brightness levels and a positive relationship
was observed between hardware resources, time taken and confidence level with bright-
ness. Therefore, the system could achieve its optimal predictions for higher brightness
executions.

The main limitation of this system is that it is not immune to spoofing techniques.
Therefore, an impersonator could provide an image of a user or display a video of a
user in front of the webcam to create a digital watermarked image. However, though
theoretically possible, the authentication level of such an attempt is limited given its
artificial approach.

The system under research used digital authentication only during the creation of
invoices. The system could be extended as a medium for authentication during the
logging process as an alternative to username-password based authentication.
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Abstract. Compared to static declarative knowledge, procedural knowledge is
challenging to assess effectively in education due to its nature of dynamic and com-
plex. However, it serves as a crucial source for essential abilities of students. Can
artificial intelligence assist in evaluating procedural knowledge? To explore this
question, we focus on the scenario of middle-school chemistry experiments and
attempt to use video understanding technology to aid teachers in assessing proce-
dural knowledge of chemistry experiments. Nevertheless, our preliminary findings
reveal that chemistry experiment videos differ from typical instructional videos
used in research, presentingunique characteristics and complexities. Thus,wepose
a new challenge, offering novel research questions for the field of video under-
standing and a new perspective for leveraging artificial intelligence in modern
education.

Keywords: Chemistry Experiment · Automatic Video Analysis · Procedural
Knowledge · Educational Reform

1 Introduction

1.1 Declarative Knowledge and Procedural Knowledge

Education plays a pivotal role in the human society [1]. Fundamentally, education is
designed to nurture and develop the knowledge, skills, values and ethics of an indi-
vidual which help them adapt to the society. Although the definition and objectives of
education may vary across cultures and regions, the forms of knowledge transmitted
through education remain consistent: declarative knowledge and procedural knowledge,
both of which play essential roles in the educational process [2]. Declarative knowl-
edge pertains to ‘what’ one knows, encompassing facts, information, data, and other
explicit content that can typically be articulated, described, and conveyed. Declarative
knowledge is static and objective, allowing it to be assessed in a straightforward manner
through methods like exams, quizzes, and written assessments. In contrast, procedu-
ral knowledge emphasizes ‘how’ one knows, encompassing skills, capabilities and the
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application of knowledge in real-world contexts. This type of knowledge is inherently
more dynamic and context-dependent. For example, ‘the rules of basketball’ represent
declarative knowledge, clearly defined and communicable through written documents.
On the other hand, ‘playing basketball’ is considered as procedural knowledge, involv-
ing not only knowledge of the rules but also their practical application in real game-
play. Hence, declarative knowledge provides the foundation, and procedural knowledge
transforms theoretical understanding into practical action. However, the complexity of
procedural knowledge makes it challenging to evaluate using traditional testing and
assessment methodologies [3].

1.2 Evaluation of Procedural Knowledge

In secondary education, experimental teaching plays a crucial role in imparting proce-
dural knowledge. These experiments not only serve as extensions of classroom teaching
but also kindle curiosity of students and boost their scientific literacy. Through practice
experimentation, students not only understand declarative knowledge but also gradually
master procedural knowledge. However, owing to traditional teachingmethods, the eval-
uation of experimental teaching often relies on manual assessment. This involves using
video recording systems to capture students’ experimental procedures, which are then
reviewed and evaluated by teachers [4]. Nevertheless, this approach places a significant
time burden on teachers, compelling them to prioritize the quality of classroom teaching
over the acquisition of procedural knowledge. As a result, student may excel in exams
but encounter challenges when applying their knowledge to solve problem in real-world.

In recent years, the field of Artificial Intelligence (AI) has experienced rapid devel-
opment. AI technologies have been progressively applied across diverse industries and
domains, leading to substantial changes. In conclusion, AI has emerged as an impor-
tant factor steering a new wave of technological revolution. This leads us to a question:
Can AI bring changes to modern education by assisting in the evaluation of procedural
knowledge?

Wefirmly believe the answer is ‘Yes’. Although it is still a longway from fully imple-
ment AI for the automatic evaluation of procedural knowledge, we can make significant
improvements using the existing technologies. With the assistance of video understand-
ing technologies, we can use video understanding models to automatically analyze the
video and generate high-level semantic information, including descriptions of students’
activities, video clips of complete activities, and video keyframes for evaluation. Teach-
ers can then access this abstract information and quickly navigate to areas of interest.
Consequently, teachers are liberated from time-consuming and repetitive video review
tasks, reducing hours to mere minutes or even seconds. This allows them to redirect their
focus toward evaluating students’ learning process of procedural knowledge, which fur-
ther improves the quality of modern education and comprehensive ability of students.
In conclusion, we believe AI has the potential to bring positive changes to the field of
education, making it more efficient and intelligent.
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Fig. 1. A simplified example of chemical experiment video on the Preparation of Oxygen from
KMnO4. (a) represents visual changes over time, while (b) provided a text description of experi-
ment. In this context, colors indicate the correspondence between visual cues and text descriptions.
Hence, different colors represent distinct annotations. Visual cues with no color indicate that they
are ‘background’ and do not correspond to any specific operation.

2 Chemistry Experimental Video Dataset

To validate our ideas, our team has developed a Chemistry Experimental Videos dataset
(CEV). This dataset was created in a simulation environment where students with a
foundation in chemistry conducted oxygen preparation experiments without a script.
An overhead camera system recorded the entire experimental process. We then invited
experts in the field of chemistry to annotate videos at the frame-level. We have collected
approximately 200 videos, and an example of chemistry experimental video is shown in
Fig. 1.

With CEV, we can train a video understanding model to perform various tasks, such
as extracting key frames from the video, generating video descriptions, segmenting the
video temporally, and detecting abnormal operations. This abstract information allows
teachers to quickly understand the process and identify any issues in the experimental
videos. ConsideringTemporalAction Segmentation (TAS) is a foundational task in video
understanding, we conduct an TAS experiments on CEV. However, we found that the
state-of-the-artmodels showworse performance compared to their superior performance
on benchmark video datasets. We conducted an in-depth analysis of the characteristics
of CEV and have confirmed that it presents a new challenge.

3 The Analysis of Chemistry Experimental Videos

Due to the fact that chemistry experiment videos capture the entire process of students
completing experiments, we can view these videos as if the students are providing uswith
step-by-step instructions on how to produce oxygen. In the field of video understanding,
such videos are classified as instructional videos [16], as they deliver specific guidance,
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educational content, or explanations to the audience. Hence, we compare CEV with
other instructional video datasets as shown in Table 1.

From Table 1, it is evident that most existing instructional video datasets fall into
the categories of cooking tasks and daily life tasks. Daily life tasks are generally simple,
comprising only a few actions with straightforward goals. Cooking video is similar to
chemistry experimental video. Cooking videos share some similarities with chemistry
experimental videos because both of them should adhere to the guides. However, in
cooking video, the average video length and average segment number is far fewer than
experimental video. The complexity of experimental operations, which may require
multiple actions for safety reasons, results in experimental videos being more intricate
and challenging. Moreover, the existing instructional datasets cannot adequately support
the application of video understanding models in secondary education.

Table 1. Differences between CEV and other instructional video datasets. AVL represents the
average video length, and ASN is the average segment number.

Dataset Samples AVL ASN Video context

YouCook [5] 88 1.59 min – Cooking activities according to
recipes

50Salads [6] 50 6.4 min 19.32 Making salads according to recipes

Breakfast [7] 1,989 2.32 min 4.25 Making breakfast according to
recipes

JIGSAWS [8] 206 0.76 min 8.27 Surgical activities

5 tasks [9] 150 2 min – Daily life tasks like making coffee

YouCook2 [10] 2,000 5.28 min 6.91 Cooking activities according to
recipes

E-KITCHENS [11] 432 7.64 min – Cooking and kitchen activities

E-Skills [12] 216 1.44 min – Human activities and actions like
repair tasks and sports

CrossTask [13] 4,700 4.8 min – Human activities and actions like
cooking, cleaning house and hiking

BEST [14] 500 3.12 min – Cooking activities ranging from
simple food preparation to more
complex cooking

HowTo100M [15] 1.22M 6.61 min – Human activities like chopping
vegetables and assembling

COIN [16] 11,827 2.42 min 3.92 Daily life tasks like installing
wheels and changing light bulbs

CEV 192 26.9 min 41.41 Students conduct a series of
activities and complex actions to
achieve an experimental goal
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In summary, we have identified several key characteristics of chemical experiment
videos:

Variable Temporal Lengths. In real chemical experiments, the duration of time that
students conduct a complete procedure varieswidely due to the complex steps involved in
chemical experiments and differences in individual experimental abilities. For example,
some students may take about 1 min to assemble the test tube, while others may take
around 5 min. Unlike other instructional videos with shorter durations, chemical videos
exhibit larger variations in temporal length. This requires a model with an adaptive
temporal receptive field to effectively model the temporal relationships.

Lacking Enough Visual Cues. For cook task, the action of ‘cut onion’ and ‘cut carrot’
can be distinguished by the difference in morphology between onions and carrots. How-
ever, in chemical experiment, most of the objects for student interaction are transparent
glass instruments, which might not provide strong visual cues for different procedure,
making it challenging for models to identify specific apparatus or reactions. Hence, this
requires a model has a stronger ability to understanding the behavior of student and
combining the purpose of the steps and a small number of visual cues for temporal
reasoning.

Perception of Fine-GrainedChanges. Understanding the success or failure of a chem-
istry experiment often depends on sensitivity to subtle temporal and spatial changes. For
example, after the experiment is completed, the first step is removing the catheter from
the water, and then turn off the alcohol lamp. If these actions are reversed, the catheter
may burst due to water backflow. In such cases, the model needs to perceive these differ-
ences and alert the teacher to potentially hazardous operations. Hence, models must have
the ability to detect these fine-grained changes to correctly interpret the experimental
process.

Incomplete orAmbiguous Information. In cooking and daily life video, tasks are rela-
tively simple, and individuals can usually perform themcorrectly.However, in real exper-
iments, students may forget specific actions, conduct operations in an incorrect order
or repeat certain experimental procedures, resulting in more incomplete or ambiguous
information. Model must be capable of recognizing and understanding such ambiguous
or unclear procedures. Additionally, model need to be error-tolerant and adaptable to
account for variations in the experimental process.

These are just a few of the dataset’s characteristics and challenges. We believe that
more challenges will be revealed with a more detailed analysis. Therefore, automati-
cally analysis Chemistry Experiment Videos task presents a new challenge, imposing
higher demands on current video understanding models, and providing a new bridge that
connects the real-world applications with video understanding technologies.

4 The Results on Temporal Action Segmentation

In the field of video understanding, Temporal Action Segmentation (TAS) is a foun-
dational task aims to segment temporally untrimmed video sequences on time [17].
TAS plays a significant role in understanding human-to-human interaction and rela-
tions. We consider annotations as action labels and employ two state-of-the-art fully
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supervised models on CEV. We evaluate these models using three commonly adopted
metrics: Frame-wise accuracy (Acc), Edit score (Edit), and F1-scores. Acc represents
the fraction of the model’s correct predictions and is widely used for action segmen-
tation evaluation. However, Acc may be misleading when two models achieve similar
accuracy but have significant qualitative differences. In contrast, F1-scores and Edit are
evaluation metrics based on segment quality and penalize over-segmentation errors. The
results are presented in Table 2.

Table 2. Results of the temporal segmentation models on CEV.

Acc Edit F1@10 F1@25 F1@50

ASFormer [18] 53.09% 36.52% 32.08% 23.59% 10.38%

UVAST [19] 51.03% 62.34% 34.75% 27.43% 12.60%

(a)

(b)

Fig. 2. Visualization of the ground truth labels and the correspondingprediction results ofUVAST.

These two models show superior performance on benchmark dataset, but have poor
performance on CEV. We also visualize the predicted and ground truth segmentations
of UVAST on CEV in Fig. 2. We can see that UVAST suffers the over-segmentation
problem and cannot capture the temporal relations in the chemical experiment videos.
Hence, this discrepancy suggests that chemical experiment videos exhibit variations and
complexities, including longer time sequences, more intricate action and activities, and
finer-grained changes. Models that excel with benchmark datasets may struggle with
this heightened complexity.

Consequently, addressing this newly raised challenge necessitates the design of supe-
rior models capable of tackling more complex real-world problems, rather than merely
incrementally improving performance on benchmark datasets. We firmly believe that
this is a pivotal step in leveraging video understanding technology to drive reform in the
modern education.

5 Conclusion

In this paper, we introduce a novel problem: the automated analysis of chemistry experi-
ment videos. This problem introduces a significant challenge to the field of video under-
standing.We then conduct an in-depth analysis of the characteristics of chemistry exper-
iment videos and provide a preliminary result on temporal action segmentation using
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CEV. These findings collectively highlight the need for amore robustmodel to tackle this
challenge. Such a model should encompass enhanced temporal modeling capabilities,
improved granularity perception, and stronger comprehension of temporal behaviors. In
the future, our plan includes offering more detailed dataset descriptions and developing
advanced video understanding models, and advancing AI technology in the realm of
education.
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Abstract. The speech of teachers in classroom teaching contains their teaching
emotions, which have a direct impact on the quality of classroom teaching and the
learning effectiveness of students. Therefore, emotional recognition of teacher’s
speech will help improve their self-awareness and provide scientific support for
improving teaching methods. However, in real-world scenarios, many data are
unlabeled, especially in the emerging field of smart education, which lacks high-
quality teacher speech datasets. Thus, a cross domain teacher’ speech emotion
recognition model based on adaptive adversarial transfer networks is proposed,
which dynamically evaluates the relative importance of global and local distri-
butions using adaptive adversarial modules and automatically assigns weights to
both. The common features of the source and target domains were obtained to
complete cross domain speech emotion recognition for teacher classroom teach-
ing. Finally, the experiment showed that the classification accuracy of the proposed
model reached 75.3%, significantly higher than other cross domain recognition
models.

Keywords: Teacher’s Speech Emotion Recognition · Transfer Learning ·
Adaptive Adversarial Network · Big Data of Education

1 Introduction

With the gradual implementation of smart education classrooms, a large amount of edu-
cational data has been generated, such as teacher lecture audio materials. By utilizing
these audio data, it is possible to conduct in-depth analysis of teacher’s work conditions.
However, the quality of these data varies greatly, with the majority being collected spon-
taneously by schools and remaining unlabeled and uncleaned. Although the unlabeled
data contains rich emotional information, it cannot be directly used for training deep
neural network models. The application of deep neural networks in the field of speech
emotion recognition can significantly improve the emotion recognition rate. The reason
why deep learning technology exhibits powerful performance is that it requires a large
amount of labeled data to train deep learningmodels. However, obtaining enough labeled
data is often expensive and time-consuming.
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It has been shown that transfer learning as an effective solution to address the issue
of data sparsity in the target domain by utilizing the abundant labeled samples in the
source domain. The key to the success of a transfer learning model lies in learning a dis-
criminative model that reduces the distribution discrepancy between the two domains.
Traditional methods reweight the samples in the source domain [2] or seek explicit
feature transformations that align the source and target domain samples into the same
feature space [3]. With the rapid development of deep learning, adversarial learning can
be embedded into deep networks to minimize the distribution discrepancy between the
source and target domains [4]. Most transfer learning models align the target distribution
of the source domain by learning a single domain discriminator [5], or focus on multiple
discriminators to align the target distributions of subdomains [6]. However, in practi-
cal applications, the global and local distributions between domains often contribute
differently.

When two domains are dissimilar, according to Fig. 1, such as (a) and (b) in Fig. 1,
the global distribution becomes more important. However, when the two domains are
highly similar, like (a) and (c) in Fig. 1, the attention should be focused more on the local
distribution. Both distributions are beneficial for the adversarial training of the model,
aiding in the learning of domain-invariant features. Therefore, it is a pressing issue in
transfer learning to adaptively evaluate the relative importance of the global and local
distributions.

b

Fig. 1. Distribution of Global and Local Features

To address the aforementioned issue,we propose an adaptive adversarial transfer net-
work (AATN) model for cross-domain teacher’s speech emotion recognition from other
domains to the domain of teacher instruction. First, a Bidirectional Gated Recurrent Unit
(BiGRU) network is employed to extract advanced features from both source and target
domain data. These features are then fed into an adversarial network for adversarial
training to learn domain-invariant characteristics. Second, an adaptive adversarial mod-
ule is utilized to dynamically evaluate the relative importance of the global and local
distributions and automatically allocate weights to the global and local distributions.
Finally, a shared feature representation of the source and target domains is obtained,
facilitating cross-domain teacher speech emotion recognition in the context of teacher
instruction.
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2 Method

2.1 Problem Definition

The labeled dataset from the source domain, denoted as Ds = {xsi , ysi }ns , where xsi
represents the data samples from the source domain, ysi represents the corresponding
labels, and ns represents the number of data samples in the source domain. Given a
unlabeled data from the target domain, denoted as Dt = {xtj }nt , where xtj represents the
data samples from the target domain and nt represents the number of data samples in
the target domain. Ds and Dt have the same label space, xi, xj ∈ id , where d represents
the dimension of the data. The distributions between the two domains are different,
Ps(xx) �= Pt(xt), the objective of cross-domain teacher’s emotion recognition is to
design a deep learning network that can reduce the distribution discrepancy between the
two domains, thereby extracting more domain-invariant features.

Feature Extraction Module

Source Domain

Target Domain

Data 

Preprocessing
BiGRU

Advanced 

Features GRL

Global Domain 

Discriminator Module

GRL

GRL

Local Sub-Domain 

Discriminator Module

Classification 

Module.

Classifier Softmax

Adaptive Adversarial 

Module.

Fig. 2. The overall architecture of the AATN model.

2.2 Overall Architecture

The proposed AATNmodel, as shown in Fig. 2, is composed of several modules: feature
extractionmodule, local sub-domain discriminator module, global domain discriminator
module, adaptive adversarial module, and classification module. AATN model is built
uponmature Generative Adversarial Networks (GANs)with the aim of learning domain-
invariant features through adversarial training. The speech data undergo preprocessing
steps such as sampling quantization, framing, windowing, and endpoint detection. Then,
the preprocessed data is fed into the feature extraction module where BiGRU models
are employed to capture the temporal dependencies of speech sequences and extract
advanced features from both source and target domains. The global domain discrimi-
nator module and local sub-domain discriminator module capture the global and local
distributions, respectively, and measure the distribution discrepancy between the two
domains. The adaptive adversarial module dynamically and adaptively evaluates the
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importance of these two distributions using an adaptive adversarial factor ω. The adap-
tive adversarial module uses adaptive adversarial factor ω to evaluate the importance
of these two distributions dynamically and adaptively. By calculating the loss function
of the global domain discrimination module and the local subdomain discrimination
module, the Gradient Reversal Layer (GRL) is used to effectively train other parameters
of the model.

Feature Extraction Module
The labeled data in the source domain is denoted as Ds = {

xsi , y
s
i

}ns
i=1, and in a teach-

ing scenario, teacher’s speech data without emotion labels is denoted as Dt =
{
xtj

}nt
i=1

.

Here, xi represents the data samples corresponding to various domains of speech, ns, nt
represent the total number of samples, and yi represents the emotion labels of samples
in the source domain. Firstly, data preprocessing, such as sampling quantification, fram-
ing, windowing, and endpoint detection, is applied to both the source domain and the
target domain, which is the teacher’s speech data in this case. Subsequently, frame-level
speech features are extracted from the preprocessed speech data. Then, the processed
speech data is fed into a BiGRU for training, enabling the capture of advanced emotional
characteristics, including contextual information before and after the speech feature. If
the current input speech feature is denoted as es, the hidden state of the forward GRU
can be represented as �ht , as indicated by Eq. (1):

�ht = GRU (es, �ht−1) (1)

Similarly, it can be deduced that the output hidden state of the backward GRU is

denoted as
←
ht , as expressed in Eq. (2):

←
ht = GRU (es,

←
ht−1) (2)

By concatenating the hidden memory information from both the forward and back-
wardGRUs, one can obtain the overall hidden state h of the BiGRU,which represents the
advanced features of the speech. This calculation can be expressed as shown in Eq. (3):

h = [�ht,
←
ht] (3)

Local Sub-domain Discriminator Module
Adaptive adversarial learning draws inspiration from the concept of Generative Adver-
sarial Learning [7] to aid in learning domain-invariant features. Adversarial learning can
be likened to a two-player game, where one player is the well-trained domain discrimi-
nator module Gd , tasked with distinguishing the source domain from the target domain.
The second player is the feature extraction module Gf , which endeavors to confuse
the discriminator module Gd by extracting domain-invariant features. These two play-
ers are trained adversarially: the parameters of the feature extraction module Gf with
parameters θf are learned by maximizing the loss of the domain discriminator module
Gd . Conversely, the parameters of the domain discriminator module θd are trained by
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minimizing the loss of the domain discriminator module itself. Additionally, the loss
of the label classification module Gy is also minimized. The loss function for adaptive
adversarial learning can be formalized as shown in Eq. (4):

L(θf , θy, θd ) = 1

ns

∑

xi∈Ds

Ly(Gy(Gf xi)), yi) − λ

ns + nt

∑

xi∈(Ds∪Dt)

Ld (Gd (Gf (xi)), di)

(4)

where λ represents the weighting parameter; Ly and Ld respectively denote the loss
functions for the classification module and the domain discriminator module. Since the
target domain lacks emotion labels, di is a pseudo-label that signifies the domain label
of the input samples. If a sample originates from the source domain, di is set to 0, and
if it comes from the target domain, di is set to 1.

The role of the local subdomain discriminator module is to align the local distri-
butions between the source domain and the target domain. In comparison to the global
domain discriminator module, the local subdomain discriminator module can align the
structures with both distributions, enabling finer-grained domain adaptation. Specifi-
cally, the local subdomain discriminator module can be divided into C-class subdomain
discriminators Gc

d , with each subdomain discriminator responsible for matching the
source and target domain data relevant to its respective class. The loss function for the
local subdomain discriminator module is represented as shown in Eq. (5):

Ll = 1

ns + nt

C∑

c=1

∑

xi∈(Ds∪Dt)

Lcd (G
c
d (ŷ

c
i Gf (xi)), di) (5)

where Gc
d represents C-class subdomain discriminators, Lcd denotes the cross-entropy

loss of C-class subdomain discriminators,Gf represents the advanced features extracted
by the feature extraction module, ŷci represents the predicted probability distribution of
input samples xi in C-class subdomain discriminators, and di represents the domain label
of the input samples.

Global Domain Discriminator Module
The role of the global domain discriminator module is to align the global distributions
between the source domain and the target domain. Thismodule aims to learn and identify
domain-invariant features between the source and target domains in conjunction with
the local subdomain discriminator module. The computation of the loss function for the
global domain discriminator module is as shown in Eq. (6).

Lg = 1

ns + nt

∑

xi∈(Ds∪Dt)

Ld (Gd (Gf (xi)), di) (6)

where Ld represents the cross-entropy loss function of the domain discriminator, Gf
denotes the advanced features in the feature extraction module, and di represents the
domain label of sample xi.
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Classification Module
The classifier in the classification module is the domain classifier, and it is used to train
and distinguish input samples as either source domain or target domain samples. The
objective of the domain classifier is to learn domain-invariant features between the source
and target domains, aiming to minimize the feature distribution differences between the
two domains. Since it receives source domain samples with labeled attributes as input,
it can be trained with the supervision provided by the labeled data from the source
domain Ds. In contrast, the softmax function acts as the emotion classifier, primarily
focused on mining and recognizing emotional features within speech. It concentrates
solely on the emotional content present in the speech and does not consider the origin
domain of the input. It is trained using source domain data containing emotion labels
and eventually outputs the emotions contained in unlabeled samples from the target
domain. The training objective for the classification module is the cross-entropy loss, as
specifically illustrated in Eq. (7).

Ly = − 1

ns

∑

xi∈Ds

C∑

C=1

Pxi→C logGy(Gf (xi)) (7)

where C represents the number of classes, Pxi→C denotes the probability that the input
sample xi belongs to class C, Gy represents the label classification module, and Gf
represents the advanced features extracted by the feature extraction module.

Adaptive Adversarial Module
The role of the Adaptive Adversarial Module is to dynamically compute the relative
importance of global and local distributions and automatically adjust the adversarial
factorω. In transfer learning, we can consider that theAATNmodel uses neural networks
to learn the importance of global and local distributions. Therefore, the use of the adaptive
adversarial factor ω allows for perceiving accurate information about the distributions.

The adaptive adversarial module can automatically update the value of the adaptive
adversarial factor ω within the network. Firstly, it employs deep adversarial feature
representation to learn and update ω instead of using shallow features, enhancing the
robustness and accuracy of the AATN model. Secondly, the AATN model directly fine-
tunes ω using the loss of the domain discriminator module, making it simpler and more
efficient. The global A − distance[8] representation of the global domain discriminator
module is defined as shown in Eq. (8):

dA,g(Ds,Dt) = 2(1 − 2(Lg)) (8)

The calculation equation for the local A − distance of the local subdomain
discriminator module is defined as shown in Eq. (9):

dA,l(D
c
s ,D

c
t ) = 2(1 − 2(Lcl )) (9)

Ultimately, the calculation equation for the adaptive adversarial factor ω is
represented as shown in Eq. (10):

ω = dA,g(Ds,Dt)

dA,g(Ds,Dt) + 1
C

C∑

c=1
dA,l(Dc

s ,D
c
t )

(10)
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where Dc
s and Dc

t represent samples from C-class subdomains, Lg denotes the loss
of the global discriminator, and Lcl represents the loss of C-class local subdomain
discriminators.

The adaptive adversarial module does not require the construction of additional
classifiers to calculate the local A − distance. This module can utilize the global and
local discriminators to compute the distances. Similarly, the adaptive adversarial module
can calculate the adaptive adversarial factor ω in each iteration after obtaining the global
A − distance. Ultimately, when training converges, the AATN model automatically
acquires an adaptive adversarial factor ω.

Combining all the components, the learning objective of the AATN model is
ultimately expressed as shown in Eq. (11).

L(θf , θy, θd , θcd |Cc=1) = Ly − λ((1 − ω)Lg + ωLl) (11)

where λ represents the weighting parameter, Ly represents the loss function of the classi-
ficationmodule,Lg andLl represent the loss functions of the global domain discriminator
and local subdomain discriminator respectively, andω represents the adaptive adversarial
factor.

3 Experiments

3.1 Datasets

The datasets used in the experiments include CASIA [9], CHEAVD [10], MASC [11],
and NNIME [12]. The above four datasets are all in Chinese language. Each dataset con-
tains both labeled and unlabeled data and is employed as the source domain dataset for
cross-domain teacher’s speech emotion recognition. In addition to the existing teacher’s
speech datasets, a TeacherEmotional SpeechDatabase (TESD) is established by reclassi-
fying emotions. This database consists of recordings from 6 male and 6 female teachers
and includes four different emotion categories: anger, surprise, neutral, and sadness,
comprising a total of 3564 teacher emotional speech samples. Approximately 20% of
the TESD dataset is set aside for testing, while the remainder is used for training. The
basic characteristics of the dataset are summarized in Table 1.

Table 1. Introduction to the Speech Datasets.

Domain Dataset Language Number Emotion Category

Source Domain CASIA Chinese 7200 6

CHEAVD Chinese 4200 6

MASC Chinese 5000 5

NINME Chinese 7000 6

Target Domain TESD Chinese 3564 4

In the four source domain databases, we selected four fundamental emotions as the
emotion categories, anger, surprise, neutral, and sadness from each dataset. For each of
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these basic emotions, 500 speech segments were chosen as labeled data, as illustrated in
Table 2.

Table 2. Source Domain Dataset.

Dataset CASIA CHEAVD MASC NINME

Anger 500 500 500 500

Surprise 500 500 500 500

Neutral 500 500 500 500

Sadness 500 500 500 500

Unlabeled 5027 2139 2856 4084

The evaluation metric for the paper is classification accuracy, which is defined as the
proportion of correctly classified instances to the total number of instances.

3.2 Parameter Configuration and Model Comparison

In the feature extraction module, the BiGRU has 128 hidden nodes, with a training batch
size of 32, a learning rate of 1e-3, and a dropout rate of 0.5. Since the domain classifier is
trained from scratch, its learning rate is set to be 10 times higher than the other layers, and
stochastic gradient descent is used as the optimization method. In AATN, λ = 1, with
a batch size of 32. To validate the effectiveness of the proposed model, we conducted
comparative experiments with the following models: DDC [13], RTN [14], DANN [15],
JAN [16], and MEDA.

3.3 Results and Analysis

To demonstrate the effectiveness of the AATNmodel in cross-domain teacher’s emotion
recognition tasks, the experimental section initially compared the accuracy of cross-
domain teacher’s emotion recognition models. As shown in Fig. 3, the experiments were
divided into four cross-domain recognition tasks. These tasks involved using four Chi-
nese speech emotion datasets as source domains and transferring emotion recognition to
the teacher lecture speech emotion dataset, denoted as CA→T, CH→T, M→T, N→T.
Here, CA, CH, M, N, and T represent the abbreviations for the CASIA, CHEAVD,
MASC, NNIME, and TESD dataset, respectively. The → indicates the direction of
cross-domain recognition between two datasets. For example, CA→T signifies trans-
ferring emotion information from the CASIA dataset, as the source domain, to the
target domain TESD dataset, thereby utilizing emotion information from CASIA to aid
teacher’s emotion recognition in the TESD dataset.

Table 3 displays a comparison of the average accuracy between the AATN model
and other models in the cross-domain teacher’s speech emotion recognition task within
the teacher lecture domain.
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Fig. 3. The classification accuracy for cross-domain teacher’s emotion recognition varies among
different models.

Table 3. The average classification accuracy for cross-domain teacher’s emotion recognition
varies across different models.

Model The average classification accuracy

DDC 67.7

RTN 69.8

DANN 71.2

JAN 72.5

MEDA 73.9

AATN 75.3

Comparing the experimental results between Fig. 3 and Table 3, it can be observed
that the proposed AATN model performs the best in cross-domain teacher’s emotion
recognition tasks originating from different source domains. Its average accuracy is the
highest, reaching 75.3%. Compared to the DDC model, the AATN model achieves a
7.6% improvement in average classification accuracy. This improvement is primarily
attributed to the fact that the DDC model introduces only an adaptation layer and addi-
tional domain confusion loss to learn domain-invariant features, without using adver-
sarial learning methods. This underscores the importance of adversarial learning in
training cross-domain models. In comparison to the RTN model, the proposed model
achieves a 5.5% improvement in average classification accuracy. This improvement can
be attributed to the RTN model relying on several layers of residual functions for classi-
fier adaptation, and its classification accuracy depends on the choice of domain-invariant
features, making it less effective in learning domain-invariant features from source and
target domains. Compared to the DANN model, the AATN model improves the average
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classification accuracy by 4.1%. This is because while the DANNmodel uses adversarial
learning in training, its model structure for feature extraction in the domain-invariant
part is relatively simple, whichmakes it challenging to improve recognition performance
when there is a significant distribution gap between the source and target domains. The
AATNmodel outperforms the JAN model by 2.8%. This improvement can be attributed
to the fact that the joint adaptation network proposed by the JAN model can align the
joint distribution of multiple domain layers, but it does not distinguish between the
effects of global and local distributions, both of which play a crucial role in extracting
domain-invariant features. Compared to the MEDA model, the AATN model achieves
a 1.4% improvement in average classification accuracy. While the MEDA model shares
structural similarities with the proposed AATN model and introduces an embedded dis-
tribution alignment method to calculate the weights for global and local distributions, it
requires additional training of linear classifiers in each iteration, which is computation-
ally intensive and time-consuming. It cannot adaptively allocate weights between the
two distributions. In summary, the overall performance of the proposed AATN model
surpasses that of the other comparative models.

Fig. 4. The influence of the quantity of labeled source domain data on the teacher’s emotion
recognition performance of the model

To train the emotion recognition classifier, we utilize a pre-existing dataset with
labeled data from the source domain. It is a common assumption that the target domain
primarily consists of unlabeled data; however, in real-world scenarios, this dataset may
not be entirely unlabeled. The target domain typically contains a small portion of already
labeled data. Leveraging this labeled data from the target domain helps the classifier
better capture the shared feature distribution between the two datasets. As depicted
in Fig. 4, in the process of cross-domain teacher’s emotion recognition in educational
settings, the accuracy of the four classification tasks varies with different amounts of
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labeled data. Specifically, the performance of the AATN model can be enhanced with
adding differently proportioned already labeled data to the target domain. Moreover, as
the amount of labeled data increases, themodel’s performance gradually improves.When
the proportion of labeled data in the target domain reaches 900 instances, the model’s
classification accuracy reaches its peak and stabilizes. This is because as the model has
access to more labeled data from the target domain, it can extract more domain-invariant
features.

4 Conclusions

In this paper, we exploit AATN for cross domain teacher’s speech emotion recognition to
address the problem of the lack of high-quality teacher’s speech emotion dataset in edu-
cational scenarios. Themodel uses adversarial training to learn domain-invariant features
in both the source and target domains, automatically adjusting the relative importance
of global and local distributions to extract more domain-invariant features. It ultimately
accomplishes cross-domain recognition tasks between the source and target domains.
Firstly, the model extracts advanced speech features through data preprocessing and a
BiGRUmodel. Secondly, it utilizes the global domain discriminatormodule and the local
subdomain discriminator module to capture global and local distributions and calculate
the distribution differences between the two domains. Thirdly, the adaptive adversarial
module dynamically assigns weights to the global and local distributions, extracting
more domain-invariant features. Finally, an emotion classifier identifies the emotion cat-
egory of unlabeled data in the target domain. The paper employs datasets from different
sources to conduct cross-domain teacher’s speech emotion recognition in educational
scenarios and compares the performance of the proposed AATNmodel with other trans-
fer learning models. The results demonstrate that the AATN model outperforms others,
effectively recognizing emotion categories in teacher’s speech in unlabeled conditions.
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Abstract. With the rapid development of big data and AI technology,
programming is in high demand and has become an essential skill for
students. Meanwhile, researchers also focus on boosting the online judg-
ing system’s guidance ability to reduce students’ dropout rates. Previous
studies mainly targeted at enhancing learner engagement on online plat-
forms by providing personalized recommendations. However, two signif-
icant challenges still need to be addressed in programming: C1 ) how to
recognize complex programming behaviors; C2 ) how to capture intrin-
sic learning patterns that align with the actual learning process. To fill
these gaps, in this paper, we propose a novel model called Programming
Exercise Recommender with Learning Style (PERS), which simulates
learners’ intricate programming behaviors. Specifically, since program-
ming is an iterative and trial-and-error process, we first introduce a
positional encoding and a differentiating module to capture the changes
of consecutive code submissions (which addresses C1 ). To better pro-
file programming behaviors, we extend the Felder-Silverman learning
style model, a classical pedagogical theory, to perceive intrinsic program-
ming patterns. Based on this, we align three latent vectors to record and
update programming ability, processing style, and understanding style,
respectively (which addresses C2 ). We perform extensive experiments
on two real-world datasets to verify the rationality of modeling pro-
gramming learning styles and the effectiveness of PERS for personalized
programming guidance.

Keywords: Programming Education · Sequential Recommendation ·
Learning Style

1 Introduction

The rapid advancement of AI technology has profoundly influenced on individ-
uals of diverse backgrounds and skill levels. In this connection, online judge
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systems have emerged as an indispensable avenue for those seeking to boost
their programming proficiency1. However, despite the growing popularity of this
learning modality, high dropout rates have been observed, attributable to the
inadequate provision of personalized instructions tailored to learners’ unique
learning preferences [22].

Recently, recommender systems have been widely applied in online edu-
cation scenarios to facilitate personalized learning. There are various recom-
mendation models, including CF(collaborative filtering)-based methods [20,31],
content-based methods [1,13] and deep-learning-based methods [7,8]. These gen-
eral models aim to provide personalized recommendations by capturing users’
interests and needs through static preferences and individual interactions. In the
context of programming, however, the learning process exhibits a dynamic and
progressive nature. This represents an essential application of the sequential rec-
ommendation (SR) task, which predicts subsequent behavioral sequences based
on historical records [12,27,29,32].

While extant SR models have yielded successful results in e-learning contexts,
there remain significant gaps in directly deploying them to programming scenar-
ios [18]. As illustrated by Fig. 1, programming learning differs from traditional
learning in two crucial respects: i) it enables learners to make multiple attempts
on the same exercise and edit their previous submissions based on the feedback
received from the compiler and, ii) the platform can record fine-grained behav-
ioral data related to programming, including code snippets, compilation time,
and compilation status. Furthermore, current sequential models prioritize learn-
ers’ patterns with little regard to their intrinsic behaviors, including learning
styles. These styles reflect the ways in which learners process and comprehend
information, and are thus factors that cannot be ignored.

Consequently, the study of SR in programming learning confronts two sig-
nificant challenges. First, it is imperative to model distinctive and fine-grained
patterns involved in programming, including code-related side features and iter-
ative submission behavior (C1 ). Second, there is an urgent need to incorporate
pedagogical theory into the model to bolster its interpretability with the actual
learning process (C2).

To address the above challenges, we propose a new model named
Programming Exercise Recommender with Learning Style (PERS). To simulate
the iterative process in programming, we employ a two-step approach. Firstly,
we map programming exercises and code-related features (such as code snippets,
execution time, and execution status) into embeddings using a representation
module with positional encoding. Secondly, we formulate a differentiating module
that calculates the changes between consecutive code submissions. This module
can adeptly capture fine-grained learning patterns by effectively distinguishing
between intra-exercise or inter-exercise attempts (for C1 ). To enhance the con-
sistency between our proposed model and the actual learning process, we draw

1 A theory proposed by Richard M. Felder and Linda K. Silverman to describe indi-
viduals’ preferred ways of learning. Further details will be provided in the related
work section.
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inspiration from a pedagogical theory known as the Felder-Silverman Learning
Style Model (FSLSM) [4], which is widely utilized in educational scenarios for
mining learning patterns and delivering personalized guidance. Considering the
processing and understanding dimensions in FSLSM, we present a formal def-
inition and detailed descriptions of programming learning styles in this paper.
On this foundation, we develop three latent vectors: programming ability, pro-
cessing style, and understanding style, which are designed to track the learners’
intrinsic behavioral patterns during the programming process (for C2 ). After
obtaining the above vectors, our model employs a multilayer perceptron (MLP)
to generate personalized predictions that align individuals’ learning preferences.
In summary, the main contributions of this paper are summarized as follows:

• Our study endeavors to furnish personalized programming guidance by emu-
lating the iterative and trial-and-error programming learning process, thereby
offering a novel vantage point on programming education.

• We have meaningfully incorporated the FSLSM pedagogical theory into our
model, enabling us to effectively capturing the intrinsic behavioral patterns
of students while also enhancing rationality and consistency.

• We conduct experiments on two real-world datasets to validate the efficacy
and interpretability of our approach.

2 Related Works

2.1 Sequential Recommendation

Sequential recommendation models aim to incorporate users’ personalized and
contextual information based on their historical interactions [16] to predict the
future behaviors.

In earlier studies, researchers considered Markov chains as a powerful method
to model interaction processes and capture users’ sequential patterns [2,9]. Later,
the advent of recurrent neural networks (RNN) greatly has expanded the poten-
tial of recommender systems to process multi-type input data and understand
complex item transitions. For example, [10] first adopt RNN on real-life session-
based recommendations and then enhance the backbone with parallel RNN to
leverage more rich features [11]. There are various techniques designed to improve
the RNN-based models, such as data augmentation (GRU4Rec [29]), data recon-
struction (SRGNN [32]), and unified module injection (SINE [28], CORE [12]).
Recently, another line of works has seeked to use the Transformer module to
capture global information, which RNN overlooks. For instance, BERT4Rec [27]
utilize bidirectional self-attention with Cloze tasks during training to enhance
the hidden representation.

2.2 Sequential Recommendation in E-Learning

Existing research on SR in e-learning typically focus on recommending the most
appropriate resources, such as courses and exercises, to learners by capturing
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their static and dynamic characteristics through their past behavioral record [14].
For instance, [15] and [19] propose a cognitive diagnostic method to model stu-
dents’ proficiency on each exercises based on probabilistic matrix factorization
and students’ proficiency. [25] apply a knowledge tracing model with an enhanced
self-attention to measures students’ mastery states and assist model to recom-
mend. These methods effectively capture students’ preferences and mastery of
knowledge points. However, they often overlook the impact of students’ internal
learning styles.

In the field of programming, some preliminary attempts have been made to
explore the personalized recommendations. For example, [18] apply BERT [3] to
encode students’ source code and propose a knowledge tracing model to capture
mastery of programming skills. However, the dynamic sequential patterns in
existing works are not consistent with real programming process due to ignore
the iterative process.

2.3 Learning Style Model

Learning styles refer to the way in which students prefer to obtain, pro-
cess and retain information [5]. The most common theoretical models include
Felder-Silverman Learning Style Model (FSLSM), Kolb’s learning style [17] and
VARK model [23]. Previous research has demonstrated that the FSLSM is more
comprehensible and appropriate for identifying learning styles in online learn-
ing compared to other models [21]. This model describes learning styles from
four dimensions: the perspective of perception (sensitive/intuitive), information
input (visual/verbal), processing (active/reflective) and understanding (sequen-
tial/global) based on the learner’s behavior patterns during learning process.

3 Preliminaries

3.1 Programming Learning Style Model

Inspired by the FSLSM, we define a programming learning style model (PLSM)
centered around the problem-solving behavior observed in online judging sys-
tems.

As shown in Table 1, the PLSM delineates the inherent learning patterns
during programming through two dimensions: processing and understanding. In
terms of processing, learners can be classified as either active or reflective. When
solving exercises, active learners tend to think through a complete answer before
submitting their solution, while reflective learners prefer to attempt the same
exercise multiple times and refine their previous submissions based on the com-
piler feedback. As for the dimension of understanding, learners can be labeled
as sequential or global. Sequential learners tend to approach learning tasks in a
progressive sequence, such as in numerical or knowledge concept order. In con-
trast, global learners tend to approach tasks in a non-linear fashion, such as by
selecting tasks that they find most interesting or engaging. These distinct learn-
ing styles reflect learners’ preferences and can significantly impact the trajectory
of their problem-solving process.
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Table 1. Programming Learning Style Model

Dimension Label Learning Characteristics

Processing Active Solving exercises by figuring out a complete answer before submitting
Reflective Solving exercises through multiple trials and errors

Understanding Sequential Solving step-by-step
Global Solving by leaps and bounds

3.2 Problem Definition

To foster learners’ involvement and enhance their programming skills in online
judge systems, we present a new task called programming exercise recommenda-
tion (PER). The definition of PER is as follows and an example of data model
is depicted in Fig. 1.

Fig. 1. Data model for PER task

Definition: Programming Exercise Recommendation. Suppose there are
n online learning users U = {u1, u2, · · · , un} with problem-solving behavior logs
B = {B1, B2, · · · , Bn} and m programming exercises P = {p1, p2, · · · , pm}.
Specifically, the i-th record Bi = {b1, b2, · · · , bli} represents the interaction
sequence of the i-th learner ui, where li represents the length of the sequence.
Each element bj in the sequence is a triple 〈pbj , cbj , rbj 〉 consisting of the problem
pbj , the code cbj and the compilation result rbj . The ultimate goal of program-
ming exercise recommendation is to predict learners’ learning preferences in the
future based on the past interaction behavior Bi between learners and exercises.
that is, the next exercise pbli+1 that will be tried. Correspondingly, in machine
learning methods, the optimization objective is:

li =max
A

∏

(bi,pbli+1 )∈B∪B−
logA(pbli+1 |Bi)yi(1 − A(pbli+1)|Bi)(1−yi), (1)
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where A is a probabilistic prediction model, such as neural networks, whose
output is to predict the probability of interacting with the next exercise pbli+1

based on the historical behavior sequence Bi. B− is a set of negative samples,
i.e., the exercises that learner ui has not interacted with label yi = 1 if and only
if (Bi, pbli+1) ∈ B, otherwise yi = 0.

4 PERS Framework

In this section, we propose a deep learning framework, namely PERS, to solve
programming exercise recommendation. As shown in Fig. 2, the architecture of
PERS is mainly composed of four functional modules: representing, differenti-
ating, updating and predicting. The details of the four modules are given in the
following.

Fig. 2. PERS Architecture

4.1 Representing Module

The representing module mainly focuses on obtaining the embedding of the two
inputs: exercises and codes.
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Exercise Representation. As demonstrated in Fig. 1, learners typically
attempt a programming exercise multiple times until they pass all test cases.
Even when trying the same exercise, the compilation results for each attempt are
distinct and progressive. Therefore, the exercise embedding and the positional
embedding in the sequence are both critical. Suppose pt denotes the program-
ming exercise coded by the learners at time t. First, we use a projection matrix
Ep ∈ R(N+2)×dp to represent each exercise by its id, where N is the total num-
ber of exercises and dp is the dimension. The first dimension of the projection
matrix here is N + 2 because two zero pads are added. Then the representation
vector for the problem pt can be obtained as ept

∈ Rdp . In addition, inspired by
the work [30], we use the sinusoidal function to acquire the position embedding
post at time t:

pos(t,2i) = sin(t/100002i/dpos), (2)

pos(t,2i+1) = cos(t/100002i/dpos). (3)

where dpos denotes the dimension. Based on the exercise embedding ept
and

the position embedding post, we obtain the enhanced exercise embedding e
′
pt

through an MLP:

e
′
pt

= WT
1 [ept

⊕ post] + b1, (4)

where ⊕ denotes the vector concatenation, W1 ∈ R(dp+dpos)×dk , b1 ∈ Rdk are
learnable parameters.

Code Representation. Suppose ct denotes the code submitted by the learn-
ers at time step t. First, we apply a code pre-training model CodeBERT [6] to
obtain the initial embedding of code ect ∈ Rdc . Additionally, we employ differ-
ent projection matrices to obtain the representation vectors of code-related side
features: the execution time etct ∈ Rdct , the execution memory emct ∈ Rdcm ,
and the execution status esct ∈ Rdcs . After all the representation vectors are
generated, we can obtain the enhanced code embedding e

′
ct by an MLP:

e
′
ct = WT

2 [ect ⊕ esct ⊕ etct ⊕ emct ] + b2, (5)

where W2 ∈ R(dc+dcs+dct+dcm)×dk is the weight matrix, b2 ∈ Rdk is the bias
term.

4.2 Differentiating Module

As the introduction highlights, one of the challenges in PER is to simulate the
iterative and trial-and-error process of programming learning. In this paper,
we develop a differentiating module to capture fine-grained learning patterns.
To distinguish whether students are answering the same exercise or starting
a new one, we first calculate the exercise difference embedding Δept

between
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students’ present exercise embedding e
′
pt

and previous exercise embedding e
′
pt−1

by subtraction. Then, we feed the above three embeddings into a multi-layer
perceptron to output the final exercise difference embedding Δ

′
ept

:

Δept
= e

′
pt

− e
′
pt−1

(6)

Δ
′
ept

= WT
3 [Δept

⊕ e
′
pt

⊕ e
′
pt−1

] + b3, (7)

For the same exercise, the codes students submit are different at each
attempt, which can indicate their progress in the trial-and-error process. There-
fore, we use students’ present code embedding e

′
ct , previous code embedding

e
′
ct−1

and the difference between them Δect to obtain the final code difference
embedding Δ

′
ect :

Δect = e
′
ct − e

′
ct−1

, (8)

Δ
′
ect = WT

4 [Δect ⊕ e
′
ct ⊕ e

′
ct−1

] + b4, (9)

where W3,W4 ∈ R3dk×dk is the weight matrix, b3,b4 ∈ Rdk is the bias term.

4.3 Updating Module

The purpose of this module is to update the latent states that represent the
learner’s intrinsic learning style. Inspired by the classic learning style model
FSLSM, we propose two hidden vectors, processing style PSt and understanding
style USt, to capture the programming learning style of learners. In addition,
motivated by the programming knowledge tracing research [33], we introduce
another hidden vector called programming ability PAt to enhance the modeling
of programming behavior.

First, we assume that all learners start with the same programming ability
PA0, and their programming ability will gradually improve as they progress
through exercises. The learners’ programming ability PAt at time step t depends
on their performance in completing the current exercises as well as their previous
programming ability PAt−1. The corresponding update process is as follows:

ΔPA = WT
5 [e

′
pt

⊕ e
′
ct ] + b5, (10)

PAt = WT
6 [ΔPA ⊕ PAt−1] + b6, (11)

where W5,W6 ∈ R2dk×dk are weight matrices, b5,b6 ∈ Rdk are bias terms.
When t = 0, PA0 ∈ Rdk is initialized as a vector of all zeros.

Similarly, the initial processing style PS0 ∈ Rdk at time t = 0 is also initial-
ized as a vector of all zeros. As shown in Table 1, the learner’s processing style
mainly manifests in their continuous trial-and-error behavior on the same exer-
cise. Leveraging the difference of exercise Δ

′
ept

and code Δ
′
ect generated from

the difference module, we introduce a gating mechanism to update the learner’s
processing style vector PSt. We first calculate a selection gate gps using Δ

′
ept

,
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which determines whether the current exercise is identical to the previous one.
Then gps is multiplied by Δ

′
ect to figure out how much semantic information

should be learned from the code. Finally, we concatenate the result with the pre-
vious processing style PSt−1 and employ a multi-layer perception to fuse these
vectors as follows:

gps = tanh(WT
7 Δ

′
ept

+ b7), (12)

PSt = WT
8 [PSt−1 ⊕ (gps � Δ

′
ect)] + b8, (13)

where tanh is the non-linear activation function, W7 ∈ Rdk×dk , W8 ∈ R2dk×dk ,
b7,b8 ∈ Rdk are trainable parameters, � is the vector element-wise product
operation.

Another latent vector is the understanding style USt, which indicates
whether learners prefer to learn step-by-step or in leaps and bounds. It is
derived from the learner’s historical records. Thus, the initial understanding
style US0 ∈ Rdk is also initialized as a vector of zeros. Similar to the processing
style, we also employ a gating mechanism to determine whether the learner is
attempting the same exercise, and subsequently update the current understand-
ing style USt based on the previous one USt−1:

gus = tanh(WT
9 Δ

′
ept

+ b9), (14)

USt = USt−1 +WT
10(gus � e

′
pt
) (15)

where W9,W10 ∈ Rdk×dk are weight matrices, b9 ∈ Rdk is the bias term.

4.4 Predicting Module

After obtaining the learner’s programming ability PAt, processing style PSt,
and understanding style USt, we can predict the next exercise in the predicting
module. First, the three intrinsic vectors are concatenated and then projected
to the output layer using a fully connected network to get Pret. After that, we
encode Pret into an m-dimensional project matrix and obtain the final proba-
bility vector pn of exercises being recommended at the next step.

Pret = WT
11[PLt ⊕ PSt ⊕ USt] + b11, (16)

pn = WT
12Pret + b12 (17)

where W11 ∈ R3dk×dk and W12 ∈ Rdk×dn are weight matrices, b11 ∈ Rdk and
b12 ∈ Rdm is the bias term.

5 Experiments

In this section, we aim to evaluate the effectiveness of PERS on programming
exercise recommendation through empirical evaluation and answer the following
research questions:
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• RQ1: How does PERS perform compared with state-of-the-art pedagogical
methods and sequential methods on programming exercise recommendation?

• RQ2: What is the impact of different components on the performance of
PERS ?

• RQ3: How do the primary hyperparameters influence the performance of our
model?

• RQ4: Can the proposed method learn meaningful intrinsic representations of
students during programming?

5.1 Experimental Settings

Datasets. We evaluate our proposed method PERS on two real-world datasets:
BePKT [33]and CodeNet [24]. The two datasets are both collected from online
judging systems, including problems, codes and rich contextual information such
as problem descriptions and code compilation results. Due to the millions of
behaviors and contextual data in CodeNet, memory overflow exists when pro-
cessing contextual features such as code and problem descriptions. Therefore, we
sample the CodeNet dataset based on sequence length and submit time, resulting
in two smaller-scale datasets: CodeNet-len and CodeNet-time. A brief overview
of each dataset is listed as follows:

• BePKT: collected from an online judging system2 targeted at university
education, with its users primarily being college students who start learning
to program.

• CodeNet: collected and processed by IBM researchers from two large-scale
online judgment systems AIZU3 and AtCoder4. The dataset contains hun-
dreds of thousands of programming learners from different domains.

• CodeNet-len: a subset of the CodeNet dataset, which only keeps learners’
programming behavioral sequences with lengths between 500 and 600.

• CodeNet-time: a subset from the CodeNet dataset with submission times-
tamps between March and April 2020.

Table 2 presents detailed statistics for the above datasets. Specifically, the
calculation formula of #Sparsity is as follows:

#Sparsity = 1 − #Interactions
#Students × #Exercises

, (18)

2 https://judgefield.shuishan.net.cn/.
3 https://onlinejudge.u-aizu.ac.jp/home.
4 https://atcoder.jp/.

https://judgefield.shuishan.net.cn/
https://onlinejudge.u-aizu.ac.jp/home
https://atcoder.jp/
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Table 2. Detailed statistics of all datasets in experiments, where #Learners denotes
the number of learners, #Interactions denotes the number of interactions, #Exer-
cises denotes the number of exercises, #Sparsity denotes the sparsity of the dataset,
#Pass-Rate denotes the proportion of successful submissions in all submissions, and
#APE(short for Avg-Attempts-Per-Exercise) denotes the average number of attempts
on the same programming exercise.

Dataset #Learners #Interactions #Exercises #Sparsity #Pass-Rate #APE

BePKT 907 75,993 553 84.85% 32.03% 3.18
CodeNet 154,179 13,916,868 4,049 97.77% 53.61% 2.05
CodeNet-time 26,270 811,465 2,465 98.75% 53.42% 1.89
CodeNet-len 1,107 605,661 3,308 83.46% 56.88% 1.87

Baselines. We compare PERS with the following 8 comparable baselines, which
can be grouped into two categories:

• Pedagogical methods: ACKRec [8] and LPKT [26] are two representative
methods in e-learning recommendation. ACKRec constructs a heterogeneous
information network to capture entity relationships. LPKT develops a model
by simulating students’ learning processes.

• Sequential methods: We introduce 6 state-of-the-art sequential models,
which are 1) GRU4Rec [29] introduces data augmentation on recurrent neu-
ral network to improve model performance. 2) GRU4Recf [11] further inte-
grates a parallel recurrent neural network to simultaneously represent clicks
and feature vectors within interactions. 3) BERT4Rec [27] introduces a two-
way self-attention mechanism based on BERT [3]. 4) SRGNN [32] converts
user behavior sequences into graph-structured data and introduces a graph
neural network to capture the relationship between items. 5) SINE [28] pro-
poses a sparse interest network to adaptively generate dynamic preference.
6) CORE [12] designs a representation consistency model to pull the vectors
into the same space.

Since all the above baselines do not incorporate code as the model input, for
a fair comparison, we implement a degraded version of PERS:

• ERS: Remove the code feature input and all subsequent related modules in
PERS.

Evaluation Metrics. To fairly compare different models, inspired by the previ-
ous [8], we choose the HR@10 (Hit Ratio), NDCG@10 (Normalized Discounted
Cumulative Gain), and MRR@10 (Mean Reciprocal Rank) as the evaluation
metrics.
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Table 3. The overall performance on two full datasets and two sample datasets. OOM
refers to out of memory.

Datasets Metrics Pedegogicals Sequentials Ours
LPKT ACKRec GRU4Rec GRU4Recf BERT4Rec SRGNN SINE CORE ERS PERS

BePKT HR@10 0.8762 0.8849 0.9172 0.9135 0.7369 0.9074 0.6419 0.9172 0.9256 0.9288
MRR@10 0.6743 0.6838 0.7057 0.7053 0.5324 0.6870 0.4059 0.6923 0.7104 0.7153
NDCG@10 0.7128 0.7269 0.7573 0.7560 0.5816 0.7408 0.4623 0.7466 0.7645 0.7688

CodeNet HR@10 0.8423 0.8372 0.8728 OOM 0.6715 0.8700 0.7276 0.8566 0.8803 OOM
MRR@10 0.6372 0.6305 0.6927 OOM 0.4205 0.6879 0.4643 0.5934 0.7012 OOM
NDCG@10 0.6983 0.6847 0.7374 OOM 0.4811 0.7332 0.5285 0.6581 0.7435 OOM

CodeNet-len HR@10 0.7539 0.7754 0.7812 0.7767 0.1157 0.7821 0.4602 0.7865 0.7934 0.8010
MRR@10 0.5816 0.5938 0.6189 0.6143 0.0453 0.6073 0.2411 0.5251 0.6235 0.6322
NDCG@10 0.6043 0.6139 0.6590 0.6545 0.0614 0.6504 0.2934 0.5850 0.6631 0.6704

CodeNet-time HR@10 0.8532 0.8425 0.8993 0.8991 0.7517 0.8989 0.7742 0.8962 0.9058 0.9167
MRR@10 0.6931 0.6852 0.7309 0.7316 0.6473 0.7236 0.5458 0.6060 0.7422 0.7574
NDCG@10 0.7348 0.7233 0.7731 0.7735 0.5978 0.7675 0.6016 0.6775 0.7841 0.7923

Training Details. For pedagogical methods, we use the original codes released
by their authors56. Additionally, we implement the PERS model and other base-
line models using PyTorch and the RecBole library7. We run all the experiments
on a server with 64G memory and two NVIDIA Tesla V100 GPUs. For all mod-
els, we set the max sequence length to 50, the batch size of the training set to
2048 and the test set to 4096, and the optimizer to Adam. For the PERS model,
we set the exercise and code representation embedding dimensions to 128. We
perform the hyper-parameter tuning for the learning rate {0.1, 0.01, 0.001}, the
layer number {1, 2, 3}, and the dropout rate {0.1, 0.3, 0.5}. For all methods, we
fine-tune the hyperparameters to achieve the best performance and run experi-
ments three times to report the average results.

5.2 RQ1: Overall Performance

Table 3 summarizes the performance results. We evaluate the methods on four
datasets under three evaluation metrics. The best results are highlighted in bold
and the best baselines are underlined. From results in the Table 3, we make the
following observations:

• Our proposed models, PERS and ERS, demonstrate state-of-the-art perfor-
mance on large-scale programming learning datasets. For instance, in the
case of the CodeNet dataset, our models exhibit a significant improvement
of 1.41% on HR@10, 1.30% on MRR@10, 1.12% on NDCG@10 over the best
baseline.

• Code features can significantly improve the performance of the model. In
the BePKT, CodeNet-len, and CodeNet-time datasets, the PERS model with

5 https://github.com/JockWang/ACKRec.
6 https://github.com/bigdata-ustc/EduKTM/tree/main/EduKTM.
7 https://recbole.io/.

https://github.com/JockWang/ACKRec
https://github.com/bigdata-ustc/EduKTM/tree/main/EduKTM
https://recbole.io/
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code features outperforms the ERS model This finding highlights that code-
related features contribute to modeling students’ programming learning pref-
erences.

• RNN-based sequential models exhibit superior capabilities in capturing learn-
ing behaviors. Our PERS and ERS, which extends recurrent neural networks,
achieve the best performance. Additionally, the GRU4Rec and GRU4Recf
models, designed based on recurrent neural networks, outperform all other
sequential methods. This observation suggests that RNNs are particularly
adept at capturing sequential programming behaviors.

5.3 RQ2: Ablation Study

We conduct an ablation study on PERS to understand the importance of the
primary components. We obtain five variants: 1) PERS-ep, which removes the
exercise position encoding; 2) PERS-cr, which removes the code representation;
3) PERS-pa, 4) PERS-ps, and 5) PERS-us are another three variants that
remove PAt, PSt and USt, respectively. Figure 3 displays the results of the
PERS model and the its variants on the CodeNet-len and CodeNet-time datasets.
From the figure, we can observe:

(a) CodeNet-len (b) CodeNet-time

Fig. 3. Ablation Study Results on CodeNet-len(left) and CodeNet-time(right)

• Both the representating and updating modules play a crucial role in capturing
programming behaviour. As can be observed, the removal of any component of
the PERS adversely affects its performance, which emphasizes the rationality
and effectiveness of the proposed methods.

• The impact of different components varies across different stages of learn-
ing. Specifically, in the CodeNet-len dataset, the performance is significantly
affected when removing the position encoding of exercises (PERS-ep variant).
On the other hand, in the CodeNet-time dataset, the performance sharply
declines when the code representation (PERS-cr variant) is removed. This
is because the CodeNet-len dataset comprises the latter part of students’
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behavioral sequences, where students have developed a fixed behavioral pat-
tern. Consequently, the representation of the exercises significantly impacts
the model’s performance. Similarly, removing different intrinsic latent vec-
tors leads to different degrees of performance decline. The finding indicates
that processing style is more critical in the initial learning stages while the
understanding style are more influential as the learning pattern becomes more
fixed.

5.4 RQ3: Sensitivity Analysis of Hyperparameters

We conduct a sensitivity analysis on the hyperparameter of PERS with two
datasets: CodeNet-len and Code-time. In particular, we study three main hyper-
parameters: 1) sequence length λ ∈ {50, 100, 150, 200}, 2) dimension of exer-
cise embedding dp ∈ {32, 64, 128, 256}, and 3) dimension of code embedding
dc ∈ {32, 64, 128, 256}. In our experiments, we vary one parameter each time
with others fixed. Figure 4 illustrates the impacts of each hyperparameter and
we can obtain the following observations:

Fig. 4. Influence of three key hyperparameters on the performance of the PERS.

• Our model is capable of capturing long sequence dependencies. In Fig. 4(a),
PERS performs better as the sequence length increases, while the results of
GRU4Rec remain unchanged or even decline.

• As shown in Fig. 4(b), the performance of both PERS and GRU4Rec initially
improves and then declines as the dimension of exercise embedding increases.
The optimal performance is achieved at approximately dp = 128.

• As the dimension of code embedding increases, the performance of PERS
in Fig. 4(c) shows a consistent enhancement, highlighting the significance of
code features in capturing programming learning patterns.

5.5 RQ4: Case Study on Visualization Analysis

To demonstrate the interpretability of our approach, we conduct a visualization
analysis of three latent vectors involved in the PERS, i.e., programming ability
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(a) u222602662

(b) u737111725

Fig. 5. Case study on latent vectors visualization

PAt, processing style PAt and understanding style USt. We randomly selected
the behavioral sequences of two students from the CodeNet dataset for the case
study. From the exercise sequence of each student, we can observe that u222602662

tends to make multiple attempts at the same exercise and solve problems in
a systematic manner, while u737111725 prefers solving problems by leaps and
bound. We extract these three instinct vectors from the last time step of the
model and visualize the dimensional reduction results in Figure 5. We note some
observations in the visualization results:

• The extent of variation in students’ programming abilities differs between
inter-exercise and intra-exercise. Taking u222602662 as an example, as he made
multiple attempts on p03053, his programming ability continuously improved.
However, when he attempted the next exercise, his PAt showed a notice-
able decline. Therefore, fine-grained modeling of inter-exercise contributes to
better capturing students’ learning state.

• The changing patterns of learning styles among different students is consis-
tent with their learning process. For u222602662, the value of PSt and USt

gradually approach 1 during the programming learning process, suggesting a
reflective and sequential learning style. As for u737111725, his corresponding
latent vectors exhibit a gradual tendency towards -1, indicating an active and
global learning style. This shows that the latent vectors can learn valuable
information, thereby validating the rationality of our model.

6 Conclusions

In this paper, we study programming exercise recommendation (PER) to
enhance engagement on online programming learning platforms. To solve PER,
we propose a novel model called PERS based on simulating learners’ intricate
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programming behaviors. First, we extend the Felder-Silverman learning style
model to the programming learning domain and present the programming learn-
ing style. After that, based on the programming learning style, we construct
latent vectors to model learner’s states, including programming ability, process-
ing style, and understanding style. In particular, we introduce a differentiating
module to update the states based on enhanced context, which are positions for
exercises and compilation results for codes, respectively. Finally, the updated
states at the last time step are sent to predict. Extensive experiments on two
real-world datasets demonstrate the effectiveness and interpretability of our app-
roach. In future work, we will explore incorporating the difference of structural
features from students’ submitted code to further enhance the performance of
the model.
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Abstract. One of the key industrial technologies used in large-scale integrated
circuit board production in electronic information manufacturing industry is SMT
(surface mount technology). The application of information technology repre-
sented by AR (augmented reality) and AI (artificial intelligence) has produced
considerable economic benefits and social impact in the production and manufac-
turing of SMT, which is a typical intelligent manufacturing application scenario.
The SMT experimental teaching platform designed and developed based on AR
and AI technology can analyze and compare product quality detection results at
the experimental level by applying various machine learning algorithms through
the three-layer structure of equipment physical layer, information system layer
and experimental layer, and trace product defects in the production process at the
information system layer, so that students can understand the key technologies in
intelligent manufacturing in practice. Cultivate innovation and scientific research
ability. The teaching satisfaction rate of this set of experimental teaching platform
has increased by 10% points compared with the traditional experimental teaching
platform.

Keywords: Machine Learning · AI (Artificial intelligence) · SMT (surface
mount technology) · intelligent manufacturing · AR (augmented reality) · CPS
(information physical system)

1 Introduction

1.1 Background

Intelligentmanufacturing is an industrial technology that integrates newgeneration infor-
mation technology and artificial intelligence technology with advanced manufacturing
technology, and has become the core technology and core driving force of Industry
4.0 [1, 2]. The main application technologies of intelligent manufacturing include CPS
(information physical system) developed by AR (augmented reality) technology, and AI
(artificial intelligence) technology such as deep learning algorithms applied in computer
vision. Combining the application scenarios of the actual manufacturing industry and
integrating advanced information technology to carry out relevant practical teaching
is an important demand for intelligent manufacturing talent training [3]. SMT (Sur-
face Mounted Technology), one of the main technologies of integrated circuit board
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production, has an urgent demand for talents [4, 5]. SMT technology has become an
important part of electronic technology practice courses in colleges and universities,
and an important carrier of engineering practice education in the new era [6].

1.2 Challenge in Teaching Intelligent Manufacturing Practice

The difficulty of intelligent manufacturing practice teaching lies in how to integrate a
number of key technologies of intelligent manufacturing, such as AR and AI, into the
manufacturing scene to establish relevant platforms and carry out experiments. Based
on the SMT production line, this paper first develops CPS (information physical sys-
tem) based on AR technology, including two layers of equipment physical layer and
information system layer, and then establishes a third experimental layer on the basis
of the two-layer structure of CPS to run AI experimental algorithms and comparative
analysis, and drives students to master the knowledge and related skills of intelligent
manufacturing on the experimental platform with actual application scenarios.

In recent years, some domestic colleges and universities have also introduced AR
technology to help experimental teaching andmanagement [7–9]. For example, Zhejiang
University and Ningbo University have designed virtual assembly teaching experiment
platform for engineering graphics teaching by using AR technology. Beijing Univer-
sity of Chemical Technology uses AR technology to carry out safety education and
training of chemical laboratories. Internationally, for example, the Fraunhofer Institute,
a well-known industrial institution in Germany, has used AR technology to carry out
non-destructive testing andmaintenance of large-scale precision equipment such as heli-
copters [10]. Imperial College London in the United Kingdom uses AR technology to
carry out operational training and experimental work of large-scale medical equipment
CT machine [11]. In terms of AI experiment and practice, domestic universities have
also carried out relevant work [12, 13], but there are still few literatures on the appli-
cation of AI technology to experimental design in the manufacturing industry [14], and
the open literature on the intelligent manufacturing teaching platform that combines AR
and AI technologies to do experiments together in the manufacturing industry has not
been found for the time being.

2 Experiment Teaching Platform

2.1 SMT Production and Teaching Experiment Platform

SMT production line involves more production equipment, as shown in Fig. 1, its main
components include loading machine, printing machine, SPI (solder paste testing equip-
ment), Chip placement machine 1 (Chip placement machine), chip placement machine
2 (IC placement machine), reflow welding, AOI (optical inspection) after the furnace,
X-ray(X-ray) testing equipment and plate off machine. The whole SMT production line
length contains different equipment, its operation mode, parameter adjustment method,
operation phenomenon expression are different, involving the specific process tech-
nology more points, including screen printing, dispensing, mounting, curing, reflow
welding, cleaning, testing and repair and other elements.
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The teaching method of SMT is mainly to understand the process and production
mode of each equipment one by one from front end to back end according to the pro-
duction process of SMT production line under the guidance of teachers. Although this
mode can allow students to understand each equipment and the overall processing links,
but because of the lack of practical operation links and the application of advanced
information technology to experiment links, it is difficult to reflect the practice teaching
advocated by the "learn to do, do to learn" concept, as well as understand the relevant
knowledge of intelligent manufacturing.

Fig. 1. Schematic diagram of SMT production line

The experimental platform designed in this paper will allow students to use AR
technology to interactively learn the operating principle of each production equipment
setting in the SMT production line and the corresponding CPS (information physics
system). The post-furnace AOI (Optical inspection) link in Fig. 1 is an important qual-
ity assurance equipment for manual inspection of circuit board solder joint defects. In
this equipment link, AI machine learning algorithm experiments will be designed so
that students can master how to apply deep learning and other technologies to replace
manual inspection. Through the AR technology and interaction in the CPS system, the
experiment platform can trace the corresponding production equipment link of the cir-
cuit board products with defects found in the AI machine learning algorithm, so that
students can further master the SMT production process.

2.2 Intelligent Manufacturing Teaching Experiment Process and Practical
Teaching Platform Design

Firstly, on the basis of SMT production line, the related digital twin system platform
is developed based on AR technology. On this platform, students can freely move and
control the digital model of SMT production line equipment and get the relevant digital
information, and compare the results of relevant experiments and analysis performance
so as to have a better teaching effect (Fig. 2).

The digital platform of AR not only allows students to independently learn the rele-
vant knowledge points of each device, but also is uniquely conducive to the learning of
machine algorithms related to AI technology. For example, the digital platform estab-
lished by AR technology allows more students to remotely detect the production quality,
observe the running status of the production line and analyze the possible impact on qual-
ity, and to process and analyze the detection image data of multiple time periods through
the cloud database, so as to achieve the data analysis and processing effect across time
and space, and more conducive to the development and analysis of students’ experi-
ments. As shown in Fig. 3, the whole experiment system is divided into 3 layers, L1 the
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Fig. 2. Experimental platform structure based on AR + AI

first layer is the physical layer of the SMT production line including the devices as shown
in Fig. 1, L2 the second layer is based on AR technology to model the physical layer of
each device (digital twin) system layer, L3 the third layer is the experiment layer: Based
on the data collected by the second layer of AR technology to apply machine learning
algorithm to do experiments, the whole system constitutes CPS (information physical
system) – an important basic concept in intelligent manufacturing technology.

The quality inspection of traditional electronic production line is to rely on artificial
eyes to judge the quality of solder joints, and computer vision must be used to judge the
quality of multiple solder joints of multiple circuit boards on the high-speed assembly
line. AOI equipment is the welding production encountered in the common defects
detection equipment, its own color light source irradiates the circuit board to be detected
to form a related color light image. We use the color image obtained by AOI image
optical imaging to carry out the experiment of AI algorithm.

2.3 SMT Intelligent Manufacturing Practice Teaching System and Machine
Learning Algorithm Principle

The SMT production line practice teaching system based onAR technology is composed
of seven parts: actual production line, virtual contour line, perspective structure, MES
(Manufacturing Execution System) data table, connection track, equipment principle
animation demonstration and equipment suspension introduction, as shown in Fig. 3.

In the teaching process, through the virtual contour line of the developed AR teach-
ing system, students will see the appearance, overall structure and operation panel of the
SMT mounter that is positioned to the real space faster; Through the virtual modeling
of the perspective structure to understand the internal structure of the machine, so as to
understand the processing principle of the equipment; Through theMES (Manufacturing
Execution System) data display area and the connection track (the track that transmits
the mount product), understand the relationship between each equipment and the overall
production state, so as to understand the information processing mechanism in SMT
manufacturing. At the same time, the interactive operation further increases the inter-
est and autonomy of learning. The introduction of equipment principle animation and
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Fig. 3. AR interactive interface of SMT production line mounting unit.

equipment suspension will be expanded with students’ clicks, and the parts that students
don’t understand or want to study deeply will be further answered by animation or text,
which is very helpful for students’ personalized learning.

3 Machine Learning Experiment in Teaching Design

3.1 Workflow of Defect Detection in Soldering

The system layer developed based on AR technology lays the foundation for the subse-
quent development of AI algorithms for data collection and analysis, especially in the
integration of physical model and digital model analysis. As shown in Fig. 4, there are
two types of SMT solder spot detection images, one is the image obtained by AOI equip-
ment, and the other is the visible light image. The two types of images are respectively
input into the algorithm processing model for solder spot defect detection to ensure the
robustness of the algorithm recognition. There are 3 experimental teaching cases of AI
algorithm developed on this system, the first is a typical computer image processing
method, CC algorithm, the second is a SVM support vector machine method, which
belongs to the traditional machine learning algorithm, and the third is a deep learning
algorithm of AI, the teaching method of CNN (Convolutional neural network). Through
these three algorithms for SMT production line solder joint defects analysis and dis-
crimination, students can master from classic to cutting-edge AI methods in the actual
production of the application and value.

The experimental process is arranged as follows:

a. Check the circuit board that has been processed before, the batch of circuit board
contains solder joint defects and no solder joint defects, do manual record and mark
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Fig. 4. Work flow of solder joint defect detection

in the experiment system, each circuit board has ID in the database and whether
there is a solder joint defect mark; In this step to understand the typical circuit board
with solder joint defects and no solder joint defects of the circuit board, and form
the experimental database, the batch of circuit board in the database is divided into
learning (training) sample set and test sample set two batches.

b. According to Fig. 1, batch of unprocessed circuit boards are placed on the upper board
machine for SMT patch production. Corresponding to the physical layer operation of
L1 in Fig. 2, understand the operation of the physical process in SMT production.

c. According to the process of L2 layer in Fig. 2, wear AR glasses to enter the space
to observe the digital model space of the SMT production line, pay special attention
to the detection image of AOI part, and understand the operation principle of each
device and the reasons and environment that may affect the quality of the solder joints
of the circuit board

d. According to the process of layer 3 in Fig. 2, the new relevant machine learning
algorithm model and initial parameter configuration are called. The step is divided
into two stages, the learning (training) stage and the test stage:

• Training stage: Step a is called to form the training image sample set of the database,
and relevant machine learning algorithms are trained and parameter debugging is
carried out. If the training results meet the requirements, it will enter the test stage

• Test stage: Get the test image sample set formed by step a of the database, test the
machine learning algorithm model, make statistics on the test results, and analyze

e. Record the test data performance results of the current algorithm model and return to
step b until the 3 machine algorithm models are called.

f. Perform performance comparison and analysis of the three machine learning
algorithms
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Through the above test flow, three different machine algorithm models can be
compared.

3.2 Application of Prototype of Image Processing Method

From the experimental point of view, we first need to establish a logical and intuitive
discrimination model. Using the method used to construct the rapid prototype, taking
the welding defects as an example, we first use the pure image processing method
to identify. After the AOI image is segmented, we use CC (Connected-Components)
detection algorithm to extract the Connected domain. Connected domain detection From
the teaching case 1 in Fig. 4, it can be seen that through the arrangement analysis (labeled
“4”, “5”, “6”, “7”), the connected domain forms a neat horizontal arrangement, and the
corresponding solder joints are only 3, and the solder joints matching “5” and “6” are
linked together, corresponding to the connected domain “2” and the comparison of
the area characteristics of the connected domain. Construction of rule-based welding
detection algorithm pure image processing method can detect some specific categories
of defects. The algorithm is intuitive and explainable. The disadvantage is that the rule-
based detectionmethod is difficult tomaintain and has poor anti-noise and anti-distortion
performance. It is suitable for students to do experiments when they are getting started.

3.3 SVM Model for Single Defect Type Recognition

SVM (Support vector machine), as a classic machine learning algorithm, has developed
rapidly since the 1990s and derived a series of improved and extended algorithms.
It is widely used in pattern recognition problems such as portrait recognition and text
classification, and its construction is relatively simple. The training and parameter tuning
of the model are intuitive, which is suitable for application in teaching practice. SVM is
usually used to deal with binary classification problems, and in general, the samples are
required to be linearly separable.

In the teaching process, we use the labeled training data, where. {xi, yi}i =
1, 2, · · · ,N , yi ∈ {−1,+1}, xi ∈ Rn Suppose we have a “divisible hyperplane” that
separates both positive and negative labeled data samples. x The point is located on the
hyperplane, where it is perpendicular to the hyperplane, the vertical distance from the
hyperplane to the origin, and is the Euclidean norm. wTx + bw|b|/‖w‖2‖w‖2w Ream
and are the shortest distances from the separated hyperplane to the nearest positive and
negative data samples, respectively, so the distance between the separated hyperplanes
can be defined as. d+d−d+ + d− The goal of the SVM is set to find the separation
hyperplane with the largest edge. d+ + d− To do this, all data vectors need to meet the
following conditions

wTxi + b ≥ +1, yi = +1 (1)

wTxi + b ≤ +1, yi = −1 (2)

The above two conditions can be summed as a set of inequality constraints

yi(wTxi + b) ≥ 0, i = 1, · · · ,N (3)



Design Intelligent Manufacturing Teaching Experiments 239

Satisfy that the hyperplane and corresponding sum in the above formula are respec-
tively. H1H2d+d−d+ = d− = |2|/‖w‖2 Therefore, the hyperplane pair given the

maximum margin can be minimized under constraints, i.e. (H 1,H2)
1
2‖w‖22

min
w,b

1

2
‖w‖22 (4)

s.t.yi(wTxi + b) ≥ 0, i = 1, · · · ,N (5)

For the above equality constraints, the Lagrange multiplier method is used to give the
following unconstrained original optimization problems

min
w,b,α

LP(w, b,α) = 1

2
‖w‖22 −

N∑

i=1

αiyi(wTxi + b) +
N∑

i=1

αi (6)

where, the non-negative Lagrange multiplier. αi ≥ 0, i = 1, 2, · · · ,N Finally, the
solution of such a set of optimization parameters is obtained byoptimizing the conditions,
and the SVM classifier is obtained [15].

By using this method, some nonlinear separable problems can be transformed into
linear separable problems. Aiming at more than ten kinds of defects defined in advance,
we set up a binary classification model for each kind of defects by using segmentation
image and edge image as input, and finally successfully judge the welding defects. For
the design of teaching cases, we first adopt SVM model as the benchmark, which can
achieve relatively stable classification results on small and medium-sized sample sets.
The single defect identificationmodel based onSVMcan also be used for semi-automatic
and automatic labeling of large-scale samples.

3.4 Multi-classification CNN Model

The multi-classification model can uniformly deal with the visual identification problem
of multi-class solder joint defect detection. The optimization scheme of the model is
selected in the technical direction of deep learning. The popular image classification
architecture adopted in the course is Convolutional neural network (CNN) -- the method
of sending images into the CNN network, and then the network classificates the image
data, starting from the input of “scanner”, such as input of an image of size, without the
need for n × n a network layer with nodes. n × n Instead, you just create a scanning
input layer of size m × m, scan the first pixel of the image, and then m × m move the
scanner one pixel to the right to scan the next pixel m × m. This is the sliding window.
The input 2× 2 data is fed into the convolutional layer instead of the normal layer. Each
node only needs to process its closest neighbors, and the convolution layer also tends to
shrink as the scan gets deeper. In addition to the convolutional layer, there will usually
be a pooling layer. Pooling is a way to filter details, and a common pooling technique is
maximum pooling, which passes the pixels with the most specific properties as a matrix
of size. The convolutional layer is the core of CNN, and the relevant mathematical model
needs to be established in the experiment.
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Let the AOI image or visible light image in Fig. 4 be. The experiment task is to design
a two-dimensional filter where and. X = [

x1, · · · xp
] ∈ Rn×p� = [

�1, · · · �q
] ∈

Rd×qxj = [
xj(1) · · · xj(n)

]T ∈ Rn, j = 1, · · · , p�i = [
∅i(1) · · · ∅i(n)

]T ∈ Rd , i =
1, · · · , q Thus, the ∅ 2-D convolution of the filter and image X is

(X ∗ �)m,k =
d∑

i=1

q∑

j=1

xm+i−1,k+j−1∅i,j (7)

where; m = 1, 2, · · · , n = d + 1; k = 1, 2, · · · , p + q − 1 Can also be represented by
a matrix two-dimensional convolution formula is

Y = (X ∗ �) =
⎡

⎢⎣
H(x1)�1 · · · H(x1)�q

...
...

H(xp)�1 · · · H(xp)�q

⎤

⎥⎦ = Hd,q(X)� (8)

Formula Medium

Y =
[
y1 · · · yp

]
=

⎡

⎢⎣
y1(1) · · · yp+q−1(1)

...
...

y1(n − d + 1) · · · yp+q−1(n − d + 1)

⎤

⎥⎦ (9)

Hd,q(X) =
⎡

⎢⎣
H(x1)

...

H(xp)

⎤

⎥⎦ (10)

H
(
xj

) =

⎡

⎢⎢⎢⎢⎢⎣

xj(1) xj(2) · · · xj(d)

xj(2) xj(3) · · · xj(d + 1)
...

... · · · ...

xj(d + 1)
xj(n − d + 1) xj(n − d + 2) · · · xj(n)

⎤

⎥⎥⎥⎥⎥⎦
(11)

where j and is the i-th element of the j-th input channel.= 1, 2, · · · , p, xj(i)According to
the above formula, the convolutional layer calculation is constructed, and then the subse-
quent training, analysis and calculation are carried out. The trained CNN convolutional
neural network can be used to identify the circuit board with solder joint defects.

4 Experimental Performance and Teaching Effect

Based on the intelligent manufacturing experiment platform, students can compare the
AI algorithms in the three teaching cases in the previous chapter, choose to adjust the
relevant parameters, and quickly and comprehensively understand the impact of the
parameters of the algorithm on the overall performance. Using the AR based operation
practice to understand the actual physical process of SMTproduction, students can better
understand the manufacturing process problems corresponding to the wrong judgment
in the AI algorithm, so as to partially solve the black box problem in the AI algorithm,
and realize the unity of the mathematical meaning of the algorithm and the physical
process of actual manufacturing.
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Students use this set of experimental platform system to learn the SMT production
line AR operation practice and AI algorithm experiment, the feedback effect is very
good. At present, this set of experimental platform system has been put into use and
experiment in many courses such as undergraduates, postgraduates and engineering
doctors inUniversity, and a total ofmore than500 students have carried out practicalwork
with this set of experimental platform. According to the sample survey of the students
who have used the platform, 90% of the students are satisfied with this new experimental
platform, compared with 80% satisfaction rate of the traditional SMT teaching platform
in the past. The students “strongly agree” or “somewhat agree” that the SMT teaching
platform can help them understand the integration of manufacturing technology and
information technology in intelligent manufacturing industry, and believe that intelligent
manufacturing is the future direction of manufacturing industry development.

5 Conclusion

Intelligent manufacturing technology is the integration of digital twin, CPS, AR and AI
and other advanced information technology with traditional manufacturing technology.
The AR-based CPS system developed on the SMT production line allows students to
conduct interactive and operational learning and enhance learning interest with person-
alized learning tools, and master the concept of digital twins. The digital twin system
layer developed based on AR technology is the application basis of the algorithm layer
of AI technology, which can undertake the simulation operation and comparison of var-
ious AI algorithms, find the cause of the formation of solder joint defects, and realize
the reduction cognition from mathematical model to physical phenomenon, so as to bet-
ter let students master the related applications of intelligent manufacturing technology.
Compared with the traditional SMT experimental teaching platform, the SMT experi-
mental teaching platform designed and developed based on AR and AI technology has
achieved significant improvement in teaching effect.
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Abstract. Educational credentials are an important part of the educa-
tion ecosystem. However, these credentials often exist in the form of tra-
ditional paper documents, which are issued slowly, susceptible to forgery,
and entail high verification costs. Moreover, electronic educational cre-
dentials stored on centralized servers may not adequately ensure their
authenticity and can potentially expose sensitive student information.
Historical educational credentials lacked a standardized formats, imped-
ing efficient sharing and verification between parties. Additionally, con-
ventional encryption schemes only safeguarded credential privacy during
storage, posing challenges in protecting privacy while presenting the cre-
dentials. We propose a privacy-preserving educational credential manage-
ment scheme based on decentralized identity and zero-knowledge proof.
The scheme incorporates a decentralized identity authentication model
utilizing blockchain technology, enabling flexible issuance and point-
to-point sharing of educational credentials. Furthermore, by employing
privacy-preserving credentials designed with zero-knowledge proofs, we
can eliminate potential privacy breaches when students present their cre-
dentials. We also have developed a system prototype and conducted per-
formance evaluations, thereby validating the correctness and practicality
of our scheme.

Keywords: Educational Credential · Privacy Preservation ·
Decentralized Identity · Zero-Knowledge Proof · Blockchain

1 Introduction

In the field of education, students constitute the largest group and possess numer-
ous educational credentials, including transcripts, recommendation letters, and
various credentials such as diplomas, degrees, internships, and training records.
These credentials are typically issued by universities, educational institutions,
or authoritative institutions, carrying legal validity and reputation assurance.
The secure sharing of these educational credentials is essential for the function-
ing of the education ecosystem and for facilitating the recruitment process in
companies.
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Currently, many educational institutions employ centralized servers to store
electronic education credentials. However, these credentials are often based on
paper documents, resulting in slow issuance times, high verification costs. More-
over, traditional centralized server systems are vulnerable to credential tamper-
ing, thereby compromising the authenticity of student credentials. Additionally,
there is also a risk of sensitive information leakage such as student birthdays,
ID numbers, and course scores. For instance, during the scholarship review pro-
cess, it is necessary for the committee to manually verify each student’s course
scores, credentials, and honors against their information in the student infor-
mation system, which could lead to unauthorized access to their confidential
details.

Blockchain is a distributed database that is decentralized, tamper-proof,
traceable, and jointly maintained [1]. Researchers have leveraged this technology
to develop robust, transparent, and trustworthy educational sharing platforms.
For instance, studies [2–4] have utilized blockchain technology to create secure
and tamper-proof platforms for students to store and share their educational
credentials with external institutions. Additionally, recording students’ course
credit records on the blockchain enables credit sharing between different educa-
tional institutions, enhancing educational mobility for students [3,5]. However,
while blockchain ensures the integrity and authenticity of educational creden-
tials, it remains susceptible to sensitive information leakage due to its public and
reviewable nature. To address this issue, some studies [6,7] suggest encrypting
credentials, but delegating identity and keys to a single issuer lacks the ability
to achieve autonomous security.

Moreover, when presenting credentials, sharing complete plain-text cre-
dentials can still expose students’ sensitive information. Although verification
schemes based on zero-knowledge proofs facilitate the validation of predicate
proofs concerning credentials, they do not offer a means to authenticate the ori-
gin of the credential. Furthermore, users can easily forge credentials that meet
the verification conditions. To address these limitations, zk-creds [8] introduced
the LinkG16 protocol, which employs blinding and linking techniques to combine
multiple zero-knowledge proofs. This ensures that all individual proofs originate
from the same credential.

To address the above challenges, we have designed a privacy-preserving edu-
cational credentials management scheme based on decentralized identity and
zero-knowledge proof. This scheme introduces a decentralized identity authenti-
cation model based on blockchain, allowing educational credentials to be flexibly
issued and peer-to-peer shared. Additionally, by employing a privacy-preserving
credential design based on zero-knowledge proof, potential privacy breaches dur-
ing credential presentation can be mitigated. We have designed a concise Merkle
Tree to maintain an on-chain issuance list to prove the source of the creden-
tials. Finally, we have implemented a system prototype based on the CITA [9]
consortium chain and analyzed its performance to validate the correctness and
practicality of the privacy-preserving credentials.
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The remainder of this paper is structured as follows. Section 2 provides
related work on decentralized identity and zero-knowledge proof. Section 3
explains the proposed system model. Implementation and experimental results
are presented in Sect. 4. Finally, Sect. 5 concludes the paper.

2 Relate Work

2.1 Blockchain and Decentralized Identity

Blockchain is a revolutionary technological framework that combines distributed
data storage, peer-to-peer (P2P) protocols, consensus mechanisms, asymmetric
encryption, and other computer technologies. It serves as a decentralized and
tamper-proof database. The stored data remains immutable and transparent,
allowing for enhanced traceability and other essential characteristics. Blockchain
technology leverages chain data structures for data verification and storage, dis-
tributed node consensus algorithms for data generation and updates, crypto-
graphic techniques to ensure secure data transmission and access, and smart
contracts comprising automated script codes for data programming and manip-
ulation.

The Merkle tree, a binary tree data structure extensively employed in the
blockchain domain, serves as a fundamental method for validating the integrity
and authenticity of large-scale data sets. Constructing a Merkle tree involves
segmenting the data into fixed-size blocks, which are then hashed to establish
the hierarchical tree structure. Each internal node’s hash value is computed
based on the hashes of its child nodes, while the root node’s hash value provides
verification for the entire dataset. The Merkle tree’s verification path comprises
the hash values of all non-leaf nodes traversed from the data block to the root
node. By scrutinizing this path, one can ascertain the inclusion of a specific data
block within the corresponding Merkle tree and promptly identify any potential
data tampering.

Blockchain-based decentralized identity is a solution for decentralized iden-
tity authentication and management. It leverages the blockchain’s decentraliza-
tion features and non-tamperability to ensure secure storage, verification, and
authorization management of identity information. By doing so, it addresses
issues encountered in traditional identity verification methods, such as single
points of failure, account switching, and data leakage. The decentralized iden-
tity authentication model utilizes smart contracts to execute identity authenti-
cation and management processes. Each user possesses a unique decentralized
identity identifier(DID) [10], generated through an asymmetric key, ensuring its
immutability and uniqueness.

The W3C Credentials Community Group has spearheaded the development
of a series of standardized solutions for decentralized identity. These solutions are
built upon blockchain-based distributed ledger technology and the DID proto-
col. The protocol primarily encompasses two key components: the decentralized
identity identifier and the Verifiable Credential (VC) [11]. The VC consists of
a declaration file containing holder identity attributes and issuer information,
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which is presented to the verifier during the authentication process. Figure 1
illustrates the general structure of the DID authentication model, involving three
main entities: the Holder, the Issuer, and the Verifier. The Holder is responsi-
ble for storing and managing personal identity information along with related
verifiable credentials. The Issuer, on the other hand, verifies the holder’s iden-
tity, manages the schema, issues verifiable credentials based on the schema, and
provides trust endorsement. Lastly, the Verifier verifies the holder’s identity and
examines the verifiable credentials information.

Fig. 1. W3C Decentralized Identity Authentication Model

2.2 Zero-Knowledge Proof

Zero-Knowledge Proof, initially proposed by Goldwasser, Micali, and Rackoff, is
a cryptographic protocol that involves two parties: the prover and the verifier
[12]. It serves the purpose of proving membership or knowledge in a secure
manner. Zero-knowledge proof possesses three fundamental properties:

(1) Completeness: This property verifies the correctness of the protocol itself. If
the prover possesses valid evidence for a statement and both parties (prover
and verifier) honestly execute the protocol, the prover can convince the
verifier that the statement is indeed correct.

(2) Soundness: Soundness protects honest verifiers from being deceived by mali-
cious provers. It ensures that an incorrect statement cannot be proven as
true by an untrusted party.

(3) Zero knowledge: The concept of zero knowledge implies that the prover
can prove the validity of a statement to the verifier without revealing any
additional information apart from its correctness. This property safeguards
privacy during the proof process.

Zero-knowledge proof offers trust establishment and privacy protection
through these properties, making it highly versatile and applicable in various
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domains. It finds application not only in classical cryptography, such as pub-
lic key encryption, digital signatures, and identity authentication but also in
blockchain technology, privacy computing, and other emerging fields. Current
mainstream zero-knowledge proof protocols, including Zero-Knowledge Succinct
Non-Interactive Arguments of Knowledge(zk-SNARK) [13], Zero-Knowledge
Scalable Transparent Arguments of Knowledge(zk-STARK) [14], and Bulletproof
[15], have shown practicality in specific scenarios.

3 System Model

3.1 Overview

We propose a privacy-preserving educational credentials management scheme
based on decentralized identity and zero-knowledge proof. The scheme enables
secure issuance, sharing, and verification of students’ educational credentials.
The system involves four entities: students, verifiers, educational institutions,
and the blockchain. An overview of the system is presented in Fig. 2, with the
roles and main processes described below:

– Educational institution provide students with the plain-text of educa-
tional credentials and construct the commitments of the credentials. They
then upload these commitments to the issuance list on the blockchain, that
is, creating leaves in the Merkle tree.

– Student can register a DID and use the DID to access any educational
institution. All educational credentials received by the student will be bound
to his DID. In the stage of presenting credentials, students need to construct
multiple zero-knowledge proofs individually and link them into link proof :
1) pred proof : the credential satisfies certain predicate; 2) memb proof : the
credential is a member of the Merkle tree of the issuance list.

– Verifier is any potential user, such as other students, companies, etc. The
verifier performs verification on the linked zero-knowledge proof: 1) verifies
the pred proof ; 2) verifies the memb proof ; 3) verifies the link proof, that is,
all individual proofs are originate from the same credential.

– Blockchain stores DID and credential schema based on smart contracts, and
maintains an issuance list for each educational institution, providing specified
commitment verification path and tree root.

3.2 Architecture

The architecture of the system is depicted in Fig. 3, comprising of several lay-
ers: the business layer, API layer, service layer, blockchain service layer, and
data layer. Within the blockchain service layer, a smart contract management
module has been engineered to facilitate the deployment, updating, and invoca-
tion of contracts for DID (Decentralized Identifiers), VCS (Verifiable Credential
Schema), Auth (Authentication), and Issuance List. Furthermore, the service
layer encapsulates the following functionalities:
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Fig. 2. Overview

– DID Management. This involves the creation, updating, and verification
of DID identifiers on the blockchain.

– Verifiable Credential Management. This encompasses the management
of verifiable credential schemas, issuance of verifiable credentials, and their
verification.

– Authority Management. This includes the granting and revocation of issu-
ing authorities, as well as their verification.

– zk-SNARK. This involves defining and compiling predicate circuits (pred
circuits) and membership circuits (memb circuits), setting up Common Ref-
erence Strings (CRS), constructing zero-knowledge proofs, and their verifica-
tion.

3.3 Smart Contract

Smart contracts enable the implementation of complex logic and real-world appli-
cations on the blockchain. However, once a smart contract is deployed, it operates
independently and repetitively across all blockchain nodes. As such, it is gener-
ally considered that only businesses requiring consensus and reusable logic should
implement smart contracts on-chain. Moreover, if issues arise or business logic
changes after the release of a smart contract, they cannot be resolved simply by
modifying and re-releasing the original contract. Consequently, we have imple-
mented a contract layering and update mechanism in this system. As depicted
in Fig. 4.(a), we have divided the contract into three tiers: role management,
controller, and data. In the event of a contract upgrade, we only need to update
the controller contract address in the role management contract, thereby sig-
nificantly enhancing the system’s scalability. The smart contract of this system
primarily comprises five components:
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Fig. 3. Architecture

– DID contract is responsible for the establishment of the ID structure on
the chain, including the generation, reading and updating of DID and DID
Document.

– Verifiable credential schema contract maintains a key-value pair
<V CSId, V CS> mapping table, manages verifiable credential templates, and
supports query, addition and update.

– Role controller contract is responsible for defining, operating and control-
ling the authority of DID roles on the chain.

– Authority contract is responsible for managing and storing information
related to the issuing authority, and supports operations such as checking,
adding, deleting, authorizing and revoking the authority institutions.

– Issuance list contract maintains a Merkle tree to store commitments with
verifiable credentials. Returns the root and verification path for the specified
commitments.

The DID contract necessitates the definition of the storage structure and
the methods for reading and writing the DID Document. A DID Document is a
dataset that describes a DID subject and can be utilized by the DID subject to
authenticate itself and demonstrate its association with the DID. The structure
of the DID Document is relatively straightforward, comprising a list of disclosed
passwords, Authentication, and Service Endpoint. However, with the rapid influx
of users, the number of DID will increase significantly. Consequently, designing
a large and comprehensive mapping table is impractical due to the immense
addressing overhead it would entail. To address this issue, We have implemented
the Linked-Event [16] mechanism.

The main idea is to implement the linked list data structure to store and
access DID documents, and trigger update events when the documents are mod-
ified. In a blockchain network running on Ethereum Virtual Machine (EVM),
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Fig. 4. Smart Contract Framework

every block contains a designated area for storing events related to that block,
which are eventually added to the event log. Therefore, when a DID document
is updated, an update event can be triggered and stored in the current block’s
event storage. Additionally, each update event is indexed using the current block
height, as depicted in Fig. 4.(b). To retrieve the complete DID document, the
corresponding block’s events can be traversed in reverse order based on the index.

We have designed the issuance list as a contract that stores all the com-
mitments for credentials. The authorities are required to append leaf nodes to
the Merkle tree in order to prove the issuance of the credentials. This enables
any external auditor to download the complete list, reconstruct a local copy of
the Merkle Tree, and validate the authenticity of the issued credentials. Our
design utilizes a simplified Merkle tree structure. The contract status section
solely maintains a string array for storing the credential commitments, without
preserving the structural information of the tree. During the creation and verifi-
cation process of the verification path, we calculate the parent-child relationship
between nodes by utilizing the node’s index in the list and the height of the tree.
The specific procedure is outlined in Algorithm1. The addition of −1 to path
indicates the left and right positions of the current node in relation to its parent
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node. This design effectively reduces the storage overhead of the contract while
ensuring efficient construction and verification of the verification path.

Algorithm 1: Get verification path for target node
Input: Merkle tree leaves, target leaf node
Output: Merkle tree verification path

1 path ← null
2 index ← leaves.indexOf(node)
3 if index = −1 then
4 return path
5 end
6 level ← leaves
7 siblingIndex ← (index % 2 = 0) ? index + 1 : index − 1
8 while level.size() > 1 do
9 siblingIndex ← (siblingIndex = level.size()) ? siblingIndex − 1 :

siblingIndex
10 if siblingIndex % 2 = 0 then
11 path.add(level[siblingIndex])
12 path.add(-1)
13 end
14 else
15 path.add(-1)
16 path.add(level[siblingIndex])
17 end
18 level ← getNextLevel(level)
19 nextLevelIndex ← siblingIndex / 2
20 siblingIndex ← (nextLevelIndex % 2 = 0) ? nextLevelIndex + 1 :

nextLevelIndex − 1
21 end
22 return path

4 Experiment

4.1 Implementation

We implemented the prototype of the system based on 9.3k lines of Java code
and 1.1k lines of Solidity code. The relevant smart contracts are deployed on
an open source alliance chain CITA. The code for communication with CITA
relies on CITA-Java-SDK. We implemented a common prove and verify interface
based on the Groth16 and LinkG16 [8] protocols and encapsulated it as a zk-
SNARK module. Groth16 requires a one-time trusted setup to generate a set of
parameters called a CRS for each statement (a.k.a., circuit). Once this CRS is
generated, it can be used throughout the lifetime of the system to prove different
instances of the statement.
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4.2 Evaluation

All tests were performed on a server with an Intel Xeon Gold 6330 CPU with
physical cores, 42.00 MB cache and 64 GiB memory, running Ubuntu 18.04 with
kernel 5.4.0-139-generic. Each figure and table shows the median running time
for 100 executions. In addition, the height of the Merkle Tree in our simulated
issuance list contract is 32.

We assume a scholarship review scenario. Students need to prove to the
review committee that the scores si in each subjects on their transcripts are
greater than 60 points in order to be eligible for review. Concretely, the access
predicate is:

∀i, si ≥ 60 ∧ expriy > today, 1 ≤ i ≤ n (1)

where n is the number of subjects, and expriy is the validity period of the
credential.

For each system role in Fig. 2, we tested their running time for each operation
in this scenario, as shown in Table 1. Among them, the operations of educational
institutions pushing credential’s commitment and students registering did take
significantly more than 3 s. This is because both operations include the time to
wait for the receipt of the transaction on the chain, and CITA’s block time inter-
val is exactly 3 s. Second. It takes a long time for students to prove credential by
generate zk proof, which involves multiple operations in the zk-SNARK module,
as shown in Table 2. We now further elaborate on these data and the reasons
that influence them.

Before students construct a link proof , they must first construct memb proof
to prove that the transcript credential exists in the on-chain issuance list. In this
process, an important parameter that affects the proving time and proof size is
the depth of the Merkle Tree, as shown in Fig. 5(a).

Secondly, students need to construct pred proof to prove that the individual
subject scores in the transcript is greater than 60 points. The number of sub-
jects in the transcript and the data type of the scores (such as integer or float)
are different, which will affect the proving time and proof size. According to the
characteristics of zk-SNARK, the more complex the proving logic is, the more
gates exist in the circuit, and the larger the proving time and proof size are. We
use the MultiAND circuit as an illustrative example. By progressively augment-
ing the number of inputs within the circuit, the total number of constraints in
the circuit can be expanded. The evaluation results are presented in Fig. 5(b). As
the number of circuit constraints increases, there is a corresponding escalation in
compile time, Tau time, and prove time. However, owing to the succinct nature
of zk-SNARK, both proof size and verification time are consistently maintained
at a low level.

We assessed the influence of the quantity of DIDs on the registration and
updating time of DIDs. Illustrated in Fig. 6(a), the utilization of Linked-Event
technology ensures that, even with a continual rise in the number of DIDs
within the system, the registration and update time of DIDs remains consis-
tently around 3.2 s. It is noteworthy that the block interval of CITA is set at
3 s. Additionally, we investigated the impact of the number of DID events on
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query time, as depicted in Fig. 6(b). A linear relationship is observed, where an
increase in the number of events necessitates the system to query more blocks to
acquire comprehensive data. It is essential to highlight that, in practical appli-
cations, the frequency of updates to DIDs is generally minimal, thereby having
an insignificant impact on the user’s query experience.

Fig. 5. Circuit Evaluation

Fig. 6. DID Evaluation

Table 1. Time cost of each operation in scholarship review

Role Operation Cost Time (ms)

Education institution create credential schema 107.02

issue plaint-text credential 63.21

push credential’s commitment 3095.11

Student register DID 3186.53

prove credential by generate link proof 11290.35

Verifier verify link proof 73.36

Blockchain generate root and verification path 154.73
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Table 2. zk-SNARK module performance

memb circuit and CRS memb proof pred circuit and CRS pred proof link proofs

7.35 s 10.13 s 801ms 1.16 s 162.34ms

5 Conclusion

This paper introduces a privacy-preserving educational credentials management
scheme that leverages decentralized identifier and zero-knowledge proof. The
scheme allows educational institutions to issue versatile educational credentials
in an efficient manner by standardizing and managing credential templates.
These credentials are structured as commitments, tied to specific decentral-
ized identifiers, and stored on a blockchain. Students simply register a DID and
can share their educational credentials directly with any supported educational
institution or verifier. Building on this, by integrating zero-knowledge proofs
with Merkle tree membership proofs, it can be demonstrated that the attributes
of the blockchain-stored educational credential satisfy certain predicates. The
verifier can cross-check the Merkle tree root and verification path provided by
the student against the blockchain to ensure authenticity. We have implemented
and deployed a prototype system of this scheme on a consortium blockchain, and
have evaluated its performance. Experimental results indicate that the privacy-
preserving educational management system based on zero-knowledge proofs has
significant practicality and application potential. In future work, we aim to
develop a secure credential backup mechanism to maintain data integrity in case
of an identity wallet failure. Additionally, we plan to employ more advanced
cryptographic primitives to optimize the performance of the zero-knowledge
proof module, balancing proof size, computational cost, and verification cost
for broader applicability in educational contexts.

Acknowledgment. This work was supported by National Natural Science Founda-
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Abstract. In the era of digital education, student evaluations of teachers con-
stitute a crucial component of digital education. They serve as a driving force
for promoting teaching reforms and are the fundamental basis for enhancing the
quality of education and teaching. The digitalization of education reform provides
students with more opportunities and avenues for evaluating teachers, including
classroom teaching evaluations, online network teaching evaluations, and periodic
assessments. Effectively utilizing this evaluation data to identify student needs and
discover teaching issues is one of the effectiveways to implement student-centered
educational reforms. Through analysis, it has been found that existing student
evaluation data exhibits characteristics such as implicit expression and complex
emotional semantics, posing significant challenges for data analysis. This paper
addresses these challenges by constructing a sentiment lexicon in the educational
evaluation domain and employing complex semantic analysis to more accurately
analyze the underlying emotional states within the evaluation data. The methodol-
ogy involves the expansion of a general sentiment lexicon. Using active learning
algorithms, sentiment seed words are selected from the evaluation data. Based on
these seed words, an educational domain sentiment vocabulary is generated using
the SO-PMI algorithm. The normalized educational domain sentiment vocabu-
lary is then merged with the expanded general sentiment lexicon, resulting in the
construction of the educational evaluation domain sentiment lexicon. During the
evaluation phase, complex semantic analysis is applied to the evaluation data, and
the educational evaluation domain sentiment lexicon is used for data analysis.
Experimental results indicate that the proposed method achieves consistency with
the actual data ranking in terms of sentiment classification and evaluation scores
(MAE = 1.06, RMSE = 1.28). The F1 values for positive and negative teaching
comments increased by 7.3% and 34.9%, respectively, compared to a general sen-
timent lexicon. Furthermore, when compared with common supervised learning
algorithms, the proposed algorithm demonstrates superior sentiment classification
performance.

Keywords: Student Evaluation of Teaching · Sentiment Analysis · Teaching
Evaluation Domain Lexicon · Active Learning
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1 Introduction

In the realm of digital education, Student Evaluations of Teaching (SET) are crucial
for educational reform but face challenges due to the lack of domain-specific sentiment
lexicons. The complex nature of teaching comments leads to discrepancies between eval-
uation outcomes and actual performance, hindering the evaluation process. SET involves
collecting student feedback on course instruction to enhance teaching quality [1]. Text
Sentiment Analysis (SA) in education has been explored by various researchers, such
as Balahadia et al. [2], who used sentiments from evaluations to develop a performance
evaluation system. Lin et al. [3] applied machine learning to extract sentiment from SET,
and Wang et al. [4] used sentiment lexicons for emotional analysis in educational news.
However, relying on general sentiment lexicons poses challenges to uncover deeper
information [5].

Some studies address this limitation using different approaches. Hatzivassiloglou
et al. [6] demonstrated the reliability of polarity relationships in English text, while
Huang et al. [7] used conjunctions and emotional polarity constraints. Liu et al. [8]
expanded HowNet to create an emotional lexicon, and Yang et al. [9] utilized HowNet
and NTUSD for emotional tendency analysis. Zhou et al. [10] adopted cross-lingual
techniques to extract semantic elements from HowNet.

Knowledge-based methods, like those employed by Zhang et al. [11] and Cai et al.
[12], offer versatility butmay lackdomain specificity.Bollegala et al. [13] annotatedword
polarity using PMI, while Wawer [14] used search engines for sentiment seed words.
Yang et al. [15] determined sentiment polarity using Baidu search results, and Gao
et al. [16] enhanced a general sentiment lexicon with specialized lexicons for sentiment
analysis of user reviews.

In conclusion, sentiment analysis in SET faces challenges, especially with implicit
and complex language. Various approaches, includingmachine learning and knowledge-
based methods, are employed to address these challenges, each with its strengths and
limitations.

This paper addresses the mentioned issues by introducing a Sentiment Lexicon for
Teaching Evaluation (SL-TeaE [17]) and proposing a method called SL-TeaE(CSA)
based on this lexicon. The key contributions are:

1. Generation of a sentiment lexicon for evaluating teaching. Sentiment seed words
are chosen using an active algorithm to create a domain-specific sentiment lexicon
for teaching, employing the SO-PMI algorithm. This enhances the model’s gener-
alizability and sentiment classification accuracy. Varying weights, determined by a
gradient descent formula, are assigned to different intensity adverbs, forming an
adverbs of degree list. Additionally, a negative word list is constructed based on
negation words. The incorporation of the adverbs of degree list and negative word
list into the general sentiment lexicon enables a more precise emotional analysis of
teaching comments, expanding the sentiment lexicon for teaching evaluation. Integra-
tion of domain-specific sentiment words into the expanded general sentiment lexicon
improves the performance of the generated teaching evaluation domain sentiment
lexicon in sentiment analysis of teaching evaluations.
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2. Complex Semantic Analysis. Complex semantic analysis is applied to teaching
evaluation data to more accurately extract semantic features from the evaluation
comments.

2 SL-TeaE(CSA) Model Diagram

The model diagram of SL-TeaE(CSA) is shown in Fig. 1.

Fig. 1. The model diagram of SL-TeaE(CSA)

The teaching evaluation sentiment analysis model based on semantic analysis is
divided into six sections:

1. Teaching Evaluation Data Preprocessing. The evaluation text undergoes preprocess-
ing operations, including tokenization and stop-word removal, to enhance data quality.
This step involves breaking down the text into individual words (tokenization) and
eliminating common stop words, contributing to improved data quality.

2. The expansion process involves selecting a foundational sentiment lexicon, construct-
ing a list of negation words, and creating a list of adverbs denoting intensity. These
steps collectively contribute to enlarging the general sentiment lexicon, providing a
more comprehensive set of words for sentiment analysis.

3. Generation of Teaching Evaluation Domain Sentiment Words.
a. Generation of Sentiment Seed Words. An active learning algorithm is used to

select sentiment seed words from preprocessed teaching evaluation data. These
seed words are used to generate domain-specific sentiment words. The active
learning algorithm selects words with maximum coverage for annotation. The
TextRank algorithm [18], combined with the K-Means clustering algorithm, is
used to generate sentiment seed words.
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b. Domain-Specific Sentiment Words Generation: Utilizing the selected sentiment
seed words, the SO-PMI algorithm identifies necessary domain-specific sentiment
words from teaching evaluation data, determining their sentiment polarity and
tendency values.

c. Normalization of Sentiment InclinationValues: Aligning the sentiment intensity of
domain-specific sentiment words with the general foundational sentiment lexicon
ensures a consistent scale for SA.

4. Generation of SL-TeaE. The normalized domain-specific sentimentwordsmergewith
the expanded general sentiment lexicon, forming the teaching evaluation domain
sentiment lexicon.

5. Complex Semantic Analysis. Semantic analysis is conducted on the evaluation data to
extract emotional central sentences representing the overall viewpoint of the reviewer
as sentences representing the overall viewpoint of the reviewer.

6. Performance Evaluation. This section comprises sentiment classification and quan-
titative evaluation scores analysis. It involves evaluating the performance of general
sentiment lexicon expansion, domain-specific sentiment word enrichment, and com-
plex semantic analysis by comparing their performance on teaching evaluation data
in terms of SA and sentiment computing.

3 Complex Semantic Analysis

3.1 Sentiment Center Sentences

Usually, the semantics in Student Evaluations of Teaching (SET) comments are more
complex, expressions are more implicit, and emotions are more subtle. When a student
writes a SETcomment, they typically do not express negative emotions directly but rather
use relatively implicit expressions. For example, phrases like “Compared to Professor
Wang, Professor Li’s teaching could be improved” or “It would be better if this instructor
had a teaching assistant” are common. Due to the complex nature of these comments, it
is challenging to extract emotional features from SET comments.

Typically, the sentiment polarity in SET comments is determined by the most critical
opinions of the reviewers rather than minor details. Therefore, it is essential to focus
on extracting sentences that represent the overall opinions of the reviewers from SET
comments. Here, we refer to the sentences that can represent the overall opinions of the
reviewers as “sentiment center sentences”.We evaluate SET comments’ sentiment center
sentences from three angles: the position angle, the content angle, and the expression
style angle.

Firstly, from the position angle, in a SET comment, sentences at the beginning and
end of the comment are more likely to become sentiment center sentences. Therefore,
the position feature function should assign higher scores to sentences at the beginning
and end. Experimental results show that a negative Gaussian function can be used as
the position feature function. Thus, given a sentence “s”, the position feature function is
determined as shown in Eq. (1):

f1(s) = − 1√
2πσ

e− (s−μ)2

2σ2 , 1 ≤ s ≤ len (1)
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In Eq. (1), μ represents the mean, σ represents the standard deviation, and len
represents the length (the number of sentences in one comment). In the subsequent
experiments, µ is set to len/2, and σ is set to 1.

From a content perspective, sentiment center sentences not only exhibit strong emo-
tional intensity, but the sentiment polarity should also be unambiguous. Therefore, the
definition of the content feature function is as shown in Eq. (2):

f2(s) =
∑

t∈sl(t)∑
t∈s|l(t)|

(2)

In Eq. (2), l(t) represents that the word “t” is a sentiment word and indicates its
sentiment polarity. When ‘t’ is a positive word, l(t) = 1; conversely, when ‘t’ is a
negative word, l(t) = −1. From the content feature function, it can be observed that
only sentences containing sentiment words with the same polarity receive higher scores,
while sentences with no sentiment words or a mixture of negative and positive sentiment
words receive lower scores.

From an expression style perspective, sentiment center sentences often include sum-
marizing words or phrases like “In conclusion” and “All in all “. Therefore, the definition
of the expression style function is as shown in Eq. (3)

f3(s) =
∑

t∈s
conclusive_Expressions(t) (3)

InEq. (1), conclusive_Expressions(t) represents that “t” is a summarizing expression.
If a sentence contains summarizing words or phrases, the score of that sentence will be
higher.

Taking into consideration the three feature functions of sentiment center sentences,
the summation of feature functions in Eq. (1), (2), and (3) is performed. The top N
sentences with the highest scores are selected (typically N is set to 1 or 2) as sentiment
center sentences. If the total number of sentences in a text is less than N, all sentences
are considered sentiment center sentences.

After conducting complex semantic analysis on the SET data following data prepro-
cessing, sentiment center sentences from each SET comment are subjected to sentiment
classification using SL-TeaE. This approach is referred to as SL-TeaE (CSA).

Input the SET comments after data preprocessing.
Perform complex semantic analysis on the SET comments, and output the sentiment

center sentence for each SET comment.

4 Experimental Results Analysis

4.1 SET Data

The data originated from the SET data in our university’s teaching system, including
end-of-semester total evaluation data, mid-teaching phase data and online course real-
time data. In total, there are 519 pieces of evaluation data from 4 teachers, and after data
preprocessing, 508 pieces of valid data remain as corpus.
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4.2 Experimental Metrics

We utilize standard evaluation metrics commonly employed in sentiment analysis mod-
els, including precision (P), recall (R), and F1 score (F1), and utilize the Mean Abso-
lute Error (MAE) and Root Mean Squared Error (RMSE) as evaluation metrics for the
quantitative scoring experiments in course evaluations.

4.3 Performance Comparison

Comparison of Sentiment Classification Performance. Teaching comments encom-
pass both Positive TeachingComments (PTC) andNegative TeachingComments (NTC).
By conducting comparisons with a General Sentiment Lexicon (GSL) and an Expanded
General SentimentLexicon (EGSL), this studyvalidates the effectiveness of the proposed
domain-specific sentiment lexicon construction. Simultaneously, comparative experi-
ments were carried out with common supervised learning algorithms such as K-Nearest
Neighbors (KNN), Naïve Bayes algorithm, Maximum Entropy model (ME), and Sup-
port Vector Machine (SVM). The results of the comparative experiments on PTC and
NTC are illustrated in Fig. 2 and Fig. 3.

Fig. 2. The Performance of Sentiment Classification on PTC

From Fig. 2 and Fig. 3, the following conclusions can be drawn: 1) SL-TeaE(CSA)
Improvement over SL-TeaE: SL-TeaE(CSA), which incorporates complex semantic
analysis into SL-TeaE, demonstrates enhanced sentiment classification performance.
Specifically, for negative teaching comments, SL-TeaE(CSA) outperforms SL-TeaE
with notable improvements in precision, recall, and F1 score by 11.4%, 4.4%, and
7.6%, respectively. For PTC, while precision slightly decreases by 1%, both recall
and F1 score show improvement. 2) Comparison with Common Supervised Learning
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Fig. 3. The Performance of Sentiment Classification on NTC

Algorithms: Compared to common supervised learning algorithms such as KNN, Naïve
Bayes, Maximum Entropy, and SVM, SL-TeaE(CSA) exhibits superior sentiment clas-
sification performance. It achieves better precision, recall, and F1 score, especially in
positive teaching comments where precision increases by 7.8%, recall by 10.0%, and F1
score by 8.9%. For NTC, the highest improvements are observed in precision (19.4%),
recall (34.0%), and F1 score (34.9%).

In conclusion, the comparative experiments indicate that SL-TeaE(CSA) excels in
sentiment classification performance within the SET domain.

Comparison of Quantitative Evaluation Scores. Through the comprehensive teach-
ing evaluation scores of each course provided by students on the school’s academic
administration system, this study compared the scores of the four courses taught by
four teachers with the extended general sentiment based on the General Sentiment Lex-
icon (GSL). Comparative experiments were conducted with Expanded General Senti-
ment Lexicon (EGSL) and SL-TeaE to verify the accuracy of this model in quantitative
teaching evaluation scores. The specific comparison results are shown in Table 1 and
Table 2.

Table 1. Comparison of quantitative scores calculation performance

Teacher GSL EGSL SL-TeaE SL-TeaE(CSA) Actual scores

Teacher1 73.54 73.96 94.49 96.34 97.54

Teacher2 82.70 83.92 96.56 98.19 98.77

Teacher3 81.73 82.09 93.38 94.27 96.45

Teacher4 83.59 85.45 96.15 97.84 98.10



Sentiment Analysis of Teaching Evaluation 263

Table 2. Quantitative scores calculation error comparison

Sentiment computing methods MAE RMSE

GSL 17.32 17.76

EGSL 16.36 16.90

SL-TeaE 2.57 2.62

SL-TeaE(CSA) 1.06 1.28

Analysis of Table 1 and Table 2 reveals notable disparities in the course composite
assessment scores derived from the GSL when compared to the actual course assess-
ment scores. Notably, these calculated scores exhibit a significant deviation from the
correct relative order, displaying the largest mean absolute and root mean square errors.
While the course composite assessment scores generated by the EGSL show a rela-
tive improvement compared to those derived from the general sentiment lexicon, they
still exhibit inaccuracies in their ordering. Conversely, the course composite assessment
scores obtained through SL-TeaE and SL-TeaE(CSA) are closer to the actual scores
and follow the correct order. Specifically, SL-TeaE(CSA) demonstrates even greater
proximity to the true values, boasting the smallest MAE and RMSE of 1.06 and 1.28,
respectively.

5 Conclusion

In conclusion, this study explores a specialized emotion lexicon in the field of teaching,
enhancing the generalization of themodel. By combining complex semantic analysis, the
emotional analysis performance of the model has significantly improved. Compared to a
general emotion lexicon, the F1 values for positive and negative teaching comments have
increased by 7.3% and 34.9%, respectively. The emotional classification performance is
also superior to common supervised learning algorithms. Additionally, SL-TeaE(CSA)
demonstrates greater accuracy in quantifying evaluation scores, with minimal error in
comprehensive course evaluation scores. The model’s scores closely align with actual
course evaluations, exhibiting consistent rankingwith the actual scores.The effectiveness
of SL-TeaE(CSA) has been demonstrated.

The experimental results of this article have practical significance for the evalua-
tion of teachers’ teaching level, which can help teachers carry out personalized teaching
evaluation analysis, such as comparing the teaching levels of different teachers, different
courses, and different periods horizontally, and vertically discovering the teaching tran-
sitions of teachers in different periods, including the upward period, the teaching pause
period, or the teaching decline period. In order to promote teacher teaching reform
through student evaluation and improve teaching quality through teaching reform.
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Abstract. Online judge (OJ) systems have been widely used for pro-
gramming skill evaluation in various fields, including programming edu-
cation, programming competition and talent recruitment. Existing OJ
systems put the codes into a judge queue according to the order of user
submission, and use the judge server to evaluate the correctness of the
codes in turn. With the surge in the number of code submissions, this
scheduling method causes the rapid increase of average response time for
judge requests, resulting in a decline in user experience. To alleviate the
problem, we develop an intelligent scheduling system, which consists of
two modules. In the first module, we employ a deep representation learn-
ing model to predict the running time of the codes in the judge queue; in
the second module, the judge queue is divided into fixed-size windows.
The codes in each window are sorted according to their predicted run-
ning time in ascending order, and are scheduled to the judge server using
the shortest job first algorithm. The experimental results show that, 1)
the constructed prediction model predicts the running time of the codes
accurately; 2) compared with the scheduling algorithm of existing OJ
systems, the proposed scheduling algorithm can effectively reduce the
average response time for large-scale online judging. Furthermore, by
varying the code running time distribution and window size in the judge
queue, we demonstrate the performance improvements of the proposed
intelligent scheduling system under different settings, compared with the
existing systems.

Keywords: online judge · intelligent scheduling · running time
prediction · shortest job first · deep representation learning model

1 Introduction

Online Judge (OJ) [26] systems automatically assess the correctness of codes
by running them with the pre-defined use cases and comparing the output with
the standard results. Because of the convenience, OJ systems have been widely
used in programming education [7], programming competitions [27], and talent
recruitment1,2. For example, the China Computer Federation (CCF) uses an

1 https://www.hackerrank.com/.
2 https://www.qualified.io/.
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OJ system to organize a series of programming exams for “Software Professional
Certification”, usually with more than 10,000 examinees in a single exam [25]. For
another example, on Chinese University MOOC3, there might be up to 100,000
students who take the same programming course and practice programming in
the built-in OJ system at the same time. In a typical OJ system, the codes
submitted by users are inserted into a queue according to the submission order,
and the judge server runs the codes in the queue based on the “First Come
First Serve (FCFS)” scheduling algorithm, determining their correctness and
returning the results to the corresponding users. As the amount of users and
the number of code submissions grow, this scheduling method causes the rapid
increase of the average response time for judging requests, i.e., the time between
a code submission and the return of the evaluation results, thereby seriously
affecting users’ programming experience. Figure 1 shows the experimental results
of average response time according to the FCFS scheduling algorithm, where the
average running time of the experimented codes is only 96(±84) ms. However,
when the number of codes in the queue grows from 100 to 1,000, the average
response time of the judging request rapidly increases from less than 5 s to more
than 80 s.

Fig. 1. Average response time vs. number of codes in the queue

In order to improve user experience, especially to reduce the anxiety of wait-
ing for assessment results during competitions or exams, how to reduce the aver-
age response time in large-scale online judging scenarios is worth investigating.
Some related works have proposed to build scalable OJ systems from a system
architecture perspective to alleviate the load pressure caused by a single system.
For example, Wang et al. [25] develop the MetaOJ system, which reduces the
response time under high loads by building a distributed OJ system. Nerantzis
et al. [19] develop the MI-OPJ system based on the micro-service architecture,
which utilize Kubernetes to orchestrate the container services and realize the
elastic scaling of the services of the OJ system.

3 https://www.icourse163.org/.

https://www.icourse163.org/
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Unlike the above work, we investigate how to improve the responsiveness of
a single system in the face of large-scale judging loads, and the proposed method
can be easily integrated into any existing OJ system, including those based on
the distributed and micro-service architectures mentioned above. Specifically,
we build an intelligent scheduling system that reduces the average response time
of judging requests by prioritizing the judgements of codes in the queue with
a shorter running time. The entire scheduling system is divided into two mod-
ules. First, in order to predict the running time of the codes in the queue, we
employ a deep representation learning model to predict the code running time.
In particular, we select three code representation models, i.e., graph2vec [18],
ASTNN [29], and CodeBERT [8], to construct the prediction model and evalu-
ate the performance. Through comparison, the ASTNN-based model is finally
selected to predict the code running time. Second, we modify the FCFS schedul-
ing algorithm to “Shortest Job First (SJF)” scheduling algorithm to prioritize
the judgments of codes with a shorter predicted running time. In order to prevent
the codes with a long running time from being unable to be judged for a long
period of time, we divide the code queue into fixed-size windows, and in each
window, the codes are sorted in ascending order according to their predicted
running time and judged using the SJF scheduling algorithm. At the window
level, the FCFS scheduling algorithm is still used to ensure that the codes with
a long running time can be judged in the windows where they are inserted.

It is worth mentioning that in traditional CPU architectures, predicting code
running time incurs considerable additional overhead, which greatly diminishes
the judging response improvement brought by the above scheduling system. For-
tunately, today’s CPU-GPU heterogeneous architecture makes this overhead
negligible: predicting a code’s running time using GPUs is much faster than
judging its correctness in the judge server, which is typically run on CPUs. As a
result, except for the prediction and sorting time of the codes in the first window
of the judge queue, which needs to be factored into the response time, the rest of
the codes can complete the running time prediction and sorting during the wait-
ing time for judgement, thus having no impact on the response time. The exper-
imental results show that the model constructed in this paper can accurately
predict the running time of the code, and the proposed SJF scheduling algo-
rithm can effectively reduce the average response time of the judging requests.
In addition, we vary the distribution of code running time in the dataset, and
demonstrate how the proposed intelligent scheduling system reduces the average
response time compared to the FCFS scheduling under different distributions.
Finally, we vary the size of the window in the judge queue and demonstrate how
the proposed system reduces the average response time under different combi-
nations of queue length and window size.

In summary, we contribute in this work on the following three aspects:

– We propose to improve the responsiveness of a stand-alone OJ system for
large-scale online judging by changing the scheduling algorithm of the judge
server from FCFS to window-based SJF. To the best of our knowledge, this
paper is the first to propose such an approach.
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– In order to adopt the SJF scheduling algorithm, we construct a deep learning
model to predict the running time of the codes, as a basis of the SJF schedul-
ing algorithm. The experimental results show that the constructed model can
accurately predict the code running time.

– We conduct experiments to demonstrate that the proposed intelligent schedul-
ing system can effectively reduce the average response time of an OJ system
under large-scale online judging. We vary the code running time distribution
and the queue/window size to demonstrate the performance improvement
over the traditional scheduling system under different settings.

2 Related Work

The intelligent scheduling system proposed in this paper contains two main
parts: code running time prediction and code judging based on SJF scheduling
algorithm. The former part belongs to the research category of running time
prediction and the latter part belongs to the category of improving OJ systems.
This section presents the related work in the two areas respectively.

2.1 Code Running Time Prediction

Predicting code running time has important applications in both industry and
education. In industry, accurate prediction of code running time ensures that
specific tasks in real-time systems do not exceed a preset time, guaranteeing
system stability. In education, predicting code running time can give students
real-time feedback and motivate them to write more efficient code.

Puschner and Koza [21] propose to split a complete code into different com-
ponents, such as sequential, looping, branching, etc., and estimate the maximum
running time of each component, and finally add them together to get the esti-
mation of the maximum running time of the complete code. Park [20] combines
the static analysis based on simple timing diagrams and the dynamic analysis
based on execution paths to obtain tighter upper bounds on the running times
of sequential programs. Benz and Bringmann [4] point out that accurate static
code analysis relies heavily on loop boundaries, control flow constraints, and
other program flow facts that need to be labeled by the user, and is difficult to
apply in real-time systems. They improve code running time prediction using a
scene-aware analysis based on the mode of operation, application-related pro-
gram flow facts, and image resolution.

Another research area closely related to code running time prediction is code
complexity prediction. Although the goals of the two prediction problems are
slightly different, the way the code features are extracted in the proposed meth-
ods can be cross-referenced. For example, Gulwani et al. [10] propose both control
flow refinement and progress invariant methods and combine them to estimate
the complexity of codes with nested and multi-path loop structures. Chatterjee
et al. [5,6] use sorting functions and linear programming to compute worst-case
upper bounds for non-polynomials in codes. There is also a body of work that
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focuses on the problem of predicting code complexity in recursive functions. For
example, Albert et al. [1] use “evaluation trees” to mine recursive relationships
and derive complexity bounds for subsumption and sorting based on the mining
results. Ishimwe et al. [14] use pattern matching to learn recursive relations in
recursive programs, and represent asymptotic complexity bounds for recursive
programs by obtaining closed-form schemes. With the public availability of huge
amounts of code data and the widespread use of neural networks, deep learning-
based approaches have emerged. For example, Sikka et al. [22] propose a deep
learning-based code complexity prediction method, which uses graph2vec [18]
to represent the code, and constructs a multi-classification model to predict the
complexity of the code.

Due to the significant differences in the structural features of different codes,
traditional prediction methods do not generalize well. Therefore, in this paper,
we collect a large amount of codes and train a deep learning model to predict
the code running time.

2.2 Improving OJ Systems

As OJ systems are widely used, researchers propose various improvement meth-
ods to cope with the application of OJ systems in different scenarios. For exam-
ple, in order to adapt the OJ system to educational scenarios, Sun et al. [23]
design the YOJ platform for classroom teaching scenarios by focusing on the cur-
riculum, and develop modules such as course management, problem discussion,
function evaluation, offline assignments, and online tests to facilitate teaching
and learning. Francisco and Ambrosio [9] develop an automatic question group-
ing system based on the difficulty classification of questions to assist in the design
of assignments and tests, with the goal of improving the ease of use of OJ sys-
tems. They also develop a student reporting system based on behavioral data to
provide feedback to students on their learning performance. Hou et al. [13] uti-
lize the error reporting information from compilation tools and judging servers
to give feedback to users, in order to improve their programming training and
testing efficiency. Wang et al. [25] build a stand-alone OJ system to alleviate the
service response latency problem caused by large-scale cross-region online pro-
gramming testing, by building a distributed OJ system and deploying it on the
cloud. In order to cope with the load pressure caused by large-scale online train-
ing during the Covid-19 epidemic, Nerantzis et al. [19] follow the micro-service
architecture to reconstruct an OJ system, which can be massively scaled using
software such as Kubernetes, Apache Kafka, and NextJS. Other improvement
works of OJ systems include [28,30] and so on.

Among them, the works in [25] and [19] have the closet goals to our work,
that is, improving the responsiveness of the OJ system to deal with large-scale
online judging by improving the back-end structure. The difference is that these
two works propose distributed and micro-service architectures, respectively, to
rebuild the existing stand-alone OJ system, while we try to improve the sys-
tem responsiveness by improving the intrinsic judging scheduling mechanism in
existing OJ systems. The approach proposed in this paper is orthogonal to the
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approaches in [25] and [19], which is more lightweight and can be flexibly adapted
to any existing OJ system.

3 The Intelligent Scheduling System for Online Judging

The overall architecture of the intelligent scheduling system proposed in this
paper is shown in Fig. 2. The code submitted by OJ users is first put into an
judging queue according to the submission order, and the system divides the
queue into fixed-size windows. In each window, the system predicts the running
times of the codes, and sorts the codes in ascending order according to the pre-
dicted running time. Subsequently, the system combines all the windows into a
queue again following the original window order, and judges the codes in the
queue sequentially. The whole system is divided into two key modules: code run-
ning time prediction and judging scheduling based on running time prediction.

Fig. 2. The overall architecture of the proposed intelligent scheduling system

3.1 Code Running Time Prediction Based on Deep Representation
Models

In recent years, code representation models based on deep learning have been
applied to various tasks in the field of software engineering, including program
classification [3], clone detection [2], code repair [12], etc., and have achieved the
performance far beyond that of traditional algorithms. Therefore, in this paper
we also predict the running time of code using deep representation learning
models, since accurate prediction is very important to the subsequent scheduling
algorithm.

We select three representative deep code representation learning models. The
first model is graph2vec [18], which has been used to build models for predicting
code complexity [22], and thus is closely related to our work. Graph2vec borrows
the idea from word2vec [17] and doc2vec [16] to train graph representations by
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Fig. 3. The classification and regression model for evaluating the predictive perfor-
mance of code representation learning models.

maximizing the probability of occurrence of the associated subgraphs of each
node in the graph. When applied to code representation learning in this paper,
we first convert the code into Abstract Syntax Tree (AST) intermediate repre-
sentation, and consider the AST as a graph. Then we input the ASTs into Graph
Attention Networks (GAT) [24] and train the code representation by applying the
graph2vec algorithm. The second model is ASTNN [29], which performs promi-
nently well among small-scale code representation models [11]. ASTNN splits
the AST of a code into a set of statement subtrees, each of which corresponds
to a complete statement, and then inputs the encoded sequence of subtrees into
the bi-directional GRU, and finally performs max pooling over the hidden states
of all time steps to obtain the representation of the entire code. The third model
is CodeBERT [8], which is the first programming language pre-training model
with strong code representation capability. The input of CodeBERT is a piece
of code text and its natural language comments. Two pre-training tasks are
designed to learn the code representation, which are masked token prediction
and replaced token detection. After training, the encoding of the [CLS] token
can be used to represent the input code. In order to evaluate the performance of
the above three representation learning models, we construct both classification
and regression models to predict the code running time, as shown in Fig. 3. In
the classification task, we categorize the code running time into 5 classes, which
are 0–50 ms, 50–100 ms, 100–200 ms, 200–500 ms, and 500–1000 ms, according to
the distribution of actual code running time in the dataset. We add a linear layer
with the Softmax activation on top of the code representation model to predict
the classes and employ cross-entropy as the loss function. In the regression task,
we similarly add a linear layer on top of the representation model, outputting a
single value, which is finally converted into a value between 0–1000, representing
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the predicted running time in milliseconds. The regression model uses the mean
square error as the loss function.

3.2 Code Judging Scheduling Based on Running Time Prediction

Based on the above evaluation tasks, we select the best deep model to predict
the code running time in preparation for judging scheduling. Specifically, we
first predict the running time of each code in the queue. In traditional archi-
tectures, predicting code running time, whether using symbol-based or machine-
learning-based approaches, incurs considerable additional overhead, which affects
the judging response time. However, in the GPU-CPU heterogeneous architec-
ture, we can use a GPU to run deep models to efficiently and accurately predict
the code running time and use a CPU to run the judging service of the OJ sys-
tem, without interfering with each other. In Sect. 4, we will see that predicting
code running time using a GPU is much faster than judging the code in the
OJ’s judge server. As such, the prediction overhead does almost not increase the
response time of the code judging.

Algorithm 1: Average response time for judging code using the SJF
scheduling.
Input: Code queue Q formed according to user submission time, window size w
Output: Average response time for judging codes in Q: rtavg.

1 divide Q into disjoint windows of size w;
2 foreach window W in Q do
3 foreach code c in window do
4 prt = predictRunTime(c) /* Predicting the running time prt of code c

using a GPU */
5 end
6 sort the codes in W according to their prt in the ascending order
7 RTw = judgeAndCalRspT ime(W ) /* Feed W to the judge server and

calculate the response time for each code */
8 end
9 calculate rtavg using RTw of all the windows in Q

10 return rtavg

To implement the SJF scheduling algorithm, the codes in the queue need to
be sorted in ascending order of predicted running time from shortest to longest
and then fed to the judge server. A straightforward approach is to sort the entire
queue, which may minimize the average response time. However, this approach
makes the codes with long predicted running time unable to be judged for a quite
long time, which affects the programming experience of the corresponding users.
Therefore, we adopt a window-based SJF scheduling approach. Specifically, we
divide the entire queue into windows of fixed size, sort the codes according to
the predicted running time and use the SJF scheduling inside each window. On
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the other hand, different windows still maintain the order in the initial queue,
and are sent to the judge server in turn, i.e., the FCFS scheduling is still used
at the window level. Finally, we obtain the judging response time of each code
and compute the average time for the entire queue. The complete procedure for
calculating the average judging response time is shown in Algorithm 1.

It is worth noting that although Algorithm 1 is a serial pseudo-code writ-
ten according to the judging process, in practice, the GPU predicting the code
running time and the CPU running the judging service work in parallel.

4 Performance Evaluation

In this section, we empirically evaluate the proposed intelligent scheduling sys-
tem. First, we evaluate the accuracy of the models in predicting the code running
time. Then, we evaluate the effectiveness of the SJF scheduling algorithm based
on the predicted running time for reducing the average response time. Our code is
written in Python and PyTorch, and all experiments are conducted on a machine
with 4 cpu-cores and 16 GB memory, equipped with a Tesla V100.

4.1 The Dataset

The code dataset used for the experiments is collected from 242 programming
exercises of our OJ system, and a total of 63,355 C codes are collected. The
running time distribution of these codes on the experimental machine is shown
in Table 1.

Table 1. The distribution of the actual running time of the code in the data set.

Running Time Number of Codes

0–50 ms 35854

50–100 ms 5977

100–200 ms 5611

200–500 ms 5550

500–1000 ms 10363

Total 63355

We can see that more than half of the code running times are smaller than
50 ms, and only about 16% of the running times are larger than 500 ms. We divide
the entire dataset into training set, validation set and test set with proportion
6:2:2, and train the deep learning models to predict the code running time.

In the code judging scheduling experiment, we randomly select N codes from
the test set to form the judging queue, and then slice the queue into fixed-
size windows. Within each window, we use the ASTNN-based model to predict
the code running time, and sort the codes in ascending order according to the
predicted results. Finally, the codes in each window are fed into the judge server
in turn.
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4.2 Evaluation Metrics

In the running time prediction experiment, we treat the prediction task as a clas-
sification and regression task, respectively, and use Accuracy and Mean Absolute
Error (MAE) as the evaluation metrics. In the classification task, the classes are
the five classes in Table 1. In the regression task, the models directly predict the
running time of the code.

In the code judging scheduling experiment, we compute the average response
time of the codes in the judging queue. We randomly assign a submission time to
each code and ensure that all codes in a queue are submitted within one second.
The response time for each code is the time that the judge server returns the
result subtracting the submission time. Finally, the average of the response times
of all codes in the queue is calculated.

4.3 Hyperparameter Settings

When encoding the codes, the lengths of both the input embedding vector and
the output token vector are set to 128. The length of the hidden layer vector for
both graph2vec and ASTNN is set to 256, and the number of heads in the graph
attention module of graph2vec is set to 4. The batch size for training is 64, and
the maximum epoch is set to 20. We use adaMax [15] as the optimizer, and set
the learning rate to 0.002. We use the default settings of CodeBERT.

In the judging scheduling experiments, the window size for dividing the queue
is fixed to 50.

4.4 The Results

Code Running Time Prediction. Table 2 demonstrates the performance of
the three running time prediction models. Table 3 demonstrates the performance
in different running time classes.

From the two tables, we observe that ASTNN achieves the best performance
in both the classification and regression task. ASTNN extracts from the AST the
statement subtrees of the corresponding independent components in the code,
which may make it capture better the execution structure of the code, and thus
be more accurate at predicting the running time. Graph2vec focuses on the sub-
graph structure associated with each node, which does not necessarily represent
a complete piece of code when applied to ASTs, making it worse at capturing the

Table 2. Predictive performance comparison of the three code representation models

code representation model Accuracy MAE

graph2vec[8] 0.872 20.64

ASTNN[9] 0.946 15.26

CodeBERT[10] 0.923 18.71
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Table 3. Predictive performance comparison of the three code representation models
for different classes of running time (ms)

Models Accuracy MAE

≤50 50–100 100–200 200–500 >500 ≤50 50–100 100–200 200–500 >500

graph2vec 0.884 0.803 0.852 0.824 0.912 7.41 15.70 18.10 31.88 55.69

ASTNN 0.961 0.917 0.926 0.896 0.956 3.21 10.91 15.73 24.82 38.04

CodeBERT 0.953 0.899 0.867 0.916 0.909 4.46 13.91 22.73 30.64 42.26

execution structure of the code. CodeBERT does not use C codes in pre-training
and does not learn structural features from intermediate representations such as
ASTs and control flow graphs. Therefore it performs a bit worse than ASTNN.
In order to achieve higher accuracy, in the future, pre-trained models that incor-
porate structural features such as GraphCodeBERT can be considered to train
the prediction model [26].

Code Judging Scheduling. The ASTNN-based model is the most accurate
among the three prediction models, so we use it to predict the running time of
the code in the judging scheduling experiment. Based on the prediction results,
we sort the codes in each window and prioritize the codes with shorter predicted
running time. We refer to this scheduling algorithm as “SJF based on predicted
running time”. For comparison, we additionally implement “SJF based on cyclo-
matic complexity”. Cyclomatic complexity is commonly used to measure the
static complexity of a code and represents the number of linearly independent
paths in the code, which is usually calculated as the number of closed paths in
the control flow graph. The SJF algorithm based on cyclomatic complexity pri-
oritizes codes with lower complexity for judging. Finally, in order to obtain the
upper bound on the performance of the SJF scheduling algorithm, we sort and
judge the codes based on their actual running time. We refer to this algorithm as
“SJF based on actual running time”. For each algorithm, we vary the number of
codes in the judging queue from 100 to 1000 with increments 100, and compute
the corresponding average response time of code judging.

Figure 4 shows the results. First, we can see that compared to FCFS schedul-
ing, both SJF based on predicted running time and SJF based on cyclomatic
complexity scheduling algorithms reduce the average response time. With the
increase of the number of codes in the queue, the average response time is reduced
more. This proves that the SJF scheduling algorithm can effectively improve the
judging efficiency for large-scale online judging. Second, SJF based on predicted
running time can reduce more average response time than SJF based on circle
complexity, which indicates that the code running time is more suitable for the
SJF scheduling algorithm and the constructed model can predict the running
time accurately. Finally, SJF based on actual running time further reduces the
average response time than SJF based on predicted running time, indicating
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that the scheduling performance of the current system can be further promoted
by improving the accuracy of code running time prediction.

It is worth mentioning that in our experiments we can predict the running
times of 30 codes per second using a Tesla V100 GPU, i.e., predicting the running
time of the codes in a window of size 50 takes a bit more than 1 s. On the other
hand, judging the codes in the window takes about 5 s. In other words, predict
and sorting the codes in each window is much faster than judging them in the
judge server. The overhead of code running time prediction does almost not
increase the average judging response time when using a GPU as a standalone
prediction module.

Fig. 4. The average
response time of the
four scheduling algo-
rithms when the queue
length increases.

Fig. 5. Average respon-
se time for different dis-
tributions of code run-
ning time

Fig. 6. The reduction in
average response time
under different combina-
tions of queue length and
window size, SJF vs. FCFS.

Impact of Code Running Time Distribution. The SJF scheduling algo-
rithm is effective because the running times of the codes in the queue are quite
different. In this section, we vary the distribution of code running times in the
queue and observe the impact of the SJF scheduling algorithm on the average
response time. Based on the collected dataset, we define codes with running time
below 500 ms as “non-time-consuming code” and codes with running time above
500 ms as “time-consuming code”. We increase the percentage of time-consuming
codes from 0% to 100% with increments 10%, and randomly select 1,000 codes
from the test set under each percentage control to calculate the average response
time of code judging. Figure 5 shows the results. We can see that when the per-
centage of time-consuming codes is small or large, the SJF scheduling has a small
reduction on the average response time over the FCFS scheduling, because the
running times of all codes are more converged. The SJF scheduling algorithm
based on predicted running times reduces the average response time the most
when there are 50% time-consuming codes. This is instructive for designing code
judging queues in OJ systems: one can group codes with different complexities
into a queue, and use the scheduling system proposed in this paper to improve
the average response time of the whole OJ system.
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The Impact of Window Size in the Queue. In order to avoid the situation
that codes with long running time are not able to be judged for a long time, we
propose to divide the code queue into windows of fixed size, and use the SJF
scheduling algorithm for the codes in each window, while different windows still
follow the FCFS scheduling algorithm. Therefore, the window size has an impact
on the overall performance of the scheduling system. We vary the code queue
length from 100 to 1000 with increments 100, and for each queue length, we
vary the window size from 10 to 100 with increments 10. Therefore, we obtain a
10×10 matrix, where each element of the matrix represents the average response
time reduction of the SJF algorithm based on predicted running time over the
FCFS algorithm, for the corresponding combination of queue length and window
size. We visualize this matrix using a heat map. The more we reduce the average
response time, the darker the color of the corresponding element in the matrix.

Figure 6 illustrates the experimental results. We can observe that the matrix
gets progressively darker from the top left to the bottom right, i.e., overall the
longer the queue and the larger the window, the more the average response time
is reduced by using the SJF scheduling algorithm. The results are as expected,
again demonstrating the accuracy of the running time prediction and the effec-
tiveness of the SJF scheduling algorithm. In real systems, the length of the
judging queue is usually determined by the system cache, and the administrator
can dynamically adjust the window size according to the actual judging load,
in order to meet the dynamic balance between the average response time of the
codes with a long running time and the average response time of all codes.

5 Conclusion

In this paper, we address the problem of rapidly growing judging response time
of OJ systems for large-scale online judging. We propose to reduce the average
response time by improving the scheduling mechanism of the judging service,
and construct a corresponding scheduling system. The system consists of two
modules: the prediction module predicts the running times of the codes using a
deep model, and the scheduling module judges the codes using a window-based
SJF scheduling algorithm according to the predicted running time. Experimental
results demonstrate that by accurately predicting the code running time, the
scheduling algorithm proposed in this paper can effectively reduce the average
judging response time of OJ systems. Importantly, the constructed intelligent
scheduling system can be integrated into any existing OJ system.

In the future, we will continue to improve the scheduling system on two
aspects. First, the experimental results prove that the response time using the
predicted running time scheduling is still much larger than the response time
using the actual running time scheduling. Therefore, we will investigate how
to further improve the accuracy of code running time prediction. Second, we
currently utilize a GPU for real-time prediction of code running time. For servers
not equipped with a GPU, the benefit of intelligent scheduling will be affected
by the prediction time. Therefore, we consider to predict and store the running
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times of a huge amount of codes offline. For online judging, we will design a
retrieval algorithm to obtain the predicted running time of each submitted code,
so as to improve the prediction efficiency on CPU-only machines.
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Abstract. Automated essay comment generation is important for writ-
ing in education, as it can reduce the burden on teachers while providing
students with rapid feedback to improve their writing. When writing,
students tend to take writing thought ideas in several excellent essays as
references, which inspire them to be more creative in writing. For teach-
ers, they can refer to them to make suggestions on how to improve the
quality of essays. Inspired by this behaviour of writing psychology, we
guide the Large Language Model (LLM) to also imitate this behaviour.
In this paper, we apply the essay comment generation task in applica-
tion, which aims to generate comments on how to amplify the writing
thought ideas for the given English expository essay. To tackle this task,
we propose the two-stage comment generation framework, in which we
first search for some cases of the chain of writing thought ideas, and then
use them as evidence to guide the LLM to learn from these references
and generate more concrete comments. What’s more, we manually collect
some English expository essays to build the knowledge base and some
essay-comment pairs (The source code is available at https://github.
com/CarryCKW/EssayComGen). Extensive experiments show that our
method outperforms strong baselines significantly.

Keywords: Automated essay comment generation · Large language
model · Writing psychology · Knowledge base

1 Introduction

Automated essay evaluation is to evaluate the writing quality of the essay with
the help of computer technologies. As a useful educational application of natural
language processing (NLP), automated essay comment generation has significant
social value for education. In particular, the generation of reasonable comments
can reduce teachers’ workload and improve teaching efficiency. What’s more,
students can also receive timely feedback and improve their writing skills.

Recent research [2,13,15] has demonstrated the strong performance of
the Large Language Model (LLM) in NLP tasks that generate answers to
user’s questions without any additional fine-tuning operations, also known as
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LLMprompting [8]. We can utilize the strong performance of LLM in text gen-
eration and local reasoning to further advance the task of automated essay com-
ment generation. For example, in the actual application scenario, the user will fill
in the content of the essay in the following template as input to the LLM: “Please
now, as an English writing tutor, make some suggestions on how to improve the
quality of the essay from the perspectives of amplifying writing thought ideas.
The essay: the specific content of the essay”, and then the LLM will return some
texts of suggestions.

However, on the one hand, a better performance of LLM always requires
a higher expensive deployment cost, depending on the model parameter scales,
which is not conducive to the practical generalization of LLM. On the other hand,
the output of the amiable parameter of LLM might be outdated, incomplete and
incorrect, and they generate factually wrong answers, called hallucination [9,12].

In this work, we first make a study of automated comment generation for
English expository essays, which requires commenting in natural language on
how to improve a given essay, because expository essay writing ideas are more
structured and diverse. The challenges of this work mainly lie in the following
two folds: (1) Overcoming the problem of generating incorrect answers due to the
weak performance of LLM with fewer parameters, and fine-tuning the model to
update the knowledge is often expensive [5], how to introduce corrective steps to
inject new knowledge to improve the accuracy of answers and the reasoning per-
formance of the model. (2) How to guide LLMs to make specific suggestions for
amplifying the writing thought ideas in given essay. Overcoming these challenges
can lead to the generation of better quality comments, making this research and
application more valuable in practice.

When writing, students tend to learn and associate writing thought ideas
from several excellent essays as a way of inspiring themselves to produce a more
polished and fulfilling piece of writing. This exercise of creativity by imitating
ideas of good essays can be seen as a form of inspiration and stimulation for
writing, helping them to improve their writing skills and expressive abilities,
and is often referred to as “mimicry” in the psychology of writing [3,4].

To tackle the above problems, inspired by the “mimicry”, we propose a two-
stage comment generation framework based on the search and prompting. This
framework consists of two components. Specifically, the first component mimics
the behaviour that students will be inspired by the writing thought ideas of high-
quality essays when they are writing and expand their own writing content by
associating several cases of excellent writing ideas. Here are the more granular
steps. In searching, we first parse out some of the ideas of the input essay by
LLM, and the obtain multiple writing cases as references by utilizing topic-aware
retrieval algorithms in the back-end knowledge base, where the cases are great
writing thought ideas under the relevant topics for the given essay. Furthermore,
the second component is to integrate the writing cases and the input essay, as the
input to LLM and guide it to learn new writing cases and generate more infor-
mative and diverse comments, which can be implemented by the well-designed
prompting templates.
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On the one hand, using the retrieval algorithm to get the writing cases from
the knowledge base can better guide the model to learn writing habits in a human
way of thinking, and can also update the content of the knowledge base in real
time. On the other hand, the integration of high-quality writing thought cases
with background knowledge into user questions can be more targeted to students’
writing improvement, generating higher quality and more relevant improvement
comments.

To support the evaluation of our task, we additionally construct a knowledge
base of writing cases and collect a number of essay-comment pairs to evaluate the
effectiveness of this approach by the paradigm of zero-shot. The experimental
results demonstrate the effectiveness of our approach, allowing the model to
achieve higher performance in terms of correctness and diversity of comment
generation.

In summary, our paper makes the following contributions:

• We propose a two-stage comment generation framework for the task of auto-
mated essay comment generation. It mimics the behaviour of students in the
psychology of writing, which is beneficial in higher quality and diversity of
the generated comments.

• We construct a knowledge base containing about five hundred writing cases
of high-quality essays, and we collect over one hundred essay-comment pairs
as our open source data.

• Our model improves significantly on both BLUE and Distinct scores, indicat-
ing the effectiveness of this framework.

2 Related Work

2.1 Automated Essay Evaluation

There have been wide explorations for automatic essay evaluation. Attali et al.
[1] build an essay scoring system, known as the E-rater, which uses some hand-
crafted features such as grammar. With the development of deep neural net-
works (DNN), several studies have utilized pre-trained language models (PLM)
and well-designed algorithms to predict essay scores. LLM further advances the
task of essay comment generation. The Linggle Write system [14] is capable of
analyzing essays by focusing on grammatical and rhetorical perspectives. In a
recent study, Zhang et al. [18] generate essay comments in the Chinese nar-
rative essays, focusing on essay comments related to analysing rhetorical and
descriptive writing skills.

2.2 LLM Prompting

Recently, the semantic understanding and reasoning capabilities of pre-trained
language models have been significantly improved by scaling improvements with
larger datasets and model sizes. The results show that large language models
can be adapted to downstream tasks by inference alone [6], without parameter
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updates. Subsequent research has further improved the performance of in-context
learning. Researchers have proposed advanced prompt formats from a variety of
downstream tasks.

What’s more, LLM has demonstrated strong ability in in-context learning
and reasoning. With the few-shot prompting strategy, LLM is able to perform
much better on the specific in-context learning and reasoning problems. Wei et
al. [16] propose the Chain-of-Thought prompting, which appends several rea-
soning steps before the input question. To leverage the power of demonstrative
examples and reduce manual effort, Zhang et al. [19] propose Auto-CoT, which
automatically obtains k examples by clustering the given input and allows the
model to generate rationales for the selected examples.

3 Method

The task of essay comment generation can be formulated as follows: given an
essay X = (x1, x2, ..., xN ) with N words, the method should generate a comment
Y containing several words. In this work, we make a study of automated comment
generation on English expository essays, in which the comments paraphrase how
to improve the quality of essay on writing thought ideas.

Fig. 1. An overview of our framework. The two components correspond to the ordered
generation stage.

3.1 Comment Definition

Writing thought ideas in an essay are important indicators of the quality of essay.
The comments generated by our method mainly contain the suggestions on how
to improve the quality from the view of amplifying the writing thought ideas.
Specifically, here are some of the elements to consider when manually evaluating
essays: (1) Clarity of thought ideas. The ideas in an essay should present a clear,
logical and well-structured line of thought. If not, we can suggest on how to
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amplify it by providing more explanations. (2) Coherence and cohesion. The
ideas presented in the essay should be interconnected and form a coherent and
cohesive narrative. If not, we can suggest on how to add or delete some ideas.
(3) Evidence and examples. We can suggest that they include more examples
to support their claims. Therefore, we aim to guide the model to generate more
informative and diverse comments according to the above elements.

3.2 Two-Stage Comment Generation

As shown in Fig. 1, we propose a two-stage comment generation framework, in
which the LLM first learns several examples of writing cases in excellent essays
and then uses the template to improve the comment generation. Furthermore, in
the processing of finding excellent writing cases, we first find the writing thought
ideas within the input essay by parsing the essay though applying the LLM, then
we design the specific search algorithm to match several examples in criteria of
similar topics with the writing ideas. Moreover, in the comment generation stage,
the well-designed template will integrate the previous cases and the input essay,
which will be treated as a whole as the input to the LLM.

3.3 Writing Cases Searching

Fig. 2. The flow of parsing the given essay to the writing thought ideas. Taking advan-
tage of the ability of LLM to follow instructions, we can directly use the LLM to
generate the text containing the hierarchical writing thought ideas of the given essay,
which can be easily extracted and saved in a json file. The writing thought idea con-
sists of two parts, namely, the idea topic and the idea content. For example, the key in
the json file is the idea topic, and the corresponding value is the idea content.
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Parse Out the Writing Thought Ideas. Writing thought ideas are important
to inspire and motivate writing and can assist in the use of attractive skills and
diverse expression in writing. In essence, students tend to connect in the mind for
the writing cases with related topics, learning their commonalities. Therefore,
we first need a powerful tool to parse out the content of the input essay for
related topics, which has good in-context learning capabilities to understand
the textual content. Fortunately, the LLM itself has this capability. Hence, we
utilize the LLM to parse out the essay, in which we can implement this step by
LLMprompting. As shown in Fig. 2, we can see the flow of this parse and get
part of the thought ideas of the essay. The ideas:

ideas = LLM(X,P ) (1)

where the X is the input essay and the P is the text template in parsing stage.

Fig. 3. An example of the hierarchical writing thought ideas in an excellent essay. As
we can see from the figure, the root of the tree is the theme of the essay, then the
non-leaf nodes are the topic of different part of the essay, and the leaf nodes are the
concise content of the ideas in essay.

Knowledge Base. The challenge here is to express the structure of the thought
ideas in an essay, which is hierarchical, structured and related between several
writing thought ideas. Recent studies have shown that every document has its
own structure [11,17], and the thought ideas in most essays can be illustrated
through a tree structure. As shown in Fig. 3, each node in tree represents a
thought idea in the essay, which has a lead from the previous idea and may
branch to several other ideas, thus making the content of the whole essay grow
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up. Furthermore, we can see from the Fig. 3, the thought idea in the blue chain,
called “Impact of Computer Use”, can be led from “Social Life” in the topic of
“Dependency on Computers” and has some actual impact in real life. What’s
more, because each essay can be transformed in this way, we can use this app-
roach to build a content-rich knowledge base that includes several high-quality
essays from a variety of topics, while using convenient data structures that help
with subsequent searches. Intuitively, this type of data can be easily stored using
JSON files.

Search Algorithm. The chain of writing thought ideas can provide students
with the whole reasoning steps between several ideas. In this step, we need to
search some excellent cases of the chain of writing thought ideas, since we have
parsed out the writing thought ideas within the input essay. To do this, we design
a searching-based algorithm, where the core idea is to find the top − K chains
containing the parsed writing ideas as much as possible. Specifically, every chain
will be selected if itself contains the idea in the set of parsed writing thought
ideas of the input essay. Then, we sort each chain according to the number of
target ideas it contains, and finally select the top − K chains. The pseudo-code
is shown below:

Algorithm 1. Search Algorithm
Input: K, ideas, Knowledge Base, similarity threshold t
Output: the top − K chains of the writing thought ideas S
1: Set total = {}
2: Set S={}
3: for idea in iedas do
4: for every tree in Knowledge Base do
5: for every node in tree do
6: if node.idea is similar to idea then
7: total.append(node)
8: pnode = find parent node(node)
9: cnode = find children node(node)

10: chain = construct chain(pnode, node, cnode)
11: S.append(chain)
12: end if
13: end for
14: end for
15: end for
16: String chainin = construct chain(ideas)
17: S = filter top K(K, chainin, S)

Writing Case. The several cases of writing thought ideas can be used as evi-
dences to inspire writing with authenticity, completeness, and diversity. We can
use a formal format to illustrate this chain relationship, and the most basic
method is to use arrows ↔ to represent progressive relationships. If extension is
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required, we can also design more specific relationship representations as needed.
This demonstrates the adaptability and scalability of this method. As shown in
the Table 1, these are some examples.

Table 1. Some examples of the case of the writing thought ideas. There is progressivity
between nodes within each chain of the writing thought ideas, indicating the relevance,
coherence and clarity in the contextual ideas.

Examples

Id Chain Content

1 Nature Education ↔ Importance of Nature safety ↔ Nature Exploration

2 Nature Education ↔ Study Results ↔ Grand Canyon Study

3 Social Life ↔ Impact of Computer Use ↔ Neglecting Family and Friends

3.4 Comment Generation

In the comment generation stage, we focus on how to guide LLM to learn some
cases of writing thought ideas in order to improve the quality of the gener-
ated comments on the given essay. Specifically, a template have been carefully
designed, which is used to integrate the writing thought cases and the essay.
Finally, the whole text will be as an input to the LLM to generate comments on
how to improve the essay. The comments:

comments = LLM(X,S, P ) (2)

where the X is the input essay, S is the writing cases from the output of the first
component and the P is the text template in the comment generation stage.

4 Experiments

4.1 Dataset

Our task is to automatically generate comments for English expository essays
on how to improve the quality of the essay, especially to amplify the writing
thought ideas. As there is no dataset available for our task, we manually collect
a English dataset to evaluate our model. Specifically, for the knowledge base,
we collect about 500 expository essays with the corresponding writing thought
ideas. For the evaluation, we collect over 100 expository essays with the corre-
sponding annotated comment. For the process of annotation, we use the API
of the ChatGLM-Pro model1 to generate the preliminary comment and then
perform manual secondary verification and supplementation, with the aim of
obtaining comments as rich as possible.
1 https://open.bigmodel.cn/.

https://open.bigmodel.cn/
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4.2 Baseline

We use the llama2-13B of the chat version2 as our backbone LLM, which is a
collection of pre-trained and fine-tuned generative text models with 13B scale
parameters and optimised for dialogue use cases. This LLM can directly generate
comments on the input essay with the user query.

4.3 Experiment Settings

In the writing thought ideas parsing and comments generation stages, we use
top-p sampling with p = 0.95 combined with beam search (number of beam is
1) while the parameter of temperature is 0.01. The fixed value of the parameter
makes it easier for the LLM to generate a consistent context for multiple times.
To improve the inference speed, we deploy our model on two GPU-3090Ti, the
average cost of comment generation for an essay is 5.6 s.

4.4 Evaluation Metrics

The following automatic metrics will be adopt for the evaluation of comment
generation.

BLEU (B-n). We use n = 1, 2 to evaluate the n-gram overlap between gen-
erated comments and ground truth comments [10]. BLUE is an algorithm for
evaluating the quality of text between the output of a machine and that of a
human.

Distinct (D-n). We use n = 2, 3, 4 to measure the generation diversity by the
ratio of distinct n-grams to all the generated n-grams [7]. The distinct is a metric
used to measure the degree of diversity in the content of machine-generated text.

4.5 Results

Table 2. Automatic evaluation results. All result values are multiplied by 100. The
best performance is highlighted in bold.

Models B-1 B-2 D-2 D-3 D-4

Llama2 35.39 11.65 10.74 29.76 43.86

Our Model 42.58 11.06 11.47 31.61 46.13

GroundTruth 100 100 16.25 41.18 58.75

Table 2 shows the automated evaluation results. Compared with the results
of the Llama2, our method improves significantly on both BLUE and Distinct
scores, indicating higher quality and diversity of the generated comments.
2 https://huggingface.co/meta-llama/Llama-2-13b-chat-hf.

https://huggingface.co/meta-llama/Llama-2-13b-chat-hf
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4.6 Analysis

As for the comparison of the results, we can draw the following analysis: (1)
For the fact that the BLUE scores are generally not high, intuitively because
the given ground truth comments may not cover all aspects, so that some of
the correct answers generated by the model are not reflected in the labelled
comments. (2) The first component, which searches for some cases of the writing
thought ideas in excellent essays, has a positive effect on diversity, suggesting
that the model may tend to benefit from learning some examples and generate
more diverse comments.

5 Examples

An example of the generated comment for the given essay is shown below.

The Essay:
I believe that computers are very helpful for many people by searching for
information or talking to friends. Although many children should spend time
outdoors, computers are an environment that takes up enough space to help
children learn and interact with others. I think children should have the right
to stay on the computer for as long as they want. Nevertheless, they should
still make time to go out and play, play with friends, and so on. Computers
are fun, but it’s always important to go out and enjoy nature. Another reason
why students should not spend all their time on computers is because of their
health. Many children grow up to engage in computer production or program-
ming. Some children receive education online or go to teach others. Computers
are an uninterrupted foundation of intelligence that can help people learn, play,
and discover. Many people dream of one day being able to build a computer or
create new programs. All students should have the right to spend time on com-
puters, but also the right to save time outdoors and spending time with friends.
Everyone has their own ideas and whether staying on the computer all day is a
good thing. I think children should not do this because it may affect their health
and the opinions of others towards them.

Search Output:
Example 1: computers are helpful ↔ learning and social interaction ↔ balanced
approach; Example 2: programming and design ↔ education online ↔ education
and career development; Example 3: time cost ↔ physical and mental health ↔
balance between screen and activities

Comment:
Here are some suggestions for improving the essay you provided.
Thesis Statement: Start your essay with a clear and concise thesis statement that
reflects your main argument. In your case, it might be something like: “While
computers offer numerous benefits, it is essential for kids to strike a balance
between screen time and outdoor activities to ensure a healthy and well-rounded
upbringing.” Introduction: Begin with an engaging hook that grabs the reader’s
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attention. It could be a relevant statistic, a question, or a thought-provoking
statement about the influence of computers on children. Introduce the topic and
your thesis statement.
Body Paragraphs: Provide evidence and examples to support your claims. For
instance, you can discuss the benefits of computer use for learning and interaction
with peers.

6 Conclusion

We present a two-stage comment generation framework, where the LLM first
learns several examples of excellent essay writing cases and then uses the tem-
plate to improve the comment generation. Furthermore, when searching for writ-
ing cases, we start by parsing out the ideas of the input essay. Then, we design
a search algorithm to find several cases of the chain of the writing ideas. In the
comment generation stage, we use a carefully designed template that combines
the previous cases and the input essay and treats it as input to LLM to generate
comments on how to improve the quality of the essay from the perspective of
extending contextual ideas. We manually collect some English expository essays
to construct the knowledge base and some essay-comment pairs. Extensive exper-
iments demonstrate the effectiveness of our method in the real application. In
future work, we will add more technology to make the performance better. We
expect that our work will contribute to further research on this application and
research and benefit both teachers and students.
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Abstract. This paper introduces a cutting-edge framework for
Database Principles teaching, leveraging a ChatGPT-like language model
to enhance learning experiences. It surpasses traditional teaching meth-
ods by offering tailored learning paths, real-time question-and-answer
sessions, and smart content suggestions. The framework’s potential lies
in boosting student engagement, learning outcomes, and access to qual-
ity educational resources. It covers the concept, architecture, teaching
strategies, and evaluation methods of the framework, highlighting its
strengths and challenges. The conclusion reflects on the broader impli-
cations of AI in education.
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1 Introduction

Databases are crucial in computer and information sciences, serving as the foun-
dation for systems needing organized storage, efficient data retrieval, and analysis
[6]. Teaching Database Principles is more than imparting knowledge about data
manipulation and query syntax; it involves developing skills in logical structur-
ing and strategic data organization, vital in today’s information era [2]. Tradi-
tional teaching methods, although fundamental, struggle to adapt to evolving
educational needs, failing to customize instruction or fully utilize technological
advancements in education. They often adopt a generic approach, neglecting the
varied skills and learning paces of students.

Existing supplementary teaching systems attempt to overcome these limita-
tions by integrating technology, but many lack the depth needed to foster crit-
ical thinking and contextual understanding. Furthermore, they often fall short
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in providing the personalized feedback and adaptive learning pathways essential
in complex subjects like Database Principles [4]. The emergence of advanced
technologies like large language models opens new possibilities.

ChatGPT-like models, with their exceptional natural language processing
abilities, offer significant benefits. They enable personalized interaction, instant
feedback, and content customization, aligning with personalized learning and
supporting self-regulated learning [1,3,5]. This paper proposes a new framework
for teaching Database Principles, combining a ChatGPT-like language model
with traditional teaching methods to create an immersive learning environment.
It aims to provide personalized learning pathways, real-time Q&A sessions, and
intelligent content recommendations to enhance student understanding. Our
framework’s significance extends beyond improving engagement and learning
outcomes; it also seeks to provide broader access to quality educational resources
and streamline Database Principles education.

The following sections discuss the framework’s concept, practical applica-
tions, potential architecture, and teaching methods, both traditional and mod-
ern. It also outlines teaching strategies, their educational impact, and con-
cludes by suggesting evaluation methods for the framework, identifying expected
strengths and challenges. Lastly, it contemplates the wider implications of AI in
education and its prospects for further research.

2 System Design Concept

2.1 ChatGPT-Like Model-Based Auxiliary Teaching System

System Architecture. The architecture centers around the ChatGPT-like
model, leveraging its AI capabilities (Figure. 1). This setup aims to cater to
diverse student learning processes. The model excels in simulating intricate,
human-like interactions, fostering an engaging and responsive learning envi-
ronment. The architecture includes four main modules: a user-friendly front-
end interface, a robust back-end for data processing, a comprehensive learning
resource repository, and an intelligent analysis unit.The front-end acts as a por-
tal for student interactions, collecting queries and feedback. The back-end pro-
cesses student inputs through the ChatGPT-like model to generate relevant and
intelligent responses. A resource library offers various educational materials, and
the intelligent analysis module uses machine learning to analyze student data,
enabling personalized educational experiences.

Natural Language Interaction Function. The model’s natural language
understanding (NLU) and generation (NLG) capabilities are critical, enabling it
to grasp complex student inquiries and produce coherent, accurate responses.
Its technological backbone includes deep learning models trained on diverse
datasets, ensuring a comprehensive grasp of database concepts and pedagogy.
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Fig. 1. The architecture of the proposed system.

Personalized Teaching Services. The system’s goal is to create an adaptive
learning environment that respects individual learner differences. It uses data
mining techniques and machine learning algorithms to analyze student perfor-
mance, learning habits, and feedback. These insights help the system design
personalized learning paths, recommend tailored resources, and adjust teaching
strategies in real-time to suit different learning speeds and styles.

2.2 Blended Teaching Model

Teaching Strategy Overview. The blended teaching model combines tra-
ditional in-person teaching with online learning methods. It incorporates the
ChatGPT-like auxiliary system to enhance classroom interactions and resource
use, making education more dynamic and efficient.

Tiered, Phased, and Typed Teaching Methods. The design employs a
tiered instruction approach, aligned with students’ existing knowledge. It pro-
gresses through phased educational content, in line with the curriculum, and
offers various types of resources, such as visual aids and practical exercises, to
suit different learning preferences. This tiered method ensures that materials are
not one-size-fits-all but resonate with each learner’s stage and style.



298 J. Duan et al.

Provision of Materials and Resources. The system offers a wide range of
materials and resources, including foundational texts, supplementary readings,
and interactive tools. These resources, dynamically curated and updated by the
system, remain relevant, current, and pedagogically effective, based on ongoing
teaching feedback and performance analytics.

3 Teaching Strategy Implementation

3.1 Pre-class Preparation

Video and PPT Explanations. For pre-class preparation, we use video and
PPT explanations to cater to various learning styles. These materials, designed
with the ChatGPT-like model, are informative and logically structured. Tech-
nologies like video editing software, content management systems, and AI-based
text-to-speech engines are utilized to optimize engagement and accessibility.

Online Tests. Online tests assess students’ understanding of pre-class materi-
als, guiding personalized teaching. These tests, administered through web-based
platforms, offer immediate scoring and analytics. Machine learning algorithms
analyze results, suggesting learning pathway adjustments based on individual
student performance.

3.2 Application of the Auxiliary Teaching System

Personalized Exercises and Q&A. In class, our module provides tailored
exercises and Q&A sessions, ensuring a suitable learning pace. The ChatGPT-
like model-powered adaptive learning platform processes student inputs, eval-
uates their knowledge, and generates real-time questions and exercises. This
dynamic adjustment employs NLU, NLG, and adaptive learning algorithms.

Real-Time Feedback and Assessment. Real-time feedback and assessment
create a responsive learning environment. This functionality uses real-time ana-
lytics and educational data mining to process student inputs, offering instant
feedback and navigating learning challenges.

3.3 Post-class Practice and Extension

Individualized Homework and Projects. Post-class, the system continues
personalized learning with homework and projects tailored to each student’s
path. This approach reinforces classroom learning through practical application.
Project management tools and educational platforms help track progress and
adapt project difficulty and scope to student abilities. AI assists in aligning
project briefs with learning objectives.
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Group Discussions and Peer Learning. Group discussions and peer learning
are encouraged for collaborative understanding.

Collaboration technologies include online forums, chat rooms, and peer
review systems within the teaching system. AI may guide discussions, stimu-
late deeper inquiries, and ensure a constructive, inclusive learning atmosphere.

4 Effectiveness Assessment and Analysis

We aim to thoroughly evaluate the auxiliary teaching system, focusing on its
impact on learning. Our approach considers various dimensions of educational
outcomes to gauge the system’s real-world effectiveness. We plan to use advanced
data analytics, statistical software, and educational technology assessment tools
for precise and comprehensive evaluation.

4.1 Evaluation Methodologies

Quantitative Performance Analytics. We may use quantitative metrics like
grades, test scores, and usage statistics for evaluation. Learning analytics plat-
forms could aggregate and analyze this data, offering a data-driven perspective
on the system’s influence on student performance.

Student Surveys and Feedback. Custom-designed surveys and feedback
mechanisms could gather subjective data on student satisfaction, engagement,
and perceived learning gains. These surveys might use advanced scaling and
branching techniques to capture detailed student responses.

Comparative Studies. Comparative studies could contrast classes using the
auxiliary system with traditional methods. These studies would use experimental
design techniques to ensure fair comparisons and attribute results confidently to
the system’s impact.

4.2 Analysis of Course Application Effects

We plan to analyze the system’s effects on student engagement, understanding
of Database Principles, and skill acquisition, potentially involving:

– Monitoring time-on-task and interaction metrics for engagement.
– Administering pre- and post-tests for conceptual understanding.
– Evaluating portfolios and projects for skill development.
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5 Future Directions

Future development of the system includes:

– Enhanced Personalization: Refining adaptive algorithms and incorporating
real-time feedback for a more tailored learning experience.

– Collaborative Learning Tools: Introducing tools for group projects and dis-
cussions to foster community and enhance learning outcomes.

– Continuous Assessment and Feedback: Implementing mechanisms for ongoing
insights into student progress, guiding immediate improvements in learning.

The future of the system involves continuous improvement, innovation, and
adaptability, aiming to provide an exceptional educational experience.

6 Conclusion

This paper presented a novel auxiliary teaching system for Database Principles,
integrating a ChatGPT-like model to address educational challenges. It detailed
the system’s architecture, strategies, and evaluation methods, showing potential
for enhanced learning outcomes and efficiency. Despite limitations and areas for
further research, the findings indicate significant potential in applying AI to
elevate educational quality. Future work will explore deeper AI integration in
education and further refine personalized teaching systems.
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Abstract. Recently, Large Language Models (LLMs), represented by
ch1ChatGPT, have garnered significant attention in the field of educa-
tion due to its impressive capabilities in text generation, comprehension,
logical reasoning, and conversational abilities. We incorporate LLMs into
the theoretical and experiment teaching of our Digital Logic and Com-
puter Organization courses to enhance the teaching process. Specifically,
we propose and implement an assistant teaching system consisting of
a knowledge-based Question and Answer (Q&A) system and an assis-
tant debugging and checking system. For the theoretical teaching ses-
sion, the Q&A system utilizes historical Q&A records and ChatGPT
to answer students’ questions. This system reduces the repetitive work-
load for teachers by answering similar questions, and allows students
to receive answers in time. For the Field-Programmable Gate Array
(FPGA)-based experiment teaching session, the assistant debugging and
checking system employ debug assistance module to explain error mes-
sages for students. Furthermore, a LLM-generated code checking module
assists teachers in detecting academic misconduct among students’ code
submissions.

Keywords: Computer Science · Hardware Courses · Assistant
Teaching System · Large Language Models · FPGA

1 Introduction

Digital Logic and Computer Organization Principles are fundamental courses in
computer science education, significantly influencing students’ comprehension
of the underlying principles of computer. In addition to theoretical teaching in
the fundamental concepts and principles of digital circuits and computer archi-
tecture, we have introduced experiment courses to culture students’ practical
skills [1]. These experiments require students to apply Hardware Description
Languages (HDLs) like Verilog [2] to implement functional modules on Xilinx
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Nexys 4 FPGA development boards [3]. In the Digital Logic course, students
engage in the implementation of basic modules of digital circuits, including
basic gate circuits, data selector and distributor, encoders and decoders, bar-
rel shifter, data comparator, trigger, PC register, RAM, ALU and so on. In
the Computer Organization Principles course, students progress beyond these
foundational modules to tackle more advanced experiments, such as multiplier,
divider, interrupt handling experiments, ultimately culminating in the design of
a MIPS CPU. Previously, we have meticulously crafted a comprehensive teach-
ing strategy [1] and developed an automatic testing system for HDL practice
teaching [4–6].

During our teaching practice, we have encountered several challenges in
the Digital Logic and Computer Organization courses. These courses are dis-
tinguished by their extensive content, high complexity, and inherent concept
abstraction. Both in theoretical teaching and laboratory exercises, students fre-
quently encounter difficulties and experience delays in obtaining answers to their
inquiries. Many of these difficulties are recurrent and shared among students,
placing additional burden on educators to repeatedly address similar questions.
Furthermore, a significant portion of these challenges is concentrated in the
FPGA practical process of the courses. HDLs differ substantially from the soft-
ware programming languages that students have previously encountered, and
the error messages generated by Integrated Development Environments (IDEs)
such as Vivado [7] and ModelSim [8] are often challenging to understand. These
obstacles hinder the learning process, especially for novice learners.

Recent advancements in Large Language Models (LLMs), including Chat-
GPT [9], ChatGLM [10], and Llama [11], have garnered significant attention for
their exceptional capabilities in text generation, comprehension, logical reason-
ing, and dialogue engagement. This growing interest extends to their potential
applications in the field of education [12–15]. In this paper, we integrate LLMs
into our computer hardware course teaching and propose an assistant teaching
system, consisting of two main components: a question and answer (Q&A) sys-
tem and an assistant debugging and checking system. The Q&A system first
utilizes historical records and ChatGPT to promptly respond to questions sub-
mitted by students. Teacher intervention is reserved solely for new questions that
cannot be resolved by the system, thereby reducing the redundancy in teacher
workload. The Q&A system continuously updates and accumulates language
data through the Q&A module, improving its response capabilities over time.
Furthermore, we develop an assistant debugging and checking system for exper-
iment courses. On the one hand, debug assistance module utilizes ChatGPT to
explain error messages of the Verilog programs, aiding students in debugging. On
the other hand, considering that the advent of LLMs also introduces potential
academic integrity risks, a LLM-generated code checking module is introduced to
check whether students’ submitted code is generated by GPT. In summary, our
assistant teaching system aims to enhance teaching efficiency, improve students’
understanding of course content, and mitigate potential academic integrity risks
in our computer hardware courses.
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2 Related Technical Methods

Recently, LLMs usch as BERT [16], GPT3 [17], GPT4 [18] have emerged
as a groundbreaking technology in the field of Natural Language Processing
(NLP). Through extensive pre-training on vast text corpora and fine-tuning
with specific instructions, they have exhibited remarkable performance in lan-
guage generation and comprehension tasks. One common application scenario
for LLMs is Q&A systems, such as ChatGPT [9], ChatGLM [10], claude [19],
and LLaMA2Chat [11]. While LLMs showcase impressive capabilities in general
domains, their limitations become evident when applied to specialized fields. As
LLMs are pretrained on general corpora, they may lack domain-specific expertise
in specialized fields. To address this issue, two primary approaches are consid-
ered. The first approach involves fine-tuning of pre-trained LLM on a domain-
specific dataset, such as ChatDoctor [20], ChatLaw [21], EduChat [13]. This
method allows LLMs to acquire specific domain knowledge and communicate
effectively within a particular knowledge context. However, this fine-tuning app-
roach requires a substantial amount of domain-specific data and significant GPU
computing resources. The second approach utilizes embedding technology [22–
24]. It involves computing vectors for specific knowledge using embedding mod-
els and then storing these vectors, along with their corresponding content, in
a database. During the query phase, similarity queries are performed to match
relevant top K results. At present, there is not enough corpus available to fine-
tune large models to create a specialized LLM for hardware course teaching. We
have opted the second approach to construct a Q&A system that responds to
students’ questions based on existing QA records within our courses.

As widely recognized, compiler error messages often pose a significant obsta-
cle to beginners when learning programming. Previous studies have harnessed
LLMs to generate explanations of error messages in programming education in
languages such as C [15] and Python [14], making them easier to understand.
Our course includes practical exercises where students write Verilog HDL code
and deploy it onto FPGA. We have previously proposed an automatic testing
system for Verilog HDL programs [5,6]. This testing system categorizes errors
into two types. The first, Compile Error (CE), indicates compilation errors and
returns error messages from ModelSim. The second, Wrong Answer (WA), indi-
cates that the code compiles but produces incorrect simulation and returns a
comparison report between simulation result and standard one. While this test-
ing system can correctly assess the correctness of submitted code, it often fails to
provide helpful guidance due to the incomprehensible error messages. Therefore,
inspired by methods [14,15], we introduce a debug assistance module to enhance
students’ understanding of error messages.

Measure of Software Similarity (MoSS) [25] is widely used as a code plagia-
rism detection tool in programming courses, coding competitions, and research.
MoSS’s primary function is to identify similarity between two or more source
code files, and it also supports HDLs like Verilog and VHDL. To counteract
the possibility of specific students utilizing ChatGPT to generate code for their
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assignments, we introduce an LLM-generated code checking system based on
code similarity.

3 Proposed Assistant Teaching System

3.1 Q&A System

We construct a question-and-answer(Q&A) system based on LLM. The workflow
is shown as Fig. 1.

Fig. 1. Flow chart of Q&A system.

When a student submits a query, the system follows a 2-stage process to
address the question. Search Stage: The system initially employs a search mod-
ule to query the knowledge base for relevant historical question-and-answer pairs.
This step aims to provide the student with immediate access to existing solutions
to similar queries from the past. Q&A Stage: If the student’s question remains
unanswered after the search module’s results, the system proceeds to the Q&A
stage. First, it connects to the OpenAI API, utilizing ChatGPT to attempt to
answer the student’s question. ChatGPT engages in a conversation with the stu-
dent, providing responses. Questions that cannot be solved by the GPT are then
answered by the teacher. Once the question is resolved, whether by ChatGPT
or a teacher, the system logs this Q&A interaction into the knowledge base.
This ensures that the newly answered question becomes part of the knowledge
repository for future reference, helping other students with similar queries. In
addition, the embedding-based search module can find the most relevant content
with greater accuracy and efficiency.
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3.2 Assistant Debugging and Checking System

The emergence of LLM brings new changes in teaching and learning. Through
experimental testing, we have observed that when design objectives, desired
functionalities, and well-defined input-output interfaces are explicitly described
within the prompt, ChatGPT is capable to generate Verilog code and success-
fully pass our automatic testing procedures. This signifies that ChatGPT has
the potential to assist the learning of the HDL verilog in the practical course.
However, it also raises the concern that students may resort to direct copying
the Verilog code generated by ChatGPT.

Fig. 2. Flow chart of assistant debugging and checking system.

In previous work, we have implemented an automatic detection system (dot-
ted line parts in Fig. 2). To harness the potential of LLMs in educational assis-
tance while mitigating the risk of academic misconduct, We propose an assis-
tant debugging and checking system. Considering that students often encounter
challenges during the practical phase of writing Verilog code, we propose a
debug assistance module to utilize ChatGPT for interpreting error messages,
thus assisting students in the debugging process. To avoid the risks that stu-
dents may cheat by directly utilizing ChatGPT to generate Verilog code, we
introduce a LLM-generated code checking module.

4 System Implementation

4.1 Q&A System Implementation

For the scheme above, we develop a Q&A website for a concrete implementation,
as shown in Fig. 3. The entire system consisting of a front-end pages and a back-
end server is implemented based on the Python Flask framework. The front-
end serves as an interfacial interaction for students to submit questions and
query results, and allows teachers to provide answers to unresolved inquiries.
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The backend consists of two distinct modules. The Q&A module collaborates
with ChatGPT and the teacher to answer the student’s question and inserts the
solved quastion-answer records into the database. The search module retrieves
relevant Q&A records from the existing records in the database as references for
students.

Fig. 3. Q&A system framework.

During the early stages of system operation, the primary focus is on knowl-
edge accumulation through the Q&A module. Given that ChatGPT may not
always provide satisfactory answers, teacher involvement is often required. After
the system has been running for a while, the Q&A module has accumulated a
sufficient number of question-and-answer records in the database. At this point,
relying solely on the historical records returned by the search module is sufficient
to address the majority of issues. Only when new questions arise that cannot
be answered by the existing knowledge, is the Q&A module and the perhaps
involvement of teachers required to further supplement the database.

Embedding-Based Search Module. The embedding-based search module
evaluates similarity with the feature embeddings of question sentence and returns
the top K most relevant QA records. The user’s input question sentence is first
vectorized into an embedding with the OpenAI’s API text-embedding-ada-002.
Afterwards, vector similarity is measured using cosine similarity based on the
embeddings, and the system searches the database to retrieve the top K questions
that are most similar to the submitted question.

For traditional relational databases, the specific process is as illustrated in
Fig. 4. The query module first retrieves two columns, the question IDs and
question embeddings from the database. After calculating the cosine similarity
between the submitted question’s embedding and all existing embeddings, the
top K most similar records are selected. Finally, the complete Q&A records are
retrieved according to the selected question IDs from the database and sent to the
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Fig. 4. UML of search module with relational database.

student’s terminal. Embeddings are typically high-dimensional vectors. Specif-
ically, OpenAI’s text-embedding-ada-002 embeds text into a 1536-dimensional
vector. In traditional relational databases, the need to extract entire embed-
ding columns results in a significant amount of read and write operations, which
can be time-consuming. Additionally, similarity computation for all rows also
imposes a large computational effort. These limitations indeed restrict the scale
of databases.

Fig. 5. UML of search module with vector database.

Vector databases are specifically designed for the storage and processing of
vector data, offering efficient vector retrieval capabilities. The workflow as shown
in Fig. 5, involves the creation of embedding, subsequently querying the database
for similar vectors, and directly returning the corresponding content associated
with these vectors. The core functionality of vector databases lies in similarity
search, accomplished by calculating the distance between a vector and all other
vectors to identify the most similar ones. Most vector databases provide efficient
similarity measurement methods, such as cosine similarity, and are optimized
to accelerate these queries. Vector databases align seamlessly with our solution.
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Specifically, we chose Milvus [26] vector database to implement efficient similar-
ity search.

Q&A Module. The Q&A module is responsible for addressing questions that
cannot be answered by the historical records. It consists of two stages.

Fig. 6. UML of Q&A stage 1.

In the first stage, the Q&A module begins by attempting to address inquiries
using ChatGPT as shown in Fig. 6. This module generates prompts by incorpo-
rating information including the course name, submitted question into a prede-
fined template. When applied to specialized vertical domains such as knowledge
within the course and Verilog programming, ChatGPT lacks domain-specific
knowledge and often fails to provide effective answers. Although the historical
records returned by the search module cannot directly provide a satisfactory
solution to the submitted problem, they can serve as contextual prompts for
ChatGPT to reference. ChatGPT suffers from the hallucination problem, where
the generated response may be not truthful and mislead students. Therefore, it
is essential to emphasize this point in the prompt. The prompt template example
is as follows:

You are an expert in digital circuit and computer architecture. And you will
help students study ¡course name¿.

I face the following problems ¡submitted question¿, please answer them.
Here are some historical records that might help ¡related Q&A¿
If you don’t know the answer just say you don’t know. DO NOT try to make

up an answer.
The module sends the generated prompts via an HTTP API call to OpenAI’s

gpt-3.5-turbo, and then forwards the answers to the student’s terminal. If the
student feedback that the question has been resolved, the question is marked
as resolved, and both the question and answer records are inserted into the
database.
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Fig. 7. UML of Q&A stage 2.

Otherwise, it proceeds to the second stage, where the teacher takes responsi-
bility for answering as shown in Fig. 7. The question is marked as unsolved and
sent to the teacher’s terminal. Once the teacher answers it, both the question
and answer records are inserted into the database.

4.2 Assistant Debugging and Checking System Implementation

Debug Assistance Module. In order to help students debug, the debug assis-
tance module leverages ChatGPT to provide more comprehensible explanations
for errors occurring during the compilation and simulation procedures of Verilog
code. The specific workflow is as shown in Fig. 8.

Fig. 8. UML of debug assistance module.

It first generates a prompt based on the information from the testing mod-
ule. The prompt is then transmitted to ChatGPT through an API call, seeking
explanations for the error message. Ultimately, the ChatGPT-generated error
explanations are appended to the test report and delivered to the students’ ter-
minals.

The prompt is generated with a predefined template. It begins by outlining
the objectives of the code, including functional description and interface defini-
tions, just as in the previous section. Next, it incorporates the submitted design
code along with the testbench code from the server. Finally, it populates the
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error types and error messages based on the report generated by the testing
module. Additionally, it is important to emphasize that the generated feedback
serves as an educational tool to aid students rather than a replacement for their
efforts. The prompt template is as follows:

You are a tutor helping a student to explain the error in verilog program. Do
not fix the program. Do not provide code.

I want to implement a module.: <module description>.
This is my Verilog design code: <submitted source code>.
This is my Verilog testbench code: <testbench code>.
An error occurred during the <error types>, help me understand this error

message: <error reports>.
Remember, you are tutor helping a student. Do not write code for the student.

LLM-Generated Code Checking Module. Current LLMs have the capabil-
ity to generate accurate Verilog code and pass the automatic testing. However,
this also means that students can potentially plagiarize from LLMs, which is a
situation we want to avoid. To address this concern, we propose a LLM-generated
code checking scheme.

Before the module is put into operation, we need to utilize current leading
LLMs such as ChatGPT and Claude to generate reference code as a basis for
LLM-generated code checking. To enable LLMs to generate effective Verilog
code, the prompt necessitates the inclusion of the functional descriptions, along
with explicit input/output(I/O) interface definitions. Here is a prompt example
of a data selector:

Write the Verilogg code for the data selector. A Data Selector is a fundamen-
tal logic circuit that is used to choose one of several input signals based on the
state of input switching signals.

The interface is defined as: the switching is controlled by the encoding of two
control signals s0 and s1, c0∼c3 are the data inputs and z is the output.

selector41(
input [3:0] iC0, //four-bit input signal c0
input [3:0] iC1, //four-bit input signal c1
input [3:0] iC2, //four-bit input signal c2
input [3:0] iC3, //four-bit input signal c3
input iS1, //selection signal s1
input iS0, //selection signal s0
output [3:0] oZ //four-bit output signal z
);
The workflow of this plagiarism detection module is shown in Fig. 9. When

a student submits a code for a particular assignment, the detection module will
perform a similarity check between the submitted code and the reference code
generated by the LLMs for that specific experiment. Specifically, we utilize the
MoSS [25] provided by stanford to implement code similarity checks and obtain
detection reports. If the similarity is too high, it raises suspicion of using LLM-
generated content. It’s important to note that code similarity doesn’t certainly
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Fig. 9. UML of LLM-generated code checking module.

indicate plagiarism, but this module flags it and provides a report for adminis-
trators and teachers to review. This module serves only as an aid, and the final
judgment is made by the teacher.

5 Conclusion

In this paper, we propose an assistant teaching system based on large language
models for our courses in digital logic and computer organization. This sys-
tem effectively improves teaching efficiency in both theoretical and experiment
courses, enhances student understanding of course content, and reduces poten-
tial academic integrity risks. In the practical application of teaching, this sys-
tem can greatly facilitate both students and teachers. The Q&A system can
swiftly answer students’ questions, helping them quickly resolve uncertainties
in their learning process and providing real-time support. By storing historical
Q&A records, a knowledge base can be built, thereby accumulating and dissem-
inating knowledge. The search module utilizes LLM to extract semantics and
matches relevant Q&A records based on feature embeddings, enabling the system
to answer similar questions more effectively in subsequent queries. By utilising
knowledge base and ChatGPT, Q&A systems can address a significant portion
of questions, thereby substantially reducing the burden on teachers. In exper-
iment teaching, using ChatGPT to assist students in debugging can expedite
issue identification and resolution, thereby boosting efficiency in students’ pro-
gramming and experimental learning. Finally, the LLM-generated code checking
system helps mitigate potential academic integrity risks.
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Abstract. In the context of increasing attention to formative assess-
ment in universities, Multiple Choice Question (MCQ) has become a
vital assessment form for CS0 and CS1 courses due to its advantages
of rapid assessment, which has brought about a significant demand for
MCQ exercises. However, creating many MCQs takes time and effort for
teachers. A practical method is to use large language models (LLMs) to
generate MCQs automatically, but when dealing with specific domain
problems, the model results may need to be more reliable. This article
designs a set of prompt chains to improve the performance of LLM in
education. Based on this design, we developed EduCS, which is based
on GPT-3.5 and can automatically generate complete MCQs according
to the CS0/CS1 course outline. To evaluate the quality of MCQs gen-
erated by EduCS, we established a set of evaluation metrics from four
aspects about the three components of MCQ and the complete MCQ,
and based on this, we utilized expert scoring. The experimental results
indicate that while the generated questions require teacher verification
before being delivered to students, they show great potential in terms of
quality. The EduCS system demonstrates the ability to generate com-
plete MCQs that can complement formative and summative assessments
for students at different levels. The EduCS has great promise value in
the formative assessment of CS education.

Keywords: Large Language Models · GPT-3.5 · MCQs · automatic
generation · CS education

1 Introduction

CS0 and CS1 are widely offered courses in computer science majors in universi-
ties, and teaching and evaluation are inseparable. MCQs have become the most
common forms of assessment due to their advantages of rapid evaluation. Nowa-
days, universities are increasingly focusing on formative evaluation, which has
brought about a significant demand for MCQs. However, manual preparation of
MCQs is time-consuming and expensive. All these have prompted researchers
and educators to develop a multiple-choice question bank, but outdated ques-
tion banks may soon not match teachers’ curriculum goals. We have seen that
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W. Hong and G. Kanaparan (Eds.): ICCSE 2023, CCIS 2023, pp. 314–324, 2024.
https://doi.org/10.1007/978-981-97-0730-0_28

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-97-0730-0_28&domain=pdf
https://doi.org/10.1007/978-981-97-0730-0_28


Automatic Generation of Multiple-Choice Questions for CS0 and CS1 315

efficiently generating MCQs for CS0 and CS1 courses has become a significant
development demand in CS education.

The latest progress in artificial intelligence has led to the emergence of large
language models (LLMs) with excellent performance. These models have shown
enormous application potential in education, medical diagnosis, social media
management, and public opinion analysis, especially in computer education. For
example, they have demonstrated near-human level in programming exercises [1],
code generation [2], and code interpretation [3]. However, LLMs require domain-
specific knowledge, and results cannot guarantee accuracy. Can we use them to
generate high-quality MCQ for CS0/CS1 courses, thereby greatly supplementing
formative and summative tests for different student levels? Regarding this, some
scholars have initially attempted the possibility of using GPT to create multiple-
choice questions for CS courses [4]. However, the existing problems include: 1)
Automation still needs to be implemented; 2) Unable to generate a complete
MCQ. Just extract the stem from the current question bank and generate dis-
tractors and correct answers based on the existing stem;3) There is no discussion
on effectively applying LLMs in CS education.

While automating the generation of complete multiple-choice questions for
CS0/CS1 courses, this study focuses on how to make LLMs perform well in CS
education. The main contributions include:

1) We proposed an EduCS based on GPT-3.5, which can automatically generate
multiple-choice questions based on the CS0/CS1 curriculum outline, which
has a significant potential impact on the education field and can significantly
reduce the workload of formative evaluation in the teaching process.

2) Design a set of prompt chains to enable LLMs to perform well in CS education.
3) Introducing user input to match the learning level of learners can generate

different difficulty levels of MCQs for students at different levels, promoting
personalized teaching.

2 Related Work

2.1 Multiple Choice Questions Generation

The generation of MCQ includes three parts: Stem Generation (SG), Answer
Generation (AG), and Distractors Generation (DG). The paradigms of these
studies have gone through rule-based [5], neural networks [6], transformers [7],
and now large language models. Macaw [8] can execute SG, AG, and DG step by
step. Dijkstra [9] et al. proposed an end-to-end quiz generator, EduQuiz, using
GPT-3, which can generate complete multiple-choice questions and answers for
reading comprehension tasks. Gabajiwala [10] et al. generated different types
of questions based on keywords extracted by NLP. Experiments showed that
about 60% of the questions generated by this model could not be correctly
identified by survey participants. Andrew Tran and others used GPT3 and GPT4
to generate complete isomorphic multiple-choice questions using manual human-
computer interaction. As far as we know, there is no work before this work that
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can be a one-stop solution, that is, simultaneously associate SG, AG, and DG
to generate complete multiple-choice questions and simultaneously be dedicated
to the research of automatic generation of high-quality questions.

2.2 Quality Evaluation Metrics

Most quality assessments of automatically generated multiple-choice questions
typically rely on human evaluators. There is currently no gold metric that
is applicable to the general field. MCQ consists of three components, and
researchers have defined different metrics for assessing the quality of individ-
ual components. Literature [11] summarizes the existing evaluation metrics.

Evaluation of the Stem and Answer. Common ones include sentence
format, sentence length, sentence simplicity, difficulty, usefulness for learning,
answerability, sufficient context, question difficulty, field-related, too much infor-
mation, insufficient information, correctness, etc.

Evaluation of the Distractors. The methods and criteria used to evaluate the
quality of distractors (interference items) in different research works are: Mitkov
et al. [12]. Proposed to use difficulty, discrimination and usefulness to evaluate
the quality of distractors. To determine whether distractors were relevant and
grammatical to the original text, Pino, Heilman, and Eskenazi [13] used gram-
matical and semantic criteria to measure the grammaticality and collocation of
sentences. Readability measure, to assess whether distractors affect the clarity
of a question, Agarwal and Mannem [14] asked evaluators to replace the dis-
tractors in the white space to check readability and semantics in sentences. To
help determine whether a distraction is appropriate, Bhatia, Kirti, and Saha use
intimacy values to evaluate distractions. If the distractor is close to the answer,
it can be considered “good”. Araki et al. [15] proposed a three-point scale to
measure the quality of distractors. This scale evaluates the quality of distractors
based on whether they are confusing and easily identifiable as incorrect answers.

2.3 Prompting Engineering

LLMS are very few learners who are able to answer the questions without addi-
tional fine-tuning. Finding the best tips for a specific task is a challenge. Some
research focuses on hint engineering used in LLMs [16]. In the field of program-
ming education, Reeves et al. [17] found that small changes in prompts have a
significant impact on Codex performance, and the impact varies across different
types of questions. Denny et al. [2] explored how to improve Copilot’s perfor-
mance in CS1 exercises through hints. Research shows that hint engineering can
significantly improve Copilot’s performance on CS1 problems. However, research
has also found that too lengthy and detailed prompts may lead to reduced model
performance. In the study of MCQs generation, Andrew Tran et al. summarized
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three effective tips through manual interaction with the GPT interactive inter-
face. Since LLMs do not always produce optimal results on the first try, some
research considers multi-round hint engineering to improve the output. Some
studies adopt supervised methods to solve this problem [18]. However, they may
require large amounts of training data or expensive human annotation, so some
studies have designed improved methods without requiring extensive supervi-
sion. Shi et al. proposed a three-round iterative prompt including task instruc-
tions, keyword constraint prompts and length constraint prompts for food effect
research summary in the biomedical field.

3 Methodology

3.1 Multiple Choice Questions

MCQ consists of three components: Stem, Correct Answer, and Distractors.
The question stem is the central part of the multiple-choice question, which
presents the problem or situation to be solved. Correct answer matches the
question or situation in the stem and is the only correct option. Distractors are
incorrect answer options that are designed to lead students into making mistakes
or confuse them. They may look similar to the correct answer but are wrong.
The purpose of distractors is to test students’ discrimination skills to ensure they
can identify the correct answer and avoid confusion. The example is as follows:

The programming language that can be directly executed by computer is ().

A. C language
B. BASIC language
C. assembly language
D. machine language

The stem of this MCQ is “The programming language that can be directly
executed by a computer is?”. It could be presented in question form: “What
programming language can be directly executed by a computer?”. Four choices
are given in the question. Among these, the correct answer is ‘machine language’.
The rest three choices are the distractors.

3.2 The Framework of EduCS

The workflow of EduCS is shown in Figure 1. It mainly consists of three parts:
input, generation, and output. Our research focuses on the first two parts, and
we will introduce the main content in the first two parts below.

We know that LLMs need to improve in solving domain-specific problems,
and research shows that prompt engineering can be practical for this problem. A
prompt is a set of instructions provided to an LLM that programs the LLM by
customizing it and enhancing or refining its capabilities. It is essential to mulate
effective prompts that drive informative conversation. In general, finding the
best prompt for a specific task is challenging. To improve the quality of MCQs,
we focused on designing prompt chains.
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Fig. 1. The workflow of EduCS.

System User Input. CS0/CS1 syllabus, student level (beginner, intermediate,
advanced). On the one hand, the input of the syllabus tells LLMs course infor-
mation, and on the other hand, it is utilized by CS teachers to select knowledge
points. The student-level option facilitates users to generate MCQs that match
students’ knowledge state.

Self-review. We introduce self-review that requires LLM to improve its previ-
ously generated results. Self-review can guide LLM self-correction. We feed the
MCQs and reviews generated in the previous round into LLM and tell it to use
these to regenerate the MCQs. Self-review design is crucial as it enables LLMS
to look more closely at the generated MCQs from multiple perspectives.

Role-Playing. Telling LLMs its role in the dialogue, is used to guide LLMs to
complete the responsibilities of the corresponding position. As we all know, in
actual teaching environment scenarios, teachers of different subjects have differ-
ent professional knowledge. Inspired by this situation, EduCS tells LLMs to play
the role of CS teacher in the dialogue and what ability this role has, which is
used to guide LLMs to complete the responsibilities of its position. Role-playing
can limit the generated MCQs to a certain extent related to specific topics or
fields. Making it professional helps improve quality.

4 Experimental Evaluation

In this section, our objectives revolve around validating the efficacy of EduCS
through a series of experiments conducted using GPT-3.5. Firstly, we input
various learner proficiency levels to assess whether the difficulty of the generated
MCQs aligns with expectations. Secondly, We investigated whether EduCS has
the ability to generate different types of MCQs. Lastly, we evaluate the quality
of MCQs based on the proposed evaluation metrics.
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4.1 Student Level

Study 1. We entered three student proficiency levels sequentially into EduCS:
beginner, intermediate, and advanced. We evaluate whether the generated ques-
tions can adapt to different students by observing their difficulty levels.

Results. Figure 2 shows an example of MCQs generated by EduCS based on
three different student levels for the same knowledge point. For MCQs for junior
students, Correct Answers are almost included in the stem, which can help begin-
ners build basic knowledge. Questions for intermediate students require a more
careful comparison of options to choose. Encourage students to expand their
breadth of knowledge, which can help students build self-confidence. Questions
for advanced students require students to deepen their understanding of knowl-
edge. It can be seen that EduCS can generate MCQs of different difficulty levels
according to the student level. It can promote personalized learning and is of
great significance.

Fig. 2. An example of MCQs generated by EduCS from easy to difficult to the same
knowledge point according to varying student levels.

4.2 The Different Types of MCQs

Study 2. We input the teaching outline of the Introduction to Computer Sci-
ence into EduCS. Other settings remain unchanged. We investigated whether
EduCS has the ability to generate different types of MCQs. The type here refers
to declarative MCQs and questioning MCQs. Furthermore, conceptual MCQs,
numerical MCQs.
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Results. Figure 3 shows the two expression forms of MCQs generated by
EduCS, with the description form on the left and the question form on the
right. Figure 4 shows the MCQs generated by EduCS for two types of assess-
ment content, with conceptual knowledge assessed on the left and numerical
operation-related ability evaluated on the right. It can be seen that EduCS can
generate different types of MCQs.

Fig. 3. MCQs for two expression forms generated by EduCS.

4.3 Quality Evaluation

Study 3. To verify the quality of MCQs generated by EduCS. We will design
quality evaluation metrics based on the characteristics and educational needs
of each part of the MCQs. An MCQ consists of three distinct parts, each with
its own unique features. Accordingly, different metrics are defined to assess the
quality of individual components. The metrics and their definitions are presented
in Table 1. All metrics are measured on a scale of 0 to 10, where 0 indicates that
the criteria are not met at all, and 10 signifies complete satisfaction of the criteria.

We utilize EduCS to generate 50 intermediate-level MCQs for computer intro-
duction course. Concurrently, we select 50 MCQs that have been used in previous
years for this course at the Beijing Institute of Technology. Subsequently, we sub-
ject these 100 MCQs to expert evaluation. Two experts are invited to participate
in the assessment: one is a computer teacher with extensive teaching experience,
and the other is a professor from the Department of Computer Science at the
Beijing Institute of Technology. Finally, we analyze the data to demonstrate the
quality of the MCQs.
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Fig. 4. Two types of MCQs generated by EduCS,one of which assesses conceptual
knowledge, while the other focuses on numerical calculations.

Table 1. Quality evaluation metrics

Metrics for the Stem Definition

answerableness the ease or suitability of a question being answered
relevance to knowledge knowledge-point relevance
adequate context to effectively understand, interpret, or assess a stem
Metrics for the Correct Answer Definition
semantic correctness the accuracy of the meaning conveyed by the statement
Metrics for the Distractors Definition
discriminating power Confusing and disruptive to others
closeness at least one is close to the true answer
Metrics for the overall Definition
guidance for learning helpful for learning
moderate difficulty the difficulty level of the question
grammatical correctness syntactically correc
clearness at least one is close to true answer

Results. Based on the statistical analysis conducted on the scoring results of
human-generated MCQs and EduCS-generated MCQs, we obtained Fig. 5. In
this figure, the left bar represents the EduCS-generated MCQs, while the right
bar represents the human-generated MCQs.

From the graph, we observe that the MCQs generated by EduCS achieved
scores exceeding 8 points on the five metrics: relevance to knowledge, adequate
context, semantic correctness, grammatical correctness, and clearness. Particu-
larly, the metrics of relevance to knowledge and grammatical correctness were
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close to the scores of human-generated MCQs. This indicates that MCQs gen-
erated using EduCS have great potential in terms of quality.

There is a significant difference in the scores for discriminating power and
closeness compared to the metrics scores of human-generated MCQs. This sug-
gests that generating distractors is more challenging than constructing the stem
and correct answers. The moderate difficulty score was 7.9, which is close to the
level set for intermediate students.

Overall, the trend in the metrics scores of EduCS-generated MCQs aligns
with that of human-generated MCQs. This demonstrates the powerful capability
of EduCS in generating MCQs. However, it is important to note that even though
EduCS has automatic generation capabilities, it is still recommended to manually
review and correct the MCQs before delivering them to students. This is because
automated systems may not always capture subtle nuances or context-specific
details accurately. Manual review allows for human expertise and judgment to
ensure the quality and appropriateness of the questions.

By combining the automatic generation capability of EduCS with manual
review, educators can benefit from the efficiency of generating a large number of
MCQs while still ensuring the accuracy, relevance, and educational value of the
questions.

Fig. 5. Comparison of average scores of quality metrics between human-generated
MCQs and EduCS-generated MCQs. The left bar corresponds to the EduCS-generated
MCQs and the right bar corresponds to the human-generated MCQs.

5 Conclusion

In this study, we designed a set of prompt chains to optimize the performance
of LLMs in CS education. Subsequently, we have developed and implemented
EduCS, a system based on GPT-3.5, which is capable of automatically gener-
ating MCQs aligned with the CS0/CS1 course outline. Based on the experi-
mental results, we made the following observations: 1) EduCS has the ability
to generate MCQs of varying difficulty levels based on individual student pro-
ficiency. This personalized teaching approach is highly significant in education;
2) Although the generated questions require teacher verification before being
delivered to students, they demonstrate great potential in terms of quality. 3)
EduCS exhibits the ability to generate complete and diverse types of MCQs,
which can be used for both formative and summative assessments. Automating
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the process of generating MCQs, significantly reduces the workload associated
with formative evaluation in the teaching process. EduCS holds excellent value
for formative assessment in CS education.
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Abstract. Geography is a highly practical subject which internship activities are
an important part of geography teaching. However, due to the limitations of spa-
tiotemporal dynamics, it is impossible to obtain the effect of situational learning
in depth. To supplement the on-site experiment teaching of geography, this paper
studies the coastal landform evolution in the Taiwan Strait. A data model to sim-
ulate the coastal landform evolution process and 3D game engine technology
were adopted to build a virtual reality experiment system. The established system
enables geography majors to empirically experience the formation and evolution
of the coastal landforms and have a rational cognition. It also realizes the 3D sim-
ulation of the coastal landform evolution in the Taiwan Strait, displays the historic
evolution process of the coastal landforms dynamically, and helps students explore
the geographical space, geographical process, and geographical mechanism of the
coastal landform in both virtual and real environment. By interning at the virtual
reality experiment system, students therefore can have a better understanding of
the formation and evolution process of the coastal landforms.

Keyword: The Taiwan Strait · Coastal Morphology · Virtual Simulation
Experiment System · Geography Practice Teaching · Virtual Reality Environment

1 Introduction

With the characteristics of being intuitive, practical, comprehensive and innovative,
experiment teaching of geography is an important link that connects theory and prac-
tice and the main way for teachers to cultivate students’ geographical literacy, practical
ability, and the ability to solve geographical problems. However, geographical exper-
iments only show the current geographical environment, as a result, students cannot
experience the internal factors that lead to the changes in the geographic elements such
as the spatio-temporal environment and climate change process (e.g. the coastal land-
form evolution process). Many geologic and geomorphological sections were covered
or damaged, leading to poor teaching quality due to the difficulty in finding some typical
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geologic and geomorphological phenomena. The geographical evolution in the Taiwan
Strait since late Quaternary period is a typical example, especially since Last Glacial
Maximum. The alternation of glacial and interglacial periods resulted in huge fluctua-
tions in sea level and great impacts on coastal landforms. It is a pity that students can
only imagine this abstract and irreversible geographical process based on the lecture
and the description in related historical documents. Virtual reality experiment teaching
has become an integral part of the informatization construction of college education
and scientific research, demonstrating that information technology has been applied to
disciplines in colleges and universities. Virtual reality experiment teaching has been
gradually applied and promoted in college education and scientific research. For exam-
ple, Prof. Lin Hui suggests that a more comprehensive and integrated research mode
should be developed for geographical practice after analyzing the tasks of geo-science
experiments and current issues. To construct a virtual geographic environment, greater
emphasis should be put on the geo-science analysis and experiment auxiliary functions.
Through the analysis, comprehensive and collaborative geographic experiments should
be carried by combining “virtual and real environment” [1]. Peng Yuhui analyzed the
current status of field practice in Mountain Lushan by investigation, and constructed
a targeted platform for field practice in Lushan by using 3D geographic information
technology, virtual reality technology and LBS spatial positioning services, to improve
the informatization level of field practice [2].

To supplement the on-site experiment based on the supporting conditions, a com-
prehensive and collaborative geographic experiment environment that integrates both
“real and virtual environment” is built, and a virtual geographic experiment simula-
tion system is developed according to the teaching objectives and needs of experiment
teaching of geomorphology, so as to simulate the real geographic environment and its
evolution process as real as possible and lead students to explore the unknown geograph-
ical world. Geography is characterized by multidimensional temporal and spatial scales.
In comprehensive consideration of the such feature and the regional characteristics of
geological and geomorphological experiments in colleges and universities, a virtual real-
ity experiment teaching system designed for geography is built to simulate the costal
landform evolution process in the Taiwan Strait since Last Glacial Maximum. The estab-
lished system enables the 3D simulation of the coastal landform evolution process in the
experiment site since Last Glacial Maximum, and offers a vivid and intuitive display of
the evolution process, thereby helping students to understand the formation and evolu-
tion of coastal landforms through virtual reality experiment teaching system, and master
how to analyze specific geographical elements as well as how to carry out regional and
comprehensive investigation and analysis. It is aimed to develop their comprehensive
observation and experimental skills of geographical elements, and the ability to analyze
the spatial variation law of geographical elements by using modern geographic spatial
analysis techniques.
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2 Scenario Setting for the Virtual Reality Experiment of Coastal
Landform Evolution in the Taiwan Strait

The experiment area in the Taiwan Strait is located between Fujian Province and Taiwan
Province, and belongs to the southeast coast of China. It is adjacent to the East China
Sea in the north and the South China Sea in the south, the major channel for the two
seas. The strait is distributed in a northeast-southwest direction. Huangqi Peninsula in
Lianjiang County is the northwest corner, Fugui Cape in Taiwan is the northeast corner,
Aojiao in Shandao Island, Fujian is the southwest corner and Maubitou Cape in the
south of Taiwan is the southeast corner. The Taiwan Strait becomes narrowest between
Pingtan Island, Fuzhou and Hsinchu, Taiwan. The strait is located on the continental
shelf of the East China Sea, with an average water depth of about 60m. The landform
of the experiment area is bumpy and different from place to place. For a long time, the
seabed in the Taiwan Strait has been significantly impacted by the development and
changes of the Asian mainland plate and the paleoclimate changes in the Quaternary.
Last Glacial Maximum was the largest glacial period. The global climate turned cold,
the sea level of China’s border seas dropped, and most of the Taiwan Strait was exposed.
It was the last time when Taiwan and Fujian were not separated, and the strait became
the channel for the plants and animals on both sides to migrate. When the world entered
the post-glacial period when Last Glacial Maximum ended, the climate became warmer
and the sea level gradually rose. The continental shelf that was originally exposed as the
sea level was low in the glacial period was almost completely submerged by sea water.
After that, the sea level experienced several small oscillations. The rise and fall of the
sea level in the Taiwan Strait plays an important role in the geographical environment
evolution, climate change and biological migration and distribution.

The virtual simulation of the coastal landform evolution process in the Taiwan Strait
makes the description of theoretical knowledge and related historical data contextualized
and intuitive, thus facilitating the experiment teaching quality and providing students
with deeper insights into the terrain characteristics and geological structures of the
Taiwan Strait and both sides, sea level evolution and archaeology. The system is built
based on the Taiwan Strait. When students enter the virtual reality experiment system,
they can see the virtual 3D scene of the entire Taiwan Strait personally, explore the real
topography of the Taiwan Strait, waves on the sea, and the distribution of major islands
in the Taiwan Strait by zooming in and out the scene and roaming with the mouse and
keyboard. By dragging the time axis in the system with the mouse to lift or drop the
sea level, they can observe how the land and sea in the Taiwan Strait changed since
Last Glacial Maximum from different angles and different perspectives, figure out the
sea level altitude of each area in the Taiwan Strait at different geographical time nodes,
and determine the specific location of the coastline in each geographical period. The
established system is an important tool for analyzing the causes and evolution laws of
coastal erosion and accumulation landforms in geomorphological experiments.
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3 Simulation of Coastal Landform Evolution Process in Taiwan
Strait

3.1 Reproduce Sea Level Evolution Process Based on Sedimentological Method

Since Last Glacial Maximum, the global climate had undergone substantial changes
during glacial-interglacial cycles, and the sea level rose and dropped sharply. Sea level
evolution directly affects the distribution of land and sea in the Taiwan Strait, and plays
a vital role in the paleogeographical environment evolution, paleoclimate changes, and
paleontologicalmigration and distribution. Researchers have proposed a variety ofmeth-
ods to reproduce the sea level evolution but failed to reach a consensus because of the
complicated driving factors of sea level evolution. In this regard, this paper aims to repro-
duce the sea level evolution in the Taiwan Strait based on relevant historical documents
and data by using the stratigraphic data directly from sedimentological perspective. The
sedimentological method is a traditional way to reproduce sea level evolution. Sea level
markers can be used to quantitatively identify the location of paleo-sea level based on
their dating. Sea level markers are the material basis for reproducing paleo-sea level
altitude. They are the only evidence that can restore the history of sea level evolution
and verify the inference of sea level evolution. Geomorphic marker is a kind of sea level
markers, which mainly includes sea stacks, sea cliffs, sea erosion platforms, sea erosion
troughs and other landforms [3]. Carbon-14 dating method, the most common dating
method using sea level markers, can be used to quantitatively infer the year when animals
and plants survived based on the radioactivity of Carbon-14 isotopes. This method can
be applied to organic matter as early as 50,000 years ago [4].

3.2 Processing of Sea Level Change Data

The Taiwan Strait is located in the East China Sea. The sedimentation since Last Glacial
Maximum can be learned from the well-developed continental shelf strata of the East
China Sea during Last Glacial Maximum. For this sake, a large number of researchers
have done a lot of work on the sedimentary records in this area, laying the foundation
for the high-resolution sedimentary records since Last Glacial Maximum. Since the sea
level markers usually experience a variety of internal and external forces of transforma-
tion over time, their elevation is mainly impacted by the compaction of sediments, the
isostatic settlement of the location of sea level markers, and the geotectonic movement,
etc.[5]. As a result, the elevation of the existing paleo-sea level markers is often not
the original elevation when they formed. Therefore, the corrected paleo-sea level alti-
tude data and corresponding Carbon-14 dating data retrieved from the sea level markers
and transitional facies sediments found in some drill holes in the Taiwan Strait and its
adjacent areas since Last Glacial Maximum were collected. The relatively unreasonable
paleo-sea level altitude data in the samples were eliminated, the elevation of 13 key
points of sea level markers in the Taiwan Strait is shown in Table 1.
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Table 1. C-14 dating and elevation of sea level markers

Place 14C dating (a,BP) Corrected elevation (m)

Hole CK1 in Dianxia Town, Fuding 26,318 ± 1,140 -24.17

Hole DK1 in Licheng Village, Xiapu County 34,300 ± 950 -21.07

Oyster Shell in Intertidal Belt, Kenyuan Town, Lianjiang 833 ± 103 + 0.04

Hole MN5 in Shangyang Village, Fuzhou 4,045 ± 75 -0.17

Beach Rock in Humian Bay, Pinghai Town, Putian 2,310 ± 85 + 2.54

Large Remains of Plants on Beach of Shenhu Bay in Jinjiang 7,750 ± 120 -3.05

Hole CK48 in Xitoushe Community, Xiamen 27,849 -3.55

River Jiulongjiang in Longhai 4,184 -1.66

Oyster Shell in Xulintou, Longhai 3,330 ± 150 + 0.5

Oyster Shell in Gaobiantou, Longhai 3,150 ± 150 + 0.5

Beach Peat Moss on the East Coast of Taiwan 5,340 ± 260 -1.3

Seashells in Hengchun Peninsula, Taiwan 2,920 ± 180 -2.3

Penghu Coral Reef, Taiwan 4,700 2.4

3.3 Fitting the Sea Level Change Curve

According to the approximate start time of Last Glacial Maximum, the sea level altitude
data extracted from historical data and previous research results were mapped into a
unified time axis. The sea level altitude data in different periods was processed and
analyzed by using statistical methods. The stages where sea level altitude changed on
the time axis were identified, the range of sea level evolution in each stage was examined
and verified to eliminate obvious outliers. With the measured age of the sediments by
using Carbon-14 as the abscissa, the paleo-sea level altitude retrieved from the sediments

Fig. 1. The curve of sea level change in the Taiwan Strait over the past 30000 years
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as the ordinate, a more reliable sea level evolution curve since Last Glacial Maximum
was fitted, as shown in Fig. 1

According to the fitted curve of sea level evolution in the Taiwan Strait since
30,000 years ago, it can be inferred that the last and largest glacial period began around
26,000 years ago. The global climate became colder, and the sea level in the Taiwan Strait
dropped significantly. It reached its lowest point, about 135m below the current sea level,
around 17,000 years ago.After that, the last glacial period of theQuaternary period ended
and the world entered the post-glacial period when the global climate became warmer.
This resulted in a sharp rise of the sea level in the Taiwan Strait, with an increase of
about 120–130m. The transgression reached its peak around 6,000–7,000 years ago.
Since then, the sea level has been fluctuating above and below the current sea level with
an amplitude of no more than 4m.

3.4 Dynamic Simulation of Coastal Landform Evolution

The coastal landform evolution in the Taiwan Strait since Last Glacial Maximum was
virtually simulated. According to research findings [6], the sea level in the Taiwan Strait
reached the lowest level in Last Glacial Maximum, about 130m lower than the present
level. Therefore, the continental shelf where the seawater depth is less than 200 m is the
best research object to show the coastal landformevolution.A real seabed terrainmodel is
a must to reveal the evolution process. Irregular triangular meshmodel [7], characterized
by high modeling accuracy and applicability to complex terrain construction, was used
to connect the discrete water depth points into a triangular grid that did not intersect or
overlap each other according to certain rules. In addition, Unity3D game engine was
used to visualize the terrain at the bottom of the Taiwan Strait. OGR library under the
Geospatial Data Abstraction Library, an open source spatial data transformation library,
was adopted to read the water depth, isobath and other vector data in Unity3D, and
important parameters and information were converted from the vector data into ASCII
format and imported into Unity3D. Finally, by using aforementioned point-by-point
interpolation method, a grid model of the Taiwan Strait is built in Unity3D based on
water depth points, isobath data and other imported data.

In Unity3D, the constructed real seabed topography and 3D sea surface of the Taiwan
Strait were integrated into the same scene. The start time of Last Glacial Maximum was
determined based on the sea level evolution curve, and the corresponding sea level
altitude value was the initial y-coordinate of the 3D sea surface in Unity3D. The coastal
landform evolution in the Taiwan Strait was simulated by dynamically modifying the
y-coordinate of the real 3D sea surface according to the sea level evolution data since
Last Glacial Maximum derived from the fitted sea level evolution formula(1). The speed
of sea level evolution can be obtained based on the fitted sea level evolution formula (1),
laying the foundation for subsequent research and prediction of sea level evolution, as
shown in formula (2).

H = − 1.624 ∗ 10−31t8 + 2.171 ∗ 10−26t7−
1.151 ∗ 10−21t6 + 3.052 ∗ 10−17t5−4.197 ∗ 10−13t4 + 2.833 ∗ 10−9t3−
8.574 ∗ 10−6t2 + 0.008784t (1)
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V = − 1.2992 ∗ 10−30t7 + 1.5197 ∗ 10−25t6−
6.906 ∗ 10−21t5 + 1.526 ∗ 10−16t4−
1.6788 ∗ 10−12t3 + 8.499 ∗ 10−9t2−1.7148 ∗ 10−5t + 0.008784. (2)

Three representative geographical periods were selected, the terrain status of specific
areas and the position of paleo-coastlines in the Taiwan Strait in different geographical
periods were analyzed based on paleoclimate knowledge. About 26,000 years ago, the
world entered Last Glacial Maximum. According to the result calculated by using the
sea level evolution model, the sea level was about 53m below the current sea level.
Most of the southwestern Taiwan Strait, the Taiwan Shoal, and Taichung Shoal became
land. The sea level dropped to its lowest point about 17,000 years ago. According to
the result calculated by using the sea level evolution model, the sea level was about
136m below the current sea level. At this time, the entire Taiwan Strait was almost
entirely exposed and had become land, with the entire strait in a continental sedimentary
environment. It was the last time when Taiwan and Fujian were not separated by the
Taiwan Strait. The coastline had extended to the east of Taiwan Island and the original
coastal islands of Fujian and Taiwan Island had become hills, large and small. About
17,000 years ago, the last glacial period of the Quaternary ended, and the world entered
the post-glacial period. Under the impact of global warming, the sea level in the Taiwan
Strait rose sharply, with a rise of about 130m. The continental shelf exposed during the
glacial period was almost completely submerged by seawater, hills in the coastal areas
were separated by the sea water and became islands, and the coastal tombolo developed
sufficiently. Islands connecting the mainland with underwater tombolo or other islands
became peninsulas. Marine erosion and terraces had been completely preserved on the
coasts of central and southern Fujian. The sea level had risen and fallen many times since
around 7,000 years ago, showing an oscillating change above and below the current sea
level, with a maximum amplitude no more than 4m. The sea level has been relatively
stable since then.

4 System Integrated Design and Demonstrated Application

4.1 System Construction Goals

This paper aims to apply the virtual reality experiment system of geomorphology to
the practical geomorphology experiment, break the limitation of the on-site experiment
environment regarding spatio-temporal dynamics, and build a system based on the sup-
porting conditions of the on-site experiment. To simulate the coastal evolution process
in the Taiwan Strait since Last Glacial Maximum, a comprehensive practice support
data model framework for geographic information exploration is established. With this
framework, students are taught how to represent and analyze complicated, fuzzy, and
diverse geographic spaces, geographic processes, and geographic mechanisms in a vir-
tual framework. The coastal landform evolution process in the Taiwan Strait since Last
Glacial Maximum is virtually simulated, the typical landform of the experiment site are
displayed realistically and intuitively. And students are taught to contextualize and visu-
alize the abstract yet difficult issues from geographical perspective. It is a new teaching
approach for geographical practice.
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4.2 Overall System Architecture

This system adopts the B/S (Browser/Server) mode for the overall system architecture,
as shown in Fig. 2. It is mainly composed of data layer, service layer and application
layer.

Fig. 2. System overall architecture diagram

The data layer provides the foundation for the efficient operation of the whole sys-
tem, including a basic geographic information database, a virtual scene model database,
a multimedia information database, and a user information database. The basic geo-
graphic information database is designed to store spatial data, including major places
and addresses in the Taiwan Strait, experiment paths, soundings, depth contours, coast-
lines, DEMs, and remote sensing images. The virtual scene model database is responsi-
ble for retaining submarine terrain, sea surface, rocks, and other 3D modeling data. The
multimedia information database stores text information related to the experiments, pic-
tures of experiment site, audio/videomaterials and Flash animations introducing scenery
spots and typical topography of the experiment site. Furthermore, the user information
database is designed for personal information, login account and password, geomor-
phology experiment reports, and geomorphology experiment results. When the data
layer receives a request from the user, it processes the SQL statement and delivers the
result back to the service layer.

The service layer is the core of the entire system, acting as the intermediary between
the user and the data ends. The user end relies on the service layer to invoke the busi-
ness logic and achieve the corresponding functional response. The service layer mainly
includes basic data service, comprehensive data analysis service and user authentication
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service. The basic data service is used to send a request to the data layer, which will
then invoke the relevant data stored in the database and send the result to the user end
browser for use. In terms of the data analysis service, specific data in the data layer
will be invoked according to the user’s individual needs, such as calculating the location
information of the experiment site, analyzing the sea level altitude, and evaluating the
learning outcomes of the students. The user authentication service is mainly designed
to protect the user’s personal information and improve the security and reliability of the
system.

The application layer is a user-oriented browser-side application mainly intended
for students and teachers, and a tool to complement to on-site experiment teaching
of geomorphology. It enables a range of functions such as basic operations of virtual
experimental scenes, spatial information query, visualization of landform evolution, and
displaying different types of landforms, facilitating the teaching effect of geomorphology
experiments.

4.3 Display of Typical Modules of System Functions

(1) Display of different types of landforms
A three-dimensional model is adopted to locate and display eolian plains, ancient

volcanoes, headlands, bays, granite eggs and other typical landforms at the experi-
mental site, as shown in Fig. 3. Based on audio introduction and text descriptions, stu-
dents can learn more about landforms, including the morphological characteristics,
causes, distribution and developmental laws.

(2) Display of landform evolution
In this module, students are able to control the sea level by dragging the time

axis in the system with the mouse, observe how the landform of the Taiwan Strait
evolved since Last Glacial Maximum from different angles and different positions,
and master the sea level altitude of various regions in the Taiwan Strait at different
geographical time nodes, and determine the specific location of the coastline in each
geographical period. As shown in Fig. 4, corresponding text descriptions and related
theoretical illustrations will pop up at special geographical time nodes such as the
beginning of Last Glacial Maximum, the specific point in time when the sea level
altitude fell to the lowest point, and the sea level altitude rose to the current height in
the post glacial period, to impress the students relevant theoretical knowledge and
facilitate their understanding.

(3) Experiment assessment
This module is mainly used to understand how much the students know about

related theoretical knowledge after the geomorphology experiment. Students are
required to take online examinations and write experimental reports. Teachers can
review and score the electronic test papers and experimental reports submitted
by students through this system, so as to fully understand each student’s learning
process.
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(a) Aeolian plain

(b) Paleovolcano

(c) Cape

Fig. 3. Typical geomorphic
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(d) Gulf

Fig. 3. (continued)

(a) 53 meters below sea level

(b) Current sea level

Fig. 4. Geomorphic evolution display
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5 Conclusion

Geography is characterized bymultidimensional temporal and spatial scales. In compre-
hensive consideration of the such feature and the regional characteristics of geological
and geomorphological experiments in colleges and universities, a virtual reality practice
system designed for geography is built, to solve the problem that students cannot expe-
rience the landform evolution process in real life during geomorphology practice. This
paper is a case study on the Taiwan Strait. By using the system built, the real seabed
topography of the Taiwan Strait is 3D visualized, the 3D sea surface of the Taiwan Strait
is real-time rendered and the coastal landform evolution process in the Taiwan Strait
since Last Glacial Maximum is simulated. Previously, geomorphological experiment
teaching was based on static description, focused on outcomes research and abstract
theory. The virtual reality experiment system designed for geomorphology changed all
that. It enables 3D dynamic stimulation, process recovery and Web-based simulation
of landform evolution process that we can hardly experience in real life, and meets the
needs of remote sharing and virtual teaching. This paper aims to help students understand
the topographical and geomorphological evolution process as well as the geographical
concepts, principles and laws involved, and to provide a reference for the development
of virtual reality experiment system of geography in colleges and universities.
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Abstract. With the advancement of urbanization, people’s living standards have
significantly improved, but have also resulted in various challenges, particularly
in the domain of transportation. Traffic congestion and low traffic efficiency have
led to substantial wastage of people’s travel time. Traffic flow prediction is vital
to Intelligent Transportation Systems (ITS) as it centers on projecting the future
condition of road networks using historical data and pertinent information. Accu-
rate traffic flow prediction helps users take proactive measures and is essential
for addressing traffic challenges. Yet, the intricate nonlinear temporal and spa-
tial correlations within traffic flow data pose notable challenges. To address the
intricate correlations within traffic flow data, this study separately investigates the
temporal and spatio-temporal correlations. Firstly, a model based on time corre-
lation is developed, followed by the construction of a new network model that
integrates time and space to extract complex spatio-temporal correlations from
traffic flow data. The key research focuses are as follows: the analysis of time
correlation in traffic data, the introduction of several commonly used neural net-
work models for time sequences, and the incorporation of gating mechanisms into
the TCN to create an enhanced gating TCN network structure model. This model
aims to analyze the correlation between traffic data and time. The proposed gat-
ing mechanism TCN involves significant changes in network structure, with the
integration of input and output gates akin to the LSTM structure. Furthermore,
the convolutional correlation modules in each extended convolutional module are
substituted by two internal parallel convolutional modules in the TCN. Forming
an input gate and output gate structure. Furthermore, in order to reduce variance
and simultaneously increase the input and output gates, Each parallel convolution
component is enhanced by the addition of two identical parallel branches, result-
ing in the total output being the average of all the “gate” outputs. The performance
of the proposed model is assessed using real traffic speed datasets. Demonstrating
superior prediction accuracy and effectively capturing sudden changes in traffic
speed while maintaining stable results.

Keyword: Intelligent Transportation · Traffic Flow Prediction · Time
Convolution Network · Graph Space-time Model
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1 Introduction

Asawidely studiedproject, trafficflowpredictionhas longbeen studiedbymany scholars
at home and abroad using advancedmodels in other fields for reference. Given that traffic
flow prediction models necessitate real-time performance, accuracy and reliability, the
early traffic prediction models are all traditional statistical models. The main methods
include AR, MA, ARMA, HA and Box-Cox transformation. With the progress of The
Times, currently, both at home and abroad, there are fivemain types of theories for short-
term trafficflowprediction based on specificmethods. They are based on the combination
of statistical theory nonlinear theory dynamic allocation knowledge discovery models,
these methods in the traffic prediction has achieved good effect.

Statistical theory-based methods encompass parametric models, like the historical
average model like the historical average model, Kalman filter model, and time series
model. Stephanedes initially employed the historical averagemodel in theUTCS in 1981
[1]. Additionally, non-parametric models, such as the KNN and the multiple regression
model, have also been utilized.

Kalman filtering model was proposed by Okutani et al. in 1984.The time series
models mainly include ARMR and its deformation, Autoregressive Integrated Moving
Average model (ARIMA) and so on. In subsequent studies, many models based on
ARMA have appeared.

Nonlinear theory-based methods primarily encompass the wavelet analysis model,
fractal theorymodel, and chaos theorymodel. Thewavelet theorymodel was used earlier
in foreign countries, and the earliest one in China was the prediction model based on
wavelet analysis and reconstruction proposed by He Guoguang et al. in 2002 [2], and the
traffic prediction model based on non-parametric wavelet algorithm proposed by Wang
Xiaoyuan et al. in 2005 [3]. Analytical theory was first proposed by Mandelbrot in the
1970s.Chaos theory model was first applied to traffic industry by Disbro and Frame in
1989.

Method based on dynamic traffic assignment, these a few years in the domestic
research is more, for example, Hu Ting et al., Beijing Jiaotong University, 2010 [4],
Sun Yu et al., Hunan University, 2016 [5], Chen Jianyu et al. 2017, [6] are studied, the
dynamic traffic allocation theory proposed by Hu Ting et al. is different from several
typical characteristics of static traffic prediction, a macro-urban dynamic network traffic
flow allocation model proposed by Sun Yu and a model based on dynamic traffic flow
allocation proposed by Chen Jianyu et al. are both analyzed on the influence of traffic
on the road network of open blocks.

The methods mainly consist of SVM and ANN. Researchers such as Castro-neto
et al. [7] and Jeong et al. [8] proposed effective SVM models for traffic flow prediction
in 2008 and 2013, respectively. Zhu Zhengyu [9] and Yang Gang et al. In a study by
[10], SVM has been integrated with other algorithms for traffic prediction research in
China, where historical data was utilized in ANN to establish an approximate relation-
ship by considering the deviation between the output and actual data.The ANN model
requires a large number of training samples to achieve good adaptability without exten-
sive prior knowledge. Early as 1994, Smith et al. [11] applied BP neural network to
predict short-term traffic flow, and Jin Yuting et al. [12] In 2014, the successful inte-
gration of wavelet transform with neural network was employed to predict short-term



Research on Traffic Flow Prediction 341

traffic flow at intersections. Additionally, in 2017, Cheng Shanying introduced a predic-
tion methodology based on fuzzy neural network, applying clustering techniques, which
yielded commendable prediction outcomes [13].

This paper primarily focuses on researching a traffic flowpredictionmethod based on
a space-time graph network. Aiming at the problem that it is difficult to capture complex
temporal and spatial states in trafficflowdata, this paper combines sequential convolution
and graph neural network, and introduces attentionmechanism to study traffic prediction
task. The specific research content is as follows: Aiming at the time correlation between
data in traffic flow data set, a time series-based traffic flow prediction model is proposed.
In this model, the time-series convolutional network (TCN), which deals with the time
correlation of traffic data, introduces the structure of “gate”, introducing input and output
gates to the TCN network structure enables control over network input and output, so as
to predict traffic flow. When compared with the original TCN model and several other
time series models such as LSTM and gated recurrent unit (GRU), the prediction model
is compared.

2 Traffic Flow Prediction Model Based on Gated TCN

2.1 Model Construction

The model for predicting traffic flow featuring gated TCN concentrates on effec-
tively forecasting lane section flow potential and capturing spatio-temporal traffic flow
characteristics. When the input sequence of traffic flow is provided, the time series
X = [xt−T, xt−T+1, · · · , xt−2, xt−1] with the Time_step of T is adopted, and the time
series xt−T+1, xt−T+2, · · · , xt−1, xt with the time step of T + 1 is predicted, namely
the output sequence Y

∧

= [y∧t−T+1, y
∧

t−T+2, · · · , y
∧

t−2, y
∧

t−1]. Figure 1 illustrates the time
step T, which is also known as the backtracking time window.

The model depicted in Fig. 1 comprises four primary components: the input layer,
convolution layer, fully connected layer, and output layer. The traffic flow time series
X is described as a two-dimensional M × N matrix, where N represents the number of
urban road sensors.

Before reaching the input layer of the model, the two-dimensional matrix must be
converted into a three-dimensional matrix to align with the neural network’s require-
ments. This transformation entails applying a sliding time window concept to segment
a 2D matrix with dimensions T × N is generated at each 1 unit time step shift. The
sequentially cut T × N matrices constitute the input, and a three-dimensional matrix
of size P × T × N is generated to accommodate the model’s training sample division,
assuming a batch size of P as themodel’s hyperparameter. This approach ensures that the
sequence data X encompasses all original dataset information while enhancing temporal
correlation.

After inputting the 3D matrix into the convolution layer, which comprises n time
blocks in series, each time block’s structure is depicted on the right side of Fig. 1. It
shows an improved residual module as its internal structure. As the network deepens,
The cavity coefficient (d) for the causal convolutionwithin the time blockwill experience
exponential increase (d = 2n), the output from the residual connection link is employed
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Fig. 1. Schematic diagram of short-term traffic flow prediction model based on gated TCN

as the input for the subsequent time block, completing the convolution operation. This
leads to a 2D matrix with dimensions T × N. Afterward, the FC layer linearly reduces
the matrix dimensionality, the output layer produce the prediction sequence Y

∧

with a
dimension of N, effectively reducing the repetition rate to 0%.

2.2 Building a Gated TCN Network

In the time series-based traffic flow prediction model, for the time dependence of traffic
data, the data is input into gated time convolution network for mining. The gated time
convolution network here is inspired by LSTM and adds a new gating mechanism to the
time convolution network TCN. In other words, in the expansion convolution module
corresponding to each expansion factor, two gating mechanisms are added: one gate
controls the input of internal information, and the other controls the processing and
output of information.

As shown in Fig. 2, nonlinear gated activation is often used for sequence model-
ing, which helps the network establish complex interaction patterns. In ordinary TCN,
in order to prevent deep network structure from causing gradient disappearance and
other problems, a structure similar to residual block in ResNet is adopted to make TCN
structure more capable of generalization.

Two gates are added to each one-dimensional convolution module, one of which
contains two parallel input modules. The input module contains a 1 × 1 convolution
layer, and a sigmoid function is added behind a 1 × 1 convolution layer of one of the
input modules, whose range is (0,1), so the value of the input module belongs to (0,1).
The output of two parallel input modules is then multiplied together to obtain the entire
input gate, this is used to regulate the input of information. The other gate contains two
output modules, which contain all the layers from the extended causal convolution to
the output 1 × 1 convolution layer, and one of the output modules is followed by the
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d 

Fig. 2. TCN structure of an input door and an output door

sigmoid function, whose range is (0,1), so the output value belongs to (0,1), and then
the outputs of the two parallel output modules are multiplied, the whole output gate is
obtained, which is used to control information processing and output.

One prediction model’s performance can be improved by integrating independent
networks. The most common method is to average the models to reduce performance
variance [20]. In Fig. 3, Module B introduces two parallel convolution components into
each extended one-dimensional convolution module layer of the gated TCN, as shown
in Fig. 2.The initial location is close to the input layer and consists of the 1 × 1 Conv
layer, normalization layer, PReLU, and Dropout layer. Another location near the output
encompasses all the remaining layers, such as the dilated causal convolution, PReLU,
normalized layer, PReLU, Dropout, and 1x1 Conv layer. The final output of each parallel
convolutional component is achieved by averaging the outputs of all unique branches.
This integration at both levels aims to minimize the variability within each block.
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AAver age

AAver age

Fig. 3. Structure of a gated TCN with parallel inner convolution module

3 Experiment

In order to verify that the global iteration speed of the improved lightning connection pro-
cess optimization algorithm combined with Levy’s Flight strategy has indeed increased
to a certain extent. This section tests the improved lightning search evolutionary algo-
rithm through five classical benchmark functions. These five benchmark functions are
unimodal functions. The basic attributes and formulas of the five unimodal functions
are shown in Table 1 below. Because the prediction experiment studied in this paper
only needs to find the minimum value. In this round of simulation function experiment,
the experimental environment adopted is Win10 operating system, Intel Core i7 pro-
cessor 2.66 Hz, 16 G memory, and the experimental environment is written in Python
programming language.
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Table 1. The basic properties and specific formulas of the five selected unimodal reference
functions

Serial number Function name Search scope Function Minimum value

F1 Sphere [0,100] f1(x) = ∑n
i=1 x

2
1 0

F2 Sum Different [-100,100] f2(x) = ∑n
i=1 (

∑i
j=1 xj)

2
0

F3 Schewel [-10,10] f3(x) = ∑n
i=1|xi| + ∏|xi| 0

F4 Booth [-100,100] f4(x) = max{|xi|, 1 ≤ i ≤ n} 0

F5 Beale [-30,30] f5(x) =
∑n−1

i=1 [100
(
xi+1 − x2i

)2 + (xi − 1)2]
0

The experiment compares the classical lightning connection process algorithm with
the lightning connection algorithm combined utilizing Levy’s flight, as suggested in this
chapter. The experimental findings are detailed in the following Table 2.

The experimental results indicate that the optimization outcomes of the two algo-
rithms are comparable in terms of the optimal value, average value and variance. Specif-
ically, Levy-LAPO has a weak advantage in the four standard functions of F1, F2, F3
and F4, and the results of the two algorithms are close in the standard function of F5
and F9. It can be said that in the optimization search ability of unimodal function, the
optimization performance of Levy-LAPO is similar to that of classical LAPO algorithm,
and the gap between them is within the error range, but Levy-LAPO algorithm should
have a better convergence speed.

Table 2. The basic properties and specific formulas of the five selected unimodal reference
functions

Function serial number Dimension Algorithm Optimal value Average value Variance

F1 2 LAPO 5.75E-25 2.54E-21 5.41E-21

Levy-LAPO 2.69E-26 9.09E-23 1.34E-22

F2 2 LAPO 2.17E-12 6.02E-09 2.40E-08

Levy-LAPO 1.70E-13 6.63E-10 1.83E-09

F3 2 LAPO 0.00490267 0.00179973 0.00347591

Levy-LAPO 1.02E-07 0.002051 0.00173045

F4 2 LAPO 4.02E-13 3.96E-11 2.13E-10

Levy-LAPO 7.23E-16 6.14E-12 1.61E-11

F5 2 LAPO 4.58E-06 1.28E-06 1.63E-06

Levy-LAPO 3.76E-08 1.11E-06 1.49E-06

Acknowledgment. This work is funded by the National Natural Science Founda-
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Abstract. Nowadays, with the expanding population and city size, urban crime
rate control will be a very important direction for the integration of artificial intel-
ligence and urban police governance, and the prediction of the number of regional
hotspots is an effective crime prevention method. Based on the real dataset of a
city, we hope to improve the prediction effect of crime hotspots and make analysis
and prediction feasibility judgments from the perspective of data analysis. First,
the dataset was pre-processed and filtered, and then analyzed from the spatial
and temporal perspectives to further judge the feasibility of prediction. From a
non-spatial perspective, the effect of adding covariates on the prediction of urban
crime hotspots was explored. First, a map was drawn based on the distribution
of hotspots, the map was divided into a grid, and the grid information was clas-
sified into four categories by clustering, and then selected covariates were added
to the model for experiments. This study extends the prediction range in terms of
temporal characteristics. The differential integrated moving average autoregres-
sive model (ARIMA) is commonly used for time series forecasting, but it is more
suitable for dealing with linear data. The long short-term memory neural network
(LSTM) has a strong advantage in dealing with nonlinear data. We construct a
combined ARIMA-LSTM model. It can fully exploit the data information and
improve prediction accuracy. The results show that the combined ARIMA-LSTM
model can predict the property crime in a district of the city better than the single
ARIMAmodel and LSTMmodel, and the combinedmodel can better fit the actual
trend of the cases.

Keywords: Hotspot Prediction ·Machine Learning · temporal features · Data
transfer

1 Introduction

The prediction of the number of regional hotspots is an effective crime preventionmethod
and is a hotspot of concern for smart cities and smart policing [1], and good prevention
can greatly enhance police resources and people’s social stability. Crime prediction can
use existing crime data records, using machine learning, to build a model that can make
reasonable inferences and analysis of the number of upcoming crime incidents within a
certain time frame in the future, so that the police can be deployed in advance to prevent
and control deployment, to improve the efficiency of the police while safeguarding the
social environment.
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Crime hotspot prediction is based on historical crime records to predict the number
of hotspots or areas in the next period of time, is an application of data analysis in
predictive policing, the earliest crime mapping software developed in the United States,
CrimeStat, can be used to mark hotspot areas, the purpose is to help the police to fight
crime. Nowadays, the technology of predicting crime hotspots in police forecasting is
gradually moving closer to big data and artificial intelligence.

Data analysis is the further exploration and interpretation of data through existing
data, with clear target groups, to turn the data into valid information. The difference
between data mining and data analysis is that data mining is a discovery process that
requires the use of algorithms in order to realise the hidden information value of the data.
Nowadays, data analysis is of great value in the era of big data, not only in terms of its
value but also as a decisive factor in the decision-making process [2, 3]. Data analysis
in crime prediction involves a great deal of data pre-processing, the purpose of which
is to normalise the data, use predictive models, provide the appropriate data results and
follow up on the results. In the field of public security, the overall trend of future crime
hotspots and recidivism populations can be predicted with the help of data analysis. This
decision-making information can provide support for smart city management and is of
great importance for social security management.

The growth of data volume is accompanied by the development of the information
age. At this stage, research in the field of crime hotspot prediction is inseparable from
the support of data analysis [4], machine learning and deep learning methods, etc. [5].
The research on crime hotspot prediction can make the predictive policing model largely
applicable to the actual requirements of police work, and thus bring the value of data into
play to prospectively control potential dangerous people, hotspot areas or case trends in
the future. This allows for scientific guidance on the deployment of police operations,
advance prevention and control, and optimises police effectiveness.

Considering that some of the crime data sets are collected and collated in a chronolog-
ical order [6], the data sets have certain temporal characteristics, so there may be certain
correlation between the data, and the analysis of temporal characteristics reveals that
there is a regularity in the temporal characteristics of the cases and has proved that pre-
diction from a temporal perspective is feasible. Therefore, in the process of analysing
and modelling the dataset, the dataset can be considered as a time series, taking into
account the fact that the occurrence of the number of crime hotspots is characterised by
certain temporal characteristics [7].

2 The Algorithms

2.1 Algorithm Improvement - Construction of a Hybrid ARIMA-LSTM Model

The strength of the ARIMA model for time series processing lies in its ability to fit
linear data, while the LSTMhas advantages for non-linear time series prediction, and the
LSTMcanmake up for the shortcomings of theARIMAmodel. Therefore, by combining
ARIMA and LSTM [17], the strengths of each model can be exploited to make full use
of the data and thus greatly improve the prediction efficiency and accuracy. At this
stage, some researchers have analysed the spatio-temporal analysis of crime in India
by combining the kernel density and ARIMA models, and the final prediction results
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show that the combined model has a certain effect on the improvement of accuracy
[16]. A number of researchers have purposefully attempted to combine linear and non-
linear models and found that the resulting hybrid model not only retains the advantages
of the linear model but also retains the advantages of the non-linear model and the
prediction results even have substitutes, inferring that there is some feasibility in using a
combination of models for prediction, so this section combines the ARIMA model with
the LSTMmodel to investigate the prediction accuracy of the X district of H The change
in the accuracy of the time series related predictions is used to explore the predictive
effect of crime hotspots in H city X, thus providing scientific guidance for the predictive
policing of H city from a chronological column perspective.

Building ARIMA-LSTM Hybrid Model Ideas
The steps in the construction of the hybrid model are shown in Fig. 1.

This section analyses the number of crimes in area X of city H in a temporal per-
spective in order to make predictions that will help to improve the efficiency of the use
of police resources. The prediction of the number of crimes in the region can be done
using time series to predict the next stage of development through its own trend, but for
non-linear time series will be strained, for the non-linear part of the study, the LSTM
model has good prediction results due to its own learning ability and the processing
ability of non-linear data, and in turn, because of these advantages of LSTM, it has
LSTM has been used by many researchers to deal with non-linear time series prediction
problems. Therefore, LSTM can play a good complementary role to the weaknesses of
time series. Therefore, this section proposes a hybrid approach to construct an ARIMA-
LSTM model. The model diagram is shown in Fig. 2, which combines the respective
strengths of the ARIMA model and the LSTM model to fully exploit the linear and
non-linear parts of the fitted crime dataset of H city X, thus achieving an improvement
in the prediction accuracy of the number of crimes in H city X. This is an improvement
to the ARIMA model.

For this experiment, although the traditional combinationmodel for the finalmodel is
weighted and superimposed, it is not applicable to the property case data ofX district inH
city, which has complex time series variation, so the traditional approach is differentiated
and the hybrid model in this chapter is constructed as follows: Step 1: construct an
ARIMA model based on the characteristics of the data and obtain the linear part of the
data set through experimentation The first step is to construct an ARIMA model based
on the characteristics of the data and experimentally obtain the predicted and residual
values of the linear part of the data set; the second step is to construct an LSTM model
using the characteristics of the obtained residual data to obtain the predicted values of
the non-linear part; the third step is to use the predicted values obtained in the first two
steps to explore the LSTM model and obtain the final predicted values.

2.2 Combined ARIMA-LSTM Model Modelling

ARIMA Model Modelling.
According to the construction process of ARIMA-LSTM model, the ARIMA model in
ARIMA-LSTM model is constructed first.
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Fig. 1. Combined ARIMA-LSTM model construction

The principles of the RIMAmodel are combined with the actual situation of the data
set for modelling. The modelling process of the ARIMA model is: step one: the series
smoothness test, in order to determine the parameter d by differencing; step two: the
model fixing order, in order to confirm the parameters p and q; step three: the parameters
p, d and q are used in themodel. The first two steps of modelling have basically identified
the three parameters p, d and q needed for the model. The purpose of the third step is
to assess the actual predictive effect of the model, if it passes the white noise test, then
it means that the residuals of the series only have random values there is no potential
linear relationship information to be mined, further explanation is that the model has
been able to fit the original time series well and no subsequent mining is needed [18].
The modelling process of the ARIMA model is shown in Fig. 2.
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Fig. 2. ARIMA model construction process

3 Experiment

3.1 Evaluation Criteria

Among the evaluation criteria commonly used in the assessment of regression forecasts
[26], the Root Mean Squared Error (RMSE), Mean Absolute Percentage Error (MAPE)
and Mean Absolute Error (MAE) [27, 28] are chosen, where the predicted value is
represented by x and the actual value is represented by y. These are described below.
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The root mean square error is usually used to measure the deviation between the
observed value and the true value, so it is an accurate measure of the unbiased nature of
the measured time series, and is better for forecasting performance as its value is smaller,
which can indicate a low dispersion of the error distribution, expressed as in Eq:

RMSE = 1

n

n∑

i=1

(xi − yi)
2 (1)

The mean absolute error is the most basic assessment metric commonly used and
gives a good indication of the true picture of the error in the forecast values, with an
expression such as Eq:

MAE = 1

n

n∑

i=1

|xi − yi| (2)

The mean absolute percentage error is designed to be robust against the mean with
an expression such as Eq:

MAPE = 100

n

n∑

i=1

|yi − xi
yi

| (3)

3.2 Model Experimental Validation and Results

In this part of the experiment, the property crime dataset of City H, District X, selected
after conducting the analytical process, was chosen for the experiment, using the data
from 2018 as the training set and the data from 2019 as the test set. According to the
construction diagram of the ARIMA-LSTM model, the first part was fitted using the
ARIMA model, the ARIMA model was fitted to the test set in the dataset i.e. to the
2019 crime data in the dataset, and the results are shown in Fig. 3 in Figure a and Figure
b. Figure a represents the fit of the training set where the red line represents the test
set results, and Figure b represents the fit of the test set where the red represents the
predicted results and the blue lines in both plots represent the real data situation.

By fitting, the prediction results shown are mainly concentrated in the smooth phase,
and the fit for the peak is not perfect, mainly because the ARIMA model has certain
advantages for the smooth series fitting. The residual series is obtained by subtracting
the original series and the prediction results of ARIMA, and the visual display of the
residual results is shown in Fig. 4.

By analysing the residuals of the model, it can be seen from Fig. 12 that the residuals
have a similar distribution to the original series, which can indicate that the residuals have
the potential to be further explored and analysed, and this result reflects the disadvantage
of the ARIMA model from the side, i.e. the model has a weakness for non-linear data,
i.e. the fit is not complete.

The parameters of the LSTM were selected with reference to the parameters of the
LSTM modelling in the previous section, and the fit of the LSTM model to the residual
series is shown in Fig. 5.
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(a) Training set fit

(b) Test set fit

Fig. 3. Presentation of the data fit

The various coloured lines in Fig. 5 have their own meanings, indicating the true
direction, the training results and the test results respectively. The visualisation of the
data shows that the LSTM model is better than the ARIMA model for fitting the peaks,
and the final results still need to be further processed with reference to the construction
steps of the combined model.
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Fig. 4. Residuals between true and predicted values

Fig. 5. Fit of the LSTM model to the residual series

4 Conclusion

In this chapter, the research perspective of forecasting starts from the temporal charac-
teristics of the data, using the respective advantages of ARIMA and LSTM models and
combining the characteristics of the data set to develop the description and experiments.
The combination of the ARIMA model and the LSTM model is able to make full use of
the linear and non-linear parts of the time series in the dataset to improve the prediction
accuracy.
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Abstract. Under the appearance of the vigorous development of the current data
industry, there is a chaotic development pattern. The difficulty of exercising the
right of individual data, the internal and external hidden dangers of digital plat-
form and the problem between sharing and protection of public data are hindering
its further development. Explore the causes of data security problems in China
from the data dimension, individual dimension, platform dimension and technical
dimension, build a data security governance framework with the combination of
protection and sharing, and give suggestions on legal regulation. The model of
cooperative governance, hierarchical network structure, public data pool, combi-
nation of public interest litigation and class action, and industrial regulation is
adopted to realize the protection of personal information, promote data sharing,
broaden relief channels and benign development of the industry.
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1 Question Raised

In early 2020, covid-19 pneumonia was spreading globally, the world economy was
facing deep recession, the trend of "anti globalization" was surging, trade protectionism
was rising, and the process of economic globalization was obviously blocked. Compared
with commodities and capital, global flows are blocked. The new round of globalization
driven by digitization maintains high-speed growth and reshapes the world pattern.
The Fifth Plenary Session of the 19th CPC Central Committee proposed to "accelerate
digital development. Develop the digital economy, promote digital industrialization and
industrial digitization, promote the deep integration of the digital economy and the
real economy, and create a digital industrial cluster with international competitiveness.
Strengthen the construction of digital society and digital government, and improve the
digital intelligence level of public services and social governance". Theoutline of the 14th

This paper is part of 2023 Foshan Philosophy and Social Science Planning Project: Xi Jinping’s
Rule of Law Thought on the Basic Essentials and Practice of the Trial Management System
(2023-GJ070).

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
W. Hong and G. Kanaparan (Eds.): ICCSE 2023, CCIS 2023, pp. 357–363, 2024.
https://doi.org/10.1007/978-981-97-0730-0_32

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-97-0730-0_32&domain=pdf
https://doi.org/10.1007/978-981-97-0730-0_32


358 Y. Zou and W. Yang

five year plan further proposes to accelerate digital development and build a digitalChina.
Accelerate the construction of digital economy, digital society and digital government,
and drive the transformation of production mode, lifestyle and governance mode with
digital transformation as a whole. Based on this, this paper intends to take data security
protection as the research object, discuss the current situation of the development of
data industry, summarize the problems of data security, explore the approach of data
protection, put forward the Legal Countermeasures of data security governance, and try
to complete the thinking on the issues of data development and security protection.

2 Data Development and Current Situation of Date Security
Protection

2.1 The Current Situation of Data Development: Vigorous and Disordered

China’s data industry is at the forefront of the world in scale and growth. Even among the
low economic situation of the new epidemic, China’s digital economy industry will still
maintain a vigorous development trend in 2020, reaching 3.92 billion yuan, an increase
of 3.3 trillion yuan compared with the previous year, accounting for 38.6% of GDP, and
the growth rate of digital economy is more than three times of that of the same period.
Compared with the development of foreign data industry, China’s data industry started
late, but it came back and forth. The digital economy grew rapidly and China ranked the
top ten in the world. Data industry has been integrated into all aspects of social politics,
economy and culture development, and is closely related to our life. In politics, we should
build digital government, promote intelligent operation, and the development of data
industry will promote the modernization of national governance system and governance
capability. During the epidemic prevention and control, the application of health code,
travel code and other information technology greatly promoted the improvement of
administrative management ability. Big data, cloud computing, artificial intelligence and
Internet of things are widely used in epidemic trend research and judgment, real-time
analysis of human flow, risk personnel identification, anti epidemic material allocation,
virus gene detection and other fields, and in the construction of people’s health protection
network, It plays an irreplaceable role in coordinating epidemic prevention and control
and economic and social development. In the aspect of economic development, data
becomes the basic element in all fields. The production structure optimization is realized
through data analysis and adjustment of production factors input in enterprises, and the
development strategy is improved by external analysis of market change trend. In the
development of culture, data analysis provides a lot of material and immediate feedback
for cultural industry, and the development of data industry promotes the spread of culture.

Behind the booming development of data industry, it is the development mode of
spontaneous flow of production factors under market allocation. It fully promotes eco-
nomic growth, and disorderly and wilful development also brings many problems. In
terms of data collection, the "overlord clause" and the act of over power collection with-
out personal consent or compulsory authorization violate the citizens’ information rights,
privacy and right to know, and the use of the collected data and the further direction of
data are unclear. In terms of data storage and use, there is no strict supervision and unified
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standards to commercialize personal data. Personal data used as feedback and improve-
ment samples for product use are sold as commodities directly, (Stacy-Ann[1])Internet
fraud and telecommunication fraud are caused. In the stage of data industry develop-
ment exploration, when the data rights are not clear, enterprises and platforms actively
promote the scale and progress of data industry development in order to collect, analyze
and use data for their own development, and play a positive role. But the development
volume of data industry has reached a certain scale, and the control of data by enterprises
and platforms has seriously hindered the further development of data industry. Between
the platform and consumers, the platform limits the basic rights of citizens, the inde-
pendent decision-making rights of consumers and the individual rights and competitive
interests of consumers in three stages: information collection, specific push and indi-
vidual pricing, respectively, by means of data deviation, selection restriction and price
discrimination (Li[2]).

2.2 Data Security Protection Status

Traditional data security refers to the static risk of data security, which mainly shows
that the integrity, confidentiality and availability of data content are destroyed by using
network system vulnerabilities. Since the human society entered the digital economy
era, the maximization of data value often depends on the collection, flow, processing
and analysis of a large number of diverse data. The flow data intensive activities involve
more diverse governance subjects, more diverse interests demands, more rich gover-
nance issues, and the connotation and extension of data security concepts are constantly
expanding Extension.

The continuous development of data technology and its application intensifies the
difficulty of defining data and its security. The current data security supervision and
management system is not clear, the data security legislation is not perfect, and the legal
responsibility provisions, implementation rules and supporting systems are not perfect,
which is not conducive to the definition of legal responsibility and the implementation
of legal responsibility, and it is difficult to effectively resolve data security risks. On the
other hand, the lack of operability of data security protection rulesmakes government law
enforcement and enterprise law-abiding in a realistic dilemma. There are 12386 relevant
cases searched on the “magic weapon of Peking University” only with the "crime of
infringing on citizens’ personal information" as the cause of action, while infringing on
citizens’ personal information is only the tip of the iceberg of data security. Data security
also involves intellectual property rights, unfair competition, fraud, extortion and other
issues (Fig. 1).
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Fig. 1. Number of cases

3 Summary of Data Security Problems in China

3.1 Exercise Dilemma of Individual Data

Formalization of "informed consent" in individual data collection. The informed consent
rule in the personal information protection law, also known as the "informed consent
rule", means that any organization and individual should inform the information subject,
that is, the natural person whose personal information is processed, and can carry out
corresponding personal information processing activities after obtaining consent, oth-
erwise such processing behavior is illegal, unless otherwise provided by law (Wang[3])
However, even if the personal information processor (application developer) makes an
obvious prompt on the authorization consent interface, consumers will not read the
authorization instructions carefully and are unable to interpret them professionally due
to their indifference to personal rights and legal knowledge reserve. This leads to the
situation that the form complies with the "informed consent rules", and in essence, con-
sumers are not aware of the content of the authorized consent, the scope and object of the
collected data, and the purpose of use. The information processor has made a detailed
announcement, and in contrast, consumers have only vague and general authorization
consciousness. The reason for this phenomenon lies in the failure of personal informa-
tion processors to write a notice in a simple and easy way, or it may be that personal
information processing intends to set up obstacles for consumers to fully understand the
authorization. However, the majority of the reasons are that consumers’ awareness of
rights is indifferent and the convenience of using it at the cost of knowing is the most
important reason. In addition, app will use authorization as a precondition for the use of
this situation.

3.2 The Internal and External Hidden Dangers of Digital Platform

The data platform collects large amount of data based on user authorization, and the plat-
form has its own technical advantages. Platform operators steal data for profit, which is
very hidden and harmful. The platform operators’ infringement on users mainly includes
the arbitrary use of data, unclear direction of use and algorithm discrimination. As men-
tioned above, the arbitrary use of data is focused on collecting user personal data without
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the consent of the data subject or beyond the scope of the subject consent, and request-
ing permission beyond the necessary limit of application to obtain more personal data
for some reason. The algorithm discrimination of users is embodied in the personalized
pricing form represented by “big data discriminatory pricing”, Through the precise “user
portrait” of big data and algorithm, the economic benefits can be maximized in a hidden
way. The damage to Individual users is small but the comprehensive benefit volume of
the platform is huge. The number of platform practitioners in China is large, and the
proportion of labor force is high. However, compared with the protection of the interests
of traditional industry workers, the interests of the large emerging platform practitioners
are ignored. Due to the particularity of platform employment, the existing labor law and
judicial practice are difficult to provide effective protection for platform practitioners
(Xie[4]) The operator’s infringement of platform practitioners’ interests is in a state of
continuous deepening.

As a typical organization form and business model of digital economy, digital plat-
form has not been supervised and managed in the process of rapid development and
rapid expansion, which has resulted in serious competition problems and monopoly
trend. Some of the digital platforms which were established earlier and have strong
strength have accumulated the technical advantages, data volume and capital advan-
tages far beyond the competitors, and threaten the market competition order through
obvious network effect.

3.3 The Dilemma Between Sharing and Protecting Public Data

The public authority has a huge amount of data. Its public attribute determines that the
security protection of data needs to seek a best balance between information sharing and
privacy protection. It can not only ensure that the privacy of individuals, enterprises and
government secrets are not leaked, but also promote social and economic development
through the opening and opening of data.

4 Governance Framework and Legal Regulation of Data Security

4.1 Building aGovernance Framework for Data Security: Protection and Sharing
Go Hand in Hand

For the personal controlmode of personal information data, there are someproblems such
as the limitation of consent mechanism and the lack of right relief. It can not realize the
protection of information data well, but it has gradually alienated into absolute control
crisis. As a response to this problem, there is a new personal information protection
idea in academic circles, namely privacy by design (product regulation theory).The
theory of product regulation can make up for the deficiency of personal control and
has practical feasibility, but it still faces some challenges in theory and practice. In
the era of big data and information, the protection of information data has become a
public problem. As a technology design which will have a profound impact on society,
it should be made by public decision-making rather than private rights design. From
the main level, in the blank area of legal regulation, the rules of products have been set
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as the law of the Internet world to some extent, and the data platform is obviously not
comparable with the legislature. The cooperative governance model can integrate the
advantages of both, and advocate the common use of formal and informal systems, and
mainly by consultation. In the cooperative governance model, in addition to order and
control, the government is also responsible for forming linkage mechanism with other
social departments, and participating in the cooperative governance mode combining
non-governmental organizations and civil forces.

4.2 Information Data Sharing: Public Data Pool

The public data pool needs to be built step by step. Firstly, the primary data sharing
platform should be built in the people’s government and public security law systems
to realize smooth data exchange among departments and integrate departmental data;
Secondly, the sub data sharing platform is built to realize the cross departmental data
sharing and exchange among regions, integrates the data information held by the public
authority in the region, and develops the data in depth guided by regional development;
Finally, the joint region will build the ultimate data sharing platform to realize national
data sharing. The construction of regional level three-level data sharing platform is
not one-way construction but three-dimensional data sharing platform. The hierarchical
network construction mode can significantly reduce the technical difficulty of platform
construction, and also build security protection system according to the level. Each
platform is relatively unified and independent, and unified from data sharing independent
of security protection, integrating departments. It is feasible to construct regional forces
and effectively disperse the risk of out of control.

4.3 Class Action System

For the legal regulation of cooperative governance mode, when the public interest liti-
gation mechanism for personal information protection has not been fully implemented,
the class action system can be used as its supplementary mechanism to give full play to
the power of social subjects (lawyers) to exercise right relief. In the United States, class
action has developed to protect vulnerable individuals who lack equality between the
parties to the contract. Class action often appears in disputes based on consumer contract.
Under the class action system led by law firms, it can not only deter the data platform
from huge compensation, but also implement the compensation for victims. Law firms
actively advocate that in the case of class action, the data platform will spontaneously
strengthen the protection of information data in order to avoid high compensation.

5 Conclusion

Data security is a macro concept, and the protection and utilization of data is also a
complex dynamic process. In essence, the diversity of the stakeholders involved and
the complexity of the specific interest forms are the real reasons for the difficulty of
data security protection. On the one hand, the scope and form of data utilization are
expanding with the development of technology, and the scene of data application is also
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constantly enriched, whichmakes the original connotation of data protection expand. On
the other hand, frequent data security issues awaken people’s awareness of data security,
and the separation of worry consciousness and reality will aggravate people’s irrational
thinking about data security. To solve the problem of data security, we should expand
the channels of data legal access and utilization, regulate the illegal use of data, and
promote the development of data industry while protecting data security.
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Abstract. With the rapid development of national economy, the increase of the
number of vehicles and the shortage of parking resources has become the main
contradiction of urban parking in China, and the problem of “difficult parking”
in cities is becoming more and more serious. Under the joint action of “Internet
plus” and sharing economy, “shared parking” comes into being. Shared parking is a
solution to theproblemof “difficult parking” in citieswithmulti-party participation
and win-win situation, rather than a “single-player game”. This paper designed
a set of urban intelligent parking management system based on credit system,
through the upgrade of the parking lot, parking spaces comprehensive sharing
as core business applications, solves the contradiction of large gap of parking
spaces, the high vacancy rate of parking spaces„ low utilization rate of resources
in advanced technical means to achieve the parking spaces of fine management,
achieve the purpose of the urban parking level resource sharing.

Keywords: Credit System · Smart Parking · Shared Parking

1 Introduction

With the rapid development of national economy, vehicle ownership is rising in China.
It has become the main contradiction of urban parking in China between the increasing
number of vehicles and the shortage of parking resources, and this contradiction is
worsening, becoming a pain point of many cities [2]. The problem of “difficult parking”
in cities is becoming more and more serious. Increasing the supply of parking spaces is
the most direct way to solve the parking problem. The parking gap rate in China is more
than 50%, and the average vacancy rate is 51.3%. Existing parking Spaces are not fully
utilized, resulting in a serious waste of resources.

How to improve the use efficiency of parking resources to alleviate the problem of
“parking difficulty” has become a hot research direction. “Internet+” city smart parking
mode is, in the era of “Internet+” through the internet related technologies applied to
the traditional parking scenario, to integrate urban parking resources relying on mobile
internet, big data, cloud computing and other advanced technology to enhance the level
of parking information service, and maximize the parking resource utilization, improve
the owner parking experiences and services. Under the joint action of “Internet plus”
and sharing economy, “shared parking” comes into being. Shared parking is a solution
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to the problem of “difficult parking” in cities with multi-party participation and win-
win situation, rather than a “single-player game”. At the same time, smart parking is an
important aspect of the construction of smart city.

This paper designs a set of urban intelligent parkingmanagement systembased on the
credit system, integrating the parking resources of the city’s closed parking areas such as
government parking lots, enterprises and institutions parking lots, commercial parking
lots, residential parking lots and so on. Through the transformation and upgrading of
parking lots, the basic data information is collected uniformly, and the data of parking
berth resources in the whole city are managed uniformly. The comprehensive sharing of
parking space is the core of business application, and the contradiction of large parking
space gap, high parking space vacancy rate and low resource utilization rate is solved.
The refined management of parking space is realized by advanced technical means, and
the goal of city-level parking resource sharing is achieved.

2 Design of Urban Credit System

Shared parking system Based on parking resources in enclosed parking areas such as
government, enterprises and institutions, commercial area, and community, The biggest
difficulty is how to ensure that parked vehicles in accordance with the rules of orderly
parking, not overtime, not disorderly parking, does not affect the normal operation of
the unit. In order to solve this problem, we designed a set of credit system, based on the
shared parking behavior of urban residents, to regulate residents’ parking behavior.

The credit systemwas initiallywidely applied in the financial field, and later extended
to other fields such as government affairs and social services, which is the necessary
foundation for the development of social commerce. In order to ensure that shared
parking behavior does not affect the daily work of each unit, the credit system should
not be too complicated.

We simplify the credit system and design a set of credit system suitable for shared
parking, which is only linked to residents’ shared parking behaviors, and standardizes
people’s parking behaviors through credit scores to achieve the purpose of management.
The credit system does not conflict with the city-level/national-level credit system, nor
is it linked with it for the time being. It is only used within the urban shared parking.
In the future, with the development and classification of urban credit system, it can be
considered to connect to the platform of urban credit system.

The credit system is only linked to the daily activities of shared parking, not economic
activities. The system is only available to resident residents of the city who participate in
shared parking activities, and rewards and punishments will be given based on whether
or not they park in accordance with regulations. Aliens and vehicles are not allowed to
participate in shared parking activities [5] (Fig. 1).

The design of the credit system is as follows:

a) Only local residents have the qualification to register an account, and people outside
the city cannot register and enjoy the shared parking service;

b) Only registered users can use the shared parking service with their real names.
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Fig. 1. Subsystem of Urban Credit System

c) The personal information required for real-name authentication includes: name, ID
number (photo uploading), phone number (SMS verification), license plate num-
ber (driving license), home address (house ownership certificate) and other relevant
information.

d) In principle, only locally licensed vehicles will be considered to provide convenience
services and welfare policies for people living and residing locally. Local residents
shall provide id cards, and non-local permanent residents shall provide property own-
ership certificates. The unit may collect personal information and issue a certificate
collectively to the resident who works locally and does not own a local house [3]
(Table 1).

Table 1. Design form of Credit System

Authentication
level

Basic materials Identity Card
Requirements

License plate
Number (vehicle
license)

Other

Registered user Name & telephone
number

/ / /

Authenticated
user

Name & telephone
number

ID card Local license plate
& driving license

/

Advanced User
(Local resident)

Name & telephone
number

Local ID card Local license plate
& driving license

/

Advanced Users
(non-resident
residents)

Name & telephone
number

ID card Local license plate
& driving license

property ownership
certificate

Advanced Users
(Enterprise
collective
registration)

Name & telephone
number

ID card Local license plate
& driving license

Enterprise
collective register
table
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Different parking scenarios have different safety requirements for parking manage-
ment. The system will establish the certification level system, according to the commer-
cial area, community, enterprises and institutions to improve the level in turn. See the
following table for details (Table 2):

Table 2. Design form of Certification Level System

Scenario Certification
Level
Requirements

certification
requirement

certification
materials

Overdue/blacklisted
vehicles

commercial area
parking lot

registered user register telephone
number

information cue

community
parking lot

Authenticated
user (Local
License plate)

real name
authentication

Id card, driving
license and
registration,
telephone
number, property
ownership
certificate

information cue

Government or
enterprise
parking lot

Advanced users
(Local License
plate & Local
Resident)

real name
authentication

Id card, driving
license and
registration,
telephone
number, property
ownership
certificate,
Enterprise
collective register
table

No Entrance

a) Users can register and improve the certification materials to improve the certification
level.

b) If the parking time exceeds, the owner of the community or the staff of the unit will
be affected to park normally, the first contact to move the car;

c) If the user refuses tomove the car or the car is parked for a serious time, corresponding
restrictions and punishment measures will be taken: deduct the platform credit points
(percentage system) of the reservation application owner, and the user and the vehicle
will be added to the system blacklist.

d) After the vehicle is locked on the blacklist, it will not be able to enjoy shared parking
service for a period of time (3 months). After the penalty period expires, they can
use the service again, and if they do it again, they can never use the shared parking
service.

e) Provide account points for punctual car owners, increase account points and redeem
coupons later.

The parking behavior of all vehicles will be retained in the system in the form of
points and credit points, which will affect the service level of vehicle and personnel
parking sharing.

For specific point management, please refer to the following Table 3: [1, 4, 6].
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Table 3. Parking behavior credit system design form

Scene Classification Notifications Punitive Measure Remark

punctual visitors / / Account points plus 1
point

15 min before finish WeChat, Application / /

Overtime less than 30
min

WeChat, Application
and short message

Minus 10 credit points Credit Score Below 60
to join the blacklist

Overtime less than 2 h WeChat, Application
and telephone

Minus 20 credit points Credit Score Below 60
to join the blacklist

Overtime less than 6 h WeChat, Application
and telephone

Minus 40 credit points Credit Score Below 60
to join the blacklist

Overtime more than 6
h

WeChat, Application
and telephone

Drop the credit score to
zero

Drop the credit score to
zero and join the
blacklist

3 Key Module Design of System

3.1 Overall Architecture

The overall architecture of the whole system is divided into five areas, which are suc-
cessively from bottom to top: in-road parking data collection area, off-road parking
data collection area, urban parking application service area, car owners’ public ser-
vice area and data exchange service area [5]. In addition, it reserves with illegal stop
evidence capture system, urban traffic guidance system, charging parking integration
system (Fig. 2).

Fig. 2. The overall architecture of the whole system

3.2 Shared Parking Process Design

Shared parking requires car owners to register and verify their vehicle and personnel
information in the mobile APP in advance, and complete the real-name authentication.
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Free parking Spaces will be provided on “first come, first served” during shared parking
hours. Car owners can also navigate by looking for free parking Spaces on their mobile
apps. After parking, you can pay by yourself in the mobile APP or set it to automatic
deduction. The exit camera recognizes the license plate and automatically clears (Fig. 3).

Fig. 3. Shared parking business process

3.3 Design of Main Business Functions

As shown in the figure, the urban shared parking system is divided into six subsystems
and eight functional modules. Among them, the core subsystems used in the shared
parking scenario based on the parking lot of enterprises and institutions are parking
sharing network operation system, public service system, big data analysis system, and
the core functional modules are resource management, user service, etc. (Fig. 4).

Parking Sharing Network Operation System
The system manages shared parking services, including management of shared park-
ing Spaces and shared time, shared parking management and records, shared parking
statistics and analysis, etc.
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Fig. 4. Structure of Parking Management Platform

Public Service System
The system includes userAPP andWechat public account,which provides parking public
information service and value-added service for parking owners and the general public
through road guidance system, mobile APP and Wechat public account. Car owners can
use the public service system for registration, real-name authentication, shared parking,
online payment, route navigation and other related services.

Big Data Analysis System
Parking big data analysis system is business data storage and processing results, data
mining, refining, analysis of themain body, according to the size of the data, the accuracy,
completeness, value factors such as the hierarchy of all data logically from coarse to fine
is divided into three levels, namely the basis of data layer, business layer, data analysis
and mining. Among them, the basic data layer mainly saves all kinds of basic data in
different formats. These basic data come from the public basic data of roadside parking
services, such as car owners, vehicles, berths, accounts, members and other data systems,
which are summarized and stored through the cloud as the bottom support data of parking
business. The business data layermainlymanages the operation andmaintenance process
and platform configuration data, such as parking records, payment records and recharge
records generated in the parking process. After data association analysis of basic data
and business data, part of the result data will be stored in the data analysis and mining
layer, so as to form operational indicator data, and further calculation and processing of
report data.

Resource Management System
Intelligent transformation of parking lot, the combination of license plate video recog-
nition technology and high-speed video image shooting, storage and comparison, to
achieve accurate real-time management and monitoring of every parking space based on
intelligent image recognition. It is of precise management and authorization of parking
behavior of vehicles with different identities. For example, for the firefighting truck,
police car and other special vehicles to be managed as the white list, so that they can
enter all the shared parking lot; For licensed vehicles, conduct behavior analysis through
big data, and directly send alarms when encountering vehicles suspected of licensed
vehicles, and confirm through manual analysis; For the control of vehicles, the strategy
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of “allowing in and not allowing out” is adopted. As long as the car is detected by the
system, the system will send alarms and notify the public security, traffic management
and other relevant units.

Fully integrate all the berths, including in-road berths, parking berths and social
berths, realize the management of all the berths and provide various parking services for
the whole city.

User Service System
User service system includes vehicle information management, user authentication, and
financial management, including user credit system and user point system. There are
three modules, specific functions as follows:

• Vehicle & user management: data statistical analysis, user management, vehicle
management, financial management, complaint management, system management;

• User credit system: user behavior analysis, credit index setting, connectionwith credit
investigation system, user credit details;

• User point system: point index configuration, point system design, point details.

3.4 Shared Parking Safety Design

Parking sharing platform needs to share the original private parking resources of business
circles, communities and enterprises and institutions. The internal safety of parking lots
and the safety of owners and vehicles is an issue that we have to consider carefully. In
view of safety problems, it is suggested to adopt high-level and strict safety audit scheme
in the early stage of shared parking operation to improve the public’s awareness of the
safety of shared parking.

For parking lots connected to the parking sharing platform, relatedmanagement units
can choose the number of shared parking resources based on their own actual situation
and management system, and participate in the parking resource sharing service to the
maximumextent on the premise of ensuring safety and not affecting their daily operation.

We solve security problems through the integrated management of user authentica-
tion, integral system and credit management. After the operation of shared parking has
been gradually accepted by the public for a period of time, it can be considered to shorten
the audit time for some high-quality users and improve efficiency. Wait for conditions
to mature, and then fully open.

Commercial Area Parking Lot Safety Design
As a public place, themanagement of vehicles in and out of the business area is relatively
loose. The commercial demand should also attract passenger flow and improve the
convenience of car owners. The monitoring equipment construction of commercial area
is relatively complete, and the management personnel are specially equipped. Therefore,
the certification requirements for car owners are low. Register with a valid mobile phone
number in APP or Wechat public account to obtain verification code for login. Register
by mobile phone number, also can contact users in time.
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Community Parking Lot Safety Design
The community is generally only open to owners, and for safety and management rea-
sons, outside vehicles need to be strictly controlled. Therefore, for car owners who need
to share parking, real-name authentication must be required, and the correct license
plate number must be bound to ensure that the user’s vehicle information is true. Car
owners need to upload information on the mobile APP, pass the platform’s review and
complete the “human-vehicle certification”, and become certified users before they can
use the parking sharing function. Discredited car owners and blacklisted vehicles will
be restricted from sharing parking services.

Government, Enterprises and Institutions Parking Lot Safety Design
As is known, for government, enterprises and institutions, With the exception of exter-
nal departments, these areas, having the highest safety requirements, usually only allow
internal vehicles to enter and are not open to the outside world. Therefore, only advanced
users who have completed real-name authentication can obtain the shared parking
resources. This strategy limits the number of people entering and leaving from the
source and reduces the difficulty of management. In addition, need to increase the two-
dimensional code scanning equipment in the duty roomor pedestrian passage, car owners
in and out of the parking lots need to show themobile phone two-dimensional code scan-
ning code verification, and reserve to increase face recognition function. Dishonest car
owners and blacklisted vehicles are not allowed to use shared parking in government,
enterprises and public institutions.

4 Conclusions

Through the design of credit system based on shared parking behavior, the daily parking
behavior of shared parking users is standardized, the efficiency of parking resources is
improved, the parking cost of citizens is reduced, and the social harmony is promoted.
However, the credit system only considers the sharing of parking this small scene, the
overall limitation is very large. In the future, other daily behaviors of citizens can be
included in the credit system, expand the scope of application of the credit system, and
urge everyone to abide by the convention and norms of daily behavior.
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Abstract. In recent years, the traffic flow in big cities has increased significantly,
and the development of intelligent transportation systems (ITS) has become the
general trend. Most of the traditional traffic flow prediction models are highly
dependent on experienced experts and lack the ability to learn independently. Since
the traffic flow depends on various factors such as weather, road conditions, and
whether there are major events, it’s influenced by multi-factors and huge amounts
of data. It is difficult to fit and process traffic flow data well, so traditional traf-
fic forecasting models are no longer suitable for the analysis and prediction of
current and even next-generation traffic flow. Now artificial neural networks are
widely used in traffic flow forecasting due to their strong robustness and fault tol-
erance, high operating efficiency, ability to process massive data, strong nonlinear
mapping capabilities, and strong learning and adaptive capabilities. To tackle the
problem of random initial weights and thresholds of the traditional model for the
neural network, we proposes an improved cuckoo search algorithm, and uses the
improved algorithm to optimize the initial threshold in the long short-term mem-
ory neural network, and applies the improved model to the research on traffic flow
prediction, in order to improve traffic planning and save people’s travel time and
fuel costs laid the groundwork.

Keywords: Traffic Flow Prediction · CS Search Algorithm · Weighted Traction
Component · Long Short-Term Memory Neural Network

1 Introduction

In recent years, people’s economic conditions improved significantly, and speed up the
pace of urban life, more and more people choose to drive or take a taxi, thus significantly
increased traffic in big cities. According to the statistics of relevant departments, by
2021, the national motor vehicle population is up to 395 million. While private cars
bring convenience to people’s travel, urban traffic problems are becoming more and
more serious. Therefore, the construction of smart city has attracted more and more
attention [1].

Since 1980s, there have been researches on short-time traffic flow prediction tech-
nology for Intelligent Transportation System (ITS) [2]. Up to now, researchers have put
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forward about dozens of different short-time traffic flow predictionmethods. The famous
short-time traffic flow prediction methods can be divided into non-parametric technol-
ogy and parametric technology. Among non-parametric techniques, the well-known
Neural Network methods include Back Propagation (BP) Neural Network [3], General-
ized Regression Neural Network, GRNN) [4] and Wavelet Neural Network (WNN) [5].
Technology with parameters includes linear regression, nonlinear regression, historical
average algorithm, smoothing technology, etc. According to the prediction method, it
can be divided into traditional traffic flow prediction and traffic flow prediction based
on deep learning.

In the early stage, scholars established traffic flow prediction models by using math-
ematical thinking or physical thinking and their combination, including ARMA [6],
ARIMA [7] and HAM [8]. Shekhar S and Williams BM et al. proposed the application
of Kalman filter model to short-term traffic flow prediction for the first time in the 19th
century [9], and traffic flow predictionmade a big step forward. This model can deal with
stable and fluctuating data, but it cannot deal with randomness and nonlinear situations,
so it has certain limitations in practical production and life.

Huang W et al. first proposed the introduction of Deep learning technology into
traffic flow prediction in 2014 [10]. In 2015, Koesdwiady et al. used DBN to predict the
traffic data set PeMS [11], which was a major breakthrough in the field of traffic flow
prediction. In 2016, Ma et al. used long short-term memory neural network (LSTM)
and microwave detector data to predict Beijing traffic speed [12]. LSTM was used to
overcome error attenuation caused by back propagation through memory blocks, and
showed superior performance in long-term dependent time series prediction. In a 2018
research paper, Zhuo et al. proposed a new traffic prediction model based on LSTM [13]
and verified that the model had better performance.

In this paper, by comparing various intelligent optimization algorithms and combin-
ing the characteristics of each optimization algorithm, the improved cuckoo optimization
algorithm is selected to optimize the random initialization parameters of the traditional
neural network. Finally, the optimized networkmodel is applied to short-term traffic flow
prediction, and the original data set is preprocessed accordingly. The improved cuckoo
search algorithm is compared with the standard cuckoo search algorithm to judge the
optimization performance of each algorithm to the benchmark test function. The main
research contents of this paper are as follows:

(1) Aiming at the problem that the step size factor of the standard cuckoo optimization
algorithm is artificially set, which leads to low optimization efficiency, this paper
proposes an adaptive step size factor based on logarithm function to improve it.
In order to improve the accuracy of the algorithm, gaussian perturbation is used
to guide the local search of bird’s nest position. The weight traction component is
also proposed to increase the relationship between individuals in the algorithm and
strengthen population diversity.

(2) Explore the methods of data preprocessing, analyze in detail the methods of outlier
processing, data dimension reduction, feature extraction and other preprocessing,
and finally preprocess PeMS04 data set through the above methods.

(3) In view of the defect that LSTMmodel parameters need to be setmanually, this paper
uses the improved CS algorithm to optimize LSTM by taking advantage of cuckoo
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optimization algorithm’s strong global search characteristics, and then applies the
optimized LSTM model to short-term traffic flow prediction. The original LSTM
model and other common time series prediction models are compared to predict the
same data set, to verify the prediction accuracy of the optimized LSTM.

2 Short-Term Traffic Flow Prediction Based on AWCS-LSTM
Model

This chapter mainly introduces the optimization of traditional LSTM hyper-parameters
based on improved CS algorithm, and applies the optimized model to traffic flow pre-
diction. First introduced the circulation principle of neural network and its derivative
network LSTM, then using improved CS algorithm (AWCS) to optimize the LSTM
model, the number of iterations and the number of hidden layer neuron network, and
train the prediction model. Finally, validate the improved model in PeMS04 data set;
compared with the model accuracy and other evaluation indexes before and after the
improvement, the experimental verification shows that the improved model has more
advantages in traffic flow prediction.

2.1 Construction of Neural Network Model Based on AWCS-LSTM

Principles and Steps of LSTM Optimization by Cuckoo Optimization Algorithm
Artificial neural network model with animal neural network is simulated for inspiration,
make it has the ability of learning andmemory, including LSTM improved the long-term
dependence of RNN defects, therefore has been widely applied in the field, the time-
series data of forecasting and prediction accuracy of themodel is closely related to neural
network initialization parameter setting, super parameter selection directly influences
the performance of the model. In general, the initial weights and thresholds of neural
networks in traditional models are set manually, so they are random and not conducive
to model training. Therefore, cuckoo search algorithm is introduced and improved to
optimize the initial threshold in LSTM.

The flow chart of traditional LSTM model for data prediction is shown in Fig. 1:
Cuckoo optimization algorithm in the search for the optimal parameters showed

better performance, thus introducing the LSTM, optimize the traditional LSTM model,
the main idea is to the LSTM vector network, the number of iterations and the number
of nodes in the hidden layer as a cuckoo search algorithm of the bird’s nest, to verify
that the collection of mean square error (MSE) as the fitness value, The optimization
principle of CS algorithm is used to find the optimal initial value of the model, so as to
improve the fitting accuracy of LSTM model in the direction of traffic flow prediction
and obtain the optimal LSTM model.

When optimizing the model, the fitness value is calculated by Eq. (1):

fitness = MSE = 1

N

∑N

i=1
(fi − yi)

2 (1)

fi is the predicted value, yi is the actual value, N is the number of samples, MSE is the
mean square error, the greater the variance, the greater the dispersion, that is, the greater
the error.
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Fig. 1. LSTM prediction flow chart

The steps of the improved cuckoo search algorithm to improve LSTM and predict
traffic flow data are as follows:

Input: preprocessed PeMS04 training set and test set.
Output: the value of traffic flow at a certain time.
Step 1: Parameter setting and group initialization: Randomly generate N initial nests

as required and determine their positions. Set the initialization parameters: population
size N, number of parameters to be searched corresponding to dimension D, discovery
probability Pa, boundary values a and B of each optimization parameter, maximum
iteration times itermax and current iteration times i, etc. In this paper, dimension D = 4
is set, optimization parameters are learning rate α, network iteration times epoch, hidden
layer node number N1 and n2.

Step 2:The nests generated by the cuckoo search algorithmare decoded as parameters
of each layer of the neural network, and the number of parameters corresponds to the
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dimension D of the nest. The number of parameters is substituted into the improved
AWCS algorithm process to obtain the optimal nest of the current iteration number,
namely, the parameter value of the neural network.

Step 3: Take parameter values as LSTM initialization parameters to predict traffic
flow data;

Step 4: Substitute the predicted value into formula (4–1) to calculate the fitness value;
Step 5: Judge whether the fitness value meets the threshold requirements or reaches

the maximum number of iterations. If I≥ itermax, stop the algorithm; Otherwise, update
the nest position and get the parameter value of the next round;

Step 6: The updated optimal nest position of each dimension corresponds to the
initial value of LSTM network one by one, that is, a new round of training parameters
are obtained and the network is trained until the predicted results are output.

AWCS algorithm optimization LSTM traffic flow prediction process is shown in
Fig. 2:

Fig. 2. Improved CS optimized LSTM

Model parameter setting.
Parameter Settings of the above training process are shown in Table 1:
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Table 1. AGCS/AWCS-LSTM parameter Settings

Parameter Range

AWCS Population size N 20

Dimension D 4

Discovery probability Pa 0.25

maximum iteration number itermax 25

LSTM batch size 128

learning rate α [0.001,0.01]

epoch [10,100]

The number of hidden layers of the network 2

layer n1 [1,100]

layer n2 [1,100]

The activation function of LSTM forgetting gate and output gate selects sigmoid
function, whose value range is [0,1]. 0 means discarding information, and 1 means
reserving all information, as shown in Formula (2):

σ(z) = 1

1 + e−z
(2)

Tanh function is selected to activate the input gate, and the value range is [−1,1], as
shown in Formula (3):

tanh(x) = ex − e−x

ex + e−x
(3)

2.2 Experimental Results and Analysis

Evaluation Indicators
After the prediction results are obtained, the pros and cons of the model and the accuracy
of the prediction can be determined by evaluating the generalization performance of
the prediction model. Common evaluation indexes are mean absolute error (MAE), root
mean square error (RMSE), Average absolute percentage error (MAPE) and determinant
coefficient (R2).

Comparison of Models Before and After Optimization
In order to verify the practical application of AWCS-LSTM model in short-term traffic
flow prediction, this paper selects the public traffic flow data set PeMS04 for verification,
and the data set only contains the traffic flow of working days in the selected period.

The training set contains 8778 records as samples from 2016.01.01 to 2016.02.29,
and the verification set contains 2033 records as samples from 2016.03.01 to 2016.03.16.
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The test set selected 2480 records as test samples recorded in six days from 2016.03.17
to 2016.03.31 to verify the accuracy of the model.

In this paper, the traditional LSTMmodel was firstly verified, and the model training
iteration times epoch was set as 10, 20, 30, 40, 50, 60, 70 and 80 respectively for
comparative experiments. The evaluation index values predicted by LSTM for PeMS04
data set under different epochs are shown in Table 2:

Table 2. LSTM prediction effects under different epochs

Nos. of Network training MAE RMSE MAPE R2

epoch = 10 12.4145 15.9587 0.4438 0.8441

epoch = 20 10.2707 13.3600 0.3329 0.8907

epoch = 30 8.1528 10.5815 0.2226 0.9315

epoch = 40 7.4542 9.7490 0.1688 0.9418

epoch = 50 7.3278 9.5706 0.1601 0.9439

epoch = 60 7.2345 9.4787 0.1599 0.9450

epoch = 70 7.2062 9.4711 0.1632 0.9451

epoch = 80 7.73120 9.5824 0.1603 0.9437

It can be seen from the table above, with the increase of the number of iterations,
all the indicators tend to be better, but when the number of iterations is set to 80, when
the back phenomenon, predicted results as the number of iterations instead of 70, so
when the number of iterations is too large, not only the extension of training time, can
also cause a trained fitting, resulting in a loss prediction effect. In order to display the
prediction results more intuitively, the prediction curves under different iterations are
visualized. The prediction results are shown in Fig. 3:

The improved CS algorithm is used to optimize the hyper-parameters of the tradi-
tional LSTM model. The AWCS with improved adaptive step size and weight traction
component are introduced into LSTM respectively. The CS-LSTM model optimized by
traditional LSTM and standard CS and the improved AWCS-LSTM model are used to
predict the obtained evaluation indexes on the selected data set, as shown in Table 3:

It can be seen from Table 3 that the model built by using the improved CS algorithm
to optimize the hyper-parameters of the traditional LSTM network has better accuracy
in predicting PeMS04. Compared with the model optimized by the traditional LSTM
model and the standard CS algorithm, AWCS has better performance in optimizing the
hyper-parameters of LSTM. The visualization results of prediction are shown in Fig. 4:

The parameters of traditional LSTM, CS-LSTM and AWCS-LSTM are shown in
Table 4:

The learning rate, number of hidden layer neurons and iteration times ofLSTMmodel
are set manually, while the learning rate, number of hidden layer neurons and iteration
times of CS-LSTM and AWCS-LSTM are optimized by corresponding algorithms.
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Fig. 3. LSTM prediction effect under different epochs
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Table 3. Prediction effects of LSTM, CS-LSTM and AWCS-LSTM

Network Model MAE RMSE MAPE R2

LSTM 9.5913 12.9674 0.2043 0.8970

CS-LSTM 6.9455 9.1766 0.1706 0.9353

AWCS-LSTM 6.9389 9.1588 0.1615 0.9516

Fig. 4. Visualization of LSTM, CS-LSTM and AWCS-LSTM prediction

Table 4. Parameter Settings of each model

Model LSTM CS-LSTM AWCS-LSTM

batch size 256 256 256

Learning rate 0.01 0.0036 0.0089

Number of neurons in the first hidden layer 20 57 73

Number of neurons in the second hidden layer 10 8 18

Dropout rate 0.2 0.2 0.2

iterations 70 72 75

3 Conclusion

Aiming at the problems of traditional traffic flow forecastingmethod, this paper proposes
using the intelligent optimization algorithm of neural network parameters optimization
of ideas, and set up a neural network based on improved cuckoo search algorithm and
short - and long-term memory of traffic flow prediction model, using the improved
algorithm used to optimize the LSTM AWCS random initial parameters of the model,
LSTM, CS-LSTM andAWCS-LSTMwere applied to the preprocessed PeMS04 data set
respectively, and the effectiveness of the optimized model was verified by experiments.
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Abstract. With the implementation of the digital village development strategy,
it is of great significance to explore the Internet access and usage divide and
its influencing factors in rural areas of China to promote the rural revitalization
strategy with high quality. Based on the data from the 2018 China Household
Tracking Survey, this paper analyzes the Internet access and usage divide and
its influencing factors in rural areas using the Heckman two-stage model. The
empirical results show that people with higher education and better economic
conditions are more likely to access the Internet, and men are more likely to
access it through mobile Internet. Young people with higher levels of education
and digital skills are more likely to use the Internet. Patterns of Internet use vary by
gender, age, education level, occupation and geographic location. Young people
are more likely to engage in e-commerce online activities, while older people are
less likely to participate in online activities. The findings of this paper provide
empirical evidence to analyze the digital divide in rural China and provide a basis
for the government to formulate targeted telecommunications policies.

Keywords: rural · digital divide · digital access divide · digital usage divide ·
Heckman two-stage modeling

1 Introduction

Accessing and using the Internet can help residents gain digital advantages, such as
obtaining valuable information, finding a job, consulting on health issues, or accessing
public services. However, access to and use of the Internet presupposes access to tech-
nology and infrastructure, as well as the acquisition of skills to cope with innovations in
the digital world [1], this difference in technology, facilities, and skills creates a digital
divide, which primarily describes the differences between different countries in terms
of technology, facilities, and skills. The digital divide primarily describes differences in
Internet access and use by gender, income, and urban and rural residents [2]. Although
China’s Internet access facilities have achieved widespread coverage [3], but China’s
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rural areas still face a serious digital divide problem. Therefore, this paper utilizes CFPS
2018 data to conduct a detailed analysis of the Internet diffusion in rural areas of China.
The reason for choosing this database is that the CFPS database focuses on the economic
and non-economic well-being of Chinese residents, as well as a number of research top-
ics including economic activity, educational outcomes, health, and internet use, etc. It is
a nationwide, large-scale, multidisciplinary social tracking survey project, with a sample
covering 25 provinces/municipalities/autonomous regions. Data such as Internet use in
the database allow us to determine the profile of Internet users and define various patterns
of Internet use.

This paper contributes to the study of the digital divide in rural areas of developing
countries in three ways. First, there are more existing studies on the urban digital divide,
but relatively few on the rural digital divide. Secondly, by studying the rural digital divide
through microeconomic data, this study can further clarify the status quo and reasons
for the relative lagging behind of rural development under China’s urban-rural dualistic
system, especially in the presentation of “digital space”. Third, this study provides solid
empirical evidence for the Chinese government to formulate public policies, such as
rural revitalization and common prosperity, aimed at increasing the benefits of adequate
and effective handling of information technology (IT), including the Internet, and thus
making it easier for a growing number of people living in rural areas of developing
countries to access and use IT.

The structure of this article is as follows: the first part describes the significance of
the study and leads to the research question. The literature review in Part II identifies
the new characteristics of rural China in the new era, the digital divide, and the determi-
nants of Internet access and use. The third part presents the CFPS survey data and the
variables used in the econometric model. The fourth section includes regression results
on Internet access, usage, and usage patterns in rural China. Finally, the conclusions,
policy recommendations, and research deficiencies of this article are given.

2 Theoretical Analysis and Literature Review

2.1 New Characteristics of China’s Rural Areas in the New Era

Since the reform and opening up for more than 40 years, China’s rural society has under-
gone great changes, presenting the following main features: First, with the increasing
urbanization rate, the number of villages in China shows an overall downward trend, and
the rural space “gives way” to the urban space [4]; Secondly, rural population mobility
has increased and heterogeneity has strengthened, especially the outflow of young and
strong people, and the rural areas are mainly left with the elderly people, children, and
women [5]; Thirdly, as population mobility reshapes the rural mechanism, there are also
significant differences within rural China [6]. The new features presented in China’s
rural areas in the new era have led to non-agricultural activities in the countryside being
strengthened, with more and more linkages between rural areas and towns, highlighting
the multifunctional role of rural space [7].

In the context of the rural revitalization strategy, the Chinese government has put
forward a digital rural development strategy, which attempts to modernize agriculture,
rural areas and farmers through rural digital empowerment, and to crack the problem
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of unbalanced and insufficient development of agriculture, rural areas and farmers, in
order to narrow the development gap between urban and rural areas, and to find the
endogenous power for rural development as well as to provide a new momentum for the
modernization of the rural society [8]. Information and communication technologies are
naturally incorporated into the countryside as a key element of changes in the life of the
country [9], which in turn makes rural and urban areas more connected.

Influenced by factors such as relative geographic isolation and low population den-
sity, digital access in rural areas falls behind the urban areas [8]. Although the Chinese
government has dramatically improved the coverage of Internet access in rural areas
through telecommunication policies such as “Village to Village”, the lack of access
devices [10], educational limitations [11] and other factors, resulting in the fact that there
is still a large portion of rural residents without access to ICT products and services.
Although mobile devices such as cell phones have improved rural residents’ Internet
access, most villagers have not yet been able to enjoy the digital dividends brought by
the Internet due to the limitations of cell phone products and the generally low digital
skills of the residents [12].

2.2 Digital Divide

The term “digital divide” originated in theUnited States in the 1990s and quickly became
a topic of concernwith thewidespread use and penetration of ICT [13]. Existing research
on the digital divide consists mainly of the Level 1 digital divide, where studies have
focused on differences in Internet use and access [14]. The second-level digital divide,
began to study the digital skills needed to use the Internet and differences in carrying
out various types of activities online [15]. The third-level digital divide, which focuses
on the types of inequalities that result from Internet use outcomes [16], suggesting that
differences created through Internet use may exacerbate the social stratification in reality
[17]. In addition, the current studies provide further details about differences in Internet
use. For example, Internet use provides more opportunities and resources to improve
their education, employment, professional life and social status [18]. Connected usage
provides more insight into differences in devices, uses, skills and purposes of Internet
use [19].

2.3 Literature Review: From Internet Access to Internet Use

Studies on Internet access and use have focused on both developed and developing coun-
tries. As far as China is concerned, some scholars point out that the digital divide exists,
mainly manifested as the urban-rural divide [20] and the intergenerational divide [21],
the essence of which is that the Matthew effect in the process of synergistic interaction
between information and the social economy makes the digital society “replicate” the
inequality of the real society, and even “create” new inequality. Research has shown that
in the elderly people [22], low-income [23] and other groups in the digital divide, the
choice of online activities is determined by the specific characteristics of each group,
and the government needs to help these groups to Internet access and use through public
decision-making.
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The study found that themain factors affecting internet penetration between countries
include income, education level, infrastructure [24]. Some scholars have found that
income, telephone costs, and years of education are major determinants of online access
[25]. Existing studies generally agree that the availability of Internet infrastructure in
rural areas is in its infancy, which is largely determined by low population density and
high network costs [26].

From a demand perspective, income disparities within countries hinder Internet dif-
fusion [27]. Dohse and Cheng consider the important impact of geographic location on
the digital divide [24]. This finding can be interpreted as a consequence of the lack of
telecommunications infrastructure in rural and remote areas. Some studies have found
that internet connections made by households are influenced by income, education level
and number of children [28]. Some scholars have focused on the factors influencing
the choice of Internet modes, arguing that the choice of online activities, such as com-
munication, entertainment, social networking and e-commerce, is largely dependent on
digital skills [29].

In contrast, the literature on the digital divide in China is less extensive and focuses
mainly on comparative studies of urban-rural differences [30]. Regarding Internet diffu-
sion, some scholars believe that in addition to traditional socio-economic factors deter-
mining Internet access, the factor of children in the family also plays an active role
[31]. Scholars generally believe that education is still the biggest limitation for Chinese
residents to use the Internet [32]. For the quality of Internet usage, it was found that
economic income [33], education level, age [34], type of work [35] and digital skill [36]
can affect Chinese residents’ Internet use.

In the case of China, few studies have addressed the digital divide in the rural context
by using microeconomic data. Some scholars have analyzed the disadvantages of rural
areas in the digital divide through comparison between urban and rural areas [37], partly
studying the impact of digital divide on income in rural areas [38], consumption structure
[39], etc. There are also some studies focus on the impact of digital divide on youth
[40], the Elderly people [41] and other special groups. However, existing studies have
not comprehensively analyzed the situation of Internet access, use, and usage patterns
(entertainment, social networking, e-commerce, study and work) in rural areas, as well
as the factors influencing them. Therefore, this paper analyzes Internet access, usage and
usage patterns in rural areas and their influencing factors based on differentiating Internet
access (including mobile access and regular access) and usage patterns (entertainment,
social networking, e-commerce, study and work).

3 Data Sources and Research Methodology

3.1 Data Sources

The data used in this paper come from the 2018 China Family Tracking Survey (CFPS)
organized and implemented by the China Center for Social Science Research at Peking
University. TheCFPS observes and recordsChina’s characteristics and changes in social,
economic, demographic, educational, and health aspects in an all-round way by tracking
the data at the three levels of the individual, the family, and the community over a long
period of time. A sample of 15,605 rural people aged 12 years and above in CFPS was
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selected for this study. The sample data contains socio-demographic information such as
gender, age, education level and occupation. The main topic of the survey was Internet
access (both in the formof regular Internet access, such as computers, andmobile Internet
access, such as cell phones) and usage, and the respondents were asked about Internet
access, frequency of use, online activities, digital skills, and so on.

The data shows the descriptive statistical information from the sample. In terms of
gender, 51.84% of the respondents were male, which is basically in line with the per-
centage of male population (51.13%) in the China Statistical Yearbook 2019; 22.33%
of the respondents were 32 years old or younger, which reflects the young population in
rural areas. In terms of education, 45.11%were in elementary school and below, 32.40%
in middle school, 12.41% in high school, and only 10.08% in college. This data reflects
the reality of the low proportion of people with higher education typical of rural China,
coupled with the fact that education is an important factor influencing the digital divide
[42], which deepens the possibility of an internal digital divide in rural areas, exac-
erbating digital exclusion and educational backwardness of the rural population [8]. In
terms of work, 59.14% of the respondents were mainly engaged in their own agricultural
production and management, accounting for 35.71% of the employed. Interestingly, the
western region has the highest percentage of farmers realizing Internet access at 39.99%,
followed by the eastern and central regions respectively. As for digital connectivity in
rural China, 35.53% of respondents realized Internet connectivity (either regular access
or mobile access). Among them, the proportion of mobile Internet access (42.08%) has
exceeded the proportion of regular Internet access (11.48%). A higher proportion of
Internet users have accessed the Internet via mobile Internet. The proportion of rural
users using the Internet is 34.27%, and the proportion of Internet users who fulfill the
conditions for Internet use set in this paper is 96.45%.

3.2 Research Methodology

In order to determine the factors influencing Internet usage patterns in rural China, this
paper identifies five usage patterns: entertainment, social networking, e-commerce, study
and work. Overall, rural users in the sample used e-commerce activities and study and
work activities relatively less. This also shows that rural residents’ Internet applications
are less used for value-creating activities such as work, study, and transactions, which
is similar to the findings of the China Academy of Information and Communication
Research Institute’s “Research Report on China’s Urban and Rural Digital Inclusive
Development - Digitalization Helps Revitalize the Rural Areas and Shared Prosperity,”
which concluded that China’s The proportion of rural residents using the Internet for
learning and business activities is low [43]. First, we use a logistic regression model
to estimate the determinants of Internet access. The dependent variable consists of two
variables, regular access (regular) and mobile access (mobile), both of which are binary
(1 indicates an Internet connection and 0 indicates no Internet connection). The inde-
pendent variables are a set of socioeconomic and demographic characteristics at the
household and individual level. Second, two equations were created to model Internet
use decisions and usage patterns in rural areas. It is worth noting that the choice of
usage pattern depends on the Internet usage decision. It is important to note that given
the different demographic characteristics in the two models, Internet usage patterns are
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influenced by Internet usage decisions, meaning that the second equation may have a
sample selection problem. Considering that the dependent variable of Internet use deci-
sion is a binary variable (1 means use, 0 means not applicable), according to the research
of Shen Hongbo et al. [44], splitting the Heckman two-stage analysis so as to solve the
sample selection bias problem and provide consistent and asymptotically valid estimates
for the parameters.

3.2.1 Using Probabilistic Models to Estimate Whether Residents Use the Internet
or Not

This view is based on the utility maximization model, which argues that the decision to
use the Internet depends on a range of individual and household characteristics, reflecting
differences in education, Internet use skills, financial status, social capital, and age [45].
For these reasons, the decision to use the Internet depends on the maximization of the
utility of its use by each individual, which can be expressed as:

y∗
io = Xioβ0 + εi0 (1)

where Xio represents a matrix of independent variables (such as socio-demographic
characteristics, social capital and digital skills), β0 represents a vector of coefficients,
and εi0 is a normally distributed random error term. Total utility is unobservable, but the
decision to access the Internet is observable. Therefore, εi0 is the result of a decision-
making process that is influenced by the explanatory variables. Thus, yio = 1 indicates
an individual’s decision to access the Internet (regular access or mobile access), yio = 0
indicates not doing so.

3.2.2 Internet Usage Pattern Selection Model

After determining whether the residents use the Internet or not, the Internet usage pattern
selection model is determined as shown in (2):

yij = Xijβj + εij (2)

Among them, j (where j = 1, ..., J) represents the Internet usage pattern. yij mea-
surement of Internet usage patterns, Xij represents the matrix of independent variables
and εij denotes the normally distributed random error term. This section uses the Heck-
man two-stage method for regression analysis and assumes a binary normal distribution
with zero mean and correlation. In applying this method, the presence of sample bias is
indicated if the estimated Lambda coefficient is significant [46], and is suitable for use
with sample selection models.

3.2.3 Variable Selection

This paper chooses five modes of use: entertainment, study, work, socialization, and
e-commerce. In order to describe the use of rural residents on the Internet, this paper
sets that as long as the frequency of use of any of the above five modes reaches at least
once a month and above is deemed to have used the Internet. The independent variables
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in Internet use (Eq. 1) and Internet use pattern (Eq. 2) are divided into three categories,
including the socioeconomic and demographic characteristics of the respondents, digital
skills, and children.

The socio-economic variables include gender, age, education level, household eco-
nomic status, and personal occupation. Regarding age, this paper refers to the study of
Marlen et al., who identified three age ranges of 12–32, 33–64, and 65 and above [47].
Education level ismeasured using four categories: primary school and below (reference),
middle school, high school/technical school/technical school/vocational high school,
and university and above. Similarly, When dividing the work types of respondents, they
are divided into own agricultural production and operation (reference), private enter-
prises/individual industrial and commercial households/other self-employment, agricul-
ture work, employment, and non-agricultural casual workers. This paper chooses “net
household income per capita” from the CFPS2018 database as a measure to reflect the
living conditions of households. And we uses the questions “Do you send and receive
emails?”, “Online shopping expenses (yuan/year)?”, “How many hours do you spend
online in your spare time every week?” to measure. The number of children in the family
are used to measure the impact of children in the family on Internet use. Finally, this
article divides China into eastern, central and western to consider the Internet usage in
different areas.

4 Empirical Results

4.1 Determinants of Internet Access

Table 1 shows the regression results of Internet access in rural areas of China. Our
research results confirm that education level and family income are core influencing
factors of Internet access, which means that residents with higher education and higher
household income are more likely to have access to the Internet. This result is consis-
tent with Chaudhuri et al. [48]. Possible reasons for this are that the level of education
enhances a person’s ability to receive information and learn, whilemobile Internet access
requires a certain level of learning ability, and the devices that enable mobile Internet
access, etc., require a certain level of ability to pay for them. The significance of age and
its squared term in relation to mobile Internet access suggests that older people are more
likely to adopt mobile Internet access, but with decreasing marginal effects. However,
it can be seen from the numerical value of the age coefficient that the impact of age on
the mobile Internet is not very strong. Gender is another core factor affecting mobile
access, with men (relative to women) more likely to have mobile Internet access, which
may be related to the fact that men in rural areas are more likely to be valued in edu-
cation. Residents who are ‘private enterprise/self-employed/enterprise self-employed’
and ‘employed’ are more likely to have both types of Internet access than those who
have their own agricultural business. A possible reason why employed residents are
more likely to have access to the Internet is that the organizations they work for have
certain requirements for Internet use, which increases their opportunities and likelihood
of joining the Internet. Geographically, residents in Western China (compared to East-
ern China) are less likely to have access to the Internet (both regular and mobile), and
residents in Central China (compared to Eastern China) are less likely to have mobile
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Internet access. This reveals that Internet access in rural China may be closely linked to
economic development across regions, suggesting that the digital divide in rural areas in
the digital era is homogeneous with the development divide in the industrialized era Qiu
Zeqi. Existing data do not confirm the relationship between household size, number of
children and Internet access. In general, the group of farmers accessing the Internet has
the following characteristics: better educated in the eastern part of the country, better
family income, and men employed by an organization.

Table 1. Regression results of factors influencing rural Internet access

variant Effects on
Mobile
(Std.Err)

Effects on
Regula
(Std.Err)

variant Effects on
Mobile
(Std.Err)

Defects on
Regula
(Std.Err)

Gender (Female
= 1)

0.113
(0.0701)

0.627***

(0.0830)
Non-farm labor 0.251

(0.1711)
0.214
(0.2577)

Age 0.047
(0.0244)

0.101*

(0.0425)
Household
income

0.279***

(0.0456)
0.384***

(0.0578)

Age squared −0.002***

(0.0003)
−0.002***

(0.0001)
Family size −0.013

(0.0117)
0.011
(0.0193)

Education 0.562***

(0.0538)
0.951***

(0.0457)
Number of
children

−0.029
(0.0268)

−0.009
(0.0337)

Own
Agricultural

reference reference Eastern reference reference

Private or
self-employed

0.722***

(0.11355)
0.826***

(0.1560)
Central 0.015

(0.0942)
−0.206*

(0.1009)

Working in
agriculture

−0.468
(0.3706)

−1.287
(1.0945)

Western −0.200**

(0.6556)
−0.583***

(0.0977)

Employed 0.382***

(0.0835)
0.587***

(0.1241)
Observations 5970 5970

4.2 Determinants of Internet Use (First Stage)

Table 2 shows the results of thefirst stage regressionof theHeckman two-stage estimation
model. It shows that age, education level, digital skills, type of job, and household
economic status are determinants of Internet adoption. Overall, the decision to use the
Internet depends on the expected benefits of going online and the associated costs.
The sample shows that young people in rural areas with a university degree or higher,
higher digital skills, and better household economic circumstances are more likely to
use the Internet. There is a clear disparity in terms of age: the younger the user, the more
likely they are to use the Internet, suggesting that younger people are more willing to
experiment with and adapt to new technologies, while older people are less comfortable
with them. Residents with a university degree or higher are more likely to use the
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Internet, which is consistent with existing research and confirms that the more educated
users are more likely to use the Internet. This positive effect is still significant in rural
areas. Residents in the “private enterprise/self-employed/enterprise self-employed” and
“employed” categories are more likely to use the Internet than residents in their own
agricultural operations, probably because they have a greater need to use the Internet at
work.

Table 2. Regression results of factors influencing rural Internet use

Variables Marginal Effects
(Std.Err)

Variables Marginal Effects
(Std.Err)

Gender (Female = 1) −0.077
(0.0975)

Employed 0.389**

(0.1121)

Age (12-32 years) 0.460***

(0.1111)
Non-farm labor 0.074

(0.2212)

Age (13-64 years) reference Household economic status 0.230***

(0.0538)

Age (65 years and older) −1.277
(0.3601)

Numerical Skills 4.577***

(0.1427)

Primary and below reference Number of children 0.038
(0.0378)

Secondary school 0.155
(0.1046)

Eastern reference

High School 0.303
(0.1905)

Central 0.233
(0.1379)

University and above 1.250***

(0.2814)
Western 0.233*

(0.1114)

Own Agricultural reference Log likelihood −392.2732

Private or self-employed 0.601***

(0.1480)
Wald chi2 1204.82

Working in agriculture −0.366
(0.5178)

Number of observations 5970

Access to wealth is crucial when using the Internet, as people of higher economic
status are more likely to use the Internet, which is consistent with the findings of Kilen-
thong et al. [49]. As for digital skills, the likelihood of using the Internet is higher when
a person has adequate work-study skills or business skills or recreational skills, this
result is consistent with the findings of Hu Ying’s study on Chinese rural residents [50],
suggesting that digital skills are the main reason for promoting residents’ Internet use.

Likewise, geographical location is crucial to Internet usage. Data shows that people
living in rural areas of western China are more likely to use the Internet, which is an
interesting phenomenon. Scholars generally believe that since the reform and opening
up, China’s economy has been doing better in the east and weaker in the central and
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western parts of the country. Information and communication technology (ICT) has been
an important support for less developed regions to achieve “catch-up” development, but
weak infrastructure and other factors have made Internet access and use in the west
significantly less favorable than in the east [51]. However, our study found that residents
of rural areas in the west are more likely to use the Internet, which may be related
to China’s western development and the “village-to-village” telecommunication policy,
which encourages and supports more residents of rural areas in the west to use the
Internet.

4.3 Determinants of Internet Use (Second Stage)

The Lambda coefficient of the treatment variable (Internet use) can be calculated based
on the regression results of the first stage. After adding the Lambda coefficient, the
regression results of the second stage of the two-stage estimation model can be calcu-
lated, as shown in Table 3. The Lambda coefficients of the five Internet usage patterns are
all significant at the 0.001 level, Indicates that it is appropriate to use a sample selection
model. The results show the regression results of the Heckman two-stage model on fac-
tors influencing Internet usage patterns (entertainment, social networking, e-commerce,
learning, and work) in rural areas of China. Internet usage patterns vary by gender, age,
education level, occupation and geographic location. In gender, women are more likely
to use the Internet for social networking and electronic trading activities, while men are
more likely to use the Internet to learn. It shows that Chinese rural womenmainly use the
Internet to maintain contact with family and friends, and these activities are related to the
traditional role of Chinese rural women in the family. In terms of age, young people are
more likely to use the Internet for entertainment, social networking, e-commerce, study
and work, etc.; Except for the elderly people who did not show any significant relation-
ship in learning, they are unlikely to carry out related activities through the Internet in
other activities.

In education, those most likely to study and work via the Internet are those with
university education and above, while those most likely to engage in e-commerce are
those with high school education and above. It implies that rural users with higher levels
of education are more likely to engage in value-added activities via the Internet. The
conclusion is interesting. Residents with different education levels are relatively similar
in their likelihood of using online entertainment. It is consistent with Hu Ying’s (2022)
study, currently, most residents use the Internet mainly for entertainment activities. This
Internet usage pattern structure needs to be improved and adjusted urgently [52].

In terms of occupation, those residents who are “employed” and work in the private
sector, for example, are more likely to participate in value-added online activities such
as learning and working, while “agricultural wage earners” or “non-agricultural casual”
users are less likely to participate in value-added online activities such as learning and
working. “Working agricultural” or “non-farm casual” users are less likely to participate
in such value-added activities, shows that a digital divide at the level of Internet use has
formed in rural areas due to differences in occupational types.

Digital skills significantly increase the likelihoodof engaging in entertainment, social
networking, e-commerce and learning via the Internet, except for a non-significant effect



394 M. Ji et al.

Table 3. Regression results of factors influencing rural Internet use

variant Entertainment Social networks E-commerce Learning Working

Marginal Effects (Std.Err)

Gender (Female
= 1)

0.009
(0.0085)

−0.016*

(0.0070)
−0.056***

(0.0137)
0.038*

(0.0147)
0.023
(0.0146)

Age
(12–32 years)

0.060***

(0.0092)
0.040***

(0.0079)
0.161***

(0.0159)
0.055**

(0.0162)
0.067***

(0.0162)

Age
(33–64 years)

reference reference reference reference reference

Age (65 years
and older)

−0.539***

(0.1112)
−0.329***

(0.0802)
−0.306***

(0.0552)
−0.109
(0.0670)

−0.133***

(0.0363)

Primary and
below

reference reference reference reference reference

Secondary
school

0.079***

(0.0127)
0.005
(0.0106)

0.154***

(0.0197)
0.172***

(0.0190)
0.128***

(0.0185)

High School 0.083***

(0.0138)
0.021
(0.0121)

0.264***

(0.0235)
0.338***

(0.0250)
0.300***

(0.0259)

University and
above

0.064***

(0.0149)
0.037**

(0.0111)
0.031***

(0.0231)
0.535***

(0.0246)
0.548***

(0.0242)

Own
Agricultural

reference reference reference reference reference

Private or
self-employed

0.050**

(0.0158)
0.064***

(0.0134)
0.226***

(0.0255)
0.103***

(0.0270)
0.171***

(0.0271)

Working in
agriculture

0.072***

(0.0173)
0.060***

(0.0130)
0.145
(0.1133)

−0.070
(0.1043)

−0.032
(0.1043)

Employed 0.054***

(0.0122)
0.050***

(0.0111)
0.175***

(0.0201)
0.080***

(0.0198)
0.185***

(0.0198)

Non-farm labor 0.069***

(0.0228)
0.027
(0.0235)

0.113*

(0.0454)
−0.008
(0.0404)

−0.008
(0.0370)

Household
Economic Status

0.044***

(0.0057)
0.020***

(0.0045)
0.051***

(0.0086)
0.023*

(0.0095)
0.034***

(0.0094)

Number of
children

−0.000
(0.0036)

0.001
(0.0027)

0.003
(0.0055)

0.012*

(0.0060)
0.003
(0.0058)

digital skill 0.819***

(0.0748)
1.069***

(0.1239)
0.575***

(0.1497)
0.496***

(0.1055)
0.197
(0.1055)

Eastern reference reference reference reference reference

Central 0.016
(0.0105)

0.019*

(0.0097)
0.003
(0.0176)

0.021
(0.0191)

−0.006
(0.0194)

(continued)
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Table 3. (continued)

variant Entertainment Social networks E-commerce Learning Working

Marginal Effects (Std.Err)

Western 0.011
(0.0101)

0.042***

(0.0085)
0.008
(0.0164)

0.0861***

(0.0176)
0.008
(0.0178)

IMR 0.367***

(0.0063)
0.397***

(0.0078)
0.189***

(0.0091)
0.123***

(0.0079)
0.010***

(0.0095)

Cons −0.479***

(0.0892)
−0.415**

(0.1298)
−0.783*

(0.1649)
−0.634***

(0.1330)
−0.464**

(0.1448)

N 3860 3862 3859 3864 3471

R-sq 0.2427 0.296 0.2326 0.1878 0.274

on work patterns. It is broadly consistent with existing research, which generally agrees
that people with higher digital skills are more likely to use different Internet modes [53].

Geographic location is crucial in explaining Internet usage patterns, and Table 5
illustrates the heterogeneity in Internet usage patterns across different rural areas in
China. In rural China, users in the central region are more likely to use the Internet for
social activities, and users in the western region are more likely to use the Internet for
social and learning activities. It is inconsistent with existing research, as some scholars
believe that residents in rural areas of western China are drowning in entertainment and
other recreational “junk information”. However, we feel that as China’s western region
continues to develop, the attitudes of rural residents towards the Internet have changed
dramatically, and that the Internet may become an effective means of catching up by
leaps and bounds in the western region. The higher the economic income, the higher
the likelihood of using the Internet for entertainment, socializing, e-commerce, learning
and work. Finally, users with more children in the household are more likely to use the
Internet for learning, which may be related to the current promotion of online education
and the importance that families place on their children’s education.

5 Conclusions and Recommendations

This paper uses the Heckman two-stage model based on the China Family Tracking
Survey (CFPS) 2018 data to study the influencing factors of Internet access, usage and
usage patterns in rural China, which provides empirical evidence to prove the primary
and secondary digital divide in rural China. This paper explains the influencing factors of
rural residents’ Internet access and usage behaviors at the micro level. It will help further
enrich theoretical research on the digital divide. (1) It is found that the factors influencing
Internet access, usage and usage patterns in rural China are similar to those observed in
other developing countries at the early stage of Internet diffusion, mainly as follows: (1)
We can infer the profile of Internet access user groups in rural areas of China: young
and well-educated people with good economic income and digital skills; and there is a
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big gap in access methods in terms of Internet access. Mobile Internet access is signif-
icantly higher than conventional Internet access; (2) Age, education level, digital skills
and family economic status are important factors affecting Internet use; (3) Internet use
patterns (entertainment, social networking, e-commerce, learning, and geographic loca-
tion and work) have significant differences in gender, age, education level, occupation
and geographic location; and (4) rural users’ Internet use is mainly dominated by non-
value-creating activities such as entertainment and socializing. Accordingly, this paper
puts forward the following policy recommendations:

Based on the conclusions drawn in this paper, the following countermeasures are
proposed for Internet popularization and use in rural areas. First, it is necessary to com-
prehensively understand the evolution and trend of the digital divide in rural areas in
practice, establish a sound digital policy in light of the fact that rural areas mainly rely
on smartphones for Internet access, and increase the promotion of online services and
applications related to employment, education, and public health, so that more people
in rural areas of developing countries can enjoy the digital dividend. Secondly, con-
tinue to improve rural Internet access infrastructure to help more rural residents access
the Internet through broadband; encourage communication companies to continuously
strengthen smart phone products and related services so that mobile Internet access can
obtain the same functions as conventional Internet access; establish a sound training sys-
tem for rural users’ Internet use skills, and realize the use of the Internet by improving the
digital skills of rural users; and enhance the advantages brought by Internet use. Enhance
the advantages and benefits brought by the use of the Internet. Once again, continuously
improve e-commerce-related policies, provide policy support for rural young people to
engage in e-commerce. And take e-commerce as an big way to solve the problem of
young people’s employment in rural areas; continuously improve young people’s dig-
ital skills, and provide support to promote the sustainable and healthy development of
e-commerce in rural areas. Finally, the government must pay attention to the problem of
digital divide among rural elderly groups. On the one hand, we should use the community
as a unit to improve the digital skills of the elderly people andminimize the digital divide
among the elderly people; on the other hand, in various specific scenarios of grassroots
governance (especially governance scenarios for the purpose of “intelligent”), focus on
Taking into account the fact that the elderly people cannot use the Internet well reflects
the temperature of grassroots governance.

It should be pointed out that this study only deals with the two levels of digital divide,
Internet access and Internet use, and does not discuss the three levels of digital divide,
such as the inequality brought by Internet use. This is also a breakthrough for future
research, i.e., discussing the current situation of the three-level digital divide in rural
areas and its influencing factors, so as to continue to enrich the research on the impact
of Internet access and use on the life satisfaction of residents in rural areas in China and
other developing countries.
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Abstract. In the theoretical framework of criminal law in our country,
the study of crime is primarily focused on the perpetrator, and crimi-
nal legislation is predominantly concerned with defining crimes from the
perspective of the perpetrator. This has resulted in a relatively weak
understanding of the behavior of victims in criminal studies. However,
the crime of dangerous driving is a typical minor offense in our crimi-
nal punishment system and a common traffic safety crime, making the
issue of sentencing in such cases a matter of concern. This article aims to
explore the causal effect of whether the victim forgives the offender on
the severity of sentencing in dangerous driving cases. Methods: Firstly,
based on various statutory and discretionary sentencing factors, features
are extracted from judicial documents using a combination of regular
expressions and annotation. After determining the significance of these
features, variable selection is performed. A sentencing prediction model
is constructed using the Stacking method on the selected variables. Then,
causal effects of forgiveness on the severity of sentencing are estimated
using conditional outcome model, grouped conditional outcome model,
inverse probability weighting, and doubly robust method. Finally, boot-
strap sampling is used to provide interval estimates of causal effects under
different models. Results: Our research results indicate that, on average,
defendants who receive forgiveness from the victim are 32.7% more likely
to receive lighter penalties. Quantifying the impact of forgiveness on sen-
tencing outcomes through causal inference methods helps clarify the role
of forgiveness in the sentencing system of criminal cases in our country.
It also addresses the insufficient research on the post-crime factor of vic-
tim attitude in criminal and punishment theories, providing further data
references for the standardization of judicial practices in our country.
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1 Introduction

Dangerous driving offense refers to the crime of driving a motor vehicle on the
road in a drunken state, or engaging in activities such as racing, severe over-
loading, illegal transportation of hazardous chemicals, which endangers public
safety. This offense is a typical minor crime in China’s criminal penalties and is a
common traffic safety crime. The sentencing of this offense has attracted atten-
tion. The Supreme People’s Court, the Supreme People’s Procuratorate, and the
Ministry of Public Security issued a notice titled ‘Opinions on the Application
of Laws in Handling Criminal Cases of Drunk Driving of Motor Vehicles,’ which
pointed out that the sentencing of the dangerous driving offense should compre-
hensively consider factors such as the defendant’s level of intoxication, the type
of motor vehicle, the road conditions, the driving speed, whether actual dam-
age was caused, and the defendant’s admission of guilt and remorse. However,
the notice only provides general principles for sentencing and does not specify
specific sentencing guidelines.

In the theory of criminal law in China, the study of crimes is primarily focused
on the perpetrator, and criminal legislation is mainly based on the conduct of
the perpetrator, which results in a relatively weak research on the behavior of
the victims. Crimes directly harm the victims, and in the process of suffering
from criminal acts, the victims have a firsthand experience and intuitive percep-
tion of the harm caused to them by the criminal acts. The court should listen
to the opinions of the victims and consider them when sentencing. However,
whether the forgiveness of the victim has a binding effect on the court cannot
be generalized. In China’s criminal law, victim behavior includes consent, fault,
and forgiveness [17]. The forgiveness of the victim, as a criminal law principle
that does not affect the nature of the crime based on post-crime matters, gener-
ally only affects the sentencing of the perpetrator’s conduct and does not affect
the qualification of the crime. In the existing statutory and discretionary cir-
cumstances of criminal cases, whether obtaining forgiveness from the victim is
a factor related to the victim reflects the judiciary’s emphasis on and concern
for the victim. The forgiveness of the victim is manifested in the issuance of a
criminal forgiveness document. The forgiveness document is generally completed
during the process from prosecution to court testimony, and it has a mitigating
effect in criminal law [4,8,17]. It means that the party or the victim has emo-
tionally forgiven and indicated that they no longer pursue the matter, which
has a certain reference for mitigating or exempting punishment in sentencing. In
cases of dangerous driving involving traffic accidents and resulting in personal
injury or property damage, whether obtaining forgiveness from the victim will
affect the final sentencing outcome.

Currently, there is no clear definition of victim forgiveness in both the field
of legal theory and judicial practice. Victim forgiveness can be understood as
the expression of the victim’s forgiveness towards the offender’s actions. It refers
to the victim, after understanding the relevant circumstances of the defendant,
waiving the right to demand that judicial authorities prosecute the defendant’s
criminal responsibility or requesting leniency or reduced punishment for the
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defendant [4,8,17]. From an internal perspective, crime is not only a confronta-
tion between the offender and the state but also primarily an infringement on
the victim in cases involving victims. Therefore, while criminal law regulates the
relationship between the offender and the state, it should also pay attention to
the relationship between the victim and the defendant, focus on the interests of
the victim, listen to the victim’s opinions, and respect them.

However, in the actual trial of criminal cases, since forgiveness is a discre-
tionary factor in sentencing, its significant impact on the severity of the sentence
is still unknown. The standard for this factor in criminal law research and judi-
cial practice is difficult to unify. Therefore, this paper considers quantifying the
degree of impact of victim forgiveness on the severity of the sentence. We collecte
relevant data on real-world dangerous driving cases and employ a combination
of regular expression matching and manual annotation to extract sentencing fac-
tors from judicial documents. Furthermore, we integrate machine learning and
causal inference methods to quantify the causal relationship between forgiveness
and sentencing.

The rest of this paper is organized as follows: a review of relevant literature on
the impact of victim forgiveness will be conducted in Sect. 2. Section 3 includes
the experimental design and data collection. In Sect. 4, we summarize commonly
used causal inference estimators, including conditional outcome model, grouped
conditional outcome model, inverse probability weighting, and doubly robust
methods. The models corresponding to different estimation methods and their
predictive results will be presented and discussed in Sects. 5 and 6; and the
conclusion will be presented in Sect. 7.

2 Literature Review

In China, there have been comprehensive studies on the sentencing factors of the
offense of dangerous driving, most of which include the construction of sentencing
prediction models. Due to the high proportion of cases related to drunk driving
in dangerous driving offenses, a significant amount of research has focused on
cases of drunk driving. One notable study by Chu Zhiyuan primarily examined
cases of drunk driving and analyzed various sentencing factors using partial cor-
relation coefficients and logistic regression models [2]. The study found that the
most important influencing factor for the severity of sentencing in cases of drunk
driving is blood alcohol content. Additionally, factors such as vehicle type, pres-
ence of other violations, voluntary surrender or confession, and the application of
probation also have a significant impact on the duration of detention. Similarly,
Wen Ji conducted research on cases of drunk driving and addressed issues related
to the setting of dummy variables and the calculation of regression coefficients
in earlier studies [15]. The conclusion drawn was that the most significant factor
affecting the duration of detention is blood alcohol content. Su Caixia and Wang
Nifa found that among all the considered factors, blood alcohol concentration
has a decisive impact on sentencing, while aggravating circumstances and vehicle
type only have significant effects on certain penalties, confirming the simplifi-
cation feature of sentencing [14]. The aforementioned literature on sentencing
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analysis of dangerous driving cases is based on regression analysis in statistical
methods and is divided into three parts: detention sentence, fine sentence, and
probation, respectively. The analyzed factors can be primarily categorized into
six types: road type, blood alcohol concentration, vehicle type, criminal outcome,
aggravating circumstances, and mitigating circumstances.

In the sentencing of criminal cases in China, mitigating circumstances pri-
marily revolve around the defendant. The forgiveness of the victim as a relevant
factor related to the victim is considered in the sentencing determination and
is an important aspect to study its impact on sentencing. In most cases, vic-
tim forgiveness is only considered as a mitigating factor for lenient punishment
of the defendant and should not solely exempt the defendant from criminal
responsibility or reduce their punishment. While victim forgiveness can influ-
ence the sentencing, its impact on the outcome of different types of litigation
varies. Even within the same type of litigation, the influence of victim forgiveness
on sentencing can differ depending on the nature of the case [4]. Han Junwen
and Li Zhongyong explored the impact of victim forgiveness on sentencing and
argued that courts should consider the opinions of victims as a sentencing factor
when handling cases [4]. They discussed the relationship between victim for-
giveness and the application of penalties based on grounds, limits, conditions,
and supervision guarantees of victim forgiveness, proposing that considering vic-
tim forgiveness as a mitigating circumstance in sentencing contributes to social
harmony and stability. Gao Tong examined the mechanism through which com-
pensation and forgiveness affect the sentencing outcomes in cases of intentional
injury [3]. It was found that compensation has a significant impact on the main
sentencing outcome and the application of probation, and as the severity of the
case increases, the influence of compensation on sentencing relatively decreases
while the influence of forgiveness increases. Liu Xiaoyi studied the impact of
victim forgiveness on sentencing in judicial practice [8]. By analyzing appellate
court judgments that resulted in changed verdicts due to the presence of victim
forgiveness during the second instance, it was found that in cases of intentional
injury, whether the defendant obtains victim forgiveness affects whether the
defendant is sentenced and also influences the length of the sentence. However,
compared to legally prescribed mitigating circumstances such as voluntary con-
fession and meritorious service, the influence of obtaining victim forgiveness as
a mitigating factor on sentencing is less significant.

From the above studies, it can be inferred that in the current judicial practice
in China, the focus of the trial process is primarily on the defendant, while
the factors related to the victim are often overlooked. The victim’s role is not
given due attention during the trial, leading to difficulties in establishing unified
standards for the factor of victim forgiveness in the research of criminal law
and judicial practice. The existing system related to victim forgiveness requires
urgent improvement.

The existing research on the impact of forgiveness on sentencing is mostly
based on simple analysis and statistical methods. There is very little literature
that quantitatively applies causal inference methods to analyze the impact of
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forgiveness on sentencing. The main reason for selecting causal inference meth-
ods combined with statistical methods in this study is that the presence of a
correlation between data does not necessarily imply a causal relationship, but
a causal relationship encompasses a correlation [5]. Correlation is a statistical
relationship that indicates a statistical dependency between two variables and
can help discover the connection between variables, but it does not provide a
clear understanding of the underlying mechanism of influence between the two
variables. When there are other confounding variables that are correlated with
both variables, it may lead to statistically significant correlations between the
two variables that do not have a causal relationship, which is known as a spu-
rious causal relationship [5]. Causal inference, on the other hand, enables the
analysis of causal relationships between variables, determines the direction of
influence between variables, identifies and removes spurious causal relationships,
and uncovers the genuine causal associations between phenomena.

In the research problem of this study, the presence of other legally prescribed
and mitigating circumstances in the sentencing outcome as confounding variables
can affect the accuracy of statistical analysis and calculations. By using causal
inference methods, it is possible to eliminate the influence of these confounding
factors and more accurately quantify the degree of impact of forgiveness on the
sentencing outcome.

3 Experiment Design and Data Collection

To evaluate the impact of victim forgiveness on the sentencing outcomes of
the defendants, we selected a total of 1,700 cases from 2019 to 2020 involving
dangerous driving incidents resulting in vehicle damage or personal injury for
analysis.

During the feature selection process, we categorized the features into three
main groups: the defendants’ personal demographic characteristics, factors influ-
encing the sentencing outcomes, and the judgment results.

Firstly, the defendants’ personal demographic characteristics included gen-
der, age, education level, occupation, and the venue. For cases involving the
offense of drunk driving, the sentencing outcomes were divided into two cate-
gories: non-criminal punishment and criminal punishment. Criminal punishment
consisted of three types of judgments: imprisonment, suspended sentence, and
fines. The factors influencing the sentencing outcomes included the blood alcohol
concentration at the time of the offense, the type of vehicle driven, the type of
road, whether actual personal or vehicle damage was caused and whether the
defendant bore primary or full responsibility for the incident, traffic violations
such as driving without a license, speeding, overloading, whether the defendant
was a repeat offender, subjective factors including whether the defendant con-
fessed voluntarily, attempted to escape, compensated the victim, or obtained
victim forgiveness.

Among the factors influencing the sentencing outcomes, blood alcohol con-
centration was a continuous variable. The types of roads were categorized as ordi-
nary roads, urban expressways, and highways. The types of vehicles driven were
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classified as motorcycles, tricycles, sedans, and trucks. Personal injury referred
to the number of people injured or killed, while vehicle damage referred to the
number of damaged vehicles. Primary or full responsibility, traffic violations,
repeat offenses, escape, voluntary confession, compensation, and victim forgive-
ness were all binary variables indicating the presence or absence of these factors.
Regarding the judgment results, this study primarily focused on the outcomes of
imprisonment as a form of criminal punishment. The mean value of the impris-
onment outcomes was used as a threshold to divide the cases into two categories:
above the mean and below the mean. Cases with outcomes above the mean indi-
cated heavier penalties, while those below the mean indicated lighter penalties.

The features were extracted from the court judgments using a combination of
regular expressions and manual annotation. The factors influencing sentencing,
such as the extent of personal injury or vehicle damage, were extracted through a
combination of regular expression matching and manual annotation. The extrac-
tion of other factors influencing the sentencing outcomes, traffic violations, and
subjective factors were performed using regular expressions. Table 1 gives the
descriptive information of variables.

Based on the selected features mentioned above, we conducted hypothesis
tests to assess the significance of each feature on the treatment variable A
(whether forgiveness from the victim was obtained) and the outcome variable
Y (sentencing outcome). For continuous variables, we used the Mann-Whitney U
test, while for categorical variables, we used the chi-square test. According to the
hypothesis testing results, all influencing factors were categorized as follows: the
treatment variable A(1 - obtaining victim’s forgiveness, 0 - not obtaining victim’s
forgiveness), confounding factor Z(including age, education level, occupation,
blood alcohol content, type of vehicle driven, driving without license, assuming
full responsibility, escape, vehicle damage, speeding, recidivism, self-surrender,
compensation), the covariates XY associated with the outcome variable (gen-
der, unlicensed driving, number of fatalities, overloading), and the covariates
XA associated with the treatment variable (recidivism, overcrowding).

4 Estimators for the Average Treatment Effect

We want to measure the causal effect of the treatment variable A (1-obtaining
victim forgiveness, 0-not obtaining victim forgiveness) on the outcome variable
Y (1-heavier sentencing, 0-lighter sentencing). According to the Neyman-Rubin
causal model framework [13], we can define the potential outcomes as YA : A =
1, 0, representing the values of the outcome variable corresponding to obtaining
forgiveness (A = 1) or not obtaining forgiveness (A = 0). The causal effect of
the treatment variable on the outcome variable for an individual sample can be
defined as Y1 − Y0. However, it is not possible to apply different treatments to
the same sample to obtain the corresponding outcomes. Therefore, we can only
define the causal treatment effect for the population [6]:

τ = E[Y1 − Y0] = E[Y1] − E[Y0] (1)
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Table 1. Descriptive information of variables.

Variable Description and Summary Statistics

Gender Male (98.0%); Female (2.0%)
Age Continuous

(Mean 38.6, Max 76, Min 18, Standard deviation 10.8)
Education level Illiterate (2%); Primary School (23.2%);

Junior High School (48.7%); Vocational School (6.2%);
High School (10.5%); Technical college degree (5.7%);
Bachelor’s degree (32.6%); Master’s degree (0.2%)

Occupation Unemployed (25.5%); Student (1.5%); Retired (0.6%);
Farmer (34.5%); Worker (16.3%); Driver(0.6%);
Freelancer (2.3%); Employee (10.6%);
Self-employed (8.5%)

District Northeast (46.3%); Southeast (31.4%);
Northwest (12.9%); Southwest (9.5%)

Blood alcohol content Continuous
(Mean 178.9, Max 467.6, Min 0, Standard deviation
63.9)

Vehicle type Motorcycle (34.9%); Tricycle(8.6%);
Car (51.6%); Truck (5.0%)

Vehicle registration plate 0 (67.9%); 1 (32.0%)
Driving license 0 (66.7%); 1 (33.3%)
Responsible 0 (12.9%); 1 (87.1%)
Escape 0 (90.3%); 1 (9.7%)
Vehicle damage 0 (63.4%); 1 (3.0%); 2 (29.9%); 3 (3.26%); 4 (0.4%)
Injuries 0 (84.7%); 1 (6.0%); 2 (7.3%); 3 (1.4%);

4 (0.5%); 7 (0.1%)
Fatalities 0 (99.4%); 1 (0.4%); 3 (0.1%)
Roadway 0 (92.8%); 1 (7.2%)
Overloading 0 (97.3%); 1 (2.7%)
(number of passengers)
Speeding 0 (92.5%); 1 (7.6%)
Overloading 0 (99.7%); 1 (0.3%)
(exceeding the weight limit)
Repeat offender 0 (99.8%); 1 (0.2%)
Recidivism 0 (89.2%); 1 (10.8%)
Surrendering 0 (6.9%); 1 (93.1%)
Compensation 0 (31.6%); 1 (68.4%)
forgiveness 0 (44.7%); 1 (55.3%)
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This is known as the average treatment effect (ATE), which can be inter-
preted as the average causal risk difference between obtaining forgiveness (A = 1)
and not obtaining forgiveness (A = 0). If individuals can be randomly assigned
to the forgiveness group and the non-forgiveness group in a randomized exper-
iment, we can simply calculate the difference in the outcome variable between
the treatment group and the control group to obtain an unbiased estimate of
ATE [13]. However, in practical scenarios, we cannot manipulate whether each
individual obtains forgiveness, and each individual is assigned to the treatment
group or the control group based on whether they obtained forgiveness in the
actual case.

For the selected data, the following relationships between variables can be
obtained:

A = fA(XA, Z, εA) (2)

Y = fY (XY , Z,A, εY ) (3)

where εA and εY are error terms; and fA and fY denote the data generating
process for A and Y , respectively. We implicitly assume that the forgiveness
from the victim and the sentencing outcome of the defendant depend solely on
the selected influencing factors, and we further assume that [13]:

εY ⊥ εA|Z (4)

This assumption implies that, given the demographic characteristics and fac-
tors influencing sentencing, the association between victim forgiveness and sen-
tencing outcomes is due to the influence of forgiveness on the outcomes. Under
this assumption, the causal effect ATE can be estimated using one of the fol-
lowing methods: conditional outcome estimator, grouped conditional outcome
model, inverse probability weighting (IPW) estimator, or doubly robust estima-
tor. In the subsequent subsections, we will describe each of these estimators in
more detail.

4.1 Conditional Outcome Estimator

The conditional outcome estimator is proposed by Robins [10]:

τ = EX,Z [E[Y |A = 1,XY , Z] − E[Y |A = 0,XY , Z]] (5)

where E[Y |A,X,Z] is the conditional expectation of response function fY over
the error term εY , given A, X and Z. And importantly, in our case, the following
holds true:

E[Y |A,XY , Z] = P (Y = 1A,XY , Z) (6)

So in order to estimate E[Y |A,XY , Z], we just need to estimate P (Y =
1|A,XY , Z]. In the next section, we will describe how P (Y = 1|A,XY , Z] may
be estimated in practice. The conditional outcome model estimates the aver-
age causal effect for the entire sample by controlling for the influence of other
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covariates on the estimation of the effect of the treatment variable on the out-
come variable. This approach considers the effect on the overall sample and aims
to eliminate confounding factors from other variables.

Once we have proper estimations for P (Y |A,X,Z), we can plug in A = 1
and A = 0 to generate predictive probabilities of the sentencing outcomes cor-
responding to whether each individual is granted leniency or not. The mean
difference between corresponding counterfactuals, marginalized over all individ-
uals and observations, yields an estimate for ATE:

τ̂CO =
1
N

N∑

n=1

P̂ (Y = 1A = 1,XY = xn, Z = zn)−P̂ (Y = 1A = 0,XY = xn, Z = zn)

(7)
where N denotes the number of individuals in the sample; xn denotes the covari-
ates of individual n; and zn denotes the confounding factor of individual n. If the
model P (Y |A,XY , Z) is correctly specified, the conditional outcome estimator
for ATE is consistent [5].

4.2 Grouped Conditional Outcome Estimator

The grouped conditional outcome is proposed by Kunzel [7]:

τ = EX,Z [EA=1[Y |XY , Z] − EA=0[Y |XY , Z]] (8)

where EA[Y |X,Z] is the conditional expectation of response function fY over
the error term εY , given X and Z, while constraining the treatment variable A
to be the same across observations.

Grouped conditional outcome models divide the sample into groups based on
the values of the treatment variable and estimate conditional expectation within
each group. For each individual, two predictive models predict their respec-
tive outcomes, and the difference between these predictions serves as the treat-
ment variable’s causal effect on the outcome variable for this individual. In this
method, we also have:

E[Y |XY , Z] = P (Y = 1|XY , Z) (9)

So the estimation of ATE is:

τ̂GCO =
1
N

N∑

n=1

P̂A=1(Y = 1|XY = xn, Z = zn)− P̂A=0(Y = 1|XY = xn, Z = zn)

(10)

4.3 Inverse Probability Weighting Estimator

The inverse probability weighting estimator is based on propensity scores [12].
Propensity scores represent the probability of an individual with a set of covari-
ates receiving the treatment and are used to adjust for confounding factors and
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reduce bias in the estimation of causal effects due to differences in the distribu-
tion of confounding factors observed between the treatment and control groups.
The IPW estimator is given by [5]:

τ̂IPW =
1
N

N∑

n=1

wnyn (11)

wn =
I[an = 1]

P̂ (A = 1|Z = zn,XA = xan)
− I[an = 0]

P̂ (A = 0|Z = zn,XA = xan)
(12)

where wn is a weighting factor for individual n, yn is observation of outcome
variable for individual n, and I is an indicator function that equals one if the
condition within the bracket is satisfied, and zero otherwise.

The inverse probability weighting estimator adjusts the weights of individu-
als in the sample based on the propensity scores to balance the distribution of
confounding factors between the treatment and control groups. In other words,
by reweighting each observed individual in the sample by the inverse of prob-
ability of treatment A, the IPW estimator creates a pseudo population where
treatment A is no longer confounded with the observed covariates Z [11]. If the
model P (A|Z,XA) is correctly specified, the IPW estimator for ATE is consis-
tent [9].

4.4 Doubly Robust Estimator

A doubly robust estimator for ATE appropriately combines the estimate from
the outcome model and the estimate from the treatment model. The doubly
robust estimator is given by [5]:

τ̂DR =
1
N

N∑

n=1

(
an(yn − μ̂1(xn))

P̂ (xn)
+μ̂1(xn))− 1

N

N∑

n=1

(
(1 − an)(yn − μ̂0(xn))

P̂ (xn)
+μ̂0(xn))

(13)
where P̂ (x) is an estimation of the propensity score, μ̂1(x) is an estimation of
E[Y |A = 1,XY , Z], and μ̂0(x) is an estimation of E[Y |A = 0,XY , Z]. As long
as either the treatment model or the outcome model is correctly specified, the
estimated average treatment effect will be consistent [5].

5 Model Specification

To calculate the aforementioned estimators, we need to build two models: one
is P (A|X,Z), which is the predictive model for the treatment variable based on
the covariates, and the other is P (Y |A,X,Z), which is the predictive model for
the outcome variable based on the covariates and treatment variable.

The commonly used estimation method for P (A|X,Z) is the logistic regres-
sion model. However, research has shown that non-parametric machine learning
methods perform better than traditional parametric models in balancing the
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distribution of covariates between the control and treatment groups [1]. There-
fore, we selected Logistic regression, Adaboost, and XGBoost models to predict
P (A|X,Z) and chose the model that achieves the best balance in the distribution
of covariates between the control and treatment groups to estimate the average
causal effect. Here, we use the absolute standardized mean difference (ASMD)
to measure the balance effect of the models on the distribution of covariates
between the control and treatment groups [1]. The formula for ASMD is:

ASMD =
∣∣∣∣
X1 − X0

S

∣∣∣∣ (14)

where X1 and X0 are the weighted sample means of the covariate X in the treat-
ment and control groups, respectively, and s represents the standard deviation of
the covariate after combining the treatment and control groups. A lower ASMD
value indicates better balance of the covariates, and an ASMD less than or equal
to 0.1 is typically considered acceptable [1]. We evaluate the balance effectiveness
of the propensity score model by calculating the ASMD values for each covariate
based on the propensity score weights estimated by different models.

P (Y |A,X,Z) is the predictive model for the outcome variable based on the
covariates and treatment variable, i.e., the sentencing outcome prediction model.
Due to the numerous factors influencing the sentencing outcome, we choose the
Stacking method [16], which is based on the ensemble learning approach, to con-
struct the predictive model P (Y |A,X,Z). The Stacking method aims to improve
the accuracy and generalization ability of the overall prediction by first selecting
a set of base models, each utilizing a different learning method. The predic-
tions of the base models are then used as input data for the second-layer model
(meta-learner), which is trained through cross-validation to generate the final
ensemble prediction. Stacking leverages the predictions from different base learn-
ers to learn and construct a meta-learner that captures patterns, relationships,
and weights between the base learners. By combining the predictions of multiple
learners, Stacking can enhance the overall prediction accuracy and generalization
performance, demonstrating good performance in handling complex tasks and
datasets. In this case, we select five models as our base learners: Naive Bayes,
Logistic regression, Random Forest, XGBoost, and LightGBM. When training
the second-layer model, we use the logistic regression model and employ the
Lasso method to find the optimal linear combination of these five base models.

The training of each base model is based on minimizing the cross-entropy loss
through 5-fold cross-validation, and then the logistic regression model is used to
find the best linear combination of the five base models.

6 Estimation Results

6.1 Estimation of P (A|X,Z)

We chose the Logistic regression model, Adaboost model, and XGBoost model
to predict P (A|X,Z) and compared their balance effects on the distribution of
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covariates between the treatment and control groups using ASMD. We selected
the model that achieved the best overall balance effect. The balance effects of
each model are shown in the Table 2.

Table 2. Covariate balance results.

Model Total ASMD Number of Unbalanced Variables

Logistic regression 2.43 4
Adaboost 1.67 3
XGBoost 1.89 4

6.2 Estimation of P (Y |A,X,Z)

To improve the predictive accuracy of the model, we employed the Stacking
ensemble method to predict P (Y |A,X,Z), and compared the prediction results
with those of individual base models (Naive Bayes, Logistic regression, Random
Forest, XGBoost, and LightGBM). Through comparison, we found that using the
Stacking ensemble method improved the generalization ability of the predictive
model, resulting in a more accurate prediction.

6.3 Estimation of ATE

The estimation of the Average Treatment Effect (ATE) is based on the estima-
tors from Sect. 4 and the predictive models P (A|X,Z) and P (Y |A,X,Z). By
incorporating the predicted results of P(A|X,Z) and P (Y |A,X,Z) into the four
estimators for ATE, we obtained the average causal effect of victim forgiveness
on sentencing outcomes. The point estimates of the average causal effect from
the four estimators are as follows (Table 3):

Table 3. ATE estimate results.

Estimator ATE estimate results

Conditional outcome estimator 0.254
Grouped conditional outcome estimator 0.158
Inverse probability weighting estimator 0.064
Doubly robust estimator 0.327

The average causal effect estimate based on doubly robust estimation is 0.327.
This suggests that, on average, defendants who receive victim forgiveness are
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32.7% more likely to receive a lighter sentence compared to those who do not
receive forgiveness. There is a significant causal relationship between victim for-
giveness and sentencing outcomes. In the estimation results, the causal effect
value obtained by IPW estimation is the smallest, while the causal effect value
obtained by doubly robust estimation is the largest.

The above results provide point estimates of the average causal effect. To
perform statistical inference, since the true value of the average causal effect
is unknown, we cannot assess the bias of the point estimates. Therefore, we
consider using bootstrapping to obtain estimation intervals for each estimation
method [6]. We randomly sample 1,700 cases to create a new sample set of the
same size and calculate the average causal effect estimates using the same steps
as before. Each sample generates a point estimate for ATE, and we repeat this
process 50 times using bootstrap sampling to obtain estimation intervals for each
method. By comparing the estimation intervals of different methods using box
plots, we can visualize the 95% confidence intervals for various average causal
effect estimates (see Fig. 1).

Fig. 1. The estimated intervals for ATE for different estimators.

From the box plots, we observe that the doubly robust estimation has smaller
variance, yielding a more stable result. Additionally, apart from the inverse prob-
ability weighting method, the confidence intervals of other estimation methods
indicate a significant causal relationship between victim forgiveness and sentenc-
ing outcomes.
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7 Conclusion and Future Research

In this study, we investigated the causal effect of victim forgiveness on the sever-
ity of sentencing outcomes in cases of dangerous driving offenses. Based on a
sample of 1700 dangerous driving cases, we employed four estimation methods:
conditional regression modeling, stratified conditional outcome modeling, inverse
probability weighting, and doubly robust method to estimate the average causal
effect in the sample. Among these methods, doubly robust method combines
the results from conditional regression modeling and inverse probability weight-
ing, providing a doubly robust estimation. Therefore, we considered the doubly
robust estimate as the estimation of the causal effect in this study. The results
indicated a significant causal relationship between victim forgiveness and sen-
tencing outcomes, with an estimated effect size of approximately 32.7%. This
suggests that defendants who receive victim forgiveness are 32.7% more likely to
receive a lighter sentence compared to those who do not receive forgiveness.

In the context of sentencing for dangerous driving cases, there are numerous
confounding variables that can confound the causal relationship between forgive-
ness and sentencing. Analyzing the data using statistical methods alone may lead
to conclusions that do not align with reality. Therefore, we chose causal inference
methods to account for confounding factors and obtain more accurate and real-
istic conclusions. In constructing predictive models for sentencing in dangerous
driving cases, we employed a stacking-based ensemble method to calculate the
average causal effect. To provide estimation intervals for each method, we used
bootstrap sampling to generate multiple samples of the same size and calculated
the average causal effect estimates for each method. By comparing the estima-
tion intervals using box plots, we visualized the 95% confidence intervals for the
average causal effect estimates obtained from different methods. The results from
the box plots indicated that the doubly robust estimate had a smaller variance.
Meanwhile, apart from the inverse probability weighting method, the confidence
intervals of other estimation methods indicate a significant causal relationship
between victim forgiveness and sentencing outcomes.

It is worth noting that the interpretation of the estimated average causal
effect should consider the limitations of this study. Firstly, the sample size used
was relatively small, consisting of only 1700 cases. Due to the limitations of the
feature extraction method used, this sample may not be representative and could
introduce biases. To obtain a more accurate assessment of the causal effect, a
larger and more representative sample should be employed. Secondly, our cho-
sen causal inference methods were specifically designed for binary outcome vari-
ables. To analyze the severity of sentencing outcomes, we transformed the con-
tinuous variable of imprisonment duration into a binary variable, which could
introduce some bias depending on the chosen threshold for the transformation.
Moreover, the factors that influence the sentencing outcome are often binary
variables, which affect the accuracy of the sentencing prediction model. Lastly,
there might be unobserved confounding factors in our study that simultaneously
influence victim forgiveness and sentencing outcomes, leading to biased estimates
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of the causal effect. These limitations will be further analyzed in our subsequent
research.
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Abstract. Lane detection represents a fundamental task within autono-
mous driving. While deep learning has made remarkable advancements
in the source domain, its ability to generalize to unseen target domains
still poses a challenge. To address this issue, we present a Fourier-based
instance selective whitening framework. This framework utilizes the dis-
tinct frequencies within the Fourier spectrum to decompose data style
into environment and texture styles. Our method preserves semantic fea-
tures by stabilizing the phase component, while also extending the style
through perturbing and amalgamating the amplitude component. Fur-
ther, we propose a standardized instance selective whitening strategy
to analyze overall distributional changes, emphasizing general features
and reducing domain-specific information. Our approach is validated
through extensive experiments across multiple challenging datasets, such
as Tusimple, CULane, and LLAMAS, which demonstrates significant
effectiveness when compared to existing methods.

Keywords: Lane detection · Domain generalization · Fourier
transform

1 Introduction

Lane detection is a key part of the autonomous driving task, and it is the
front module of systems such as Lane Keeping Assist (LKA) and Lane Depar-
ture Warning (LDW). With the development of deep learning networks, lane
detection methods have made great breakthroughs [36,41]. These methods have
achieved satisfactory results in the source domain, but they perform very poorly
when faced with unknown domains, especially those that we cannot access. This
is due to the model degradation caused by the distribution shift between the
source domain and the target domain. However, the source domain cannot con-
tain all the data distribution, so it is particularly important to reduce the domain
shift between the source domain and the target domain.

Domain Adaptation (DA) [2,8,15,34,38,40] extracts data information from
the target domain to alleviate the difference in features or distributions between
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
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the source domain and the target domain. However, these approaches essentially
rely on the availability of target domain data, limiting the generalization to
unseen target domains. Additionally, there is no single ideal target domain that
encompasses all possible distributions. In contrast, domain generalization (DG)
focuses on acquiring generalized content features from the domain, preventing
the model from overfitting to the unique style features of the source domain. It
achieves the generalization of previously unseen target domains without requir-
ing additional target data.

In recent researches [37,38], Fourier-based data augmentation has been pro-
posed as a method for addressing the domain shift problem, showing remark-
able performance improvements. The Fourier transformation has a particular
advantage: the phase component retains high-level semantics, while the ampli-
tude component encapsulates low-level statistics [13,22,23,27]. This property
contributes to generate data that more closely aligns with the real data distribu-
tion. Nevertheless, learning basic features through gradient backward propaga-
tion remains challenging due to the difficulty networks face in distinguishing style
differences. Concurrently, several studies [9,10,24,26,30,32,33] have explored the
combination of instance normalization and instance whitening to constrain mod-
els by removing domain-specific style information from the data, enabling the
learning of general domain content features. A recent study [6] has focused on
the correlation between style and feature covariance matrices to identify style-
sensitive elements within features for whitening. However, the single style of
source domain and the random enhancement bring difficulties in distinguishing
these sensitive elements. This approach leads to elements whitened, which con-
tains critical semantic features. It also results in a decrease in performance when
applied to an unseen target domain.

In this paper, we propose two modules: Fourier-based Style Extension (FSE)
and Standardized Instance Selective Whitening (SISW). FSE utilizes different
frequencies from the Fourier spectrum to decompose semantic features into envi-
ronmental and texture features. Then the amplitude component is disturbed and
mixed to extend the distribution of the source domain with diverse styles, as well
as ensure the preservation of semantics by fixing the phase component. This
effectively emphasizes domain-independent information. Based on FSE, SISW
standardizes and analyzes the overall feature covariance matrices to identify ele-
ments responsible for domain shifts. Then whitening these elements to enhance
the discrimination ability of essential features. Our method alleviates the lack
of semantic information during style expansion and improves the accuracy in
selecting style-sensitive elements. Unlike methods that let the network learn by
itself, such as data augmentation, our approach explicitly guides the network
to learn the domain-independent features. Thus, our method leads to effective
generalization across various domains.

Our main contributions are as follows:

• We propose a novel domain generalization framework for lane segmentation,
which extends the source styles with Fourier transform before catching and
removing domain-specific information to learn content common features.
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• The proposed domain-specific style whitening modules, FSE and SISW, are
plug-and-play and convenient to migrate to different backbones. It effectively
improves the generalization with ignorable time consumption.

• Our approach aims at the lane detection domain generalization. Through
qualitative and quantitative evaluations, the proposed method shows state-
of-the-art efficacy across different domains.

2 Relate Work

Semantic Segmentation on Lane Detection. Semantic segmentation is a
task of pixel-level classification. Lane segmentation is an important application of
it. With the development of deep learning, many advanced methods of lane seg-
mentation have been proposed, such as [25] generalizes traditional deep convolu-
tions to slice-by-slice convolutions on the four directions to enhance feature extrac-
tion, [35] adds an embedding model for pixel and combines binary segmentation to
cluster lane instances, [14] proposes self-attention distillation to learn from itself
from contextual information, [36] adopts multitask framework contains lane seg-
mentation, road segmentation and object detection to mutual restraint. Although
these methods are effective within the source domain, they perform poorly when
tested on unseen target domains. As far as we know, there have been no existing
methods to address domain generalization within lane segmentation.

Domain Generalization. DomainGeneralization (DG) aims to acquire domain-
independent common features to effectively generalize to unseen target domains.
Unlike Domain Adaptation (DA), DG has no access to the target domain informa-
tion during training, posing significant challenges to the task. Previous research in
DG has been mainly focused on image classification tasks, such as meta-learning
[3,17], adversarial training [18,28], auto encoder [11,18], metric learning [7,20],
data augmentation [12,39,42]. There are a few recent studies on domain gener-
alization for semantic segmentation, which research from two aspects: domain
style diversity, normalization and whitening. The methods of domain style diver-
sity adopt data augmentation and extension to enrich the data style of the source
domain. [16] augments the source domain features to resemble wild styles and
stylizes the data, subsequently enhancing the capability to distinguish category
semantics within the feature space. The methods of normalization and whiten-
ing enhance the generalization ability of network by eliminating distribution noise
and reducing feature redundancy. [33] proves instance normalization will reserve
content information to avoid overfitting the data distribution. Further, [24] adds
batch normalization to improve the feature discriminability. [26] combines IN with
other whitening methods to learn essential features. [6] proposes an instance selec-
tive whitening to extract domain-specific features to normalize and whiten. These
two aspects complement each other: domain style diversity highlights domain-
independent general features, while normalization and whitening capture general
features and eliminate redundant information. The effective combination of these
two aspects opens up new possibilities for domain generalization, and our aim is
to explore these possibilities to enhance model generalization ability.
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Fig. 1. Visualization of the low-frequency component and high-frequency component.
(a) original image; (b) reconstructed image with low-frequency component; (c) recon-
structed image with high-frequency component.

3 Methods

In this section, we apply the Fourier transform to break down the style of the
data from the source domain into two different styles: environmental and textu-
ral. We extend the new data style by changing the amplitude component. Subse-
quently, we combine this process with standardized instance selective whitening
to selectively remove domain-specific style information, thereby enhancing the
generalization of model. The overall learning process is outlined in Fig. 3.

3.1 Fourier-Based Source Domain Style Extension

We consider that overfitting to the data style of the source domain is the primary
factor leading to the decline in the generalization of model. While common data
extension methods attempt to address this issue, they often present limitations.
Moreover, the generated data does not consistently align with the real-world
distribution, resulting in the loss of certain aspects of semantic information.

To address this challenge, we propose a Fourier-based data style extension
method, which introduces random variations or mixes the amplitude information
to extend the data styles. This method can diversify data styles while preserving
semantic features, effectively alleviating incomplete semantic cases. Specifically,
for a single-channel image, we obtain its Fourier transform:

F(x)(u, v) =
∑

h,w

x(h,w)e−j2π( h
H u+ w

W v) (1)

FA(x)(u, v) =
[
R2(x)(u, v) + I2(x)(u, v)

]1/2

FP (x)(u, v) = arctan
[

I(x)(u, v)
R(x)(u, v)

] (2)

where R(x) and I(x) represent the real and imaginary part of F(x), and F−1(x)
represents the inverse transform of Fourier, and the two processes can be effi-
ciently calculated by [21].

Utilizing the diverse frequency ranges of the Fourier transform to represent
various degrees of grayscale change, we attempt to break down the data style,
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Fig. 2. Fourier-based style extension (FSE). We decompose the amplitude and phase
components, dividing them into low-frequency and high-frequency regions. The seman-
tic information in regions where they intersect is difficult to distinguish, so we don’t
address them here. Subsequently, we use different enhancement strategies for low-
frequency and high-frequency amplitudes to extend styles.

as the Fig. 1. We consider the low-frequency signal in the Fourier domain as
representing relatively smooth environmental features, while the high-frequency
signal embodies the significantly changeable texture features. To represent these
distinct types of signals separately, we define masks Mβlow and Mβhigh :

Mβl
(h,w) = 1l(h,w)∈[−βlH:βlH,−βlW :βlW ]

Mβh
(h,w) = 1 − 1l(h,w)∈[−βhH:βhH,−βhW :βhW ]

(3)

where 1l denotes value in the range is 1 and outside is 0. βl, βh ∈ (0, 1) and
βl + βh < 1, as the Fig. 2.

In recent studies [13,22,23,27], it has been proved that the Fourier phase com-
ponent can effectively preserve semantic information. Based on this, we highlight
the semantic feature by fixing the phase component of Fourier space. Then, we
introduce random variations in the amplitude to extend the data styles. Inspired
by [37,38], for the low-frequency component, we engage in random linear inter-
polation of the amplitudes from two arbitrary images. Considering the similarity
in style information from the source domain image, we randomly adjust the value
of the amplitude component, either by enlarging or reducing it, before the lin-
ear interpolation of the amplitudes. Combined with the random transform, the
extension of environmental styles can be expressed as:

FA
env(xi) = Mβl

◦ ((1 − λ)wiFA(xi) + λwi′ FA(xi′ )) + (1 − Mβl
) ◦ FA(xi) (4)

where λ ∈ (0, 1) is the fusion factor, wi and wi′ are the disturbance factors of
low frequency about different samples xi and xi′ .

We attempted to apply a similar method to the high-frequency component,
but it did not yield an improved outcome. This was primarily due to the high-
frequency component containing a portion of semantic information. When com-
bined with another image, the mix resulted in the destruction of semantic infor-
mation. Consequently, we only and randomly reduce the amplitude, proportion-
ally, in order to preserve the original semantics and prevent the loss of semantic
details.
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Fig. 3. The framework of the proposed FSW. En denotes our model is trained after n
iterations. It stops training to generate a selective matrix, and then adds standardized
instance selective whitening loss during subsequent training.

FA
tex(xi) = Mβh

◦ biFA(xi) + (1 − Mβh
) ◦ FA(xi) (5)

where bi is the disturbance factor of high frequency. Thus, for the source domain
image xi and arbitrary sample xi′ . We extend environmental features and texture
features in turn. The style extension can be formalized as:

(FA
env(xi),FA

tex(xi)) → F̂A(xi) (6)

xext = F−1([F̂A(xi),FP (xi)]) (7)

where FA
env(xi) and FA

tex(xi) are two relatively independent processes that need
to be executed sequentially, with no strict order between them.

3.2 Standardized Instance Selective Whitening

The previously mentioned Fourier-based style extension method enriches the
data distribution of the source domain. However, merely constraining the model
through the comparison loss results in the model overfitting the new distribution.
This approach makes it challenging to learn domain-generalized content features.
Recent studies [9,10] have highlighted the relationship between style and feature
statistics. The adjustment of feature statistics using the IN layer proves bene-
ficial in enhancing feature diversity. Inspired by [6], we propose standardized
instance selective whitening, a method that standardizes the covariance matrix
and selects the style-sensitive feature elements for whitening. We determine the
feature sensitivity to style through overall distribution changes in covariance
matrices. This enables us to improve the discernment of domain-specific fea-
tures and accurately remove redundant style information.
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Following [6,24], we add the instance standardization layer [33] into shallow
networks. Initially, we train n epochs without containing whitening loss to enable
the networks to learn basic semantic features. Subsequently, we infer both the
original image and its stylistically extended image, calculating the covariance
matrix for each:

μ = 1
HW X · 1 ∈ R

C×1 (8)

Σ = 1
HW (X − μ · 1�)(X − μ · 1�)

� ∈ R
C×C (9)

where X ∈ R
C×HW denotes the feature map with the dimensions of C, H and

W, expanded along the channel dimension. 1 ∈ R
HW is a column vector of ones,

and μ and Σ are the mean vector and the covariance matrix.
[6] uses the mean of instance variance to describe the style sensitivity of fea-

ture elements. Nevertheless, the variance of individual instances has limitations.
We consider the changes in the overall distribution might provide more accurate
representations. As there are inherent differences among the feature covariance
matrices of distinct images, our method standardizes covariance matrices ini-
tially. Then, we represent the style sensitivity of feature elements by the variance
of overall distribution, thereby obtaining the variance matrix:

V =
1
N

N∑

i=1

σ2
i (10)

μΣ =
1

2N

N∑

i=1

(Σs(xi) + Σs(τ(xi)) − 2Σsta(xi)) (11)

σ2
i =

1
2
((Σs(xi) − Σsta(xi) − μΣ)2 + (Σs(τ(xi)) − Σsta(xi) − μΣ)2) (12)

where N is the number of samples, xi is the i-th image sample, τ is the Fourier-
based style extension, and Σsta(·) denotes the regularized covariance matrix, here
we simply use the covariance matrix of the original image, Σsta(·) = Σs(·).

The above studies [9,10] indicate that the feature covariance of a model with
poor generalization is sensitive to style shifts. The variance matrix V accurately
reflects this sensitivity. Consequently, we assume that the elements with higher
variance in the covariance matrix may contain more domain-specific styles. To
select these elements, we follow the method of [6], utilizing k-means clustering
to assign the elements Vi,j(i < j) into k clusters. Subsequently, we select the
elements in clusters with the top m high variance values as Ghigh. We can get
the mask matrix M from Ghigh:

Mi,j =

{
1, if Vi,j ∈ Ghigh

0, otherwise
(13)

The mask represents the domain-specific style elements within the features. Con-
sequently, we propose standardized instance selective whitening (SISW) loss and
implement it within the instance normalization layer to optimize the network:
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LFISW = E
[∥∥Σs � M

∥∥
1

]
(14)

Combining with lane segmentation tasks, our total loss can be described as

L = Lseg + Lexist +
1
L

L∑

i

Li
FISW (15)

where Lseg is the cross-entropy loss for lane segmentation, Lexist is the lane exist
loss, i and L denotes separately the layer and the total number which applies
SISW.

4 Experiments

In this section, we conduct many experiments between simple and complex scenes
to prove the efficiency of our method. Besides, we compare our method with
multiple representative methods of feature normalization and whitening in the
field of domain generalization for semantic segmentation.

4.1 Dataset

We focus on the domain generalization of lane detection and design two standard
benchmark settings: “Tusimple to CULane” and “Tusimple to LLAMAS”. These
aim to verify the generalization ability of models from a single scene to a complex
scene.

Tusimple [1] is a small-scale dataset containing urban driving scene images
with the resolution of 1280 × 720. The images are collected from high-speed
roads. It provides 3626 training and 2782 testing images.

CULane [25] is a large-scale dataset for lane detection with the resolution
of 1680 × 590. It collects more than 55 h videos and extract 133235 frames. The
dataset is split into 88880 training, 9675 validation and 34680 testing images.
The test set contains normal class and 8 challenging classes.

LLAMAS [4] is a large-scale and high-quality dataset for lane detection. It
contains 100042 labeled images with the resolution of 1276×717. Since the label
of testset is not public, we use the validation set for evaluation.

4.2 Experimental Setup

We conducted training on the Tusimple dataset and evaluated the performance
of the model on the CULane and LLAMAS datasets to assess its generalization
ability across a range of scenarios, from simple scenes to complex ones. In our
comparison with other normalization methods, we re-implemented IBN-Net [24],
IW [19], GIW [5], and ISW [6] on our baseline models. Metrics were consistently
measured using the same evaluation standards for all approaches. To ensure fair
comparisons, models were selected and trained on the last epoch.
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Fig. 4. Visualization results on CULane. From left to right are (a) Input image, (b)
Baseline, (c) Ours (FSW) and (d) Groundtruth.

4.3 Implementation Details

We adopt ERFNet [29] pre-trained on ImageNet [31] as the network backbone.
We use SGD optimizer with a momentum of 0.9 and weight decay of 1e-4. The
initial learning rate is set to 1e-2 and is decreased using the polynomial policy
with a power of 0.9. We train a model for 12 epochs with a batch size of 16.
Before training, all datasets are preprocessed to contain a maximum of four
categories (ranging from two lanes on each side), and all images are resized to
976 × 208.

We implement our method on PyTorch and use a single NVIDIA RTX 3090
GPU for our experiments. Following lane detection works, we use F1-score as
the evaluation metric.

4.4 Comparison with DG Methods

We construct a simple to complex adaptation scenario to verify the effective-
ness of FSW. We compare our results with other representative normalization
methods: IBN-Net [24], IW [19], GIW [5] and ISW [6]. Table 1 shows the gen-
eralization performance test on CULane dataset. Note that all the methods use
ERFNet [29] as the network backbone. We select the model from the last epoch
of training to test for each method. FSW outperforms other methods on all chal-
lenging classes of CULane except the Crossroad. In addition, for styles that do
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Table 1. Quantitative comparison on “TuSimple to CULane”. *: For cross, it only
shows FP.

Methods Normal Crowded Dazzle Shadow No line Arrow Curve Cross* Night F1@50

Baseline [29] 32.26 13.12 8.09 6.29 7.37 20.82 20.76 9656 4.70 16.82

IBN [24] 36.07 13.73 7.59 7.07 6.82 23.66 25.18 8597 8.54 18.48

IW [26] 38.07 14.70 10.95 6.39 7.82 26.61 26.31 8249 8.06 19.62

GIW [5] 39.25 16.05 12.48 8.94 9.11 27.91 28.09 818081808180 10.88 21.11

ISW [6] 40.10 17.59 10.62 8.32 8.43 28.93 28.49 9075 12.37 21.69

Ours 41.8441.8441.84 19.6519.6519.65 13.2013.2013.20 10.0010.0010.00 10.0910.0910.09 30.3030.3030.30 29.3529.3529.35 8802 15.2715.2715.27 23.6923.6923.69

Table 2. Quantitative comparison over multiple domains.

Methods →CULane →LLAMAS

Baseline [24] 16.83 66.17

IBN [24] 18.48 69.9569.9569.95

IW [26] 19.62 65.19

GIW [5] 21.11 65.66

ISW [6] 21.69 65.17

Ours 23.6923.6923.69 68.99

not exist in the source domain, such as dazzle and night, our method has signif-
icant improvements compared with other methods. To prove the generalization
ability over multiple domains, we use the same model to verify the performance
on CULane and LLAMAS datasets. Given in Table 2, our approach also achieves
significant results, only slightly lower than IBN on the LLAMAS dataset, but we
are much higher than it on the more complex CULane dataset. The visualization
results are shown in Fig. 4.

Table 3. Ablation analysis of FSE and SISW.

Methods FSE SISW F1@50

Baseline [24] 16.83

+ISW 21.69

+ISW � 22.98

+ISW � � 23.6923.6923.69
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4.5 Ablation Studies

In order to further analyze the effectiveness of FSE and SISW, we extend exper-
iments on the domain generalization scene from Tusimple to CULane. We evalu-
ate the effectiveness through method stacking. As shown in Table 3, the baseline
model, trained only with FSE module, achieves an F1-score of 22.98% with
+6.15% improvement. This shows that style extensions with more semantic
information will contribute to selecting elements that are sensitive to domain
shift more accurately. Further, we adopt SISW module to achieve an F1-score
of 23.69%. This shows the distribution of global covariance based on standard-
ization is better for representing the sensitivity of features to domain shift.

5 Conclusions

This paper proposes a novel Fourier-based standardized instance selective
whitening framework, which contains two modules: Fourier-based Style Exten-
sion (FSE) and Standardized Instance Selective Whitening (SISW). FSE focuses
on preserving semantic information through the Fourier spectral phase while
extending the amplitude to diversify the style. SISW selectively removes the
domain-specific information to enhance common feature learning. The collabo-
ration between the two modules, SISW and FSE, proves to be complementary.
SISW encourages networks to learn style-independent essential features while
FSE contributes to improving the discrimination of style-sensitive feature ele-
ments. Extensive experiments confirm its effectiveness in generalizing from sim-
pler to more complex scenes. However, challenges remain in extending styles not
present in the source domain, such as shadow and night scenes, this leads to a
considerable performance gap between the source and target domains. Address-
ing these challenges will be a primary focus of our future work.
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Abstract. Particle pollution is one of the important sources of air pollution. With
thematurity and portability of domestic particle sizemonitoring equipment, a large
amount of air particle size monitoring data has been generated. How to use these
data to analyze pollution sources and propose corresponding prevention measures
is currently an urgent problem to be solved. Firstly, this study analyzed particle
size data and determined the distribution characteristics of particle size in differ-
ent pollution sources; Secondly, a traceability model based on random forest and
factor analysis was constructed to achieve the problem of analyzing air pollution
sources using particle size spectrum data; Finally, through experimental compari-
son, case analysis, and expert experience, the model was verified its effectiveness
in the actual situation. This study is the first to use pollutant particle size moni-
toring data, which achieves high-resolution pollutant traceability compared to tra-
ditional chemical composition methods. This study introduces machine learning
methods into traditional factor analysis method to improve processing efficiency
and accuracy, providing a reference basis for air pollution control.

Keywords: Random Forest · Factor Analysis · Particle Size Data · Pollutant
Traceability

1 Introduction

1.1 Research Background

Air quality is related to people’s well-being. Quickly identifying the location, time, and
category of atmospheric pollution sources has important research value for the formu-
lation of prevention and control measures. At present, pollutant traceability methods
are mainly carried out through chemical component analysis. These methods have high
recognition, but the detection instruments are expensive, the timeliness is poor, and the
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time resolution is low. In recent years, some companies have developed fine-grained
particle size monitoring equipment and piloted it in some regions, aiming to analyze
pollution sources through atmospheric particle size data. Therefore, this study conducts
research on pollutant traceability based on particle size monitoring data.

The physical and chemical properties of particles mainly depend on their particle
size [1]. We are familiar with air particle pollutants such as PM2.5 and PM10, in which
2.5 and 10 refer to particle size. The properties and sources of particles with different
particle sizes may also be different. From Fig. 1, it can be seen that the transformation
relationships between them are complex.

Fig. 1. Particle size fractionation of particulate matter [source: © J. Fontan].

Qualitatively or quantitatively identifying the source of atmospheric particulate pol-
lutants in an environmental receptor through chemical, physical, andmathematicalmeth-
ods is called traceability of particulate pollutants [2, 3]. How to design a reliable and
effective method for the traceability through particle size to achieve the purpose of
environmental monitoring is a meaningful work at present.

1.2 Related Studies

Currently, there is less research literature on particulate matter, and higher resolution
particle size spectrum monitoring data are difficult to obtain publicly in large quantities.
Moreover, most of the current particle size data have fewer features, there are no more
comprehensive datasets of particle size, and most of the time periods are relatively short.

Traditional air particulate pollutants traceability methods [4, 5] mainly include the
source inventory method, source diffusion model method, and receptor model method,
and there are fewer studies on traceability based on particulate particle size data.

The source inventory method refers to the real-time and accurate monitoring of
the pollution emissions of each pollution source, and then the pollution traceability
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according to the emissions of each source. This method requires the monitoring of the
specific emissions of each pollution source in the study area, so it requires a lot of
financial and human resources and is difficult to implement.

The source diffusion model method [6] is a mathematical modeling approach to sim-
ulate the processes of diffusion, transmission, and deposition of pollutants, which fully
considers external influences such as meteorology and topography. The disadvantages
of the diffusion model method mainly include errors in the simulation process of the
meteorological field.

The receptor model method refers to the sampling of discrete sampling points in
the study area, and then analyzing the pollutant composition of the sampling points
by physical or chemical methods, so as to obtain the proportion of the contribution
of each pollution source to the points. Common methods for source analysis based on
receptor models include chemical mass balance (CMB), probabilistic matrix factoriza-
tion (PMF), principal component analysis (PCA), factor analysis (FA), and multi-source
linear analysis (UNMIX), etc.

The study of traceability of particulate pollutants means analyzing the contribution
proportion of pollutants by mathematical or physicochemical methods. Huang et al. [7]
summarized the receptor model methods in the field of pollution source tracing and
introduced the commonly used receptor models and development overviews at domes-
tically and abroad. With the improvement of technology in recent years, Zheng et al.
[8] introduced the source analysis methods for PM2.5 in China and proposed the future
development direction of particulate matter source analysis research, which is an impor-
tant scientific reference and reference value for future PM2.5 source analysis work.
Wang [9] carried out a source analysis of atmospheric VOCs and used a factor analysis
model to obtain the contribution ratio of each component.

Zhang et al. [10] used a positive definite factor model to analyze the source of
winter road particulate matter particle size distribution in Tianjin and obtained three
main sources of road dust, tire wear, and motor vehicle tailpipe emission aging. Huang
et al. [11] analyzed the heavy metal pollution sources in agricultural soil at different
scales and established a soil heavy metal pollution source analysis method adapted to
different scales on the basis of the traditional source analysis work.

Chen et al. [12] used machine learning methods to study the source analysis of air
pollution in Shanghai, using GBRT and Random Forest algorithm to establish a source
analysis model and put forward some suggestions and measures for the prevention and
control of air pollution in Shanghai. Chen et al. [13] compared hour-by-hour PM2.5
concentration prediction using multiple machine learning models, and XGBoost model,
LightGBM model and random forest model were comparatively analyzed.

For the traceability of particulate pollutants, there are relatively few studies domes-
tically and abroad, and most of them are based on the methods of factor analysis. While
the existing factor analysis analytical methods have low temporal resolution, consume
computational resources and require experts’ experience, etc. Therefore, this study will
explore the problem of pollution traceability from two technical routes factor analysis
and machine learning.
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1.3 Purpose

This study aims to quickly obtain the proportion of pollutants and achieve traceabil-
ity through particle size data, based on factor analysis and machine learning methods.
This study has two originalities: it is the first to use pollutant particle size data, which
achieves high-resolution pollutant traceability compared to traditional chemical compo-
sition methods; it introduces machine learning methods into traditional factor analysis
methods to improve processing efficiency and accuracy, providing a reference basis for
air pollution control.

Traditional air pollution source methods are seldom analyzed by using particle size
spectrum data, so this study has some practical significance in engineering; due to less
research on machine learning in this field [14], this study has some theoretical research
significance.

2 Data Analysis

2.1 Particle Size Data Description

The data used in this study were collected by particle size monitoring equipment devel-
oped by Hebei Advanced Environmental Protection Industry Innovation Center Co. The
equipment is designed based on the principle of high-precision light scattering particle
counting. The core element of the equipment is an optical particle sensor, which analyzes
the Lorenz-Mie scattered light of individual particles in order to determine the particle
size. During the measurement, individual particles will pass through an optically differ-
entiated measurement space that is uniformly illuminated using a multi-colored LED
light source. Each particle generates scattered light pulses detected at an angle of 85°-
95°, and the number of particles is determined based on the number of scattered light
pulses, with the level of the measured scattered light pulses being the level of the particle
size.

All particle size data captured by the equipment have 2 types of attributes: mass
concentration (mass of particles per unit volume, µg/m3) and number concentration
(number of particles per unit volume, count/m3) respectively. Because single type cannot
fully capture the particle size distribution, the two attributes are used in the study.

The particle size data for this study includes two categories:

1. Pollution source spectrum data: about 20,000 items from seven types of pollution
sources (categories are shown in Fig. 2), including 83 dimensions (11 mass concen-
tration attributes and 72 number concentration attributes), collected in several places
and specific pollution source situation.

2. Particle size monitoring data: about 30,000 items from Baoding City by continues
monitoring every second fromApril 1st to 30th in 2023, which contains 83 dimensions
of particle size data.During the period, there is an obvious dustweather event started at
21:00 on April 10th, with a PM10 concentration of 459µg/m3, peaked at 2084µg/m3

at 02:00 on the 11th, and ended at 19:00 on the 11th, with a PM10 concentration of
166 µg/m3.
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Fig. 2. Seven types of pollution sources

2.2 Characterization of Pollution Sources Based on Pollution Source Spectrum
Data

Through the preliminary analysis of the pollution source spectrum data, it can be plotted
to characterize the spectrum of different pollution sources, Fig. 3 is the distribution of
the mass concentration attribute of different 7 pollution sources. It can be seen that the
mass concentration distribution of different pollution sources has different feature, for
example, construction dust has lower concentrations in small particle size segments and
higher concentrations of PM7-10 in large particle size segments; road dust also has lower
concentrations in small particle size segments and higher concentrations in large particle
size segments, but the highest concentration occurs in PM2.5-4.

Fig. 3. Distribution of mass concentration from 7 pollution sources (Top (from left to right):
1. Construction dust, 2. Road dust, 3. Fixed combustion source, 4. Catering fumes. Bottom: 5.
Biomass burning, 6. Fixed combustion source 2, 7. Motor vehicle)

2.3 Correlation Analysis of Particle Size Monitoring Data

Correlation analysis is one of the important statistical methods to study the correlation
between attributes. The correlation coefficient can be used to describe the relationship
between variables (attributes) and the degree of linear correlation between two variables
by calculating the Pearson correlation coefficient, which takes a value between -1 and
1. Negative values indicate a negative correlation, positive values indicate a positive
correlation, and absolute values closer to 1 indicate a stronger correlation, while values
closer to 0 indicate a weaker correlation.
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According to the formula of Pearson correlation coefficient, it can be calculated to
obtain the correlation coefficient matrix, which was plotted as a heat map as shown in
Fig. 4. It can be observed that there is a positive correlation among all particle sizes. Some
particle sizemonitoring data exhibit strong correlations with each other. For instance, the
correlation coefficients between PM0.2, PM0.2-0.3, and PM0.3-0.4 are 0.68, 0.67, and
1.00, respectively. The correlation coefficient between PM1-2.5 and PM2.5-4 is 0.88,
while the correlation coefficient between PM10-15 and PM15-20 is 0.92, indicating a
strong correlation. On the other hand, there is relatively weak correlation between large
particle pollutants and small particle pollutants.

Fig. 4. Schematic diagram of correlation coefficient matrix

2.4 Similarity Analysis of Particle Size Monitoring Data

By analyzing the data feature between adjacent rows, we can gain insight into the similar-
ity relationships between adjacent time data. To measure the similarity between adjacent
data items, we calculate the Manhattan distance as a metric. Due to the large dataset, we
applied this method to a dataset consisting of 2880min-level data related to dust weather
events (see Sect. 2.1). The calculated similarity relationships are presented in Fig. 5.

The lighter the color means the closer the data, and the higher the similarity, while
the darker the color means the farther the data and the lower the similarity. It shows that
the color between the data of adjacent time is very light, while the color turns very dark,
especially April 10th 21: 00 to 11th 2: 00, means it enters the dusty time.
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Fig. 5. Similarity analysis graph of dust event (from April 10th to 11th)

3 Research on Traceability Model for Particulate Pollutants

3.1 Overall Design

Factor analysis is one of the commonly used methods in pollutant traceability, it can
be used to statistically identify underlying structures or "factors" that explain the cor-
relation between variables. It can be reduced a large number of influences to a few key
factors, which helps to improve the efficiency and interpretability of subsequent analy-
ses. Machine Learning (ML) is an algorithmic approach that allows computers to learn
laws and patterns from data and can be applied to a variety of prediction and classifica-
tion tasks. For example, ML model (Random Forest) is used to classify the particle size
spectrum data into different pollution sources.

Therefore, the purpose of the traceability of atmospheric particulate pollutants will
be performed by two technical methods, factor analysis and machine learning, as shown
in Fig. 6, and validated by comparative experiment, case study and expert’s experience.

3.2 Classification Model Based on Random Forest

Random Forest (RF) [15–17] is an extension of Bagging [18] (a parallel integrated
learning method), which fixes the base learner as a decision tree. In the process of
constructing a random forest, the training set is first randomly sampled several times,
and each time a sample set is obtained. Then, each sampling set is used to train a decision
tree, and each tree randomly selects a portion of sample features at nodes and divides the
left and right subtrees according to the optimal values of these features [19]. The main
advantages of the random forest algorithm include high parallelization, advantageous
training speed for large samples in the big data era, and insensitivity to some missing
features [20]. Therefore, the random forest is used in this study for classifying 7 pollution
sources by using the particle size spectrum data. Compared to other methods such as
SVM, Naive Bayes, RF has the highest accuracy 95%.
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Fig. 6. Solution for the traceability of particulate pollutants

3.3 Method 1: Optimized Model Based on Factor Analysis

FactorAnalysisMethods.Factor analysis is amethod ofmultivariate statistical analysis
that reduces a number of variables with intricate relationships to a few unrelated new
composite factors. By grouping several variables that are more closely related in the
same category, each category becomes a factor. Receptormodels (in Sect. 1.2) are widely
used in pollution source analysis, including positive definite matrix factorization (PMF),
principal component analysis (PCA), and chemical mass balance (CMB), etc. PMF is
a kind of factor analysis, which has non-negative constraints on the sources, so it can
decompose the natural sources better. PMF often used to resolve pollution sources by
chemical composition of particulatematter (water-soluble ions, organic fractions, carbon
fractions, and metal elements). In the study method 1 is inspired by the PMF.

The PMF model first calculates the errors of different factors in the input data, and
then finds the optimal source and contribution matrices by the least squares method.
Input data matrix X can be defined as:

X = S × F + E (1)

The input data matrix is divided into S factor contribution matrix and F factor spec-
trum matrix. The Factor Contribution Matrix shows the average contribution of differ-
ent factors to each component. The Factor Spectrum Matrix shows the percentage and
concentration of different components in each factor.

Contribution Analysis of Pollution Sources Based on Random Forest. Firstly, the
input data are processed in one hour time, by using factor analysis each hour will return
the corresponding two matrices S and F, and the obtained S matrix size is 3600*7. Then,
it will be averaged to get the percentage of each pollution source. However, since each
pollution source does not correspond to the specific class of pollution source it belongs
to, so it is necessary to judge its specific pollution source category. Obtained data on the
percentage of pollution sources is input into the random forest model (in Sect. 3.2) to
judge which specific category belongs to which pollution source. Finally, the obtained
F matrix can be used to get the percentage of contribution of the pollution source.
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3.4 Method 2: Statistical Model Based on Random Forest

RandomForest Based Pollution Source Contribution Analysis.By using the existing
pollution source spectrum data random forest model is well trained (in Sect. 3.2). Then
using the trained model to discriminate the categories of the monitoring data by using
statistical method, that is counting the number of each type of pollution source in a
certain time interval, and then calculate the percentage of each type of source as the
contribution of that type of source to the pollution at that moment.

Calculation Method of Pollution Source Contribution Based on Probability Statis-
tics. Due to the proportion value of categories with smaller contributions is very small,
this study conducted a square root operation on the preliminary results and normalized
them to optimize the results. To further optimize the fitting of the model to the real
situation, weight is assigned to the results of each data, which is the ratio of the sum of
the mass concentrations of the data to the sum of all data mass concentrations over the
entire time interval.

4 Experiments and Discussions

4.1 Experimental Setup and Evaluation Indicators

Computer hardware uses CPU of i5-8300 and memory of 16GB, software is based on
Anaconda and Visual Studio Code, a Python environment configuration software that
makes it easy to manage different Python development environments without conflicts.

Because there are no evaluation indicators for traceability models, this study con-
siders that the changes in the contribution of particulate air pollution in adjacent time
periods are correlated, and therefore introduces the concept of similarity to analyze the
experimental results. The Manhattan distance between the experimental results of two
neighboring data is calculated as a measure of their similarity. The Manhattan distance
(Eq. 2) is a geometric term used in geometricmetric space to label the sum of the absolute
axial distances of two points on a standard coordinate system. The shorter theManhattan
distance, the better we consider the algorithm fitting.

d(i, j) = |xi − xj| + |yi − yj| (2)

4.2 Comparative Experiment of the Two Methods

Comparative experiment between method 1 (in Sect. 3.3) and method 2 (in Sect. 3.4)
are conducted. In Fig. 7, we can see that the results of the two pollutant traceability
methods by randomly selecting a day are roughly the same. Fixed combustion sources
and fixed combustion sources 2 account for a large proportion, while the rest of the
pollution sources of biomass combustion, construction dust, road dust, motor vehicles,
and catering fumes do not contribute significantly. The two methods are consistent in
the overall results.

By calculating the Manhattan distance of neighboring samples of the results of the
twomethods, it can be found that the average distance of method 2 is 0.0012 and method



438 H. Yu et al.

Fig. 7. Method1 (Optimized Model Based on Factor Analysis) vs. method2 (Statistical Model
Based on Random Forest) (a day randomly selected)

1 is 0.0030, so themethod 2 is a better fit for pollution over time in real data. Based on the
expert experience for this period of data, it can be concluded that particulate pollutants
were significantly affected by fixed combustion sources at that time. Therefore, we can
believe that both methods have a certain degree of accuracy.

4.3 Case Study

In the particle size monitoring data during April 10th to 11th are typical dust weather. By
using method 1, the experimental results are shown in Fig. 8. The contribution of road
dust (green part) started to rise significantly from 20:00 on April 10th, which is in line
with the weather observation results (the dust weather started at 21:00 onApril 10th, with
PM10 concentration of 459 µg/m3, peaked at 2084 µg/m3 at 2:00 on April 11th, and
ended at 19:00 onApril 11th with PM10 concentration dropping to 166µg/m3, and lasted
for a total of 22h; then by the influence of sand and dust reflux, PM10 concentration
exists to rise again.) The modeling of the PM10 concentration, which was carried out in
the past, proved that the model has some feasibility.

Fig. 8. Pile-up histogram of 7 pollution sources (from April 10th to 11th)
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Figure 9 shows the contribution of various pollution sources in all April, the hori-
zontal axis corresponds from April 1st to 30th, and the vertical axis is the contribution
of pollution sources. The black box in the figure is the period when the dust weather is
more serious, which is consistent with meteorological observations. The figure shows
that the contribution of various pollution sources fluctuates greatly, and the model needs
to be further optimized.

Fig. 9. Pile-up histogram of 7 pollution sources (from April 1st to 30th)

Analysis of the similarity: the results of calculating the Manhattan distance for the
contribution results of the pollution sources are shown in Fig. 10, fromwhich we can see
that the overall similarity is consistent with the particle size spectral data, which indicates
that the Random Forest-based particle pollutant traceability algorithm proposed in this
study can fit the real dataset very well.

Fig. 10. Similarity analysis of the results of pollution source contribution
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4.4 Expert Experience

Since the raw data could not provide accurate reference values for the contribution of
pollution sources, this study also got confirmation and advices from experts in the field
of environmental protection, who considered that the relevant experimental results were
basically in line with the actual situation.

Through the case study on April 10, the experts believe that the conclusions of the
model presented in this paper are consistent with the actual environment, the contribu-
tion ratio of different pollution sources is reasonably distributed, and the main pollution
sources obtained are also consistent with the expert experience. The results of the pro-
posed method are basically consistent with the traditional physicochemical methods,
and our method has higher resolution and higher cost performance. At present, there
is no particularly accurate numerical prediction, and it is hoped that more reasonable
evaluation indicators can be explored through big data and machine learning.

5 Conclusion

By using of particle size data, this study combines machine learning and factor analysis
methods to conduct in-depth research on traceability of atmospheric particulate pollu-
tants, and the main contributions of this study are as follows: Firstly, this study analyzed
particle size data and determined the distribution characteristics of particle size in dif-
ferent pollution sources; Secondly, a traceability model based on random forest and
factor analysis was constructed to achieve the traceability of particulate pollutants using
particle size data; Finally, through experimental comparison, case study and expert expe-
rience, the model was verified its effectiveness in the actual situation. This study is the
first to use pollutant particle size data, which achieves high-resolution pollutant trace-
ability compared to traditional chemical composition methods. This study introduces
machine learning methods into traditional factor analysis method to improve processing
efficiency and accuracy, providing a reference basis for air pollution control.

Due to the limitation of data acquisition, this study cannot obtain accurate pollution
source contribution proportion data, so only pollution source spectrum data can be used
for analysis, if many pollution source contribution proportion data can be obtained, the
accuracy of the model can be further improved and the dependence on expert experience
can be reduced.
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Abstract. In the era of social media, online communities such as Zhihu have
become important platforms for vulnerable groups such as the people who suf-
fer from smiling depression to communicate, learn, and provide or obtain social
support from each other. Studying the structural characteristics of online social
support network for the topic of “Smiling Depression” can provide an empirical
basis for improving the level of social support. This paper takes the topic of “Smil-
ing Depression” in Zhihu platform as the research object, uses Python crawler to
collect the answers and comments of top 30 hot questions under this topic, and
obtains 238 answers and 4048 comments as valid data. Then, according to the
interaction relationship between the answers and commenters, the social support
matrix is established. And network density, average degree and other indicators in
the social network analysis method are further used to analyze the overall and indi-
vidual characteristics of the social support network structure. Finally, combining
the two indicators of degree centrality and betweenness centrality, core nodes are
identified with the identity characteristics analyzed in the social support network.

Keywords: Social network analysis · Zhihu online community · Smiling
Depression · Social support network

1 Introduction

According to the Chinese mental health survey, about 95 million people suffer from
depression in China, and depression has become the hardest hit of the mental health
problems [1]. People with depression have different patterns of illness response among
which is “SmilingDepression” [2]. Relatively speaking, patientswith smiling depression
are more hidden and dangerous than ordinary depressed patients, because the society
has less awareness of “Smiling Depression” and thus gives less support for it. The
development of the Internet and social media has created social relationships online and
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brought new opportunities for online social support to vulnerable groups such as the
people who suffer from smiling depression [3]. For example, Zhihu, the largest Q&A
community in China, not only has a large number of users, but also has the advantages
of detailed topic classification, convenient question retrieval, high content quality and
much professionalism. In addition, it has a lower threshold for use, and provides users
with a semi-closed circlewhich ismore in linewith the psychology of depressed patients.
Many users carry out the activities of communication, emotional comfort and knowledge
popularization and so on under the topic of “Smiling Depression”. This topic in Zhihu
has become an important way for users to provide or obtain social support of smiling
depression, and also generated rich data for our research.

Virtual society formed by social support of users in social media has already been
a new type of network different from traditional social relations [6]. Zhang and Zhou
sorted out the types and effects of online support for depression [4]. Park and Lee showed
that different structures of social network had different effectiveness [5]. Therefore, it is
necessary to study the structural characteristics of the new social relationship network
formed by online social support of “Smiling Depression” in Zhihu, analyze its role, and
try to improve the social support to smiling depression and promote the recovery of
patients.

This paper first uses Python to crawl top 30 questions with related data under the
topic of “Smiling Depression” in Zhihu. The collected data is then processed to build a
social support network based on the interaction between the answerers and commenters.
The characteristics of the overall network and the individual network, and the key nodes
with their identity characteristics are further analyzed. Finally, based on the results of
the analysis, suggestions are made to improve social support of “Smiling Depression”.

2 Related Work

Regarding “Smiling Depression”, Cao and Lin studied the self-identity of the youth
with smiling depression, and found that their self-presentation in daily life had typical
performance characteristics [7]. Chen et al. showed that the factors for the formation
of smiling depression included family, environment, individuality and so on, and found
that nearly 70% of college students did not understand “Smiling Depression” at all by
2048 questionnaires [8]. Zhu took “false self” as the theoretical framework to study
the psychological mechanism and evolution process of smiling depression among ado-
lescents, and made suggestions for the prevention and recovery of smiling depression
among adolescents [9].

MacGeorge et al. identified threemain research perspectives on social support includ-
ing social context, subjective cognition and action support [10]. From the perspective
of social context, social support was considered to be the connection between an indi-
vidual and other individuals in the social environment, and the researches based on this
perspective usually used the method of social network analysis to analyze the important
interpersonal structural characteristics of individuals [10].This perspective provides a
theoretical basis for this paper to study the structure of online social support network for
“Smiling Depression” using social network analysis.

Yue believed that online social support was behavior and information flow of social
support that occurred in the Internet field [11]. Sun and Kang analyzed the content of
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1894 posts for the topic of “Depression” in Baidu Tieba, and the results showed that
emotional needs were the most significant type which brought the most diverse and rich
support supplies to the posters [12]. Aurora et al. used questionnaires to examine the
impact of online social support on lifestyle, essential knowledge and skills for people over
65 years of age, and the results demonstrated that online social support was beneficial for
the middle-aged and elderly people to integrate into the society, improve social skills and
reduce loneliness [13]. Yan and Liu used the social network analysis method to analyze
the structure of social support network for the super talk of “Depression” in SinaWeibo,
and found that the overall network was highly discrete, the connection between users
was weak, and the opinion leaders in the network structure had mobility [14].

In short, there is still room for progress in research on “Smiling Depression” and
online social support. At present, the researchmethods of online social support to smiling
depression aremostly traditional quantitativemethods such as content analysis, structural
equation model and questionnaire survey. The use of computational communication
methods is insufficient such as social network analysis and data mining which are more
suitable for the socialmedia field. In this paper, we use Python to collect data, and analyze
the structural characteristics of online social support network of “Smiling Depression”
in Zhihu community by the social network analysis method.

3 Social Network Analysis

Social network analysis is a computational research method that treats society as a
network containing nodes and relationships between nodes [15]. The social network
analysis method mainly explores the characteristics of the structure and attributes of
relational network. The attributes include the overall and individual ones. This paper
analyzes network density, average distance, small world, and average degree among the
overall attributes, and centrality and other characteristics among the individual attributes.

Density measures the closeness of the connection between actors and the degree of
interaction where information is disseminated [20]. The computational formula in the
undirected network is as follows [23]:

D = 2L

N (N − 1)
(1)

where L represents the number of edges that exist in the network, N represents total
number of network nodes, and N (N − 1) represents the maximum number of possible
edges in the undirected network.

Degree centrality measures the connection ability of the nodes themselves with the
formula as follows [18]:

DCi = Ki

N − 1
(2)

where Ki represents the number of existing edges connected to the node i, and N is the
total number of nodes in the network.
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Betweenness centrality denotes themediating ability of a node to convey information
with the formula as follows [18]:

BCi =
∑

s �=t �=i

d i
st

gst
(3)

where di
st indicates the number of the shortest paths connecting two nodes s and t through

the node i, and gst indicates the number of the shortest paths connecting two nodes s and
t.

4 Process of Experiment

The framework of this study is separated into five steps as shown in Fig. 1.

Data acquisition

Data preprocessing

Overall network 

structure

Building a social support matrix

Individual network 

structure

Social network analysis

Discussion

Overall network 

structure

Individual network 

structure

Fig. 1. The experimental flow chart

Step 1: Use Python to crawl the top 30 hot questions with answers, answerer IDs,
comments and commenter IDs in the highlights section under the topic of “Smiling
Depression” in Zhihu.

Step 2: Clean the data by deleting some invalid text.
Step 3: Build a social support matrix of users,and then use Pajek [22] to map the

user’s social support network.
Step 4: Analyze the overall and individual network characteristics.
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5 Experiment and Discussion

5.1 Collecting Data

This paper uses Python to collect the top 30 hot questions in the highlights section
under the topic of “Smiling Depression” in Zhihu as the samples. The collected data
include questions, answerer IDs under the questions, answers, commenter IDs under the
answers, and comments. A total of 30 questions, 1312 answers and 5319 comments are
collected from April 15, 2015, to June 3, 2023.

5.2 Preprocessing Data

Invalid data are removed such as duplicated usernames, anonymous users, and answerer
IDs with no comments. In the end, there are 238 answers and 4048 comments. After
further deduplication of the collected answerer IDs and commenter IDs, a total of 3375
valid nodes of ID are obtained.

5.3 Building a Social Support Matrix

For each question, there are many answers. And for each answer, there are many com-
ments. The social support matrix is constructed according to the relationship of com-
menting interaction between the answerer and the commenter, and then the undirected
network graph of social support under the topic of “Smiling Depression” is established
by making use of Pajek according to the matrix.

5.4 Analysis of Overall Network Structure

The related coefficient values for the overall network structure of social support to
“Smiling Depression” are shown in Table 1.

Table 1. The related coefficients of the overall network

Coefficient
name

Number of
nodes

Number of
edges

Density Average
degree

Average
distance

Value 3375 4046 0.0006843 2.39769 5

Online social support network of “Smiling Depression” has a total of 3375 nodes
and 4046 edges. The overall network structure presents a core-peripheral structure with
a few nodes in the central area and sparse connections between the central nodes.

The density value of the overall network is between 0 and 1, and it is considered
that the actors are more closely connected if the density exceeds 0.05. According to the
calculation by Pajek, the overall density is 0.0006843, which is much less than 0.05,
indicating that the overall interaction of the network is weak, the connection between
the actors is loose, and most members only communicate with one of these nodes.
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In addition, network density also depends on the size of the network. Therefore,
the structural cohesion of a network needs to be measured by the average degree of all
the vertices [15]. The results show that the average degree is 2.39762963, which once
again proves the low overall density of the network and the loose connection between
members.

Distance in the overall network refers to the length of the shortest path between
nodes, and greater distance indicates less direct connections between nodes. The average
distance is 5, which means that at least 5 nodes are needed to pass for any two actors
which are not directly connected in the network to generate a connection. The Small
World theory is one of the most well-known theories in the field of social network
analysis, which states that any two strangers in the world can make a connection in up to
6 steps [21].An important measure of the small world is the average length of the shortest
path connecting any two nodes. The average distance of the network is 5 indicating that a
network relationship of small world has been formed between members under the topic
of “Smiling Depression”, but the accessibility of the network is poor, and the channels
for information dissemination and social support circulation between nodes are weak.

That the overall network of the topic of “Smiling Depression” is loose may be
due to the characteristics of Zhihu. The anonymity, equality, and sociability of Zhihu
make numerous users come together to interact and connect with each other under a
certain topic because of their interests. Users under the topic of “Smiling Depression”
rely on such a network of weak relationship to interact. Although they are in the same
topic network, each node has its own circle and small world. However, according to the
research of Xu et al., the more decentralized the overall structure of social network is, the
greater the scope of information diffusion is [20]. For the depression group, such a weak
and scattered network structure is conducive to its own social support demands beyond
the circle, breaking barriers, spreading to the larger Internet network, and bringing a
wider range of social support.

5.5 Analysis of Individual Network Structure

Figure 2 shows the structure diagram of online social support network for “Smiling
Depression” where the nodes whose usernames are marked in red are the top 10 users
in degree centrality, and the nodes whose usernames are marked in blue are the top 10
users in betweenness centrality.

Degree centrality is an important basis for judging opinion leaders in social networks.
The higher the degree centrality value of a node is, the more nodes it connects to, and
the greater its influence and importance is. According to Pajek’s calculations, there
are 2830 users with degree centrality of 1, which means that about 84% of users are
marginal in the network and have low engagement in the interactions of social support
to “Smiling Depression”. The top 10 users in degree centrality are shown in Table 2.
They are active members in the social support network who answer questions related to
smiling depression actively and drive social support interaction within the community.
The user “Simple Psychology(简单心理)” has the largest degree centrality (851) in the
entire network of 3375 nodes, which means that more than 25% of users have interacted
with it for social support. And the degree centrality values of the other nine users are far
from “Simple Psychology(简单心理)”, which roughly form three descending gradients.
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Fig. 2. Structure of social support network for “Smiling Depression”

Table 2. Top 10 users in degree centrality ranking

Rank Degree centrality Username

1 851 Simple Psychology(简单心理)

2 443 British Newspaper Sister(英国报姐)

3 422 Kaixin Li(李开心)

4 306 Miguel Street(米格尔街)

5 238 Sanjin Ma(马三金)

6 136 Be a Good Pig(做一只优秀的猪)

7 135 Hassle-Free(无忧)

8 100 Moe Meow(萌大喵)

9 94 One Psychology(壹心理)

10 88 Lonely Patients(孤独患者)

Betweenness centrality measures the control degree of nodes over resources in the
network. The betweenness centrality value of nodes is positively correlated with the
ability of controlling informationflow.According toPajek’s calculation, the betweenness
centrality values of 3105 users are 0. That is to say, more than 92% of users in the
network do not have the ability of controlling other actors, and the flow of information
resources is in the hands of 8% of users whose ability of controlling information is highly
monopolized. The top 10 users in betweenness centrality are shown in Table 3. These
user nodes have important bridge characteristics and play a key role in connecting other
users to form an overall social support network. Bridge nodes also have greater power
to control communication between members [13]. Many members must achieve social
support interaction through the bridge nodes and have a large degree of dependence on
them. By further analysis of the top 10 values, it is found that the polarization also occurs
within the strong control circle. The user “Simple Psychology(简单心理)” is dominant
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in the support network, while the control ability of other nodes over resource is much
weaker than that of it, which is similar to the characteristics of descending gradients in
degree centrality.

Table 3. Top 10 users in betweenness centrality ranking

Order Betweenness centrality Username

1 0.467349312 Simple Psychology(简单心理)

2 0.223508729 British Newspaper Sister(英国报姐)

3 0.189499834 Kaixin Li(李开心)

4 0.149032097 Miguel Street(米格尔街)

5 0.147763651 I Am(我是)

6 0.069130595 Hassle-Free(无忧)

7 0.06799662 Lonely Patients(孤独患者)

8 0.067331516 Be a Good Pig(做一只优秀的猪)

9 0.058287106 Sanjin Ma(马三金)

10 0.051658738 What a Big Ship(好大的船)

5.6 Analysis of Core Node Features

Combining the two indicators of degree centrality and betweenness centrality, the core
nodes and their identity attributes of the social support network for “Smiling Depres-
sion” are recognized as shown in Table 4. The users “Simple Psychology”(简单心理)
and “SanjinMa(马三金)”are professional answerers in the field of psychology, releasing
more popular science information such as depression identification and treatment, and
providing psychological test and consultation. With its rich expertise, great influence,
and active participation in answering, it is at the core of the social support network.
Although “Miguel Street(米格尔街)” and “British Newspaper Sister”(英国报姐)are
not professional in the field of depression, they are also core nodes because of their
high-quality answers and large number of fans. These opinion leaders in other areas
have played an important role in bringing wider social support to “Smiling Depres-
sion” beyond the circle. The four answerers “Kaixin Li(李开心)”, “Be a good pig(做一
只优秀的猪)”, “Hassle-Free(无忧)”, and “Lonely Patients(孤独患者)” are depression
patients, and their posts mainly involved life sharing, symptom description of smiling
depression, feelings, treatment experience, etc. As patients, they brought out the emo-
tional resonance of other users with their personal experience of smiling depression and
obtained more interaction. And the users also carried on the flow of social support such
as emotion, information, and companionship in the interaction.
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Table 4. The core users and their identity characteristics

Username Identity Influence

Simple Psychology
(简单心理)

A psychological
counseling institution

It is given the titles of Excellent
Answerer and Annual New
Knowledge Answerer. Zhihu
includes its 141 answers and 88
articles in the sections of Editor’s
Choice, Zhihu Roundtable, Zhihu
Weekly and Zhihu Daily. It has
1,290,589 approvals, 534,120 likes
and 1,427,104 favorites. The
number of its followers is 1095437

Sanjin Ma
(马三金)

A psychological counselor He is given the title of Zhihu Judge.
Zhihu includes his 1 answer in the
section of Editor’s Choice. He has
7,325 approvals, 2,970 likes and
6,822 favorites. The Number of its
followers is 30709

British Newspaper Sister
(英国报姐)

An answerer in the field of
overseas cultural

Zhihu includes her 2 answers and 2
articles in the sections of Editor’s
Choice, Zhihu Roundtable and
Zhihu Daily. She has 1,826,251
approvals, 261,820 likes and
496,829 favorites. The Number of
her followers is 364211

Miguel Street
(米格尔街)

A blogger in the field of
information and media

Zhihu includes his 1 answer and 3
articles in the sections of Editor’s
Choice and Zhihu Roundtable. He
has 22,599 approvals, 1,456 likes
and 10,240 favorites. The Number
of its followers is 4518

Kaixin Li
(李开心)

A depressed person She has 4,034 approvals, 2,371
likes and 842 favorites. The
Number of her followers is 2408

Hassle-Free
(无忧)

A depressed person She has 5,230 approvals, 1,718
likes and 1,121 favorites. The
Number of her followers is 514

Be a Good Pig
(做一只优秀的猪)

A depressed person She has 2,161 approvals, 497 likes
and 741 favorites. The Number of
her followers is 149

Lonely Patients
(孤独患者)

A depressed person He has136 approvals, 36 likes and
33 favorites. The Number of his
followers is 38
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6 Discussion

This paper takes the topic of “Smiling Depression” in Zhihu online community as a
sample to study the overall and local structural characteristics of its social support net-
work. The results show that the social support network of “Smiling Depression” presents
a core-peripheral structure which is loose in structure with weak connection between
members and a large number of fringes nodes in the network. Although network tech-
nologies and social media have the vision of equal rights in discourse, in the practice of
social support to “Smiling Depression”, a few core nodes such as “Simple Psychology(
简单心理)”and “British Newspaper Sister(英国报姐)”control the information flow, get
more comments, likes and other forms of social capital, while other members rely on
these opinion leaders for social support.

Based on the characteristics of the social network structure of “Smiling Depression”,
this paper puts forward the following suggestions to further promote the social support
for “Smiling Depression” in the community.

Firstly, the core members are the bridge that transmits social support and connects
other members in the social support network of “Smiling Depression”. Our research has
found that the lack of interaction between core members in the support network makes
the network density lower. Topic administrators of “Smiling Depression” can strengthen
the linkage between coremembers by various means such as building groups, organizing
forums, and carrying out joint creation. Through the linkage between core nodes, the
barriers between different small groups in the overall network are broken down, and
social support is promoted to spread across more extensive circles. At the same time,
the collision of ideas and joint creation of core nodes in different fields is expected to
bring more forms of social support with higher quality to users.

Secondly, the depressed people themselves are also the core nodes of the social
support network. Encouraging patients to actively participate in the interaction with
other silent users is also the focus of promoting the flow of social support within the
community. Administrators can regularly hold exchange meetings of patients, a variety
of mutual assistance activities and so on to attract the participation of fringe users in
the network to further promote the knowledge dissemination of “Smiling Depression”,
strengthen the emotional connection between users, and bring more social support to
patients.

Finally, according to the classification of identity attributes of core members, it is
found that there are relatively fewer types of core members including answerers in
the field of psychology and patients with depression mainly. However, with the low
popularity of the knowledge of “Smiling Depression”, it is more necessary to enhance
the dissemination of opinion leaders in various fields such as media and public figures
with social influence, increase social attention, and improve social support for “Smiling
Depression”.

7 Conclusion and Future Work

This paper used Python to collect top 30 hot questions with related data under the topic
of “Smiling Depression” in Zhihu online community, analyzed the overall and local
characteristics of online social support network for “Smiling Depression” by the social



452 J. Li et al.

network analysis method, and finally provided suggestions to improve social support
according to the research results.

In the future, we will further explore the types of online social support to “Smiling
Depression” in Zhihu community as well as emotional tendency of social support.
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Abstract. Recently, the proliferation of digital tools has extended into the field
of writing instruments. However, the value of analog tools such as pens remains
significant. Handwritten notes have been reported to enhance comprehension, aid
in memory retention, and reduce stress. Human perception and values play a sig-
nificant role in cognitive processes and may influence physiological responses.
Moreover, interest in the use of subjective evaluations and physiological signal
analysis for industrial applications through quantifying and utilizing the psycho-
logical responses of users to products is increasing. In this study, we explored
the potential for industrial applications of physiological signal analysis to evalu-
ate the psychological responses of users to writing instruments. We conducted a
simple mental arithmetic task using two different pens and simultaneously per-
formed brainwave measurements and subjective evaluations. The results suggest
that users’ sentiments toward pens, as reflected in subjective evaluations, may be
mirrored in their brainwave patterns. Additionally, significant differences were
observed in the brainwave analysis results for each pen, indicating the potential
varying effects of different pens on the human body.

Keywords: EEG(Electroencephalography) · subjective evaluations ·
psychological responses

1 Introduction

Electroencephalography (EEG) records electrical variations that result from the gen-
eration and transmission of action potentials within the brain. The first human EEG
measurements were performed in 1924 by Berger [1]. EEG indicates the synchronized
vibrational activity of neuronal populations in the brain.What ismeasured is a small frac-
tion, only 1%, that survives attenuation as it passes through the scalp, bones, meninges,
and cerebrospinal fluid. Typically, EEG recordings are performedusing electrodes placed
on the scalp, with a reference electrode (RE) affixed to an area that is less susceptible to
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electrical brain activity. During this process, microvolt-level potential differences (volt-
ages) on the order of tens of microvolts are generated. These voltages are continually
and spontaneously present as background brainwaves (baseline brainwaves), as long as
the individual is alive. Additionally, event-related potentials (ERPs) occur transiently
in response to specific events, such as light, sound, and spontaneous movements, and
are superimposed on background brainwaves. Some of the evoked potentials related to
physical stimuli can be altered by psychological variables, such as the meaning of the
stimulus and attention. Evoked potentials (EPs) also occur without any external stimuli.
ERPs are frequently visualized by summing tens of them.

Over the years, research on themeaning of recordedwaveforms and the development
of convenient EEG measurement methods have advanced the field of neurophysiology.
Human EEG is now an indispensable tool in various fields, including clinical medicine,
basic science, and psychology. As mentioned earlier, the RE is attached to the earlobe,
tip of the nose, or mastoid, or it is placed outside the head, connecting the electrodes
on the upper spinal vertebrae and the joint between the right sternum and clavicle.
Scalp electrodes are placed according to the international 10–20 system (Jasper, 1958)
and its extensions (American Electroencephalographic Society, 1991). As mentioned
earlier, the amplitude of brainwaves is extremely weak, and EEG measurements are
performed only in electromagnetically shielded rooms (closed environments) to prevent
noise contamination.

Recently, technological advancements have caused the proliferation of portable EEG
devices, enabling brainwaves in daily environments to be recorded. This has expanded
the application of EEG beyond the medical field to research human behavior based on
changes in brainwaves as well as marketing activities such as neuromarketing research
[2]. Additionally, EEG is used in brain–machine interfaces [3], which enable the opera-
tion of machinery and direct input to the brain without the use of sensory stimuli, such
as cameras and audio.

Even in the domain of writing instruments, digital tools have been evolving and
digitalization has become mainstream. However, the value of analog tools such as pens
remains, and reports regarding the effectiveness of using writing tools have been pub-
lished [4]. Nonetheless, individuals have their own preferences for perceptual cognitive
processes that may influence physiological responses. Furthermore, interest in utiliz-
ing subjective evaluations and physiological signal analyses for industrial applications,
such as product safety assessments, improvements, and excellent designs, is increas-
ing. These approaches aim to quantify and utilize the psychological responses of users
to products [5]. Psychological responses consist of unconscious responses that can be
measured through physiological signals, such as brainwaves and electrocardiograms, and
conscious responses that can be measured through subjective evaluations. The quantifi-
cation of both is essential for industrial applications. Therefore, we explored the potential
for industrial applications using physiological signal analysis to evaluate the psycholog-
ical responses of users to writing instruments. We conducted a simple mental arithmetic
task using two different pens and simultaneously performed brainwave measurements
and subjective evaluations.
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2 Nonlinear Analysis of Brain Waves

In previous studies, linear electro-magnetic dynamics were shown for mathematical
modelling of the EEG [6]. Results in some cases has indicated that EEG signals exhibit
nonlinear elements and cannot completely be described by linear stochastic models [7,
8]. In this study, we conducted a hypothesis test to determine whether the brainwave
signals can be described by a linear stochastic differential equation in the pre-rest period
(Pre)for the current experiment. For this purpose, surrogate data analysis was applied to
the brainwave data of the healthy young during the Pre with their eyes closed.

Surrogate data analysis is a method for statistically examining the characteristics of
data. Demonstrating the nonlinearity of a time series signal is often easier than showing
that the signal is chaotic. For the nonlinear time series data, various null hypotheses can
be considered, but it is natural to adopt a null hypothesis of the linear stochastic process.
Typically, hypotheses presented for testing include that the measured time series are
(1) temporally uncorrelated data, (2) data with linear temporal correlation, and (3) data
obtained by observing time series with linear correlation through nonlinear transforma-
tion. In surrogate data analysis, surrogate data that follows the above null hypotheses
is generated in large numbers, and the statistical properties of these data are tested for
differences from the original data.

In this study, among various algorithms, surrogate data were generated using the
Fourier Transform (FT) algorithm. We herein calculated the translation error between
the generated surrogate data and the original brainwave data using the Double-Wayland
algorithm.

Translation error is an indicator showing the determinism of the mathematical model
of the generated time series data estimated from the Wayland algorithm [9, 10]. Trans-
lation error is represented as a positive value, and we can determine whether the mathe-
matical model to generate time series data is deterministic or stochastic. When it takes a
value greater than 0.25, it can be considered as stochastic. As an example, the translation
error of the Brownian motion was estimated as 1.0.

The Double-Wayland algorithm reconstructs the attractor by taking the differential
time series data from the original time series data [11]. The reconstructed attractor
is then used to estimate the translation error with the Wayland algorithm. In the case
of time series data generated by deterministic processes, the attractor reconstructed
from the differential processes compared to the original attractor forms a smoothly
regular trajectory. In the case of time series data generated by stochastic processes, the
reconstructed attractor shows increased variability compared to the original attractor.

The graph below illustrates values of the translation error of the original signal for
each embedding dimension (Fig. 1), which has indicated that the EEGs can be described
by stochastic models. It was consistent with the previous study in which the optimal
embedding dimension of the mathematical model describing the EEG was estimated
to be 8 or more from the correlation dimension analysis for the observed data [12].
The value of the translation error at 10-dimensional embedding space was used in the
reconstruction of the attractor for our nonlinear analysis of the EEGs.

A t-test was performed to compare estimated values of these translation errors with
a significance level of 0.05. The results are presented below (Fig. 2).
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Fig. 1. Translation Error for Each Embedding Dimension of Brainwave Data

Fig. 2. Comparison of Translation Errors Between Original Data and Surrogate Data

As a result of the test, no significant differencewas observed between the original data
and surrogate data. Therefore, it can be concluded that the brainwave data obtained in
this study was not generated by a nonlinear stochastic process. Consequently, assuming
the brainwave data to be generated by a linear model, we analyzed it using Fast Fourier
Transform (FFT) in this experiment.
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3 Experimental Method

3.1 Experimental Variables

This experiment investigated the impact of selecting a mechanical pencil on brainwave
activity and physiological responses. Thirteen healthy young adult males (mean± stan-
dard deviation: 22.92 ± 0.79) participated in the study. The participants engaged in the
experiment in the following order: a period of rest, mental arithmetic task 1, another rest
period,mental arithmetic task 2, and a final rest period. During these intervals, brainwave
activity was recorded. The experimental protocol is depicted in Fig. 3.

Fig. 3. Experimental protocol

For the mental arithmetic tasks, we employed the Uchida-Kraepelin Test, a psycho-
logical assessment method developed in Japan [13]. The Uchida-Kraepelin Test involves
repeatedly performing addition operations on a series of numbers ranging from 1 to 9.
It is commonly used to assess factors such as concentration and cognitive function.

The participants engaged in two separate mental arithmetic tasks, labeled Tasks 1
and 2, each involving the use of a different mechanical pencil. The order of tasks was
considered to account for any potential order effects.

The mechanical pencils used in the experiment were a drum-shaped, 13.8mm in
diameter elastomer grip sharp pencil (referred to as “DS”) and a pencil-shaped, 9mm in
diameter, plastic grip sharp pencil (referred to as “PS”) (Fig. 4).

Brainwave activity during the experiment was recorded using MindbandSet, a sim-
plified brainwave measurement device developed by Neurosky, which samples data at a
frequency of 512 Hz.

Following the conclusion of the experiment, participants subjectively assessed the
pens used. Visual analog scales (VASs) were used to gather these evaluations. Specifi-
cally, the participants were asked questions related to “fatigue resistance” and “ease of
handling” to assess their subjective perceptions of the pen performance and comfort.

Figure 5 shows a photograph of the experimental setup.
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Fig. 4. Photograph of DS and PS

Fig. 5. Experimental setup

3.2 Data Analysis

In this study, we conducted a frequency analysis on the acquired brainwave data to cal-
culate the power spectral density in the following frequency bands: low-α (7.5–9.25 Hz),
high-α (10–11.75 Hz), low-β (13–16.75 Hz), and high-β (18–29.75 Hz). Additionally,
we computed the β/α ratio, which represents the ratio of β waves to α waves.

Furthermore,we utilized two analysismetrics,Attention andMeditation, as output by
MindbandSet. These metrics assess concentration and relaxation levels, respectively, on
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a scale from 0 to 100, with higher values indicating a stronger presence of the respective
state and lower values suggesting a weaker focus or agitation.

• Attention: Thismetric signifies the intensity of concentration and attentiveness during
tasks, such as focusing on a single point, engaging in deep thought, or performing
mental arithmetic. Attention is calculated based on the relative change in β waves
compared with other frequencies and is higher when attention is directed toward a
specific task. In contrast, states of distraction, uncertainty, or scattered attention result
in lower Attention values.

• Meditation: Meditation reflects the mental state associated with calmness and tran-
quility, with a focus on α waves and their relative change compared with other fre-
quencies. High Meditation values are observed during moments of deep breathing,
relaxation, orwhen the brain is in a state of restwith eyes closed.Conversely, scenarios
involving distraction, agitation, or sensory stimuli can result in lower Meditation val-
ues. Although Meditation does not directly measure physical relaxation, it indirectly
contributes to mental relaxation by relaxing muscle tension.

Both metrics are typically categorized as follows: 40–60 indicates a natural state,
60–80 represents a high state, and 80–100 signifies a very high level of the respective
state.

We conducted statistical comparisons of Attention and Meditation during the use of
each pen to assess any significant differences.

When reviewing the acquired brainwave data, we observed that data from two of the
13 participants were not recorded successfully. Consequently, data from 11 participants
were used for subsequent brainwave analysis.

The Attention and Meditation data obtained for each pen were standardized using
their respective medians and quartile deviations. Subsequently, we counted the num-
ber of high-scoring standardized values and conducted a two-way analysis of variance
(ANOVA).

4 Results

Figure 4 depicts the average number of high Attention and Meditation scores recorded
when the two different pens (Fig. 6).

For the PS pen, the average number of high Attention scores was approximately
19.4, and the number of high Meditation scores was approximately 18.7. For the DS
pen, the number of high Attention scores was approximately 18.9, and the number of
high Meditation scores was roughly 21.4.

The two-way ANOVA revealed a significant difference in meditation between the
two pens.
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Fig. 6. Average number of high Attention and Meditation scores recorded when using two
different pens.

5 Discussion

The results of the graphical analysis indicated a significant difference in Meditation,
with no significant difference in attention.

These findings suggest that the unique features of pens, such as their thickness and
grip, may have an impact on mental relaxation. Specifically, pen choice appeared to
influence the level of relaxation experienced during the tasks.

Previous research has conducted subjective evaluations of theDS and PS pens, which
corresponds with the results of this study. In a previous study, VAS assessments were
performed with the addition of pen thickness and weight preferences. Before completing
the VAS, the 86 participants were allowed to freely use both pens to assess comfort. The
results of this preliminary study showed that DS was favored over PS in terms of causing
less fatigue and being more comfortable to hold because it exhibited significantly higher
scores (Figs. 7 and 8).

These results were consistent with the higher Meditation scores observed in
this study. Notably, Attention exhibited minimal differences between the pens. This
suggested that pen characteristics may not significantly affect the concentration levels.

Additionally, the measurement of brainwaves during the use of the pen in this exper-
iment suggested the possibility of its application in educational settings. The ratio of
alpha waves to beta waves among brainwaves is considered highly useful in understand-
ing brain activity during human thinking, emotions, and the learning process. Specifi-
cally, it has been shown that the value of low beta waves to low alpha waves is the most
indicative of task difficulty.
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Fig. 7. Fatigue resistance in the VAS of previous research

Fig. 8. Ease of grip in the VAS of previous research
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Based on the results of this experiment and the implications thereof, we propose the
application of similar studies to assess the efficient learning of information science sub-
jects. As an example, we introduce a previous study aimed at capturing brain activity and
psychological state fluctuations in the neural processing of problems with preferences
for science and humanities [14].

Generally, humanities and social sciences are classified under the category of human-
ities, focusing on the study of human activities. On the other hand, natural sciences are
classified under the category of science, focusing on the study of the natural world.
The methods used for problem-solving often determine the classification, and science
subjects, in particular, are often associated with a high affinity for mathematics. There-
fore, there is a tendency to categorize discussions into the science group, which tends to
prioritize numerical accuracy and objective evidence, and the humanities group, which
excels in deeply understanding the meaning of words and interpreting the background
and emotional aspects of things.

In this previous study, 17 young healthy individuals (16.1± 1.5 years) were engaged
in solving problems with preferences for science and humanities, such as mathematics
and classical Japanese. The rhythmic brainwaves during these activities were measured,
and an example of the results is presented below (Fig. 9).

Fig. 9. Values of low beta (lowβ) during problem-solving in mathematics and classical Japanese
for science-oriented subjects.

Values of low beta (lowβ), which are highly correlated with the thinking state, signif-
icantly increased during mathematics problem-solving compared to classical Japanese
problem-solving for science-oriented subjects. The results of this experiment support
the validity of brainwave measurements in research on education involving the use of
writing instruments.
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6 Conclusion

In this experiment, we explored the potential for industrial applications of physiological
signal analysis to evaluate the psychological responses of users to writing instruments.
We conducted a simple mental arithmetic task using two different pens and simultane-
ously performed brainwavemeasurements and subjective evaluations.WeusedAttention
and Meditation scores obtained from brainwave data to assess the physiological effects
of pen usage.

The results revealed that the number of high Meditation scores was significantly
higher for the DS pen than for the PS pen. This outcome was consistent with previous
research involving subjective evaluations, which suggests that different pen types may
exert varying effects on the human body.

This experiment was conducted based on a previous study on beverage preference
estimation using subjective evaluations and brainwave activity [5]. In this experiment, the
estimationmodel using both subjective evaluations andbrainwave activity showedhigher
predictive capability compared to the model using subjective evaluation alone. This
supports that both psychological and physiological reactions influence the evaluation
results, reflecting subjective values and preferences.

Although this study focused on PS and DS pens, future research should involve a
wider range of pen types to further explore the nuanced physiological impacts associated
with different product variations.
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Abstract. The primary aim of the research project is to develop instructional
materials for Kanji learning, specifically targeting students facing difficulties
or disabilities in writing. The effectiveness of traditional methods, emphasizing
extensive reading and extensive handwriting to enhance brain working memory,
has been questioned due to significant accumulations of fatigue and stress revealed
in EEG results. To address these concerns, an innovative approach is proposed,
focusing on the efficient development of a method to train the brain’s working
memory in Kanji learning, heightened by increased awareness of spatial cogni-
tion. Thismethod is implemented in high schools and universities, with subsequent
measurement of its effects. Iterative improvements is made based on the school
feedback and the effectiveness assessments, including enlarging character size and
enhancing spatial cognition skills associated with characters to optimize the effi-
cacy of character learning. In this study,we introduce an evaluation of the proposed
educational method by themeasurement of rhythms in the Electroencephalograms
(EEGs).

Keywords: Cognitive Science · Educational Technology · Japanese Language
Education · Kanji · Teaching

1 Introduction

In the course of our research aimed at the scientific analysis of written characters and
the development of efficient methods for learning them in Japan, we observed that many
students are erroneously learning the forms of kanji characters. Traditional methods of
teaching kanji involved repeatedly writing the same characters in notebooks, with stu-
dents required to memorize them through iterations of 10 or 20 repetitions. If a student
forgot a particular kanji, they were instructed to write it an additional 10 or 20 times
until the character was firmly retained. From a neuroscientific perspective, it is under-
stood that memory is not eternally enduring, and it is believed that reinforcing learning
through repeated recall each time it is forgotten contributes to long-term retention. How-
ever, despite diligent efforts, accurate memorization is often elusive. Consequently, we
have decided to develop instructional methods that facilitate the rapid and accurate
memorization of kanji for orderly writing.
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Research on pedagogical approaches to kanji acquisition is currently dominated by
a culmination of past studies, with significant gaps in continuity. Various methods have
been proposed, including those emphasizing extensive handwritten practice, teaching the
origin of characters using brushes, and adopting an analytical approach to systematically
learn kanji by breaking them down into constituent elements. While each method has
its inherent limitations, resolving these challenges remains elusive.

Furthermore, in the field of Japanese language education for non-native speakers,
there has been minimal attention given to the pedagogical nuances of kanji instruction.
This oversight appears to stem from the perception that kanji learning is considered
straightforward and simple compared to the time dedicated to grammar and conversation.
Additionally, the scarcity of scholars specializing in kanji instruction within the field of
Japanese language education contributes to this research gap.

To address this academic void, our research adopts three distinct strategies. The first
focuses on strategies within special education, the second integrates the methodology of
cognitive science, and the third explores strategies based on principles of neuroscience.

2 Experimental Method

2.1 Special Support Education Measures

Within the Japanese educational milieu, the historical focus of special support edu-
cation has revolved around addressing the requirements of children with disabilities,
thereby prompting the frequent proposition of inventive pedagogical methodologies. A
notable exemplification is the Color Frame Notebook, delineated in Fig. 1, designed as
an instructional tool to facilitate letter recognition for children with disabilities who may
encounter challenges in discerning letter shapes (Akiko Wakiguchi et al., 2019).

In the capacity of a researcher specializing in Kanji education in Japan, the author
has undertaken numerous experiments involving students requiring special support, as
illustrated in Fig. 2. Substantive insights have emerged from these experiments.

Primarily, among students facing difficulties in memorizing letter shapes, the exper-
iment disclosed their capacity to acquire such knowledge through a straightforward
process involving connecting dots and drawing lines. For students contending with chal-
lenges in procedural memory, the hurdle lies in establishing associations and eliciting
memory without overtly conveying the learning objective. It is noteworthy that a con-
siderable number of students in mainstream educational settings grapple with concen-
tration issues during learning, leading to compromised learning efficacy. Nevertheless,
by integrating strategies informed by special needs education, there is an anticipatory
enhancement in learning effectiveness.

2.2 Cognitive Science Measures

In order to comprehend strategies for memorizing kanji characters, an examination from
the perspective of cognitive science is imperative. Firstly, according to a study conducted
at Cornell University in 2011, when a list of words written in the alphabet was presented
in various font sizes rather than in kanji, there was a reported increase in the ease of
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Fig. 1. Color Frame Notebook

Fig. 2. Connect the dots character teaching materials.
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memorization for words displayed in larger fonts. Additionally, research conducted at
Princeton University and Indiana University indicated an improvement in the perfor-
mance of participants who studied materials presented in difficult-to-read fonts. It is
crucial to note, however, that this phenomenon is influenced by the fact that while the
alphabet represents only sounds, kanji encompasses both meaning and sound.

To explore this aspect further, we conducted a preliminary experiment. Two sets
of characters, one in 170 pt (5 cm) and the other in 18 pt (0.5 cm), were presented
to students, and learning sessions comprising 10 characters each were conducted for 5
min. The results revealed that the accuracy rate for larger characters was approximately
60%, whereas for smaller characters, it was about 40% (Fig. 3). These findings suggest
a tendency for a relatively higher learning effect with larger characters.

Fig. 3. Memory differences due to learning materials with different font sizes.

2.3 Neuroscientific Measures

The third consideration involves a neuroscientific analysis aimed at optimizing mem-
ory resources. Specifically, we focus on the association areas within the cerebral cortex
responsible for short-term memory. This region demonstrates a close relationship with
sensory inputs and other perceptual modalities, emphasizing its essential role in multi-
sensory involvement in the learning process, including activities such aswriting, reading,
speaking, and listening—a concept akin to what is referred to as working memory in
cognitive psychology.

We designate the approach depicted in Fig. 4 as the “Flexible Dimension Modifica-
tion Learning Method.” This learning method enables a concise explanation of complex
cognitive processes, revealing that writing is a high-dimensional memory task. The
method involves adjusting the dimensions of learning based on methods, preferences,
and necessity.



470 K. Kutsuna et al.

The conventionalmethodof learningkanji, involving the repetitive handwritingof the
same character 20, 30, or even 100 times, is a highly intricate memorization method, and
studies have shown that it is time-consuming for rote memorization. Additionally, mem-
ory tasks with three or more dimensions can lead to incorrect memories, accompanied
by noise.

In contrast, the proposed learning method offers a one-dimensional memory model
similar to single-task learning, particularly for children in their early years or those with
learning disabilities. For high school students or adults, it provides a high-dimensional
learning approach, allowing the utilization of rich memory resources tailored to individ-
ual characteristics and optimizing memory retention. While sensory memory inherently
has limitations, this method aligns well with the goal of kanji learning, which focuses
on acquiring the visual representation of characters.

Fig. 4. Character recognition and efficient use of memory resources.

3 Method

To begin with, the creation of instructional materials for acquiring kanji through tracing
or drawing lines with fingers is proposed. To mitigate the effects of the hot and humid
environment, the materials are printed with pigment ink resistant to smudging from
sweat, rain, or beverages. The target audience includes students ranging from elementary
to university level in the southeastern region of Thailand, specifically in Songkhla, Hat
Yai, and neighboring areas, with an estimated target group of around 100 individuals.
The intended students are beginners and intermediate learners with limited exposure to
the Japanese language, anticipating a proficiency level between 0% and 5%. Considering
that the proficiency level for first-year university students in kanji learning ranges from
5% to 20%, the materials are designed to cater to this demographic.

These instructionalmaterials cover an extensive range of kanji, accommodating 1006
characters for elementary school, 1110 for middle school, and 1026 for high school.
Consequently, the materials can be adjusted to suit the desired proficiency level of Thai
learners, spanning from an introductory level equivalent to Japanese first-grade students
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to a high school level. Although the Japanese Language Proficiency Test (JLPT) desig-
nates N5 as the proficiency level equivalent to middle school graduation, the materials
also consider the utilization of kanji beyond that level. Additionally, these materials are
crafted with consideration for students with developmental disorders in Japan. If suc-
cessful, the implementation of a similar system is planned for Thai script instruction
in elementary schools and kindergartens in the future, as well as for foreign language
acquisition.

Following the utilization of the materials, surveys and quizzes are conducted, and
subsequent analysis take place. The surveys are administered to both students and teach-
ers. While integrating principles of cognitive science to create engaging materials that
stimulate students’ motivation, the surveys serve as an assessment tool to evaluate the
on-site situation.

The quizzes focus on issues such as spelling errors and the structural composi-
tion of kanji, aiming to elucidate learning challenges. Following the implementation of
the instructional materials, a comprehensive evaluation is conducted through surveys,
quizzes, and subsequent analysis. Thorough scrutiny encompasses responses from both
the survey and quiz results. The survey seeks input from both students and teachers,
aligning with an educational approach that integrates insights from cognitive science to
design engaging materials that stimulate students’ interest in learning. Simultaneously,
the survey functions as a tool to measure the effectiveness of the instructional materials
under real-world conditions.

The assessment through quizzes aims to identify learning challenges, including
spelling errors and structural composition of kanji. Through this analytical process,
the intention is to gain valuable insights into the effectiveness of the developed materials
and possibilities for improvement.

After the utilization of the instructional materials, a comprehensive survey and quiz
are conducted, and the results is herein analyzed. The survey would gather responses
from both students and teachers. While leveraging principles from cognitive science to
create engaging materials that enhance students’ learning motivation, the survey aims
to understand the dynamics and perceptions in the field. The quizzes are specifically
designed to focus on issues like spelling errors and the structural composition of kanji,
aiming to reveal learning challenges.

4 Results

While instructing Japanese in Thailand, several challenges have been identified. The
inherent complexity of Kanji characters, compounded by their vast quantity, renders
comprehensive instruction challenging. Consequently, learners of Japanese in Thailand
often exhibit low proficiency in recognizing correctly spelled characters.

In comparison to Thai characters, Japanese characters are notably larger and more
intricate. The diminutive size of Japanese characters presents a significant impediment
to character recognition during practice. Given the abundance of similar characters,
the likelihood of misrecognition increases substantially if precise identification is not
achieved (Fig. 5a).

In comparison to Thai characters, Japanese characters are notably larger and more
intricate. The diminutive size of Japanese characters presents a significant impediment
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to character recognition during practice. Given the abundance of similar characters,
the likelihood of misrecognition increases substantially if precise identification is not
achieved (Fig. 5b).

We herein measured the Electroencephalograms (EEGs) to evaluate the abovemen-
tioned educational method and analyzed those rhythms in accordance with the Fast
Fourie Transform (FFT) (Fig. 6).

(a)

(b)

Fig. 5. Analysis of the reasons for the appearance of misspellings and their shapes (a), On the
phenomenon of mistaking letters by writing them smaller and confusing them with similar letters
(b).

5 Discussion

The objective is to design pioneering instructional materials for written character edu-
cation. This involves the creation of an innovative letter teaching material integrating
numerical and color elements to infuse an enjoyable element, thereby motivating stu-
dents to discern the correct formof letters through perceptual augmentation. The strategic
enlargement of letter size contributes to this perceptual enhancement. Additionally, the
incorporation of colored dots serves to anchor spatial perception, thereby amplifying the
overall efficacy of the learning experience.
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(a)

(b)

Fig. 6. Example of EEG when tracing text (a), An experiment in writing letters (b)

This developmental initiativewas conceived and implementedwithin the educational
landscape of Japan. Despite its successful implementation within the Japanese context,
it has yet to be deployed in educational settings beyond the borders of Japan.

In our examination of the iPad utilization among students, it became apparent that
a prevalent practice involves the use of scanned printed texts. The quality of the images
is characterized by a coarse and low resolution, and the textual content is marred by
inaccuracies. A marked distinction exists when comparing texts of high quality to those
of low quality, significantly influencing the overall impression (Fig. 7a). It is noteworthy
that even classrooms equipped with high-performance iPads encounter these issues.

The aforementioned trifecta of problems is poised to induce confusion and erode the
learners’ confidence, consequently leading to a substantial diminution in the efficacy of
the learning process (Fig. 7b).
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(a)

(b)

Fig. 7. Example of typographical errors caused by learning from scanned images of printed
materials (a), Increasing resolution to help people notice typos and learn the correct letterforms
(b).

Brain image creation is themost important factor in character learning [1]. Therefore,
we analyzed the algorithm for creating brain images and examine how to apply it. Spatial
cognition ability, visual resolution, and working memory in the brain are important for
the creation of images in the brain. However, the importance of these factors has not
been confirmed for Japanese language education today. In this study, we focused on the
resolution in creating brain images.

The effect of learning about “fast reading aloud”, reading aloud quickly, and the
development of language skills when applied to Japanese language education were dis-
cussed [2]. Test results showed that students who practiced more greatly benefited from
the learning effects of accent and inflection, acquired a reading style that made it easier
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to speak as a language rather than connecting words in isolation, and reduced reading
time. However, the less-learned group was more exhausted, and tasks with more words
lowered their performance. High-speed reading aloud was found to be a learning method
with significant developmental potential from “reading” to language skills. The impor-
tance of short-termmemory was confirmed for letter recognition. It is necessary to study
the method of short-term memory development.

Kanji characters have an important position in Japanese language education [3]. This
paper discusses the relationship betweenKanji characters and language skills. Characters
have changed their forms with the transition of typefaces to the present, but they still
have a wide range of acceptable forms. This is because the development of characters
is still continuing, which means that linguistic development has not stopped. In other
words, the tolerance of Chinese characters should be considered as a margin adapted to
the cultivation of language skills and the development of the ability to respond to the
creation of new languages.

As a basis for designing type that can withstand aesthetic appreciation, a letterform
evaluationmethodwas examined [4].Although typeface is basically composedof equally
spacedmargins, handwritten characters differ from part to part. Using Japanese language
textbooks, we examined the relationship between letterforms and picture spacing, and
found that there is a correlation between letterforms and picture spacing. If type is
designed using this data, it was possible to give a dynamic expression to static type.

A study investigating the sensitivity of learning “Kanji” and “Kana” in non-Kanji
speaking Thailand [5]. We investigated the influence of the characteristics of Thai char-
acters on Kanji and Hiragana, and found that Thai characters, Kanji-Kana, and alphabets
commonly approximate features such as writing pressure. In other words, the learning
of the characters is strongly influenced by the native writing style of the characters. In
Japan, this means that if the students still retain their usual writing habits, they did not
change much even if they learn well-formed characters, and this has caused a stir in the
teaching of character forms in Japan.

The development of language skills is a priority issue in the Courses of Study, and
its application to the Japanese language subject “writing” and Japanese calligraphy is an
urgent need [6]. Writing, as a written language, is directly related to the development of
language skills, but classes have tended to focus on technique. Metacognition through
writing deepens language expression, leads to language skills, and can greatly increase
the use of strategies for language activities. Writing should be positioned as a more
important basic academic skill, and instruction should be concentrated especially in the
early grades.

Although many studies have been conducted on the center of gravity of letters, there
is still no study that claims to have correctly captured the center of gravity [7]. Therefore,
we experimentally examined the center of gravity of a letter by assuming the center of
gravity to be the center of vertical writing. The results of the experiment showed that
letters written using the superimposition method lacked balance between the upper and
lower centers of gravity, which was unexpected. Those that were centered both vertically
and horizontally were the most well rounded in the data, but did not appear to be correct.
It was found that the weighting, i.e., placing the weight of the character at the lower
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right corner, may indicate that the characters appear stable in the superimposed method
of writing.

A studywas conducted on the posture ofwriting that is acquired during daily learning
[8]. After analyzing the results separately for writing with a left tilt, middle, right tilt, and
writing on the left, middle, and right sides of the body, we found that writing with a left
tilt and writing on the left side of the body resulted in faster writing. However, it is more
tiring and shorter in duration. The posture that has been considered the most correct is
not faster writing, however, it is longer lasting. In other words, changing posture to write
faster for homework or writing, etc., causes fatigue, breaks concentration, and reduces
the effectiveness of learning. This shows the importance of posture instruction.

In order to understand the letter form structure from a cognitive scientific perspective,
we developed a teaching material that uses “dot-connecting” instead of conventional
“tracing” to connect the dots, and also allows students to enjoy learning the number
of strokes by adding colors [9]. When we conducted experiments with special-needs
children with handwriting disabilities, they were able to write the letter shapes correctly,
no longer protrude from the frame, and no longer make mistakes in the number of
horizontal strokes. Regular college students were also able to recognize the complex
shapes of letters with simple dots, which made it easier for them to grasp the shapes and
write the letters in the correct form.

It has been found that writing damage, in which the shape of the letter is severely
damaged, is caused by problems in the way the writing utensil is used [10]. Poor use
of writing utensils can lead to poor concentration and poor academic performance due
to fatigue and pain. They may even dislike studying. From the standpoint of character
instruction, we proposed a method of teaching learning using a touch panel monitor.

Recently, the existence of developmentally disabled children, especially those with
dysgraphia, has become an issue in calligraphy education [11]. Although the name “dis-
ability” implies a disability, these children with dysgraphia are simply developmentally
delayed, and with appropriate care, their functions can be quickly restored. However,
in the field of school education, if instruction is tailored to these children, instruction
for other children is delayed, and the appropriate care is not provided. Therefore, we
discussed the teaching methods that are appropriate for the lower grades and include
care for dysgraphia at the stage when students begin to learn letters in the lower grades.

In the past, it has been said that students should be taught to write fast writing in
the running style, but in actual practice, fast writing in the block style is the main form
of writing [12]. Therefore, we conducted a scientific investigation of hiragana in fast
writing and examined a method of fast writing that does not compromise the form and
alignment of the characters. As a result, we found that the most important thing is that
the first stroke of the next character is smoothly entered. It was found that it is important
to teach students to be aware of the classification of alpha and gamma letterforms.

Hiragana, created from the cursive form of Chinese characters, is a character char-
acterized by its smooth movement [13]. We examined what kind of strokes should be
drawn when writing hiragana horizontally at high speed. Experiments using a tablet
showed that fast strokes with edges lead to damage of the characters. On the contrary, it
was found that drawing smooth edges would also shape the letters.
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This is a study on personal space of letters in cognitive psychology [14]. It teaches
that the space between horizontal strokes should be equally divided, but there is nothing
theoretical about this. So, we conducted a study: a statistical study of over 3000 samples
showed that closed forms write smaller. Open shapes were found to be written smaller,
and slanted lines and dots were found to be written largest. The study reaffirmed that
visual perception has been universal for thousands of years with regard to Chinese
characters.

Acknowledgment. This study was supported in part by the Whiterock Foundation and JSPS
KAKENHI Grant Numbers 23H03678.
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Abstract. The use of stereoscopic images has become popular so that we might
encounter numerous situations in which stereoscopic images can be viewed. As
a side note, reports of people complaining symptoms of visually induced motion
sickness (VIMS) such as headaches and vertigo have been observed. Furthermore,
reports on the effects of the illuminance environment on biological reactions have
been observed. However, the effects of the light/dark adaptation process on our
bodies have not been investigated in detail when viewing stereoscopic images.
Therefore, in this study, we conducted a basic study on the influence of differences
in the light-dark adaptation process, which has not been well studied, on motion
sickness when viewing 3D images.

Keywords: Visually induced motion sickness (VIMS) · Bio-signal · Light/Dark
adaptation process · Hysteretic control · Body sway

1 Introduction

In recent years, with the improvement of shooting technology, it has become easier
to shoot stereoscopic images (3D images), and new ways to present 3D images using
4K/8K television technology have been created, and various uses will be developed
in the future. To go. On the other hand, the effects of motion sickness that occur when
viewing 3D images remain unresolved. It has been reported that there are some influence
of stereoscopic viewing on health, which causes unpleasant symptoms, such as visual
fatigue, headache, and the vertigo [1, 2]. Severity of VIMS is not affected only by
construction of the images but also by the viewing environment. It has also been reported
that prolonged viewing of stereoscopic displays can cause several health hazards such
as severe visual fatigue and headaches [3–5]. On the side notes, it has been reported that
the elderly with the mild cognitive impairment (MCI) tends to have a strong interest
in stimulation by stereoscopic images [6]. However, it is necessary to indicate further
hygienic investigations because of little knowledge of the biological effects such as
visual fatigue and the VIMS [7].
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There are many unresolved issues regarding the relationship between 2D and 3D
image viewing and biological reactions. Therefore, in this study, we conducted a basic
investigation of the biological state during 2D/3D video viewing by measuring multiple
biological signals. We also changed only the illuminance and examined changes in
biological conditions due to changes in illuminance.

2 Method

2.1 Experiment 1

In this experiment, we measured eye movement, center of gravity sway, electroen-
cephalogram, and electrocardiogram while viewing 2D and 3D images. Figure 1 shows
the visible image. The video used in this experiment is a video showing a sphere, which
moves proximally and distally with displacement left and right and up and down. The
subjects were six healthy young men (mean ± standard deviation: 22.50 ± 0.50 years)
with no history of ear or nervous system diseases. The experiment was fully explained to
the subjects in advance and their consent was obtained in writing. The experiment was
conducted in a dark room, and a 3D display 55UF8500 (LG) was placed at a viewing
distance of 100 cm from the subject. 2D and 3D images were viewed in a random order
for 60 s using peripheral viewing or central viewing, taking into account the order effect.

This experiment investigated the impact of selecting a mechanical pencil on brain-
wave activity and physiological responses. Thirteen healthy young adult males (mean±
standard deviation: 22.92 ± 0.79) participated in the study. The participants engaged in
the experiment in the following order: a period of rest, mental arithmetic task 1, another
rest period, mental arithmetic task 2, and a final rest period. During these intervals,
brainwave activity was recorded. The experimental protocol is depicted in Fig. 1.

Eye mark recorder EMR-9 (Nac Image Technology) was used to measure eye move-
ment, and the position of the eye at each sampling time during video viewing was
recorded. Note that the sampling frequency was 60 Hz. Wii Balance Board (Nin-
tendo) was used to measure center of gravity sway while standing in Romberg pos-
ture. The sampling frequency was 100 Hz, and resampling was performed at 20 Hz. A
band-type telemetry electrode simple electroencephalograph (NeuroSky) was used for
electroencephalogram and electrocardiogram measurements.

Regarding the analysis method, the center of gravity sway was measured at a sam-
pling frequency of 100Hz, and the data was resampled to 20Hz, and the outer circumfer-
ential area and total trajectory length were calculated as analysis indicators. As with the
center of gravity sway, the gaze movement was calculated using the peripheral area and
total trajectory length as analysis indicators. The brain waves were obtained from two
electrodes, Fp1 and Fp2, located in the prefrontal cortex, and were Fourier transformed,
divided into frequency bands, and the power spectral density (hereinafter referred to as
PSD)was calculated. Here, the calculated PSD is defined as δwaves below 4Hz, θwaves
between 4 and 8 Hz, alpha waves between 8 and 14 Hz, β waves between 14 and 30 Hz,
and γ waves above 31 Hz. For the electrocardiogram, PSD was calculated from the R-R
interval time series, and evaluation was performed using 0.05 to less than 0.15 Hz as
the LF component and 0.15 to less than 0.40 Hz as the HF component. Differences in
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images and viewing methods were statistically compared using Wilcoxon signed rank
sum test. The significance level was set at 0.05.

2.2 Experiment 2

In this experiment, we measured brain waves while changing the illuminance of the club
room in stages. The subjects were eight healthy young men (mean± standard deviation:
22.25 ± 1.20 years) with no history of ear or nervous system diseases. The experiment
was fully explained to the subjects in advance and their consent was obtained in writing.
A fixation point was placed at a viewing distance of 150 cm from the subject, and the
illuminance of the roomwas set in 10 levels from 10 lx to 280 lx in 30 lx increments at the
subject’s eye position.Measurementswere taken for 30 s at each level of illuminance, and
measurements were taken for each subject under two conditions: an illuminance increas-
ing process and an illuminance decreasing process. The two conditions were conducted
in random order to account for order effects, and there was a 5-min rest period between
the two conditions. A band-type telemetry two-electrode simple electroencephalograph
(NeuroSky) was used for electroencephalogram measurement.

The electroencephalogramanalysismethodwas the sameas inExperiment 1.Regard-
ing statistical analysis, comparisons were made using two-way analysis of variance
(ANOVA). The significance level was set at 0.05.

3 Results and Discussion

3.1 Experiment 1

No significant trends were observed in the peripheral area and total trajectory length of
center of gravity sway. Regarding gaze movements, significant differences were found
in the total trajectory length and peripheral area between 2D peripheral viewing and
2D tracking viewing, and in the peripheral area between 3D peripheral viewing and 3D
following viewing. In the fp1 of the brain waves, significant differences were observed
between theta waves and alpha waves between 3D peripheral vision and 3D tracking
vision, and between the beta and gamma waves between 2D peripheral vision and 3D
peripheral vision. In the fp2 of the brain waves, significant differences were seen in
alpha waves between 2D peripheral vision and 2D tracking vision, and between θwaves
between 3D peripheral vision and 3D tracking vision. No significant difference was
observed in the electrocardiogram.

These results suggest that 3D peripheral vision is most likely to induce motion
sickness. On the other hand, the degree of relaxation during follow-up viewing was
high, suggesting the possibility of reducing motion sickness when viewing 3D images.

3.2 Experiment 2

A two-way ANOVA using illuminance change and electroencephalogram as factors
revealed no interaction. Regarding main effects, main effects were observed for fp1 on δ

waves and θwaves, and for fp2 on δwaves, θwaves, βwaves, and γwaves. Furthermore,
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the EGG Ratio was calculated by dividing the electroencephalogram value for each
illuminance by the electroencephalogram value for 10 lx. The average value of the θ

wave of fp1 is shown in Fig. 1 as an example of EGG Ratio. As a result of evaluating
the time changes in the illuminance rising process and illuminance falling process using
EGG Ratio, it was found that the illuminance rising process and the illuminance falling
process do not follow the same process, and that the illuminance rising process and
illuminance falling process are different from each other. It was suggested that hysteresis
was involved.

Fig. 1. An example of the average value of EGG Ratio (fp1, θ wave).

4 Conclusion

In this study, we focused on the biological state and light/dark adaptation process during
2D/3Dvideo viewing, and evaluated it frommultiple angles using biological signals. The
results obtained this time provide important directions for future research development.

In the future, we will conduct a more detailed examination of the data obtained
from this experiment, and at the same time examine the effects of illuminance, color
temperature, and the adaptation process when viewing 3D images.

Acknowledgment. This study was supported in part by the Koshiyama Science & Technol-
ogy Foundation, Whiterock Foundation, and JSPS KAKENHI Grant Numbers JP23H03678,
22K12141, 20K12528.
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Abstract. This study investigates the association between ocular dominance and
brain function using functional magnetic resonance imaging (fMRI), focusing on
the dominant eye’s role in processing visual information and its effect on visu-
ally evoked postural responses (VEPRs). The research involved participants with
identified dominant eyes, using tasks designed to engage peripheral vision and
evoke postural changes. The fMRI results revealed increased cerebral activity
in the precuneus and occipital lobe regions during dominant eye viewing, sug-
gesting these areas’ significant role in processing ocular dominance mechanisms.
This activity was asymmetric, predominantly occurring in the left hemisphere,
supporting theories of contralateral visual processing in the brain. The study also
explored the relationship between ocular dominance and VEPRs. However, no
significant correlation was found between the dominant eye and postural changes,
indicating a complex interplay of visual processing that may not directly influence
postural control. These findings contribute to the understanding of ocular domi-
nance in brain function, highlighting specific brain regions involved in processing
visual information from the dominant eye and providing insights into the neural
mechanisms underlying ocular dominance and visual perception.

Keywords: Dominant eye · Brain activity · Visually evoked postural responses
(VEPRs) · Postural changes · fMRI

1 Introduction

The concept of a dominant eye, or “preferred eye,” refers to the eye that plays a primary
role in processing visual information and determining the position of objects when
viewing scenes or objects with both eyes. The dominant eye handles the majority of
visual input, playing a crucial role in activities such as distance assessment and tracking
targets. Identifying the dominant eye requires a clear definition of what constitutes
a “dominant eye,” and it is generally understood to be the eye that exhibits functional
dominance. A simple method for determining the dominant eye is as follows [1] (Fig. 1):

1. Create a small ‘window’ using both hands.
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2. Focus on a distant object in the room through the window formed by the hands.
3. While maintaining focus, slowly bring the hands closer to the face without diverting

the eyes from the distant object, continuing to view it through the window.
4. The eye towards which the hands naturally move, and which maintains clear vision

of the object, is considered the dominant eye.

Fig. 1. A simple method for determining the dominant eye.

Interest in the dominant eye has been high historically, with extensive research con-
ducted in various fields. For instance, studies have generally found no significant dif-
ference in sensitivity aspects such as vision between the dominant and non-dominant
eyes [2], suggesting minimal functional differences between them as individual organs.
In tasks involving eye tracking, such as following a moving object, no significant differ-
ences have been observed between the dominant and non-dominant eyes [3]. However,
it has been established that the dominant eye processes visual stimuli 14 ms faster than
the non-dominant eye [4].

Furthermore, the dominant eye plays a significant role in the development of a wide
range of activities and skills. In sports performance, for instance, it is essential for
accurately capturing targets and regulating movements. In reading and writing abilities,
it enhances the recognition, understanding, and memory of letters and words. In driving
skills, it contributes to the rapid and accurate processing of road information. In all
these activities, the dominant eye enables precise and effective processing of visual
information and fine-tuning of performance.

Information obtained through vision is integrated and processed along with informa-
tion from other sensory organs. Notable examples of such integrated processing include
the combination of visual, balance, and kinesthetic senses. Physical responses related
to this processing include visually induced postural responses (VEPRs) [5] and visually
induced self-motion perception (Vection) [6]. When viewing full-screen motion images,
postural changes and sensations of self-motion occur due to the characteristics of the
images or the observer. Experiments investigating VEPRs and Vection in the context of
motion sickness suggest that these may be corrective responses to sensory discrepancies
[7]. Figure 2 shows a scene from my previous study where the subject was watching a
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3Dmovie with front-back directional motion. The subject’s movements cycled in accor-
dance with the global motion phase of the movie. This postural change is an example of
a motile visually evoked postural response synchronized with the movement [8]. While
research on the visual functions and activity factors related to the dominant eye has been
conducted, sufficient investigation of the brain functions central to integrated under-
standing has not been extensive. Furthermore, there has been little verification of the
relationship between the dominant eye and visually induced postural changes. There-
fore, this study aims to provide a fundamental verification of the relationship between
the dominant eye and brain functions. Using functional MRI (fMRI), a method of brain
function imaging, we attempted to visualize brain activities related to the dominant eye
mechanism and examine the relationship between the dominant eye and VEPRs.

Fig. 2. Scene frommy previous studywhere the subject waswatching a 3Dmoviewith front-back
directional motion.

2 Methods

Gifu University of Medical Science Research Ethics Committee (Approval No. 2022-9)
approved the participation of 14 individuals aged between 20 to 22 years old, comprising
an equal number of males and females (7 each), who had no known issues with their
vision or balance. Prior to the study, the dominant eye of each participant was determined
using the Miles Method [1], revealing that 9 individuals had right eye dominance and 5
had left eye dominance. The study was rigorously carried out in strict accordance with
the principles of research ethics andwas conducted in conformitywith theDeclaration of
Helsinki. The safety and rights of the participants were prioritized; comprehensive infor-
mation was provided to all participants beforehand, and written consent was obtained.
The research design was reviewed and approved by an independent ethics committee
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from an ethical standpoint prior to the commencement of the study. The privacy of the
individuals was stringently protected, and the data was handled with confidentiality,
being anonymized for the purpose of the study.

2.1 Experiments on the Visualization of Brain Activity

In the field of brain function imaging, instead of directly recording the activity of indi-
vidual cells, the identification of functions is commonly based on the phenomenon of
neurovascular coupling (NVC). NVC refers to the phenomenon where an increase in
neuronal activity leads to a corresponding increase in local blood flow shown in Fig. 3
[9]. This response serves to meet the increased demand for energy metabolism associ-
ated with neuronal activity. When neurons are active, chemical mediators such as nitric
oxide (NO) and adenosine [10] are released, acting on nearby blood vessels to induce
vasodilation. Consequently, the increased blood flow through the dilated vessels supplies
the necessary oxygen and nutrients to the neurons, thus supporting the maintenance of
neural activity and meeting energy requirements. By tracing this sequence of actions in
reverse, we can arrive at brain imaging, a prime example of which is functional MRI
(fMRI). fMRI visualizes changes over time in the blood oxygenation level dependent
(BOLD) signal [11, 12]. This signal is amagnetic resonance signal from protons, varying
according to the ratio of oxyhemoglobin to deoxygenated hemoglobin in the blood. An
increase in the BOLD signal does not signify a higher ratio of deoxygenated hemoglobin
due to neuronal activity; instead, it reflects an excess of oxyhemoglobin resulting from
increased blood flow. Consequently, the surplus of oxyhemoglobin, a diamagnetic sub-
stance, alters the magnetization state of the surrounding tissue. This alteration reduces
the ratio of deoxygenated hemoglobin, thereby enhancing the magnetic resonance signal
of protons.

Fig. 3. Diagram of neurovascular coupling (NVC)

Visual Presentation and Observation Method
Our visual stimulus consisted of a display filledwith spheres randomly distributed across
it. These spheres moved synchronously in a sinusoidal pattern on all axes at a frequency
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of 0.25 Hz, as depicted in Fig. 4. The observation setup involved positioning a mirror
at approximately a 40° angle and at a distance of 15 cm from the participants’ eyes,
placed above the head coil. This arrangement enabled participants, lying reclined in the
gantry, to see the screen positioned at the lower end of their visual field. A video was
displayed on this screen, located near their feet (as outlined in Fig. 5 for an overview).
Participants were instructed not to focus on any individual sphere but to view the entire
array peripherally. Additionally, participants realized right eye, left eye, and binocular
vision by covering one eye with an opaque cloth, thus enabling each visual condition to
be tested in isolation.

Fig. 4. Experimental movie as a visual stimulus.

Fig. 5. Experimental setup
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Experimental Design and Imaging Conditions
Participants were randomized to observe with the left eye, right eye, and both eyes in
a predetermined sequence to mitigate any order effects. We employed a block design
task, widely used in brain function imaging, which entailed alternating between periods
of video stimulus observation (lasting 64 s) and rest phases with a black screen (lasting
32 s) over the course of three sets, as depicted in Fig. 6. The imaging protocol utilized
a GRE-EPI sequence, specified by a TR of 4,000 ms, TE of 40 ms, 40 multislices, slice
thickness of 3.8 mm, a matrix size of 128 × 128 pixels, and an FOV of 224 mm.

Fig. 6. Experimental task design

Analysis
The acquired brain function images were processed using the Statistical Parametric
Mapping 12 (SPM 12) software [13]. This process included motion correction, linear
and non-linear normalization to the Montreal Neurological Institute standard brain [14],
and spatial smoothing. Significant activations were detected at the cluster level with a
familywise error (FWE) correction, maintaining a 5% significance threshold, and were
time-locked to the task. For the group analysis (2nd-Level), individual comparisons were
compiled, and paired t-tests were performed at a 5% significance level.

2.2 Relationship Between the Dominant Eye and VEPRs

To measure visually induced postural changes, we assessed the sway of the center of
posture (CoP) during upright image viewing.

Visual Presentation and Observation Method
The visual stimulus was identical to that depicted in Fig. 4, featuring numerous spheres
positioned randomly, moving simultaneously in a sinusoidal pattern across all directions
at 0.25 Hz. The observation method is detailed in the experimental setup presented in
Fig. 7. Participants were instructed to maintain a Romberg posture on a stabilometer
while peripherally observing images on a 42-inch LCDmonitor situated 100 cm in front
of them.

Experimental Design and Measurement
The experimental task design, as demonstrated in Fig. 8, entailed the use of an eye
patch (supplied by Taiyo Pharmaceutical Co., Japan) to occlude one eye, thus permitting
monocular viewing (left or right eye). Participants were randomly assigned to observe
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Fig. 7. Experimental setup.

with their left eye, right eye, and both eyes in sequence, with each viewing lasting 120
s. The CoP measurement device (provided by Takei Scientific Instruments Co., Japan)
recorded the CoP continuously at 20 Hz during the image viewing.

Fig. 8. Experimental task design.

Analysis
The analysis was confined to the left-right directional shifts in the CoP time series data
over the initial 60 s. The standard deviation of the left-right CoP time series data was
computed. Additionally, frequency analysis was conducted to determine the amplitude
of the 0.25 Hz component, which was indicative of body sway. Task comparisons were
made using the Wilcoxon signed-rank test, with a significance threshold of 5%.
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3 Results

The results of the group analysis are depicted in Figs. 9 and 10. Figure 9 uses the
non-dominant eye as a baseline for comparison, highlighting regions where activity sig-
nificantly increased in the dominant eye (p < 0.05). Anatomically, significant increases
in activity were noted in several regions, particularly in the precuneus and areas of the
occipital lobe. This significant activity was asymmetrical, with a more pronounced dis-
tribution on the left side. Figure 10 displays the activity results for the right eye with the
left eye serving as a reference. In these results, no significant increase in activity was
detected. A similar lack of significant activity increase was observed when comparisons
were made using the right eye as the reference.

Next, Fig. 11 includes a representative example of CoP sway for each condition (22-
year-old female, right-eye dominant). The graphs sequentially wider extent the sway
results for the left eye, right eye, and both eyes. It is apparent that the left-right sway
trajectory is elongated in all graphs, with a notably wider extent in the conditions involv-
ing the right eye and both eyes. Figure 12 illustrates the mean standard deviation of the
CoP’s left-right directional data. While the results for the dominant eye were marginally
higher, they did not reach significance. Lastly, Fig. 13 presents the amplitudes of the
0.25 Hz component ascertained through frequency analysis. Although the results for the
non-dominant eye were somewhat greater, no significant differences were discerned.
The same was true for binocular vision; no significant changes were detected.

Fig. 9. Result for anatomical brain activity. (dominant eye vs non-dominant eye)
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Fig. 10. Result for anatomical brain activity. (right eye vs left eye)

Fig. 11. Example of center of pressure sway (22-year-old female, right-eye dominant).

4 Discussion

In summary, the results of this study suggest the presence of specific brain regions that
process peripheral visual information recognized through the dominant eye, with pre-
dominant activity in the precuneus andupper regions of the occipital lobe. The precuneus,
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Fig. 12. Summarized result for standard deviation of the CoP’s left-right directional data.

Fig. 13. Summarized result for amplitudes of the 0.25 Hz component.

which resides within the parietal lobe and is nestled between the cingulate and parieto-
occipital sulci, plays a role in functions related to attention, cognition, and the spatial
processing of visual information [15]. In this experiment, participants were exposed to
images that generated a sense of depth through motion parallax during peripheral view-
ing, in alignment with the timing of the tasks. Peripheral viewing, as opposed to foveal
viewing, tends to elicit a more potent spatial perception [16], indicating that the pro-
cessing of visual information via the dominant eye was actively involved, considering
the nature of the images and tasks presented.

The 2nd-Level analysis indicated an asymmetry in activity between the cerebral
hemispheres, with a marked increase in the left hemisphere. This heightened activity
is strongly believed to result from the brain’s tendency to process visual information
in the hemisphere opposite the eye receiving the input [17]. The transmission of visual
information to the left hemisphere through the optic chiasm—and the prevalence of
right-eye dominance in the study’s participants—likely contributed to this finding. It is
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therefore postulated that processes such as object identification, motion detection, and
color discrimination from the right eye occurred in the left occipital lobe. Hence, the
amplified activity in the left occipital lobe in response to specific visual stimuli viewed
by the right eye can be interpreted as a natural outcome of the brain’s visual information
processing mechanism.

In terms of the connection between the dominant eye and visually induced postural
changes (VEPRs), no differences attributable to the dominant or non-dominant eye were
noted. Although the underlying reasons for this result warrant further investigation,
considering that VEPRs constitute a complex, coordinated reaction, it is conjectured
that disparities in visual input are integrated during processing, thereby not impacting
the manifestation of postural changes.

5 Conclusion

As a fundamental examination of the relationship between ocular dominance and brain
function, we employed FunctionalMagnetic Resonance Imaging (fMRI), a technique for
brain function imaging, to visualize the cerebral activities associatedwith themechanism
of ocular dominance. Additionally, we sought to investigate the correlation between
ocular dominance and visually induced postural changes. The findings indicated an
increase in activity in the precuneus and occipital lobe during the viewing with the
dominant eye, hinting at the presence of specific brain regions involved in the processing
of ocular dominance mechanisms. On the other hand, the assessment of the relationship
between ocular dominance and visually induced postural changes did not reveal any
significant associations.
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