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Preface

This book constitutes the refereed proceedings of the 12th International Conference on
Computational Data and Social Networks (CSoNet 2023), held at the National Eco-
nomics University (NEU) in Hanoi, Vietnam, December 11–13, 2023. This conference
provided a premier interdisciplinary forum to bring together researchers and practition-
ers from all fields of big data networks, such as billion-scale network computing, data
network analysis, mining, security and privacy, optimization, and learning. CSoNet 2023
welcomed not only the presentation of original research results, but also the exchange and
dissemination of innovative, practical development experiences. The topics of CSoNet
2023 covered the fundamental background, theoretical technology development, and
real-world applications associated with the aforementioned fields.

The target audience of this book mainly consists of researchers, students, and prac-
titioners in complex networks, machine and deep learning, combinatorial optimization,
security, and blockchain. The book is also of interest to researchers and industrial practi-
tioners in emerging areas such as Internet of Things, blockchainmodeling, cloud comput-
ing, fraud detection, rumor blocking, crime detection, intelligent transportation systems,
and many more.

CSoNet 2023 has received papers from 20 countries in four major areas of research
including machine learning & forecasting, optimization, network analysis, and secu-
rity & blockchain. The Program Committee has followed a formal standard reviewing
process; bidding, single-blind reviewing, and deliberating resulted in acceptance of 23
regular papers, 14 short papers, and 4 extended-abstract papers for presentation and
publication in the proceedings. Each paper was reviewed by at least two experts in the
field. It was our great honor to receive a keynote talk on “Learning with graphs” given by
a world-class invited speaker, Roger Wattenhofer (ETH Zurich, Switzerland). We also
organized a panel discussion about “Large LanguageModels: Theory, Applications, and
Challenges” with the participation of My T. Tra (University of Florida, USA), Xingquan
Zhu (Florida Atlantic University, USA), Tu-Bao Ho (Viasm, Vietnam), David Mohaisen
(University of Central Florida, USA), and TienMai (SingaporeManagement University,
Singapore).

We would like to express our appreciation to all contributors and the conference
committee members. A special thank you goes to the National Economics University
for its support of this conference. We sincerely thank all authors for submitting their
high-quality work to the conference. Our thanks also go to all Technical Program Com-
mittee members and sub-reviewers for their willingness to provide timely and detailed
reviews of all submissions. Their hard workmade the success of the conference possible.
Furthermore, without the tremendous efforts from general co-chair Hong Chuong Pham
(President of NEU), local chair Thanh Hieu Nguyen (Vice-president of NEU) and team
members, publication co-chairs DucMinh Vu and Hung Tran, publicity co-chairs Phi Le
Nguyen and Min Shi, financial chair Thang Dinh, and website chair Canh V. Pham, our
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conference would not have been so successful in its 12th year. Lastly, we acknowledge
the support and patience of Springer staff members throughout the process.

December 2023 Minh Hoàng Hà
Xingquan Zhu

My T. Thai
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An Approach Using Threshold-Based
Noise Reduction and Fine-Tuned

ShuffleNetV2 for Plant Leaf Disease
Detection

Hai Thanh Nguyen, Phat Minh Nguyen, Quang Duy Tran,
and Phuong Ha Dang Bui(B)

Can Tho University, Can Tho, Vietnam
{nthai.cit,tdquang,bdhphuong}@ctu.edu.vn

Abstract. Diagnosing plant leaf diseases is essential for agricultural
development. Leaves are an important part of the plant and are often
where signs of disease appear. With the support of image processing
algorithms, researchers have widely used them to support disease detec-
tion tasks on plant leaves. Transfer learning approaches have revealed
encouraging results in many domains but require fine-tuning hyperpa-
rameter values. Additionally, a combination with noise reduction can
lead to positive potential effects in improving performance. This study
proposes an approach leveraging a noise reduction technique based on
Soft-Thresholding with Lasso regression and then performing the disease
classification with a fine-tuned ShuffleNetV2. The experimental results
on 14,400 images of 24 plant leaf disease classes of 10 various plant
species show that the Threshold-based noise reduction combined with a
fine-tuned ShuffleNetV2 can obtain better performance in disease classi-
fication on plant leaves than the original model and several considered
transfer learning methods.

Keywords: plant leaf diseases · threshold · noise reduction ·
ShuffleNetV2

1 Introduction

The development of agriculture, particularly in crops, is one of the critical areas
to promote economic growth [1]. In recent years, Vietnam has transformed the
cultivation of crops, i.e., the production of one crop per year has increased to two
crops per year, which helps Vietnam become one of the largest exporters of agri-
cultural products in Southeast Asia [2]. Applying high technology and modern
machinery has effectively supported farmers in growing agricultural products.
However, the difficulties in growing plants, such as the appearance of diseases,
e.g., brown leaf spots, bacterial leaf blight, leaf fungus, powdery mildew, etc.,
have reduced both the yield and the quality of plant cultivation. Therefore,
detecting common diseases on crops is an urgent matter for supporting farmers
to improve productivity [3].
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
M. H. Hà et al. (Eds.): CSoNet 2023, LNCS 14479, pp. 3–14, 2024.
https://doi.org/10.1007/978-981-97-0669-3_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-97-0669-3_1&domain=pdf
https://doi.org/10.1007/978-981-97-0669-3_1
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Most plant diseases have evident symptoms and can be diagnosed through
infected plant leaf observation by an experienced plant pathologist. However,
the excessive diversity of plants, the diversity, and the faster spread of plant leaf
diseases make them challenging to diagnose. Therefore, applying deep learning in
plant leaf disease diagnosis is crucial. In addition, the noise reduction techniques
give a promising performance for removing Gaussian noise in CT medical images
[4], in color digital images [5].

This research proposes a novel deep learning-based diagnosis model, which
uses the PlantVillage dataset, based on a Threshold-based noise reduction tech-
nique and fine-tuned ShuffleNetV2 architecture, to classify common diseases on
plant leaves for supporting farmers in growing agricultural products in practi-
cal ways. The performance of the proposed model is compared to the original
model and several considered transfer learning methods for classifying plant leaf
diseases.

2 Related Work

Deep learning frameworks have been applied recently in numerous plant leaf
disease detection studies, especially convolutional neural network (CNN) based
approaches. In addition, an exciting work in [6] deployed deep learning archi-
tectures, which include VGG16, InceptionV4, ResNet50, ResNet101, Resnet152,
and DenseNet121, using PlantVillage dataset for plant disease identification. In a
study [7], the authors presented a deep learning-based approach applying CNN-
based pre-trained models, encompassing DenseNet121, ResNet50, VGG16, and
InceptionV4, which trained on the PlantVillage dataset for leaf disease detection.
Binnar and Sharma [8] proposed detection models that deployed four deep learn-
ing models, e.g., AlexNet, simple sequential model, MobileNet, and Inception-v3,
for detecting plant leaf diseases. An improved MobileNet was used in [9] to per-
form disease detection tasks on tomato leaves. Exciting work in [10] presented a
model using improved ShuffleNetV2, which deeply integrated the Squeeze-and-
Excitation module with the ShuffleNetV2 network to recognize edible fungi fruit
body diseases.

Although studies based on CNN algorithms have been proposed in plant leaf
disease detection, usually only on a specific plant, examining the effects of noise
reduction techniques for improving the performance of CNN-based architectures
needs to be thoroughly investigated on numerous types of plants. Therefore, our
study has attempted a threshold-based noise reduction technique and evaluated
its effects on accuracy in plant leaf disease detection tasks.

3 Methods

Figure 1 exhibits an approach for disease detection in plant leaves with Shuf-
fleNetV2 [11], LeNet [12], and ResNet50 [13], including the main stages. In the
first phase, we collect the data for the experiment and divide the dataset into
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two main subsets, including the training set and the testing set. Then, we per-
form data processing by applying Soft-Thresholding with Lasso regression to
reduce the noise. Next, the data are fetched into learning architectures such as
ShuffleNetV2, LeNet, and ResNet50 for disease classification tasks.

Fig. 1. The proposed workflow for Disease Detection on Plant Leaves.

3.1 Dataset

PlantVillage dataset [14] was collected with 24 plant leaf disease classes, includ-
ing 14,400 images of 10 different plant species. Figure 2 shows some examples
from PlantVillage dataset. The original images had different resolutions, and
because the crop data were of a substandard size, this dataset was preprocessed
to resize images to 224× 224 pixels for fetching into models. We use 80% for the
training set (11,520 images) and 20% for testing (2,880 images).

3.2 Soft-Thresholding with Lasso Regression for Noise Reduction

We leverage Soft-Thresholding by using Lasso regression. Soft-thresholding is
an essential technique in data and feature processing in the case of statistical
prediction and analysis. This technique eliminates features that are not essential
or that contribute little to the model; thereby, it helps to improve the overall
ability of the Lasso model. In this study, the Soft-Thresholding was estimated
with a value of 0.5. Figure 3 compares the threshold applied to the image and
the original ones.

Lasso regression is ordinary least squares plus an L1 norm, with Cost(β)
computed as Eq. 1 [15], where Cost(β) is the loss function (cost function) cal-
culated based on a set of training data and a set of coefficients β. At the same
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Fig. 2. Some examples from PlantVillage dataset: a) strawberry leaf blight, b) peach
with bacterial spot, c) healthy cherry, d) corn with leaf spot, e) healthy pepper leaf, f)
grape healthy g) healthy apple h) apples with fungal disease.

Fig. 3. Before and after applying threshold images and grayscale images.

time, the Residual Sum of Squares (RSS) denotes the sum of the squared errors
between the values actual yi and predicted value

∑M
j=0 βjxij for each data point.

λ reveals a regularization parameter used to control the level of regularization
applied to the model.

Cost(β) = RSS + λ (sum of absolute value of weights)

=
N∑

i=0

⎛

⎝yi −
M∑

j=0
βjxij

⎞

⎠

2

+ λ

M∑

j=0
|βj |

(1)

We use soft-thresholding function S(a, λ). This allows us to solve the sub-
differential of the Lasso cost function [16] as follows Eq. 2, In this case, we use
the L1 regularization function with the regularization coefficient λ. S(λ, β): This
is approximately the derivative of the normalization component for β, and it is
called the subdifferential of the function |β|. It depends on the values of λ and
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β as Eq. 2.

∴ ∂

∂β
(Cost) =

n∑

i=1
2(yi − xiβ)(−xi) + ∂

∂β
[λ|β|]

=
n∑

i=1
2(yi − xiβ)(−xi) + S(λ, β)

(2)

We can use this function during slope reduction to estimate λ with α. However,
in the context of using Gaussian [17] and Lasso regression [15], it is common to
use the Lasso model to estimate the regression coefficients of a predictive model,
and Soft-Thresholding is applied to perform variable selection through setting
the coefficients of non-critical variables based on defined thresholds. Gaussian
and Soft-Thresholding in Lasso Regression appear when assuming that the coef-
ficients of the Lasso model have a Gaussian distribution. This could allow you
to estimate the regression coefficients through Lasso’s goal optimization process
and apply Soft-Thresholding to the model by setting the coefficients to be less
than a threshold.

3.3 Deep Learning Architectures for Disease Detection on Leaf
Images

Deep learning architectures used in this study include ShuffleNetV2, LeNet, and
ResNet50. Table 1 shows the main features of each considered CNN model used
to prepare for the training phase. Many CNN models are provided, but the model
was chosen because of its high results in the training process.

Table 1. Some considered deep learning architectures

Architecture Main Features #Params (millions)
ShuffleNetV2 Solves tasks such as recognition images 10.81
ResNet50 Helps significantly improve performance in

disease classification and image classification
tasks

376.99

LeNet Developing machine learning applications
related to image processing

29.62

4 Experimental Results

4.1 Experimental Setup

The tests are conducted on the command line parameter with 12 GB RAM and
1.8 GHz Core i5 Intel CPU-assisted GPU with 8 GB. The proposed model is
trained using ten epochs and a batch size of 32.
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4.2 Scenario 1: Disease Performance with ShuffleNetV2

The original ShuffleNetV2 includes default hyper-parameters: epoch value of 5,
step size of 3, gamma value of 0.01, and batch size of 8. In the experiment of
using fine-tuned ShuffleNetV2 for disease detection on leaves, we fine-tune the
hyper-parameters, including the epoch value of 10, a learning speed value of
0.001, a batch size of 32, a step size of 5, and leaving the same gamma value of
0.01. The loss and accuracy during epochs are shown in the Fig. 4a

Fig. 4. Classification performance with ShuffleNetV2
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Fig. 4b shows the confusion matrix on the testing set in scenario 1. The results
of fining-tune the hyper-parameters show that the fine-tuned ShuffleNetV2
model achieves an accuracy of 99.61% compared to the results of original Shuf-
fleNetV2 model with an accuracy of 99.41%.

4.3 Scenario 2: Disease Performance with ResNet50

The original ResNet50 has hyper-parameters with default values: epoch value of
5, step size of 3, gamma value of 0.01, and batch size of 8. In the experiment
using fine-tuned ResNet50, we fine-tuned the hyper-parameters, including the
epoch value of 10, a learning speed value of 0.001, a batch size of 32, a step size
of 5, and leaving the same gamma value of 0.01. Figure 5a shows the loss and
accuracy during epochs.

Figure 5b shows the confusion matrix on the testing set in scenario 2. The
results of fine-tuning the hyper-parameters show that the fine-tuned ResNet50
model achieves an accuracy of 99.21% compared to the results of the original
ResNet50 model with an accuracy of 98.63%.

4.4 Scenario 3: Disease Performance with LeNet

The original LeNet has hyper-parameters with default values: epoch value of 5,
step size of 3, gamma value of 0.01, and batch size of 8. In the experiment of
using fine-tuned LeNet, we fine-tuned the hyper-parameters, including the epoch
value of 10, a learning speed value of 0.001, a batch size of 32, a step size of 5,
and leaving the same gamma value of 0.01. Figure 6a shows the loss and accuracy
during epochs.

From the illustration of Fig. 6b shows the confusion matrix on the testing
set in scenario 3. The results of fining-tune the hyper-parameters show that the
fine-tuned LeNet model achieves an accuracy of 94.45% compared to the results
of the original LeNet model with an accuracy of 92.20%.

4.5 Scenario 4: Soft-Thresholding with Lasso Regression

Figure 7 illustrates the Soft-Thresholding with Lasso Regression analysis.
Figure 7a shows that when increasing the threshold value, the recall value will
increase to help to choose a better model, and Fig. 7b shows that when the
value of Soft-Thresholding increases, the beta value will decrease, which helps
reduce unnecessary features. In addition, results achieved after applying the
Soft-Thresholding with Lasso regression to the fine-tuned ShuffleNetV2 model
show promising results in Table 2 and can be applied in practice to implement
diagnostic software for plant diseases.
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Fig. 5. Classification performance with ResNet50

4.6 Discussion

The four scenarios show that the four prediction cases are more than 0.9 accu-
rate. In scenario 3, LeNet with the unexpected result is 0.94453; In scenario 1,
the discriminating rate between disease and healthy disease is close to 100%.
There is almost no confusion in the learning process. Based on the above exper-
imental results, the statistics are presented in Table 2. The results show that the
model applying the Soft-Thresholding with Lasso regression to the fine-tuned



An Approach Using Threshold-Based Noise Reduction 11

Fig. 6. Classification performance with LeNet

Table 2. The result of applying the Soft-Thresholding with Lasso regression to the
fine-tuned model

Fine-tuned + Thresholding
ShuffleNetV2 0.99610
ResNet50 0.99211
LeNet 0.94453

ShuffleNetV2 outperforms the most recently published efforts in identifying dis-
ease signals. Similarly, based on the experimental results, the machine learning
process on the ShuffleNetV2 model for positive and promising results. In this
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Fig. 7. Soft-Thresholding with Lasso Regression Analysis

Fig. 8. Result comparison with various architectures on the testing set.

experiment, the default hyperparameter values used include an epoch value of
10 and a batch size of 32. The model uses a gamma optimization function. The
initial image will be normalized to 224× 224. The hyperparameters have been
refined: The learning rate is 0.001 and tested with ten epochs. These parameters
can be determined using a hyperparameter search. The accuracy and loss during
the training phase show that the accuracy increases after iterations, and the
error gradually decreases and stabilizes after ten epochs.

Table 3. Results comparison between fine-tuned architectures and original values of
hyper-parameters

Fine-tuned + Thresholding Original Values of Hyper-parameters
ShuffleNetV2 0.99610 0.99411
ResNet50 0.99211 0.98630
LeNet 0.94453 0.92202

This study selected three architectures, including ShffleNetV2, ResNet50,
and LeNet, to compare making more prominent benefits, improving accuracy,
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and choosing parameters. As shown in (a) and (b) in Fig. 8, there is a comparison
of brightness accuracy on experimental recognition by ShuffleNet V2, ResNet50,
and LeNet in modern architectures. With training comparison, it works and
corresponds to a corresponding authentication. By observing Fig. 8, the exact
form identified by different models increases with the increase of the primitives.
It should be noted that the accuracy of our model is currently higher than that
of other models. Figure 8 determines that the preliminary calibration results of
the method are exported. Priority of the output model, Table 3 illustrates a
comparison between the results of applying the Soft-Thresholding with Lasso
regression to the fine-tuned architectures and those of original values of hyper-
parameters.

5 Conclusion

Deep learning methods have recently become famous for image processing
and pattern recognition. This study proposes a learning architecture using a
Threshold-based noise reduction technique and a fine-tuned ShuffleNetV2 app-
roach for classifying plant leaf images of 24 plant leaf disease classes in the
PlantVillage dataset. The success of the proposed architecture is compared with
the most advanced deep learning architectures used to detect leaf diseases in the
literature. Research experiments were conducted in the original and denoised
versions of the PlantVillage Dataset. Regarding average accuracy, the proposed
ShuffleNetV2 outperforms other CNN architectures on both the original and
denoised datasets with accuracies of 0.99411 and 0.99610, respectively. Future
work is expected to expand the foliage disease dataset by increasing plant diver-
sity and several classes. This will help develop models that can make more accu-
rate predictions under challenging environments. Plant pathologists and farmers
can quickly diagnose plant diseases and take necessary preventive measures by
deploying these innovative models on environmental mobile devices.
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Abstract. Visual Question Answering (VQA) poses a formidable chal-
lenge, necessitating computer systems to proficiently execute essen-
tial computer vision tasks, grasp the intricate contextual relationship
between a posed question and a coexisting image, and produce precise
responses. Nonetheless, a recurrent issue in numerous VQA models per-
tains to their inclination to prioritize language-based information over
the rich contextual cues embedded within images, which are pivotal for
answering questions comprehensively. To mitigate this limitation, this
paper investigates the utility of image captioning-a technique that gen-
erates one or more descriptive sentences pertaining to the content of an
image-as a means to augment answer quality within the framework of
VQA, leveraging a language-centric approach. Towards this goal, we pro-
pose two model variants, namely BLIP-C and BLIP-CL, to aggregate
the caption-grounded and vision-grounded representations to enrich the
contextual question representation to improve the quality of answer gen-
eration. Experimental results on a public dataset demonstrate that uti-
lizing captions significantly improves the accuracy and detail of answers
compared to the baseline model.

Keywords: vqa · blip · blip-c · vision-language fusion

1 Introduction

Visual Question Answering (VQA) is a complex and interdisciplinary task that
bridges the domains of computer vision (CV) and natural language processing
(NLP). To accomplish this task, a VQA system relies on different algorithms to
integrate input in the form of a natural language question with an image and
generate an answer as output. The role of NLP is to address challenges such
as question understanding and answer generation based on visual understand-
ing using CV. VQA task has various practical applications in our life such as
recommendation systems, education, advertising [3].

However, VQA models exhibit a bias towards learning from question features
rather than giving equal importance to image features [12]. Previous studies
[1,20,26] mainly focus on image features such as object recognition, attributes,
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
M. H. Hà et al. (Eds.): CSoNet 2023, LNCS 14479, pp. 15–26, 2024.
https://doi.org/10.1007/978-981-97-0669-3_2

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-97-0669-3_2&domain=pdf
https://doi.org/10.1007/978-981-97-0669-3_2
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Question 1: "where is the lady sitting", 

Ground truth answer: "on a tree branch in a 

forest"

Question 2: "how do the woman wear 

clothes", 

Ground truth answer: " a blue south 

vietnamese pajama shirt, south vietnamese 

pajama pants"

Question 3: "where is the woman?", 

Ground truth answer: " sitting in a forest"

Generated caption by BLIP: a young 

woman in blue jacket and pink pants hanging 

on an old tree with her

Fig. 1. Example of our caption informative the model to answer question. Words rel-
evant to the question and answer are marked by the same color, synonyms are italic

and relationships between object pairs. As another direction, several works
[13,30] leverage textual features from images that can provide relevant infor-
mation for answering questions. Nevertheless, these approaches heavily rely on
descriptive, lengthy sentences to extract visual information and make decisions
for answer generation, which can introduce bias towards additional information.
In this paper, we hypothesize that image captions can be useful in facilitating
answer construction. For VQA, if image captions are not readily available, they
could be generated using pre-trained image captioning models, e.g., BLIP Image
Captioning [15]. Figure 1 shows examples of generated captions, which have the
potential to provide informative content for answer construction by reflecting
various aspects and relationships among multiple objects or entities in the input
question.

To incorporate the semantic information in captions, for each image input, we
run a pre-processing step to generate a descriptive caption using a pre-trained
image captioning module. As the main contribution, the generated caption is
utilized to enrich the question representation, i.e., caption-grounded representa-
tion, besides the visual input, referred to as image-grounded representation. To
combine these representations, we propose two variants namely BLIP-C and
BLIP-CL built upon the VQA module of BLIP [15]. The former utilizes a
hyperparameter to control the aggregation while the latter seeks to learn the
trade-off ratio automatically. The joint representation is subsequently fed into
the answer decoder to generate the appropriate answer. As the second contri-
bution, we conduct extensive experiments on the VLSP-EJVQA datasets for
English. Experimental results show that our proposed models demonstrate the
ability to generate better answers with statistically significant improvements in
terms of BLEU scores. For BLEU-1, BLIP-C, and BLIP-CL increase 3.35%
and 0.93% respectively from the baseline BLIP.

The paper is organized as follows: Sect. 2 presents our literature review on
related work for the VQA task while we thoroughly describe our approach in
Sect. 3. In Sect. 4, various experiments on the VLSP-EJVQA datasets for English
are performed to validate the effectiveness of the proposed approach. Section 5
summarizes the main content of the paper.
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2 Related Work

2.1 Visual Question Answering

VQA was first introduced in [2] which is a combination of LSTM question encoder
and VGG image encoder. Image embedding and question embedding after joint
using point-wise multiplication goes through a fully-connected neural network
to output the answer. Ren et al. [21], Malinowski et al. [19], Gao et al. [10]
propose extracting image features from CNNs and text features from LSTM
cells. Image features are fed into each LSTM cell of question encoder or answers
decoder. Learning the important local features of image and question instead of
using global features alone, some attentive models are proposed. Models designed
in a top-down manner cannot effectively represent clear boundaries between
regions, making it challenging to filter out noise from different parts of an image
[23]. Likewise, Anderson et al. [1] ensures clear boundaries in object detection;
however, it cannot guarantee the appropriate incorporation of semantic parts
without explicitly classifying the objects and supervising the semantic connec-
tions between them. Multimodal Bottom-Up and Top-Down Cues [9], MBC for
short, employs attention mechanisms for image and text features. However, to
combine these two types of information, MBC proposes a deeper analysis of
the combination between images and natural language by estimating the outer
product of image features and text features. This mechanism has been shown
to perform better than element-wise multiplication or concatenation of feature
vectors. MBC achieves the best VQA results on the COCO VQA dataset. Addi-
tionally, another drawback of this method is its complexity and computational
cost. Yang et al. [35], generate answers from fixed space and employ the VQA
as a classification problem. Stack Attention Network (SAN) [35], is proposed to
stack multiple question-guided attention layers, and representation of each layer
is used as a query to attend to image grids. Following the EJVQA-VLSP dataset,
we require a model with the ability to generate open-ended answers instead of
a region of answers.

Recently, along with the advancement of pre-trained models, vision and lan-
guage (VL) fusion models have gotten a lot of attention. These models exhibit
improved capabilities in representing both images and text, enhancing general-
ization and the ability to generate descriptive captions for images. VilBERT [18]
and LXMERT [25] utilize dual stream models with two separated Transformers
to encode image and text input, and then the output features are inserted into
a cross-modal Transformer for multimodal embeddings. VL-BERT [24], Pixel-
BERT [11] use a only single stream of Transformer to fuse input from two modal-
ities simultaneously. SemVLP [14] proposed a model architecture that applies
both single stream encoder and dual stream by training them iteratively. In
the effort of building a generic pre-trained BERT, BLIP [15] employs BERT for
text encoder and Vision Transformer (ViT) for visual encoder, and feeds image
embedding to the text encoder to generate output.
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The top-5 methods in the VLSP competition for the EVJQA dataset mostly
focus on addressing the multilingual VQA problem. Thai et al. [27] integrates
a pre-trained vision language model to extract hints for the answers. Seq2Seq
architecture is proposed to generate the corresponding answers in free-form nat-
ural language. Dong et al. [6] using an encoder-decoder architecture with object
prefixes for inputs and proposing an additional object detection component for
capturing the image’s semantics. Multimodal sequence-to-sequence transformer
model derived from the T5 encoder-decoder architecture is proposed in [5]. The
input question includes text-based prompts to indicate language, image aug-
mentation is added to generate more various input for different types of ques-
tions. Truong et al. [29] combine two modules of question-answer embedding
and visual embedding as custom encode for transformer-based architecture. Our
approach concentrates on using image captioning to enrich visual features for
specific English VQA task.

2.2 VQA with Image Captioning

There are efforts to improve the VQA performance with the support of the image
captioning task. Wu et al. [33] utilize a word prediction pre-trained on ImageNet
to generate attributes and a separated image captioning model to generate cap-
tions. Likewise, Li et al. [16] leverages attributes to generate related knowledge
and image captions. Both attributes, captions, and knowledge embeddings are
fed into LSTM before fusing with modalities vectors. Changpinyo et al. [4] using
captions to generate question-answer pair for training dataset of vqa model. Cap-
tions, generated question-answer pairs, and answers are inputs for the model. Li
et al. [17] also use captions to construct the dataset with explanation for answers.
Wu et al. [31] and Sharma et al. [22] employ question and image features to gen-
erate captions. Next, caption-based image feature, question representation, and
the attended image feature are fed into LSTM unit to generate answers. Instead
of using images as input, Tiong et al. [28] takes captions. Wu et al. [32] choose
the question-relevant image descriptions to reduce question learning bias. Du et
al. [8] apply a pre-trained language model to propose answers. As a direction
using large language models, Yang et al. [34] propose the utilization of GPT-3
for answering knowledge-based visual questions. Different from mentioned works,
our model uses a separate caption module to extract captions from the images
and captions as input of VQA model. We demonstrate that utilizing image cap-
tions independently in the VQA task yields significant results, even when having
no prior information about the questions.

3 Methodology

In this section, we present our methodology for improving the visual question
answering task via exploiting generated captions of input images. Figure 2 illus-
trates the overall architecture of our approach.
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Fig. 2. Our framework architecture for VQA . Red dash-line boxes highlight novel
components compared to BLIP [15] (Color figure online).

3.1 Caption Generation

As a preprocessing step, we adopt the pre-trained image caption module of BLIP
to produce the caption for every image input. First, it takes image embedding
injected from the ViT [7] module as input for the cross-attention layer of Trans-
former block. Next, a nucleus sample is utilized to generate more diverse and
surprising captions, which may contain more useful information for the VQA
task compared to beam search. Figure 3 shows some generated caption examples
using BLIP Image Captioning.

3.2 Feature Representation

Inspired by BLIP [15], we employ a vision transformer (ViT) image encoder and
a BERT-based text encoder to represent visual and text modalities respectively.
Given an input tuple of (question, image, generated caption), the images are
transformed into latent representations using ViT. In the case of the caption
and question, we have implemented an image-grounded text encoder comprising
three components namely bi-directional self-attention, cross-attention, and feed-
forward. The bi-directional self-attention module is to extract the contextual
information in the sentences while the cross-attention module is to fuse the con-
textual representation with the visual representation to extract the image-text
multimodal representation. Suppose that L is the length of the sentences, V is
latent dimension of image embeddings from ViT, C ∈ R

Lc×V and Biq ∈ R
Lq×V

are denoted as enriched representation of image caption embedding and image
question embedding respectively. Furthermore, we introduce a caption-grounded
question encoder, which shares a similar architecture with the image-grounded
question encoder but differs in the cross-attention layer where we replace the
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Fig. 3. Examples of generated captions by BLIP [15] Image Captioning

image embedding with caption feature representation C to extract caption-
grounded question representation Bcq ∈ R

Lq×V . The aggregation of question-
caption Bcq and question-image representation Biq is the input of cross attention
layer for Answer decoder block. The combination of these representations will
described in the next section.

3.3 Multimodal Representation Aggregation

We propose two approaches to aggregate image- and caption-grounded question
representation as the following: BLIP-C: The main idea is to combine these
representations using a trade-off hyperparameter α ∈ [0, 1].

Bques−out = α × Biq + (1 − α) × Bcq (1)

BLIP-CL: Instead of using a trade-off hyperparameter, this variant leverages
the importance of these representations by an additional parameter D ∈ R

V as:

Wiq = Biq × D (2)
Wcq = Bcq × D (3)
Wl = Softmax([Wiq,Wcq]) (4)

Bques−out = Wl[:, 0] × Biq + Wl[:, 1] × Bcq (5)

3.4 Answers Decoder

The aggregated representation Bques−out of the image-grounded and caption-
grounded question vector is fed into cross-attention layer of the Transformer
block. In this decoder block, the bi-directional self-attention layer in the image-
grounded encoder is replaced by a casual self-attention layer. A [Decode] token
is used to signal the beginning of a sequence, and an end-of-sequence (EOF)
token is to signify its end. With the objective of generating textual descriptions
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Table 1. Statistics of EJVQA-VSLP dataset for English

Training set Test set

Images 3,285 478

English question-answer pairs 5,763 1,441

given an image, the answer decoder optimizes a cross-entropy loss which trains
the model to maximize the likelihood of the text in an autoregressive manner

LCE = −
∑

n

H(y(n)ŷ(n)) (6)

where y is ground-truth value and ŷ is predicted probability.

4 Experiments

4.1 Dataset

We use the English dataset the VLSP Multilingual Visual Question Answering
Competition (EVJVQA) 20221. This dataset contains 7,928 English question-
answer pairs from 3,763 images of various types such as landscapes, specific
objects, markets, and human activities. Additionally, there are images capturing
signs, information on posters, and some images are paintings. A single question
may apply to multiple images. Unlike previous VQA datasets, which often aimed
to transform VQA into a classification problem, the answers in the EJVQA-
VLSP dataset are typically detailed. Some answers even include complete sen-
tences with both subject and predicate. This raises a challenge in solving the
task as the original BLIP model tends to create short answers.

Following the BLIP architecture and considering the constraints imposed by
a limited dataset, we split the dataset into training and test sets of 5,763/1,441
question-answer pairs. Each training image has an image caption of length from
12 to 20 words. Table 1 illustrates the statistics of the dataset.

4.2 Metrics

BLEU score is used to evaluate the generation answers. In particular, we use
BLEU-1, and BLEU-2 as the evaluation metric for visual question answering.
The BLEU score is calculated using the following formula.

BLEU = BP · exp

(
1
n

n∑

i=1

log Pi

)
(7)

1 https://vlsp.org.vn/vlsp2022/eval/evjvqa.

https://vlsp.org.vn/vlsp2022/eval/evjvqa
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Fig. 4. Experiment results compare with the baseline method BLIP

where BP stands for Brevity Penalty computed as follows:

BP = min(1, exp(1 − r/c)) (8)

with r is the number of words or characters in the generated sentence, and c is
the number of words or characters in the reference sentence; Pi is the ratio of the
number of matching n-grams between the generated and the reference sentence;
n is size of the n-gram used.

4.3 Implementation Details

The model is implemented using PyTorch with GPU. The Transformer block for
images is initialized with parameters similar to the ViT model trained on the
ImageNet dataset, while the Transformer block for text is initialized from the
pre-trained BERTbase model. The model is trained for 5 epochs with a batch
size of 3 due to the large amount of data and GPU limitations. To optimize the
training, the model uses AdamW optimizer with a weight decay of 0.05. The
learning rate is set to 2e-5, and the decay linearly with the rate of 0.85. Images
are trained at a resolution of 384× 384 pixels. To mitigate the risk of overfitting,
we terminate training when the loss stabilizes without further reduction. During
the inference process for VQA, we employ the decoder to generate answers. In
our approach, the output words from the previous step are used as input for the
current step instead of ranking a predefined number of answers. Notably, captions
are not employed in generating answers during inference. Both baseline model
BLIP and proposed models, i.e., BLIP-C, BLIP-CL, are finetuned using the
EJVQA-VLSP dataset. Each model is run ten times with different seeds and
reports the average performance. Remarkably, without incorporating captions
during inference, two models demonstrate their proficiency in generating high-
quality answers by effectively leveraging both visual and textual features.
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Fig. 5. The effect of α on the BLIP-C’s performance

4.4 Results and Discussions

Quantitative Results. We further analyze our model quantitatively in the
context of two research questions below.

Is the generated caption is useful for the VQA task? As shown in
Fig. 4, our proposed models, i.e., BLIP-C and BLIP-CL, improve BLEU scores
compared to the baseline BLIP model. In BLEU-1, the BLIP-C, and BLIP-
CL increase 3.35% and 0.93% respectively from the baseline BLIP. BLIP-C is
the best performing variant because it is simpler than BLIP-CL. Likewise, we
observe similar phenomena. All improvements are validated by the statistical
student t-test with p-value 0.05. These observations imply that the integration
of captions helps improve VQA model performance.

What is the effect of α in BLIP-C? We vary α and observe the BLEU-1
metric as Fig. 5. The results showed that with α = 0.3, indicating a larger role of
the caption-question features over the image, the best result was achieved with
a BLEU-1 score of 0.772. α = 0.5, where both features are considered equally
important, shows a similar result of 0.771. Results with α values lower (0.1) or
higher (0.7, 0.9) did not yield significant values. This demonstrates that when
the image-question or caption-question features are given too much weight, the
model lacks the information provided by the other feature. The fact that a value
of α = 0.7 and image feature alone (α = 1, baseline model not using caption)
resulted in a lower score than α = 0.3 also confirms that the image feature alone
is insufficient in forming accurate answers.

Qualitative Results. We conduct several qualitative experiments to show the
effectiveness of the proposed methods, namely BLIP-C, BLIP-CL in improv-
ing the quality of generated answers for the VQA task as Fig. 6. For example,
considering the image with id = 6092 and the question “What color is the shirt
that the man standing next to the girl in a black shirt is wearing? “ Both pro-
posed models correctly color answer “white“, with the BLIP-C model providing
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Fig. 6. Comparison answers generated from proposed method and baseline model

an answer closer to the reference answer. In contrast, the baseline model pre-
dicts the incorrect answer “black“. As another example, in the image with id =
5193, both BLIP-C and BLIP-CL models predict “the girl is holding a white
bag“ with the correct color being “white“, while the baseline model provides an
incorrect answer with the color “black“.

5 Conclusion

In this paper, we present a novel approach for the VQA task, which exploits gen-
erated captions from input images to enhance the quality of answers. The main
idea is to jointly enhance the contextual question representation with image-
and caption-grounded representations. The representations are aggregated in two
ways respecting to our two model variants including BLIP-C and BLIP-CL.
Experimental results on the VLSP-2022 EJVQA dataset for English demonstrate
the efficacy of our approach compared to the baseline BLIP. In the future, we
aim to improve the accuracy of the model by constructing an end-to-end archi-
tecture, whereby the caption is built concurrently with the answer generation in
a unified framework.
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Abstract. Speech Quality Assessment (SQA) plays a critical role in
speech processing systems by predicting the quality of input speech sig-
nals. Traditionally, quality is represented as mean of scores provided by
many listeners’ opinions and is a floating-point value, so the straight-
forward approach is treating SQA as a regression task. However, speech
quality score is labeled by crowdsourcing, resulting in a lack of unifor-
mity among listeners. This discrepancy makes it challenging to accurately
represent speech quality. Some recent works have proposed transforming
SQA into a classification task by converting continuous scores into dis-
crete classes. These approaches simplify the training of SQA models but
not consider valuable variance information, which capture the differences
among listeners and the difficulties to evaluate.

To address this limitation, in addition to directly learning score val-
ues through the regression task, we propose using a classification task
in a multitask setting. We assume that quality labels for each class fol-
low a Gaussian distribution, considering not only the mean ratings but
also the variance among them. To ensure that the improvements can be
confidently attributed to our approach, we adopt a Conformer-based
architecture, a state-of-the-art architectural framework for represent-
ing speech information, as the core for our model and baseline models.
Through a comprehensive series of experiments conducted on the NISQA
speech quality assessment dataset, we provide conclusive evidence that
our proposed method consistently enhances results across all dimensions
of speech quality.

Keywords: Speech Quality Assessment · MOS · distribution labeling

1 Introduction

With the development of information and communication technology, people can
easily communicate with others through the Internet and telecommunication sys-
tems. The most popular forms are voice calls and online meetings, where people
can talk to others. However, speech transmitted over networks can be degraded
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
M. H. Hà et al. (Eds.): CSoNet 2023, LNCS 14479, pp. 27–38, 2024.
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and may not ensure the original quality, leading to annoyance and potential mis-
understandings among end-users. Consequently, speech quality assessment is a
crucial task in evaluating the performance of communication systems, garnering
attention from telephone companies and Internet service providers.

The primary approach for assessing speech quality is the subjective method,
where a group of human listens to and evaluates the speech. Normally, each lis-
tener rates the speech quality on a scale from 1 to 5, and the Mean Opinion Score
(MOS), calculated as the average score, represents the overall quality [6]. While
this method provides authentic insights into users’ experiences, it is expensive,
time-consuming, and impractical for real-time and large-scale systems.

To address these limitations, alternative objective methods have been devel-
oped [14]. The International Telecommunication Union - Telecommunication
(ITU-T) has recommended standard objective methods, including PESQ [7]
and POLQA [8]. These methods are double-ended, requiring a clean or refer-
ence speech signal for comparison with the degraded signal. By analyzing the
differences between them, these algorithms provide a measure of the quality of
the degraded speech. However, the double-ended method faces limitations due
to the unavailability of reference speech signals in many practical scenarios. As a
result, single-ended methods have garnered considerable attention and emerged
as an active research area in speech quality assessment. Not relying on reference
speech signals, single-ended methods overcome the limitations of double-ended
methods and are more applicable in real-world settings.

Recently, deep learning-based approaches have achieved remarkable results
in single-ended speech quality assessment by predicting MOS. Researchers have
explored various neural network architectures and different methods of extract-
ing speech features. For instance, [24] propose a model using Long Short-Term
Memory (LSTM) module. Additionally, certain models comprise bidirectional
LSTM and densely connected convolutional (DCC) layers [4], while others incor-
porate convolutional neural networks (CNNs) [13]. In a different approach,
authors in [20] introduced transformer-based learning to the domain of audio
quality assessment, using three essential audio features: Mel-frequency cepstral
coefficients, chroma, and Mel-scaled spectrogram. Furthermore, [23] proposed a
model called Subband Adaptive Attention Temporal Convolutional Neural Net-
work (SAA-TCN), which takes subband magnitude spectrograms as input. These
research efforts have yielded promising results in predicting speech quality and
have provided valuable insights for the development of effective models for this
critical task.

All of these research efforts aim to predict MOS, a real-value label determined
by individual opinions. However, the scoring range of 1 to 5 can often confuse
listeners when selecting a suitable level. Therefore, predicting MOS can be chal-
lenging, particularly when listeners assign different scores to the same speech
sample. To overcome this limitation, several studies have explored alternative
labeling schemes and objective functions. For instance, [11] provides a posterior
distribution of MOS by predicting both the mean and standard deviation. In [9],
researchers compared the Mean Squared Error (MSE) loss with Kullback-Leibler
divergence (KLD) in regression approach and cross-entropy (CE) in classification
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approach. The KLD loss was used to train models to predict a normal distribu-
tion with mean and variance similar to human-labeled scores, while the cross-
entropy loss was employed with converting the MOS scale, ranging from 1 to
5, into a 5-class setting. Additionally, [29] and [15] employed the Earth Mover’s
Distance (EMD) as a loss function with blended label distributions. Similarly,
in [16], the speech quality quantification task was formulated as a classification
problem, and Gaussian-smoothed labels were introduced as part of the solution.
These alternative approaches aim to enhance the robustness and accuracy of
speech quality prediction models by considering various methods for interpret-
ing and handling the subjective nature of MOS labels.

To transform the problem to classification task, existing labeling methods
are inflexibility, only labeling a few classes around the MOS value and not uti-
lizing the variance information present in individual listener opinions. While [9]
and [11] try to predict it but still regard it as a regression task and treat all
badly and well labeled samples equally. In our work, we proposes a Gaussian
distribution labeling approach for speech quality assessment, which captures the
varying degrees of speech quality opinions expressed by different listeners and
helps training model phase focus on the samples labeled well. This distribution-
based labeling is then utilized within a classification framework to predict speech
quality. Moreover, we implement Conformer blocks, which include convolution
sub-sampling layers and Transformer blocks [5], to represent speech information.
Not only Automatic Speech Recognition (ASR), Conformer has been applied for
other tasks, such as Speech Emotion Recognition [27], Accent Recognition [25].
A recent work [26] showed that Conformer gave state-of-the-art performance
in speech quality assessment. With the same neural architecture, we compare
the proposed labeling method with the traditional method of predicting MOS
and Gaussian-smoothed-labels, a labeling method used in [15,16,29]. The exper-
iments evaluate not only on overall quality but also other criteria: noisiness, dis-
continuity, coloration and loudness [28]. In predicting overall quality, the exper-
iments show that our propose outperforms Gaussian-smoothed-labels and tradi-
tional regression approach in all test cases. In other criteria of speech quality, our
labeling method also gives the improvement. Moreover, the combination of clas-
sification approach using Gaussian distribution labeling and regression approach
achieves best performance.

The paper is organized as follows: Sect. 2 details the proposed distribution
labeling method along with speech quality assessment model. The effectiveness
of the proposed approach is then confirmed through experimental results, pre-
sented in Sect. 3. Finally, Sect. 4 provides a summary of the research findings
and outlines potential future directions for this work.

2 Proposed Method

2.1 Gaussian Distribution Labeling

Usually, conventional methods aim to predict MOS directly, but MOS values
are labeled by a group and can be different among listeners. To simplify the
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prediction process, some researchers [15,16,29] convert speech quality prediction
into a classification task by dividing the MOS range into discrete classes.

For instance, [16] introduced a label distribution learning method, named
by Gaussian-smooth-labeled. Within this, MOS range of 1–5 is divided into
C distinct classes and v represents the class index containing the MOS value,
smooth labels at kth class (xk) is formulated as follows:

xk =

⎧
⎪⎨

⎪⎩

0.6 if k = v

0.2 if k = v ± 1
0 otherwise

(1)

However, this conventional approach only assigns labels to the two classes
adjacent to the one containing the MOS value. [15,29] share the similar idea with
four adjacent class. Furthermore, they did not leverage the variance information,
which indicates the different of listeners’ opinions are rating speech samples.

Hence, we propose a novel approach of smoothing the labels using a Gaussian
distribution. We assume that the scores provided by listeners follow a Gaussian
distribution, and the model’s task is to reconstruct this distribution, ensuring
representation for each class relative ratio of ratings at each score, as illustrated
in Fig. 1.

For a sample with a mean score of μ and a standard deviation of σ, given a
variable s ∼ N (μ, σ). C is the number of discrete classes. We define the range
of each class 2δ:

2δ =
MOSmax − MOSmin

C − 1
=

4
C − 1

(2)

The centroid of the kth class (ck):

ck = MOSmin +
(k − 1) ∗ (MOSmax − MOSmin)

C − 1
= 1 +

(k − 1) ∗ 4
C − 1

(3)

The smoothed label for the sample corresponds to the probability of s falling
within the range of each class.

xk =

⎧
⎪⎨

⎪⎩

p(s < 1 + δ) if k = 1
p(ck − δ < s < ck + δ) if 1 < k < C

p(5 − δ < s) if k = C

(4)

Note that first and last class respectively have centroids of 1 and 5 and class
range are [−∞, 1 + δ] and [5 − δ,+∞] while others have range [ck − δ, ck + δ].
This difference aims to handle the samples has MOS at border value.

By using this labeling method, the training process become a classification
problem. In inference phase, the predicted MOS is obtained by a weighted sum
of all centroids:

ŷ =
∑C

i=1 ck ∗ pk

where pk is the predicted probability of class kth.
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(a) μ = 3.1 and σ = 0.539 (b) μ = 3.1 and σ = 0.943

Fig. 1. Two speech samples have the same MOS but different standard deviation with
10 ratings. The distribution of listeners’ scores are simulated by Gaussian distribution
labeling method.

Consider two examples with the same mean score value but different vari-
ances as shown in Fig. 1. The previous approaches typically assign them similar
labels [15,16,29] or, at the least, treats them equally [9,11]. However, with our
Gaussian distribution labeling method, the sample with a lower variance gets
more sharply label which concentrates higher probability in the class containing
the mean value, and is more difficult for model to fit. In contrast, the label for
the other is flatter, making it easier for the model to predict. This means that
badly-labeled samples, that confuse listeners during evaluation, give a smaller
loss during training in this approach while the well-labeled samples, which are
consistent among by many listeners, contributes more to training loss.

2.2 Focal Loss

In our research, we extended the utility of the Focal Loss (FL) [12] beyond its
typical application in one-hot encoding scenarios. FL was originally designed to
address classification tasks and is known for its ability to prioritize challenging
samples in training process, thus enhancing model’s performance.

Regularly, classification task using one-hot encoding, label in true class is 1
while the others are zero. In this scenario, the standard Focal Loss is defined as:

FL(p) = −αt · (1 − pt)γ · log(pt) (5)

Here, pt represents the predicted probability of the true class t, αt serves
as the balancing factor to account for class imbalance, and γ is the focusing
parameter that controls the rate at which the loss decreases when pt approaches
1, the label of true class. In case of γ = 0, FL is equivalent to cross entropy loss.
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In our work, we adapted Focal Loss to accommodate blended labels, intro-
ducing the modified formulation as follows:

FL(p, q) = −
C∑

i=1

αi · (qi − pi)γ · qi · log(pi) (6)

In Eq. 6, C stands for the number of classes, while p and q respectively rep-
resent the predicted probabilities and the ground truth labels. This modification
enables us to effectively apply Focal Loss in scenarios involving blended labels
and help the model focus on challenging samples.

2.3 Model Architecture

The Fig. 2 illustrates the general architecture we have implemented. Because
our research primarily focuses on labeling method, we have adopted the archi-
tecture model proposed by [26]. Their work also proved its efficient performance
of evaluating speech in overall quality and related criteria, including noisiness,
discontinuity, coloration and loudness. In our experiments, we also implement
these criteria but the Fig. 2 just shows one setting for simple in visualization.
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Fig. 2. General of model architecture.

An speech sample has input is waveform and label is mean and variance.
The speech signal is initially extracted into to filterbanks feature, which serves
as the input for the model. The core component of model consists of Conformer
blocks. [5] has developed Conformer as an state-of-the-art model for ASR task
and verified the efficiency of its encoder block of representing speech information.
Output of the model is a C + 1 dimension vertex.

In regression task, the first value is considered as predicted score. We use
Mean Square Error (MSE) with mean as truth value to train this task.

In classification task, C other values of output are put into softmax layer to
get predicted probability of each class. True probability is provided by Guassian
distribution labeling method. We train this classification task with Focal loss.

With the combination approach, the training loss is summary of regression
loss and classification loss.
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3 Experiments

3.1 Setup

The architecture model is configured with specific details: it consists of 16 Con-
former layers with an embedding size of 320, 4 attention heads, convolution ker-
nel size of 15, and follows other settings consistent with the medium Conformer
architecture proposed by [5]. In total, the architecture encompasses approxi-
mately 43.5 million parameters.

The input features fed into the model are 120-channel filterbanks, derived
from a window size of 25 ms and a frame shift of 10 ms. These Mel-spectrograms
are further normalized using cepstral mean subtraction, as described by [3].

In the training phase, the models are trained for 200 epochs with a learning
rate set at 0.001 and a batch size of 16. Additionally, Focal Loss is employed
with a gamma value of 2.

In the context of Gaussian distribution labeling, we configure the number of
classes as 9, which results in a class range of 0.5 for each class and centroid set
is {1, 1.5, 2, ..., 4.5, 5}. In contrast, Gaussian-smoothed labels uses 40 classes as
provided in the public source code of [16].

3.2 Datasets

We training model with two datasets, include in NISQA TRAIN SIM and
NISQA TRAIN LIVE. Two validation datasets are NISQA VAL LIVE and
NISQA VAL SIM. Three datasets are used for testing are NISQA TEST FOR,
NISQA TEST P501, and NISQA TEST LIVETALK. All these datasets are
obtained from the NISQA corpus [17].

The summary of them are shown in Table 1.

Table 1. The summary of used datasets

Datasets Lang No. Con No. Files Votes/File Hours

NISQA TRAIN SIM en 10,000 10,000 5 24.7

NISQA VAL SIM en 2,500 2,500 5 6.0

NISQA TRAIN LIVE en 1,020 1,020 5 2.6

NISQA VAL LIVE en 200 200 5 0.5

NISQA TEST FOR en 60 240 30 0.6

NISQA TEST LIVETALK de 58 232 24 0.6

NISQA TEST P501 en 60 240 28 0.5

NISQA TRAIN SIM and NISQA VAL LIVE contain a large variety of differ-
ent simulated distortions. The speech samples are get from sources: The Librivox
audiobook clips of the DNS-Challenge dataset [22], TSP speech database [10],
Crowdsourced high-quality UK and Ireland English Dialect speech dataset [2]
and AusTalk [1].
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In NISQA TRAIN LIVE and NISQA VAL LIVE, live calls were conducted
through telephone and Skype. The clean speech files were taken from the Lib-
rivox audiobook clips of the DNS-Challenge dataset [22] and played back via a
loudspeaker.

NISQA TEST LIVETALK, talkers used smartphones and laptops in diverse
conditions and environments, including cafes, cars, areas with poor reception,
elevators, shopping centers, and more. Most used mobile phones for calls through
the mobile network or VoIP services like Skype or Facebook.

NISQA TEST FOR contains simulated distortions with different codecs,
background noises, packet-loss, clipping and live conditions with WhatsApp,
and Zoom. The source speech samples are taken from the “Forensic Voice Com-
parison Databases - Australian English: 500+ speakers” dataset [18,19].

NISQA TEST P501 also includes simulated distortions similar to those in
NISQA TEST FOR and live conditions with Skype, Zoom, WhatsApp, and
mobile network recordings. The source speech samples are taken from Annex
C of the “ITU-T P.501” dataset [21].

3.3 Scenario

We conducted several experimental scenarios to assess the performance of our
proposed labeling method. All models shared the same architecture but differed
in their labeling methods and objective functions:

– Firstly, we trained a model using Mean Square Error loss to directly predict
MOS, following the traditional approach [26]. This is the second baseline and
denoted by reg(MSE).

– Secondly , we trained a classification model using the labeling method, called
Gaussian-smoothed labels (GSL), proposed by [16] with Focal loss as the first
baseline. We denote it is clf(GSL + FL).

– Thirdly, we implemented two variants which integrated our Gaussian distri-
bution labeling (GDL) method with Focal loss or Cross Entropy loss. They
are respectively denoted as clf(GDL + FL) and clf(GDL + CE).

– Finally, we combined the traditional regression task using MSE and classifi-
cation task using our labeling method (GDL) and Focal loss in the training
process. It is represented by clf(GDL + FL) + reg(MSE).

We employed two criteria, Pearson’s Correlation Coefficient (PCC) and Root
Mean Squared Error (RMSE), to assess the models’ performance. Higher PCC
is better while lower RMSE is better.

3.4 Results and Discussion

Firstly, in Table 2, the average PCC and RMSE of overall quality per condition,
as predicted by different models in each dataset, are presented.

The results clearly demonstrate that Gaussian distribution labeling, in con-
junction with Cross Entropy loss or Focal loss, consistently outperforms GSL
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and are competitive with regression approach across all datasets. Moreover, GDL
with CE or FL exhibit high PCC values and low RMSE values, with each being
the best in one dataset. Remarkably, the combination of regression and classifi-
cation task produces the best results in three out of the five datasets.

Table 2. Per-condition average on validation and test datasets of the Overall quality
in terms of PCC and RMSE.

Model VAL LIVE VAL SIM TEST FOR TEST LIVETALK TEST P501

clf(GSL+FL) PCC ↑ 0.711 0.818 0.788 0.680 0.835

RMSE ↓ 0.496 0.636 0.510 0.598 0.538

reg(MSE) PCC ↑ 0.723 0.830 0.825 0.718 0.840

RMSE ↓ 0.487 0.617 0.467 0.567 0.531

clf(GDL+CE) PCC ↑ 0.745 0.840 0.797 0.663 0.841

RMSE ↓ 0.470 0.599 0.499 0.610 0.530

clf(GDL+FL) PCC ↑ 0.722 0.832 0.857 0.665 0.852

RMSE ↓ 0.488 0.613 0.427 0.609 0.512

clf(GDL+FL) + reg(MSE) PCC ↑ 0.774 0.829 0.857 0.780 0.832

RMSE ↓ 0.446 0.619 0.426 0.510 0.544

In addition to these findings, we also evaluated these models on various other
criteria related to speech quality, encompassing noisiness (Table 3), discontinuity
(Table 4), coloration (Table 5), and loudness (Table 6).

Table 3. Per-condition average on validation and test datasets of the Noisiness in
terms of PCC and RMSE.

Model VAL LIVE VAL SIM TEST FOR TEST LIVETALK TEST P501

clf(GSL+FL) PCC ↑ 0.616 0.826 0.805 0.786 0.845

RMSE ↓ 0.571 0.535 0.416 0.446 0.500

reg(MSE) PCC ↑ 0.620 0.838 0.780 0.734 0.850

RMSE ↓ 0.569 0.518 0.439 0.490 0.493

clf(GDL+CE) PCC ↑ 0.631 0.833 0.806 0.723 0.853

RMSE ↓ 0.562 0.526 0.415 0.498 0.489

clf(GDL+FL) PCC ↑ 0.586 0.829 0.793 0.760 0.872

RMSE ↓ 0.587 0.531 0.428 0.469 0.459

clf(GDL+FL) + reg(MSE) PCC ↑ 0.621 0.835 0.835 0.805 0.863

RMSE ↓ 0.568 0.522 0.386 0.428 0.473

The proposed method consistently outperforms both the traditional regres-
sion approach and Gaussian-smooth-labels method. Specifically, across four cri-
teria, two baseline methods achieved the best results three times in two valida-
tion datasets and only two times in three test datasets. This discrepancy can be
attributed to the fact that the validation datasets only received five votes per
file, while the test datasets are more confident and labeled better with more than
20 votes. This suggests that Gaussian distribution labeling better in predicting
the quality of well-labeled samples, aligning with the assumption discussed in
Sect. 2.1.
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Table 4. Per-condition average on validation and test datasets of the Discontinuity in
terms of PCC and RMSE.

Model VAL LIVE VAL SIM TEST FOR TEST LIVETALK TEST P501

clf(GSL+FL) PCC ↑ 0.352 0.692 0.805 0.625 0.762

RMSE ↓ 0.628 0.720 0.557 0.557 0.577

reg(MSE) PCC ↑ 0.449 0.732 0.893 0.560 0.825

RMSE ↓ 0.599 0.679 0.422 0.592 0.504

clf(GDL+CE) PCC ↑ 0.485 0.726 0.865 0.499 0.803

RMSE ↓ 0.586 0.685 0.472 0.619 0.531

clf(GDL+FL) PCC ↑ 0.435 0.715 0.896 0.544 0.829

RMSE ↓ 0.604 0.696 0.417 0.599 0.499

clf(GDL+FL) + reg(MSE) PCC ↑ 0.460 0.712 0.894 0.614 0.748

RMSE ↓ 0.596 0.700 0.421 0.564 0.592

Table 5. Per-condition average on validation and test datasets of the Coloration in
terms of PCC and RMSE.

Model VAL LIVE VAL SIM TEST FOR TEST LIVETALK TEST P501

clf(GSL+FL) PCC ↑ 0.466 0.752 0.847 0.655 0.761

RMSE ↓ 0.458 0.615 0.378 0.482 0.492

reg(MSE) PCC ↑ 0.397 0.772 0.886 0.666 0.741

RMSE ↓ 0.475 0.594 0.329 0.476 0.509

clf(GDL+CE) PCC ↑ 0.455 0.772 0.850 0.673 0.742

RMSE ↓ 0.461 0.594 0.374 0.472 0.508

clf(GDL+FL) PCC ↑ 0.470 0.768 0.887 0.636 0.779

RMSE ↓ 0.457 0.599 0.329 0.492 0.475

clf(GDL+FL) + reg(MSE) PCC ↑ 0.490 0.779 0.899 0.684 0.763

RMSE ↓ 0.451 0.586 0.312 0.466 0.490

Table 6. Per-condition average on validation and test datasets of the Loudness in
terms of PCC and RMSE.

Model VAL LIVE VAL SIM TEST FOR TEST LIVETALK TEST P501

clf(GSL+FL) PCC ↑ 0.518 0.712 0.488 0.587 0.654

RMSE ↓ 0.584 0.578 0.644 0.411 0.651

reg(MSE) PCC ↑ 0.646 0.721 0.468 0.626 0.679

RMSE ↓ 0.521 0.570 0.652 0.396 0.632

clf(GDL+CE) PCC ↑ 0.644 0.716 0.507 0.628 0.612

RMSE ↓ 0.522 0.574 0.636 0.395 0.681

clf(GDL+FL) PCC ↑ 0.633 0.713 0.492 0.549 0.661

RMSE ↓ 0.529 0.577 0.642 0.424 0.646

clf(GDL+FL) + reg(MSE) PCC ↑ 0.628 0.726 0.477 0.705 0.655

RMSE ↓ 0.531 0.566 0.648 0.360 0.651

4 Conclusions

In this paper, we present a Gaussian distribution labeling for speech quality
assessment tasks. By transforming the problem to classification task, GDL lever-
age mean and the variance of human rating process and make model focus on
well-labeled samples. The experiments prove our labeling method improve the
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result in predicting MOS, compared with traditional approach of regression and
previous labeling method. Not only overall quality, GDL achieves outperform
them results on various speech quality criteria.
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Abstract. In the age of deep learning, the emergence of high-resolution datasets
containing small text presents a growing challenge in scene text detection. Scal-
ing down entire images to address this issue often leads to text distortion and
performance degradation. In this research, we introduce TextFocus, an innova-
tive algorithm that leverages a multi-scale training strategy with a focus on
efficiency. Instead of analyzing each pixel in an image pyramid, TextFocus will
attempt to identify context regions surrounding ground-truth instances, or “chips,”
and then process for finding all text regions in the image sample. All text infor-
mation from every chip from the model will then be combined with careful post
processing methodology to obtain the final results for text detection. As a result
of TextFocus’ ability to resample very large image samples (4000x4000 pixels)
into low resolution chips (640x640 pixels), our model can train twice as quickly
and handle batches as large as 50 on a single GPU when scaled normally. When
the larger the training size, the better the result is basic tactic, our method demon-
strates that trainingonhigh resolution scalemight not be ideal.Our implementation
using ResNet-18 backbone with segment-like head achieves 0.828 F1 score on the
SCUT-CTW1500 [1] dataset, 0.611 F1 score on the Large CTW [2] dataset with
acceptable FPS for realtime purpose.

Keywords: Computer Vision · Scene Text Detection ·Multi-scale Detection ·
High Resolution Image

1 Introduction

Scene text detection represents a pivotal andpervasive computer vision task characterized
by its significance in diverse domains. This task finds extensive utility in various spheres
of everyday life, encompassingdocument scanning, translation services, and surveillance
operations entailing the extraction of information from credit cards and vehicle license
plates. Moreover, its scope extends to text retrieval and text-centric visual question-
answering paradigms. However, despite its multifaceted applicability, several challenges
persist, impeding seamless practical integration.

The domain of shape text detection has undergone remarkable strides, primarily
attributed to integrating deep learning methodologies. These advancements have been
highlighted by notable contributions that encompass the adoption ofmodels like the Fully

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
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Convolutional Network [3]. These models have exhibited substantial efficacy within the
confines of this specialized domain. In recent developments, a class of Transformer-
based paradigms, exemplified by models such TextBPN [6] and DeepSOLO + + [5],
has ascended to prominence, showcasing exceptional performance and achieving state-
of-the-art outcomes.

Recent investigates in the field have predominantly revolved around the quest for
novel architectural models. Nevertheless, the incremental enhancements in performance
metrics achieved through these approaches havebecomeasymptotic. Increasing accuracy
by a few percent on public text datasets is not easy.

In this study, the goal is directed toward refining learning and inference strategies
simultaneous with the cultivation of expanded datasets to enhance accuracy and frames
per second (FPS) metrics. We introduce TextFocus (Fig. 1), a novel text detection algo-
rithm with a dual advantage: it can quickly and accurately find instances of text within
images with multiple resolutions. By harnessing the synergies afforded by multiple res-
olution techniques, our algorithm aims to surmount the deficiencies that often beset
current methods, particularly their aptitude to discern diminutive textual elements.

2 Related Works

Arbitrary shape text detection has emerged as a critical research area within scene text
detection. The problem of arbitrary-shape text detection is challenging due to the variety
of shapes and appearances text can take.

Before deep learning flourished, Connected Component (CC) and Traditional sliding
window based had been widely used. Sliding window-based methods [6, 7] involve
a multi-scale window over an image and classify the current path to detect objects or

Fig. 1. The overview architecture of TextFocus
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features of interest. CC-based modes [8, 9] get the character candidates by extracting
CCs. And then, these candidates’ CCs are classified as text or non-text. Recently, deep
learning based methods have become popular. These methods can be divided into differ-
ent groups: regression-based methods, segmentation-based methods, and contour-based
methods.

Regression-based methods [10, 11] always modify box-regression-based object
detection frameworks with word-level and line level for text instances. These methods
comprise the text proposal generation stage, with candidate text regions generated, and
the bounding box refinement stage, inwhich candidate text region are verified and refined
to create the final detection result.

Segmentation-based methods draw inspiration from semantic segmentation to
implicitly encode text instances with pixels mask. PSNET [13] employs a progress scale
expansion algorithm for multi-scale segmentation map fusion. PAN [14] enhance pixel
embeddings for the same textwhile distinguishing different texts. Thesemethods empha-
size segmentation accuracy as a key determinant of boundary detection quality. Their
work on a single scale size sample still suffers from high-resolution and small item sce-
narios, despite their excellent studies on certain datasets. Our approach, combined with
a clever multi-scale strategy, improve the model, catch small objects in high-resolution
scenarios, and need minimal additional runtime or resource computation.

Contour-based methods directly model text boundaries to detect arbitrary shape
text. ABCNet [15] and FCENet [16] employ curve modeling (Bezier-Curve and
Fourier-Curve) for text instance contours, accommodation progressive approximation
of closed shapes. Relative to segmentation-based methods, considerable room remains
for performance and speed enhancement exploration.

3 Methodology

Fig. 2. TextFocus for training process
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Fig. 3. TextFocus for inference process

We present distinct formulations for the training pipeline (Fig. 2) and the inference
pipeline (Fig. 3) due to their slightly dissimilarity.

Illustrated in Fig. 2, the training procedure encompasses the subsequent steps: Before
ingestion into the model, input images, exhibiting diverse annotator formats contingent
on the dataset, undergo preprocessing to establish uniformity. Post-preprocessing, utiliz-
ing a lightweight backbone (ResNet-18 [18]), the model handles the processed inputs. It
subsequently channels the outputs through dual branches, yielding outcomes instances,
and focus maps intend to generate higher-level chips.

As depicted in Fig. 3, the inference procedure is outlined in some steps. The process-
ing phase in the same as the training phase; inputs traverse a lightweight backbone with
each scale iteration, yielding feature and the focus map is used to create chips that will
be used in later scales. All features are combined into a batch and sent to the detection
branch after chip generation has ended. This branch produces the final prediction for the
text instance.

3.1 Detection Branch

Pixel Aggregation Network (PAN) is an optimized approach proposed by Wang et al.
[14] for detecting text instances with arbitrary shapes, primarily due to its adept balance
between speed and performance. To achieve heightened efficiency, the segmentation
network’s backbone must be lightweight. Nonetheless, such lightweight architectures
often yield features characterized by diminutive receptive fields and limited represen-
tation capabilities. To address this challenge, the model was designed with a computa-
tionally efficient segmentation head to refine the extracted features. This segmentation
head encompasses two pivotal components: The Feature Pyramid Enhancement Module
(FPEM) and the Feature FusionModule (FFM). In this study, we adopt and embrace this
methodology to address the intricacies of detecting arbitrary-shaped text within images
of varying resolutions.
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3.2 Focus Branch

Fig. 4. The architecture of Focus branch

The process aims to predict interesting regions in the image that may contain text infor-
mation and discard remaining background regions that are unlikely to have text infor-
mation at the following scale (Fig. 4). The module zooms and crops from interesting
regions when applying the detector at successive scales. Focus branch comprises two
main parts: the first predicts Focus Pixels through learning; the second is Focus Chips
Generation to produces Focus Chips. Since the first component is the only one used in
the training phase, all two will be used in the inference phase.

a. Focus Pixels Finding.
Focus Pixels are established at the convolutional feature network’s granularity

from the output of the lightweight backbone. Simple modules process the feature
map from the lightweight backbone and produce the focus map, which is then trained
to match the interesting ground truth map accordingly. If a feature map pixel overlaps
with a small sized text instance, it is referred to as a focus pixel. In the resized chip,
which is input to the network, a text instance is deemed small if the root square value
of the text area within the image samples falls within a range (between 3 and 50 in
our implementation). If a chip contains split text covering 80% of the original text
instance, all covered pixels are marked as focus pixels. In the training process, we
mark Focus Pixels as positives. During training, Focus Pixels are treated as positives,
while pixels with square root area values less than 5 or between 50 and 100 are
ignored, and all remaining pixels are considered background, as shown in Fig. 5.

b. Focus Chips Generation.
Focus branching is used during inference to produce focus maps P, which are then
used to predict which pixels in the foreground t and have some connected compo-
nents S. With a size dxd filter, we dilate every part before merging it. Then chips were
created to contains these connected components. If two chips overlap, the two chips
are combined, and the overlapped chips are replaced with the boundary regions sur-
rounding them. Be aware that sometimes, even after dilation, the number of connected
components is huge, but each is very small in size. The batch inference is inefficient
and takes a long time because so many small chips are produced. Therefore, we
eliminate chips whose width or height is below the minimum size k.



44 D. Q. Manh et al.

(a)                         (b)                          (c)                           (d)

Fig. 5. All the pixels that a particular text instance covers are regarded as Focus pixels if their sizes
fall within a certain range and do not deviate too much from the previous scale. When training, it
is best to ignore some cases where the area is slightly higher than the upper bound or lower than
the lower bound of the area range as mentioned. (a) Previous scale. (b) Chip proposed for the next
scale. (c) Current scale. (d) Ground truth for focus map of the current scale, where regions with
green color are positives (1), yellow color is negatives (-1), gray color is background (0)

3.3 Combination for Final Results

As depicted in Fig. 6, the outputs from the model do not inherently offer bounding box
information akin to prevalent detection models. Instead, integrating region maps and
kernel maps culminates in generating ultimate results. A distinctive strategy is adopted
wherein all regions and kernels originating from each scale are unified to generate the
final regions and kernels.

Fig. 6. Combination process for final results
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4 Experiments and Results

4.1 Datasets

Table 1. The detail information of datasets.

Datasets Range of resolution (pixel) Real/Synthetic Annotation
level

Language
in image

Large CTW [2] 320 × 240–5000 × 5000 Real Word/line Chinese

Total Text [20] 640 × 480–1920 × 1080 Real Word/line English

ICDAR2015 [19] 300 × 300–2400 × 2400 Real Word/line Various

SCUT-CTW1500
[1]

640 × 480–1920 × 1080 Real Word/line Chinese

Synth Text [22] 320 × 240–1920 × 1080 Synthetic Word/line Various

In this context of this study, the evaluation encompasses a comprehensive amount of
datasets, where pre-existing annotations of arbitrary shapes characterize the SCUT-
CTW1500 [1], ICDAR2015 [19], Total Text [20] and the Large CTW [2] dataset. Further
diversifying the testing spectrum, the SynthText dataset [22] is explicitly employed to
establish pre-trained models. We use the test datasets above, similar to the previous
research and the baseline PAN model. The detail information of datasets as shown in
Table 1.

4.2 Experiments

We tested the problem on NVIDIA GeForce GTX 1650 Ti GPU with 4Gb ofVRAM.
However, for training, we rely on Google Colab’s and Kaggle virtual machines equipped
with an Intel Xeon CPU and 40Gb of RAM, paired with NVIDIA P100 GPU boasting
40 Gb VRAM.

For evaluating system’s performance, the configuration for theTextFocus is described
in Table 2.

Table 2. Overall training parameters.

Parameter Large CTW Dataset Others Datasets

Input shape 640 × 640 320 × 320

Base lr 0.001 0.001

Batch size 32 32

Num epoch 150 150

Optimizer Adam Adam

Lr scheduler Polynomial lr Polynomial lr
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In our experiments, we employ a combination of evaluation metrics, including Precision
(P), Recall (R), and the F1-score, to comprehensively assess the performance of our
segmentation model. These metrics are calculated based on the Intersection over Union
(IoU) metric.

4.3 Result and Analysis

Table 3. Results on ICDAR2015, Total Text, SCUT-CTW1500. “P”, “R”, “F1” and “FPS”
represent the precision, recall, F-measure and frame per second, respectively.

Method ICDAR2015 [19] Total Text [20] SCUT-CTW1500 [1]

P R F1 FPS P R F1 FPS P R F1 FPS

CTPN
[23]

74.2 51.6 60.9 3.55 – – – – 60.4 53.8 56.9 3.57

SegLink
[24]

73.1 76.8 75.0 – 30.3 23.8 26.7 – 42.3 40.0 40.8 1.35

EAST [12] 83.6 73.5 78.2 – 50.0 36.2 42.0 – 78.7 49.1 60.4 2.52

RRPN
[25]

82.0 73.0 77.0 – – – – – – – – –

PSENet
[13]

84.5 86.9 85.7 0.80 78.0 84.0 80.9 1.95 79.7 84.8 82.2 0.9

TextSnake
[26]

84.9 80.4 82.6 0.55 82.7 74.5 78.4 – 67.9 85.3 75.6 –

PAN [14] 84.0 81.9 82.9 12.29 83.6 78.5 80.1 10.11 86.4 81.2 83.7 13.11

Ours (320) 86.1 74.5 79.9 8.51 82.7 74.1 78.1 11.13 84.8 80.9 82.8 14.21

Ours (640) 84.3 85.1 84.7 1.92 82.6 81.5 82.1 2.12 84.4 83.8 84.9 2.45

Table 4. Results on Large CTW. “P”, “R”, “F1” and “FPS” represent the precision, recall, F-
measure and frame per second, respectively.

Method Large CTW

P R F1 FPS

Ours (320) 54.6 52.3 53.4 5.12

Ours (640) 62.1 60.1 61.1 1.71

We evaluate TextFocus on the ICDAR2015, Total-Text, SCUT-CTW1500 and Large
CTW. Our proposed model, with an input size of (320,320), obtained competitive results
of 84.7 F1 Score on the ICDAR2015, 82.1 on the Total-Text and 84.9 on the SCUT-
CTW1500 (Table. 3). Large CTW is a substantial Chinese text dataset in the wild with a
very high-resolution image sample, text instances in the dataset are often tiny according
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to the overall image. With an input size (640,640), TextFocus obtained a 61.1 F1 Score
with acceptable real-time FPS in Table 4. Figures 7 and 8 visualize some examples of
the results.

Beyond just achieving efficient and balanced metrics results, TextFocus also aids in
efficient training. Chips are generated sequentially for each scale to help input image
size to the model always be the same to avoid performance impacted by small size input,
which helps conserve resources and expedite training.

Fig. 7. Inference pipeline in TextFocus. All results are processed on the Large CTW dataset [2].
Focus Pixels masked as pink, interesting region chips are shown in yellow in the second and fourth
rows. Text instances detected in each chip are shown in purple in the first and third rows, final
detection results are shown in red in last row. As can be seen, high resolution image samples
contain small text instances and some of them can be detected in the higher scale.

5 Conclusion

The study proposed a framework for an effective model pipeline that can streamline
the inference process in real-time and reduce training’s resource, time, and computing
requirements. The model uses a lightweight backbone and a cascaded module strategy
to increase processing speed and feature output. The model maintains input at a specific
image size and uses a focus branch to identify interesting regions for the next scale. The
outputs from each scale are then combined to produce the final text instance detection
results. These two modules make TextFocus become an efficient, adaptive and accurate
detector. In comparison to earlier state-of-the-art text detectors, experiments on the
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SCUT-CTW1500, TotalText, ICDAR2015, and Large CTW show superior advantages
in balancing speed, adaptability, and accuracy. The work is also a good reference for
image pattern recognition problems [27–30].
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Fig. 8. Visualize results on three standard benchmarks. Left: Results on SCUT-CTW1500.
Middle: Results on ICDAR2015. Right: Results on TotalText.
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Abstract. In the era of rapid technological advancement, the emergence
of Deepfake technology has transformed our interaction with digital con-
tent. Deepfakes are sophisticated synthetic media created using deep
learning techniques that alter or replace visual and audio elements in
images, videos, and audio recordings. While Deepfakes offer potential
benefits in entertainment and training, they also raise ethical, social,
and security concerns. Many people have been victims of deepfake tools
that are widely available online. Such tools can cheat image recognition
algorithms. Therefore, an assessment of the dangers of these tools is nec-
essary so that researchers can focus on novel strategies for anti-deepfake.
This study evaluates the ability of four famous deepfake tools, namely
Deepfakes, Face2Face, Face Swap, and Neural Textures, to cheat deep
learning architectures in fake/real face recognition in images. Experimen-
tal results show that the Neural Textures tool is the most sophisticated
in creating fake faces, which is the most challenging for the considered
fake image detection algorithms. In addition, we propose an architecture
that can obtain better performance in fake/real face detection with fewer
parameters.

Keywords: Deepfake detection · Convolutional Neural Network ·
deepfakes tools

1 Introduction

Deepfake technology has revolutionized how we perceive and interact with digital
content in the era of rapid technological advancement. Deepfakes [1], a portman-
teau of “deep learning” and “fake”, refer to highly sophisticated synthetic media
that convincingly alter or replace existing visual or audio elements in images,
videos, and audio recordings. Deepfake technology offers a range of positive
applications [2,3]. In the realm of entertainment, it enables filmmakers to seam-
lessly resurrect historical figures or rejuvenate aging actors, granting unprece-
dented creative freedom. Deepfakes offer remarkable potential in various fields,
including entertainment and creative expression; however, their widespread use
raises significant ethical, social, and security concerns. Despite its potential ben-
efits, Deepfake technology poses substantial risks. Malicious actors can exploit
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
M. H. Hà et al. (Eds.): CSoNet 2023, LNCS 14479, pp. 51–62, 2024.
https://doi.org/10.1007/978-981-97-0669-3_5

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-97-0669-3_5&domain=pdf
https://doi.org/10.1007/978-981-97-0669-3_5


52 A. B. N. Le et al.

Deepfakes for identity theft, defamation, and political manipulation. Deepfake-
generated content can propagate misinformation and disinformation, eroding
trust in visual media. Furthermore, the line between reality and fabrication
becomes increasingly blurred, challenging our ability to discern genuine infor-
mation from sophisticated fakes.

Deepfakes leverage deep learning algorithms, particularly Generative Adver-
sarial Networks (GANs) [4], to create hyper-realistic simulations. GANs con-
sist of two neural networks—the generator and the discriminator—that engage
in a continual adversarial process. The generator generates synthetic content
while the discriminator evaluates its authenticity. Through iterative refinement,
the generator produces content that progressively becomes more indistinguish-
able from genuine media. Deepfake technology can manipulate facial expressions,
voice, gestures, and even entire contexts, culminating in compelling simulations.

Detecting deepfakes presents an intricate challenge due to their remarkable
fidelity and ever-evolving sophistication. Researchers strive to develop robust
methods to identify manipulated media. These approaches include analyzing
inconsistencies in facial features, unnatural blinking patterns, and subtle arti-
facts left by the deepfake generation process. Detection models are trained on
large datasets of both real and synthesized media, utilizing machine learning
algorithms to learn distinctive features that set deepfakes apart. These mod-
els are designed to adapt as deepfake techniques evolve continuously, ensuring
effective recognition continuously. Creating reliable models for deepfake recog-
nition demands a multifaceted approach. Researchers explore both traditional
computer vision techniques and advanced machine learning algorithms. One
approach involves examining the correlation between eye movements and facial
expressions, as deepfake-generated faces may exhibit unnatural blinking pat-
terns. Another strategy is identifying artifacts introduced during synthesis, such
as inconsistent lighting or irregular skin textures. End-to-end deepfake detec-
tion systems incorporate convolutional neural networks (Proposed s) and more
attention mechanisms to analyze intricate visual patterns. These models are
trained on comprehensive datasets containing diverse deepfake variations and
genuine media. The training process involves fine-tuning and iterative refine-
ment to enhance accuracy and robustness.

While significant progress has been made in deepfake detection, the cat-and-
mouse game with malicious actors persists. As detection techniques evolve, so do
the tactics employed by creators of deepfakes. Continuous research and collab-
oration across academia, industry, and regulatory bodies are crucial to staying
ahead of these evolving challenges. As deepfake technology advances, society
must navigate the delicate balance between its potential benefits and inherent
risks. At the same time, researchers and experts work tirelessly to develop robust
mechanisms for its detection and regulation. The evolution of deepfake technol-
ogy underscores the need for ongoing vigilance and 4 to safeguard the integrity
of digital media and uphold the trust of global audiences.
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The objective of this research is to develop a fake face recognition model
with high accuracy, provide and evaluate the calculated indices from the model
training. The following are the key contributions:

– Compare the model’s accuracy with samples from fake image generation
methods and determine which method is the most difficult to detect.

– Some machine learning-based architectures were leveraged during the imple-
mentation, and the findings were to the appropriate architecture, including
MobileNet.

– Information about datasets, data pre-processing and classification, environ-
ment settings, and metrics for comparison calculations

– Results when testing machine learning models in recognizing fake faces in
images

The rest of the article is divided into five sections. Section 1 begins with an
introduction and explanation of the problem. Section 2 will then present similar
works. Section 3 will next demonstrate the implementation process. The out-
comes of the experiments are shown in Sect. 4. Finally, Sect. 5 is followed by the
conclusion.

2 Related Work

In the realm of cutting-edge technological advancements, a pioneering study
unveiled a revolutionary deepfake detection methodology that harnessed the
prowess of deep learning [5]. This avant-garde research introduced the utiliza-
tion of the XGBoost approach as the cornerstone of its investigative frame-
work. Notably, the study embarked on a multifaceted journey by ingeniously
extracting facial regions from video frames employing the sophisticated YOLO
[6] face detector alongside the potent convolutional neural network and the Incep-
tion Res-Net techniques. The synthesis of these methodologies underscored the
study’s ingenuity and fortified the robustness of its deepfake detection mecha-
nism. To bolster the foundation of knowledge upon which their innovation rested,
the researchers delved into datasets, anchoring their model-building and training
endeavors upon the renowned CelebDF and FaceForencics++ datasets [5]. These
veritable data reservoirs facilitated the cultivation of a deep-learning model that
thrived on the input of meticulously extracted facial features. These features,
meticulously harvested from the visages within the datasets, seamlessly inter-
faced with the XGBoost framework, heralding a paradigm shift in the efficacy of
deepfake detection [5]. An astonishing feat marked the pinnacle of this pioneer-
ing journey. This resounding 90% accuracy score attested to the prowess of the
proposed methodology in the face of the intricate challenge of video deepfake
detection.

The evolution of deep learning techniques has facilitated automatic deepfake
video classification [7]. The synergistic deployment of MobileNet and Xception
architectures enabled a remarkable classification accuracy range between 91%
and 98% [7]. These results underscore the capacity of deep neural networks to
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discern minute differentials within synthetic videos, reinforcing the pivotal role
of comprehensive datasets like FaceForensics++.

Diving into the physiological realm, a novel approach capitalized on human
eye blinking patterns for deepfake recognition [8]. DeepVision, an innovative
framework, adeptly deciphered deepfake deception through the analysis of ocu-
lar dynamics. A curated dataset of static eye-blinking images culled from video
frames led to an impressive 87% accuracy score, showcasing the potential of
physiological indicators in deepfake detection. In the domain of image detection,
the synthesis of DenseNet and fake feature networks heralded a novel deepfake
pattern (DFP) approach [9]. This approach, leveraging VGG16 and convolu-
tional neural network architecture hybridization, achieved a commendable 90%
accuracy score*. Furthermore, an exploration into medical deepfake image detec-
tion yielded an 80% accuracy score utilizing annotated CT-GAN datasets [10].
Distinctively, this paper presents a novel optimized hybrid model for deepfake
detection [10]. Integrating lessons from preceding studies, this model architecture
strategically emphasizes complexity reduction and data processing efficiency.
Representing an avant-garde approach in cybersecurity, this architecture offers
a new horizon in the fight against deepfake deception, substantiating the pivotal
role of model architecture in enhancing detection capabilities.

In conclusion, the rapid evolution of deepfake detection methodologies show-
cases the dynamic nature of scientific inquiry in the face of emerging challenges.
From deep learning ensembles to physiological indicators, these methodologies
collectively unravel the intricate tapestry of deepfake detection. With each study
contributing a unique facet, the pursuit of accuracy and robustness persists,
redefining the boundaries of cybersecurity and ensuring the authenticity of dig-
ital content in an era dominated by synthetic media.

3 Methods

3.1 Overall Workflow

Fig. 1 shows the implementation of machine learning and counterfeit mold clas-
sification. The steps will be displayed in arrow order from the “Start” button to
the “End” button. The first step is “Data Collection”. This step is the step of
collecting data to conduct research. The FaceForensics++ dataset [11] is used in
this study because of its effectiveness in previous studies. Then, in the Data Pre-
processing step, because the dataset has samples that are videos, we proceed to
cut the face image frames on those videos. Details of this step will be mentioned
in Sect. 3.4. The output is the images. The corresponding set includes samples
that are images. From here, we prepare for the two scenarios this study exper-
iments on. In scenario 1, we study the accuracy when detecting samples from
state-of-the-art methods to see which counterfeit method is the most difficult to
recognize. In this scenario, the dataset is divided into five corresponding classes,
using holdout to divide the train set by 80% and the test set by 20%. The sec-
ond scenario is to identify the optimality of the proposed model with a different
architecture. Here, we will combine 4 data corresponding to the “state-of-the-art
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method” into one. That dataset will be called Fake, and the set corresponding
to the original set will be called Real set. These two sets will proceed. Practice
modeling according to the second scenario. The Test model and evaluate metrics
step is the next step, where after training, the models will be tested for accuracy,
loss, followed by comparison and evaluation.

Fig. 1. The overall workflow for fake face recognition

3.2 Tools for Fake Face Generation

Deepfakes: [11] Deepfake is a popular term, but in this study, the word “Deep-
fake” is used to show the Faceswap tool [12]. However, another tool is the same
as the “Faceswap” tool, so to separate, this study uses the word “Deepfake” to
present. Deepfake is an open-source application that can convert faces or iden-
tify, crop, and align images. This method is based on autoencoders with a shared
encoder trained to reconstruct the original face to a target face using an image
edit technique called Poisson.

Face2Face [11,13]. Face2Face is a facial reenactment system that transfers the
expressions of a source video to a target video while maintaining the identity
of the target person. This method is implemented based on input videos and
requires manual frame selection. These frames are used to create faces with
different lighting and expressions. Researchers of the FaceForensics++ dataset
have adapted the Face2Face method to reproduce entirely automatically.
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Face Swap [11,14]. Face Swap is a method used to convert faces from source
video to target video. This method uses “landmarks” points on the face to extract
that face area, and then, based on these points, a 3D modeling method uses the
blend shapes technique to project back. On the target image, it minimizes the
difference between the original image’s landmarks points and the target image’s
“landmarks” points. In the end, an edited product will be created.

Neural Textures. [11,15] This approach leverages the source video data to
train a neural texture model specific to the target person, incorporating a ren-
dering network trained using a combination of photometric reconstruction loss
and adversarial loss. Researchers of the FaceForensics++ dataset have adopted
a patch-based GAN-loss inspired by the Pix2Pix [16] approach. The Neural-
Textures method relies on tracked facial geometry, a process facilitated by the
Face2Face tracking module, utilized during the training and testing phases.
Researchers of the FaceForensics++ dataset modifications are focused solely
on altering facial expressions within the mouth region, allowing us to avoid the
need for conditional input related to eye movement, as observed in scenarios like
Deep Video Portraits.

3.3 The Convolutional Neural Network Architecture

We propose to use a Convolutional Neural Network that was conducted from 1.
The network includes many hidden layers designed to process and analyze 2D
images by convolving them with filters to produce desired outputs, as shown
in Fig. 2 with details. The network receives the input of 299× 299x3. The net-
work uses Batch Normalization to normalize the output values from the previous
layer, ensuring stable mean and variance distributions in the data. Conv2D (16
filters, kernel size: 3× 3, activation: ReLU, padding: same): The first convolu-
tional layer with 16 filters of size 3× 3 and ReLU activation. “Padding: same”
ensures the output size matches the input size. MaxPooling2D (pool size: 2× 2):
A pooling layer with a 2× 2 window size, reducing the spatial dimensions of the
data. Dropout (dropout rate: 0.1): A dropout layer randomly deactivates some
neurons during training to prevent overfitting. Conv2D and subsequent Max-
Pooling2D, Batch Normalization, and Dropout layers: These layers have similar
purposes but with different numbers of filters and sizes. Their goal is to extract
features from the image and reduce data size. GlobalAveragePooling2D: This
layer performs global average pooling over the entire feature map output from
the previous layer, reducing the output to a vector before entering the fully
connected layers. Dense (48 neurons, activation: ReLU): A fully connected layer
with 48 neurons and ReLU activation. It is used to learn complex relationships
between the extracted features. Dropout (dropout rate: 0.5): Another dropout
layer is used after this fully connected layer to reduce overfitting. Dense: The
final fully connected layer with two neurons (for Scenario 2), five neurons (for

1 https://www.kaggle.com/code/pratikshakya/custom-model-dense48.

https://www.kaggle.com/code/pratikshakya/custom-model-dense48
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Fig. 2. The proposed architecture.

Scenario 1) and softmax activation is typically used for classification tasks. Com-
pared with the proposed network, we leverage MobileNet, a compact architecture
that usually performs highly in image classification.

3.4 Dataset

Datas Description. FaceForensics++ [11] is a dataset of facial forgeries that
enables researchers to train deep-learning-based approaches in a supervised fash-
ion. The dataset contains manipulations created with four methods, namely,
Face2Face, FaceSwap, DeepFakes, and NeuralTextures, as some examples shown
in Fig. 3.

Data Pre-processing. In this study, the dataset is divided into five various
datasets, in which one dataset contains original videos which are collected on
YouTube, and the remaining four ones are made by four state-of-the-art methods,
including Face2Face, FaceSwap, DeepFakes, and NeuralTextures. Every dataset
has 1000 videos.
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Fig. 3. Some examples of real and fake faces generated by various deepfakes tools.

In the data pre-processing stage, the first step is to cut face photos from
videos. A video had many photos corresponding to each frame in the video. Then
the best-quality frames are filtered. All photos have the same size 299× 299.
Next, these photos are put on the sets. Totally, 1600 videos are used, which is
shown in Table 1

Table 1. Dataset Pre-processing

Type Quantity (video) Detail
Original 800 Video 000–799
Deepfakes 200 Video 000–199
Face2Face 200 Video 200–399
FaceSwap 200 Video 400–599
NeuralTextures 200 Video 600–799

Classification. At this step, the classification task has experimented with two
scenarios. The first scenario is to divide the photo datasets like the original
datasets. Samples in datasets are managed through the data pre-processing stage
before. It was shown in Table 2, in which the train set and test set are divided
with the ratio 80/20 for all datasets.

The second scenario combines four sets of Deepfakes, Face2Face, FaceSwap,
and NeuralTexture, into a single set, namely the Fake set. However, the original
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Table 2. The dataset with various types used in scenario 1

Real Deepfakes Face2Face FaceSwap NeuralTextures
6757 1109 1672 2631 2271

set is like the one in the first scenario, the Real set. It is shown in table 3,
in which the train set, validation set, and test set are divided with a ratio of
80/10/10.

Table 3. The dataset used in scenario 2

Real Fake
6757 7683

4 Experimental Results

4.1 Environmental Settings and Metrics

Environment settings for this study are shown in Table 4. We train the model in
20 epochs with a batch size of 32.

Table 4. Environmental setting

CPU count 4
Logical CPU count 8
CPU Frequency (MHz) 2304.0
Total Ram (GB) 8
Total GPU memory (GB) 4
Python Version Python 3.11.3
Python Environment Anaconda

Loss Calculation: The loss function measures the discrepancy between the
predicted values and ground truth labels. It quantifies how well the model’s
predictions align with the true values. The loss value indicates how much error
the model is making on the test data.

Accuracy Calculation as shown in Eq. 1: For classification tasks, the accu-
racy is calculated by comparing the model’s predicted class labels with the true
class labels from the test dataset. The accuracy is the ratio of correctly pre-
dicted samples to the total number of samples in the test dataset. It provides an
understanding of how well the model performs regarding correct classification.

Accuracy = Number of Correct Predictions
Total Number of Predictions (1)
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4.2 Scenario 1: The Ability to Make Fake Faces by the Considered
Tools

Figure 4 shows the ability to make fake faces in every tool. The results show that
the proposed model made the highest percentage (99%) in identifying real faces.
When detecting fake faces on data generated from 4 deep fake tools, it shows that
the DeepFakes tool has the highest identification percentage at about 95.5%, the
second one is Face2Face tool at 94%, the third one is FaceSwap(93.9%), the last
one is Neural Textures (90.4%).

Fig. 4. The recognition accuracy on fake images generated by various tools against the
real ones.

4.3 Scenario 2: The Comparison Between the Proposed
Architecture and MobiletNet

The testing result of the second scenario is shown in Table 5. The results show
that the proposed model is more significant than MobileNet. On the training
set, the accuracy percentage of the proposed model is 99.3%, while that of the
MobileNet model is 96.5%, The loss value of the proposed model is lower than

Table 5. The classification result

Model Training Set Validation Set Test Set #Params
Accuracy Loss Accuracy Loss Accuracy Loss

Proposed model 0.993 0.019 0.992 0.022 0.998 0.0048 1,601,534
MobileNet 0.9648 0.0849 0.9738 0.0707 0.843 0.4168 2,422,210



Fake Face Recognition on Images Generated by Various Deepfakes Tools 61

Fig. 5. The performance during the learning through epochs

that of MobileNet (1.9% and 8.49%, respectively). On the validation set, the
accuracy percentage of the proposed model is 99.2%, while that of the MobileNet
model is 97.3%, The loss value of the proposed model is lower than that of
MobileNet (2.2% and 7.1%, respectively). When tested in the test set, the accu-
racy of the proposed model is 99.8%, much higher than the MobiNet model of
84.3%, the loss value of Proposed model reaches 0.0048, lower than the MobiNet
model which is 0.4168

Training processes of both models are present in Fig. 5a and Fig. 5b. The
Proposed model’s loss curve (Blue Curve) in Fig. 5a starts high but gradually
decreases over epochs; MobiNet’s curve (Orange Curve) begins to decrease mod-
erately and steadily but is still not lower than the proposed Model at the last
epoch. The accuracy curve of the Proposed Model (Blue Curve) in Fig. 5b starts
low but gradually increases over the stages. MobiNet’s curve (Orange Curve)
starts to increase moderately and steadily but is still not higher than the Model
proposed in the last epoch. This shows that the learning ability of the proposed
model is better than that of MobileNet.

5 Conclusion

This study evaluates the danger of various deepfake tools in generating fake face
images. The results from the above two scenarios show that the most complex
facial fake method to detect is using Neural Textures when the testing accuracy is
the lowest compared to the other three methods. This method does not swap the
entire face of the source video to the target video but only adjusts certain areas.
In addition, the proposed architecture can be more effective when used to detect
fake faces. By comparison to MobileNet, with more than 50% of parameters, the
architecture model’s loss index, and accuracy are superior.

Further work can be done to investigate numerous tools for deep comparison.
Some deep architectures should also attempt to improve the performance.



62 A. B. N. Le et al.

References

1. Deepfake. Kaspersky Encyclopedia. https://encyclopedia.kaspersky.com/glossary/
deepfake/

2. Caporusso, N.: Deepfakes for the good: a beneficial application of contentious arti-
ficial intelligence technology. In: Ahram, T. (ed.) AHFE 2020. AISC, vol. 1213, pp.
235–241. Springer, Cham (2021). https://doi.org/10.1007/978-3-030-51328-3_33

3. Usukhbayar, B.: Deepfake videos: the future of entertainment (2020)
4. Jadhav, A., Patange, A., Patel, J., Patil, H., Mahajan, M.: Deepfake video detection

using neural networks. IJSRD - Int. J. Sci. Res. Dev. 8(1) (2020)
5. Ismail, A., Elpeltagy, M.S., Zaki, M., Eldahshan, K.: A new deep learning-based

methodology for video deepfake detection using XGBoost. Sensors 21(16) (2021).
https://www.mdpi.com/1424-8220/21/16/5413

6. Chen, W., Huang, H., Peng, S., Zhou, C., Zhang, C.: YOLO-face: a real-time face
detector. Vis. Comput. 37(4), 805–813 (2021). https://doi.org/10.1007/s00371-
020-01831-7

7. Pan, D., Sun, L., Wang, R., Zhang, X., Sinnott, R.O.: Deepfake detection through
deep learning. In: 2020 IEEE/ACM International Conference on Big Data Com-
puting, Applications and Technologies (BDCAT), pp. 134–143 (2020)

8. Jung, T., Kim, S., Kim, K.: Deepvision: deepfakes detection using human eye
blinking pattern. IEEE Access 8, 83144–83154 (2020)

9. Hsu, C.C., Zhuang, Y.X., Lee, C.Y.: Deep fake image detection based on pairwise
learning. Appl. Sci. 10(1) (2020). https://www.mdpi.com/2076-3417/10/1/370

10. Solaiyappan, S., Wen, Y.: Machine learning based medical image deepfake detec-
tion: a comparative study. Mach. Learn. Appl. 8, 100298 (2022). https://www.
sciencedirect.com/science/article/pii/S2666827022000263

11. Rössler, A., Cozzolino, D., Verdoliva, L., Riess, C., Thies, J., Nießner, M.: Face-
forensics++: learning to detect manipulated facial images (2019)

12. Faceswap (deepfakes) github repository https://github.com/deepfakes/faceswap
13. Thies, J., Zollhofer, M., Stamminger, M., Theobalt, C., Niessner, M.: Face2face:

real-time face capture and reenactment of RGB videos. In: Proceedings of the IEEE
Conference on Computer Vision and Pattern Recognition (CVPR) (2016)

14. Faceswap github repository https://github.com/MarekKowalski/FaceSwap/
15. Thies, J., Zollhöfer, M., Nießner, M.: Deferred neural rendering: image synthesis

using neural textures. ACM Trans. Graph. 38(4) (2019). https://doi.org/10.1145/
3306346.3323035

16. Isola, P., Zhu, J.Y., Zhou, T., Efros, A.A.: Image-to-image translation with condi-
tional adversarial networks. In: Proceedings of the IEEE Conference on Computer
Vision and Pattern Recognition (CVPR) (2017)

https://encyclopedia.kaspersky.com/glossary/deepfake/
https://encyclopedia.kaspersky.com/glossary/deepfake/
https://doi.org/10.1007/978-3-030-51328-3_33
https://www.mdpi.com/1424-8220/21/16/5413
https://doi.org/10.1007/s00371-020-01831-7
https://doi.org/10.1007/s00371-020-01831-7
https://www.mdpi.com/2076-3417/10/1/370
https://www.sciencedirect.com/science/article/pii/S2666827022000263
https://www.sciencedirect.com/science/article/pii/S2666827022000263
https://github.com/deepfakes/faceswap
https://github.com/MarekKowalski/FaceSwap/
https://doi.org/10.1145/3306346.3323035
https://doi.org/10.1145/3306346.3323035


Multi-scale Aggregation Network
for Speech Emotion Recognition

An Dang1(B) , Ha My Linh2 , and Duc-Quang Vu3

1 Phenikaa University, Hanoi, Vietnam
an.dangthithuy@phenikaa-uni.edu.vn

2 VNU University of Science, Hanoi, Vietnam
halinh.hus@gmail.com

3 Thai Nguyen University of Education, Thai Nguyen, Vietnam

quangvd@tnue.edu.vn

Abstract. Speech emotion recognition (SER) is a challenging task due
to its difficulty in finding efficient representations of emotion in speech.
Most conventional speech feature extraction methods tend to be highly
sensitive to factors that are emotionally irrelevant, such as the speaker,
speaking styles, and background noise, rather than capturing the under-
lying emotional nuances. The most efficiently used feature extraction
method for SER is deep convolutional neural networks (CNN), which
can extract high-level features from low-level features from speech sig-
nals. However, the majority of CNN-based approaches primarily lever-
age single-scale features extracted from the final network layer, often
falling short of adequately encapsulating the diverse spectrum of emo-
tional characteristics inherent in speech. This paper introduces a multi-
scale feature aggregation (MSA) network based on a fully convolutional
neural network of the feature pyramid network (FPN) family for SER.
This network aggregates multi-scale features from different layers of the
feature extractor via a top-down pathway and lateral connections. This
methodology empowers our proposed network to encompass a more com-
prehensive and nuanced understanding of emotional information embed-
ded in spoken language. Additionally, in light of the challenges posed
by limited data and data imbalances inherent in speech emotion recog-
nition, we adopt data augmentation techniques to generate supplemen-
tary training data samples. Our experimental evaluation conducted on
the interactive emotional dyadic motion capture (IEMOCAP) dataset
demonstrates the efficacy of the proposed model, revealing its capacity
to significantly enhance the performance of SER.

Keywords: SER · MSA · data augmentation

1 Introduction

Speech emotion recognition (SER) is the task that uses the speaker’s voice to
recognize the emotional state of humans such as happiness, sadness, and anger.
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SER is a critical research field that plays a key role in diverse fields, for example
in health care [1,2], vehicle assistance applications [3], and computer games [4].

Speech Emotion Recognition (SER) remains a difficult task, primarily owing
to the intricate nature of emotional expressions and the myriad factors influenc-
ing speech, including speaker attributes, speaking styles, gender, age, and cul-
tural nuances. The efficacy of SER systems is profoundly contingent upon the
extraction and judicious selection of emotionally discriminative features. More-
over, the existing datasets available for SER are often characterized by limited
sample sizes and an imbalanced number of samples across different emotional
states. Therefore, the proposed system requires an efficient feature extraction
framework capable of robustly characterizing emotional information embedded
within spoken language and concurrently mitigating the data imbalance issues.

In recent years, the field of SER has witnessed a surge in research endeav-
ors aimed at enhancing efficiency and performance [5–8]. [5] developed a deep
CNN architecture to extract discriminative features from spectrograms. In a
similar vein, [6] proposed an efficient and lightweight CNN model designed to
acquire profound frequency-based features conducive to SER. Meanwhile, [7]
designed a system that recognizes emotional states directly from raw speech
signals by utilizing a convolutional long short-term memory recurrent neural
network. Additionally, [8] proposed to use a CNN to learn emotional features
from the spectrogram, and then enhance by the integration of two bidirectional
Long Short-Term Memory (LSTM) layers to capture contextual information in
spoken utterances. However, all these approaches exploit only single-scale fea-
tures from the last layer of the CNN feature extractor, which may not be optimal
for characterizing emotional information in speech.

For the limited data and data imbalance problems, [9–11]have proposed effi-
cient data augmentation methods aimed at generating additional data samples
for sparse emotional classes. Specifically, [9] employed the Vocal Tract Length
Perturbation (VTLP) algorithm to oversample the least represented classes of
the dataset, namely, happiness and anger. In a similar way, [10,11] introduced the
incorporation of noise and musical elements from the MUSAN corpus for data
augmentation. Despite improving SER performance, these methods however do
necessitate signal-level modifications, thereby incurring increased computational
complexity and storage requirements.

In this study, we propose efficient methodologies for the extraction of salient
emotional features from speech data. To begin, we introduce a multi-filter convo-
lutional neural network (MFCNN), designed to effectively capture both temporal
and spectral characteristics inherent in emotional spectrograms. Additionally,
we introduce a Multi-Scale Feature Aggregation (MSA) network architecture
for SER that incorporates a feature pyramid network (FPN) [12,23]. Within
this architectural framework, we extract high-level semantic feature maps across
multiple scales, harnessing the inherent feature hierarchy while minimizing infor-
mation loss. Furthermore, we propose a spectrogram augmentation technique,
which operates at the spectrogram level, enabling the generation of additional
data samples. With the aid of data augmentation, we efficacy mitigate the limited
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data and data imbalance problems in SER. Finally, we elaborate on the design
of a specialized loss function that addresses class imbalance issues during the
training process, focusing on the learning of difficult samples. The subsequent
sections of this report are structured as follows: Sect. 2 provides a comprehen-
sive overview of our proposed methodologies, including the MFCNN network, the
MSA network, our novel data augmentation approach, and the specialized loss
function. Section 3 is dedicated to the presentation of experimental results and
in-depth analysis. Finally, in Sect. 4, we offer concluding remarks and insights
drawn from our work.

2 Proposed Methodology

A general overview of our CNN-based approach is described in Fig. 1. Firstly,
each speech utterance is standardized to a uniform length of 3 s, with utter-
ances shorter than 3 s being padded with zeros. We then extract 32-dimensional
Mel-Frequency Cepstral Coefficients (MFCC) features from each utterance seg-
ment, employing a window size of 2048 samples and a hop size of 512 sam-
ples. The resulting spectrogram is represented as a 94× 32 matrix. Secondly, the
MFCC features are fed into the MFCNN to extract three distinct types of rep-
resentations. Thirdly, these three extracted information representations are fed
into the MSA network to learn more efficient fusion representations. Ultimately,
the acquired efficient fusion representations are forwarded to a Fully Connected
Layer (FCN) for the final emotion prediction.

In this section, we present the architectural components of our proposed
model. This encompasses a detailed examination of the Multi-Filter Convolu-
tional Neural Network (MFCNN), the Multi-Scale Feature Aggregation Network
(MSA), our data augmentation techniques, and the specialized loss function.

2.1 Multi-filter Convolutional Neural Network (MFCNN)

Traditional CNN approaches-based SER systems are typically employed with
small squared filter shapes to learn local correlations in time and frequency
dimensions of input spectrograms. In SER, the emotional characteristics of
speakers are generally distributed sparsely and spread during a long utterance.
Therefore, extracting relevant global information in each time and frequency
dimension of emotional spectrograms is so important to designing effective emo-
tional representations for speech segments. In this paper, we develop three dis-
tinct convolutional layers, each equipped with specialized filters (referred to as
Conv time, Conv freq, Conv inter) to facilitate the creation of three specific rep-
resentations: time-specific representation, frequency-specific representation, and
interaction representation, as shown in Fig. 1. Specifically, the Conv time repre-
sents the convolution in the time-domain. It is designed to learn temporal infor-
mation from spectrograms, comprising a convolutional layer featuring 10 tem-
poral filters, followed by batch normalization and ReLU activation functions.
In contrast, the Conv freq presents the convolution in the frequency-domain.
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Fig. 1. The proposed MSA network architecture for speech emotion recognition.

It is designed to learn frequency-related features and consists of a convolutional
layer with 8 frequency filters, followed by batch normalization and ReLU acti-
vation. Conv inter, meanwhile, employs squared-shaped convolution kernels to
concurrently learn both temporal and frequency characteristics. After these pro-
cesses, we fuse the outputs of these three representations through element-wise
addition, yielding 3-D feature maps that are subsequently input into the MSA
model.

2.2 Multi-scale Feature Aggregation (MSA) Network

As shown in Fig. 1, our MSA network adopts the architecture of a feature-
pyramid CNN model. The model extracts and aggregates emotional information
from 3D feature maps across different stages in the hierarchy. The model aims
to create multi-scale features that have high-level emotional information at all
layers. Particularly, the MSA model consists of two branches: a backbone branch
and a top-down aggregation branch.
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Backbone Branch. We utilize DenseNet121 pre-trained on ImageNet to extract
features. We remove the final fully connected layer and classification layer. More
specifically, there are four stages in the DenseNet backbone branch, where each
one has a time-frequency resolution of 1

2 , 1
4 , 1

8 , 1
16 with respect to 3D input fea-

tures. After we extract features from stage 1 to stage 4, a 1 × 1 convolution is
performed on the output of each stage to generate equal feature channels for inte-
gration. Then these features are transmitted to top-down aggregation branches
by a lateral connection.

Top-Down Aggregation Branch. The top-down aggregation branch is
designed to aggregate the outputs from stage 2 to stage 4. Since the output
of each stage has a different time-frequency resolution, we first utilize a bilinear
interpolation operation to up-sample the output of the higher stages to match
the output resolution of the lower stages. The up-sampled feature maps are
then merged with features from the lower stages by element-wise addition. The
merged feature maps are fed into a 3×3 convolution layer to reduce the aliasing
effect of upsampling. Finally, the output feature maps of stages 2, 3, and 4 are
concatenated along the channel axis. After concatenation, output embeddings
are generated by global average pooling (GAP) followed by a fully connected
layer to predict emotional states.

2.3 Data Augmentation Methods

To increase the size of the training set and mitigate the risk of overfitting, we
use Mixup [13] as a data augmentation method. Furthermore, in the IEMO-
CAP dataset, the neutral emotion dominates the overall dataset, thus render-
ing the emotion distribution imbalanced. During the training phase, we have
observed instances where emotions like happiness, anger, and sadness are prone
to being misclassified as neutral emotions. To rectify this imbalance and diminish
the influence of neutral emotions on model recognition results, we implement a
strategy consistent with our prior work [24] wherein we randomly pair utterances
expressing neutral emotions with those conveying other emotions such as happi-
ness, sadness, excitement, and anger within the batch. Subsequently, we apply
the Mixup [13] technique to these paired instances. Specifically, we denote XN

to represent utterances expressing neutral emotions, while XE to express other
emotions as happy, sad, excited, and angry. We construct training examples as
follows:

XENmix = αXEi + (1 − α)XNj ,

YENmix = YEi,
(1)

where XEi is the i− th non-neutral emotion input and XNj is the j− th neutral
emotion input of the data samples, XENmix represent the mixed data samples
by combining a pair of non-neutral emotion sample XEi and neutral emotion
sample XNj , α is a randomly uniform selection from a range (0.5, 1). YEi is the
label of XEi sample. YENmix is the label of the XENmix sample. XENmix and
XN samples then are fed into the Mixup technique.
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2.4 Loss Function

We train the network with the focal loss [14], which was previously used for
object detection. The loss function is an extension of Cross Entropy (CE) loss,
which solves class imbalance encountered during training and focuses learning on
difficult samples. Since the neutral emotion covers a majority of the IEMOCAP
dataset and leads to the misclassification of other emotions as happy, or sad. The
focal loss diminishes this problem by reducing the contribution of well-classified
samples and paying more attention to difficult and misclassified samples. The
focal loss (FL) is defined as follows:

FL(pt) = −α(1 − pt)γ log(pt), (2)

where α is the balance parameter, γ is the focusing parameter, and pt is the
prediction score. Following [52], we set α = 0.25 and γ = 2.

3 Experiments

3.1 Datasets

We conduct experiments on the IEMOCAP dataset [15] to assess the perfor-
mance of the proposed model. This dataset encompasses a diverse collection of
improvised and scripted multimodal dyadic conversations involving ten speakers
(comprising 5 males and 5 females). Notably, the dataset spans approximately
12 h of speech data, meticulously annotated with emotion labels by three inde-
pendent annotators. The entirety of the speech data is organized into five distinct
sessions, and the speakers in the sessions are non-overlapping.

We design both speaker-dependent and speaker-independent experiments to
evaluate the effectiveness of our proposed method. For the sake of consistency
and comparability, we exclusively employ audio data and adopt the baseline
experimental setup across all experimental configurations.

Speaker-Dependent Experiment. In this experiment, we conduct two sepa-
rate experiments. One experiment only uses audio tracks of the improvised set
and classifies four categorical emotions: angry (289 utterances), happy (284 utter-
ances), neutral (1099 utterances), and sad (608 utterances). Another experiment
uses both improvised and scripted sets and predicts five categorical emotions:
angry, happy, excited, neutral, and sad. We combine happy and excited cate-
gories as happy categories. The final dataset contains 5,531 utterances in total
(1,636 happy, 1,084 sad, 1,103 angry, and 1,708 neutral). The dataset is split
randomly at 80:20 for the training set and testing set for two experiments. All
the results are reported on five-fold cross-validation.

Speaker-Independent Experiment. In this experiment, we also use both
improvised and scripted sets and predict five categorical emotions: angry, happy,
excited, neutral, and sad. The estimation performances are compared by leave-
one-speaker-out (LOSO) cross-validation; the 8 speakers are used for training,
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one speaker is used for validation, and another for testing.
In our evaluation, we employ two primary metrics: Weighted Accuracy (WA) and
Unweighted Accuracy (UA) to report our experimental findings. WA provides
a comprehensive classification accuracy measurement across all test utterances,
while UA represents the average recall performance across various emotion cat-
egories. Additionally, we conduct two ablation experiments to systematically
examine the effect of the top-down aggregation strategy and the data augmen-
tation methods on the enhancement of SER accuracy.

3.2 Experimental Results and Analysis

Performance Comparison. Tables 1, 2, and 3 present a comparative analy-
sis of the results obtained through our proposed method against several prior
studies, encompassing both speaker-dependent and speaker-independent scenar-
ios. In Table 1, we compare the results with the evaluation strategy used in [16]
which conducts experiments only on the improvised IEMOCAP dataset within
the speaker-dependent context. In [16], the authors used multi-head attention
(MHA) and applied multi-task learning (MTL) with the auxiliary task of gender
recognition to improve SER performance. Remarkably, our proposed model MSA
outperforms the state-of-the-art system [16], achieving the best performance
metrics with 77.4% in WA and 72.5% in UA. Table 2 extends our comparative
analysis to encompass several recent studies that conduct experiments on both
improvised and scripted IEMOCAP datasets, focusing on speaker-dependent
context. The results emphatically affirm the power of our proposed MSA model
overall baseline methods, achieving 69.5% in WA and 70.3% in UA accuracy.
Table 3, conversely, delves into the outcomes of the speaker-independent exper-
iment. In this context as well, our proposed model exhibits prominent perfor-
mance in comparison with other benchmark approaches. Collectively, the metic-
ulous comparisons featured in Tables 1, 2, and 3 demonstrate the efficacy of our
proposed model.

Table 1. Accuracy comparison with previous SER results for Speaker-dependent exper-
iment on improvised set.

Approaches Weighted Accuracy[%] Unweighted Accuracy[%]

MHA [16] 74.1 64.1

MHA + MTL [16] 76.4 70.1

MSA Network(proposed) 77.4 72.5

Ablation Study. In this section, we undertake two ablation experiments aimed
at investigating the impact of (1) the top-down aggregation strategy and (2) the
data augmentation methods in improving SER accuracy. Note that all the exper-
iments are reported on an improvised IEMOCAP dataset for speaker-dependent
context.
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Table 2. Accuracy comparison with previous SER results for Speaker-dependent exper-
iment on both improvised and scripted sets.

Approaches Weighted Accuracy[%] Unweighted Accuracy[%]

ProgNet [17] - 65.7

Semi-supervised AAE [18] - 68.8

Audio-BRE [19] 64.6 65.2

TFCNN attention + BLSTM [20] 65.8 -

Self attention BLSTM [21] 66.8 67.0

MSA Network(proposed) 69.5 70.3

Table 3. Accuracy comparison with previous SER results for Speaker-independent
experiment on both improvised and scripted sets.

Approaches Weighted Accuracy[%] Unweighted Accuracy[%]

Self attention BLSTM [21] 55.7 57.0

Multi-CRNN [22] 57.5 58.0

CNN-BLSTM [9] 56.41 57.1

MSA Network(proposed) 60.5 61.3

Top-down branch and without top-down branch: In this ablation experiment, we
aim to explore the effect of the top-down aggregation branch on the enhancement
of SER accuracy. As reported in Table 4, the MSA network with the top-down
branch yields substantially superior results compared to the MSA network lack-
ing this component. Specifically, the MSA network with the top-down branch
manifests a noteworthy improvement, contributing to an increase of 4.3% in WA
and 3.7% in UA.

Table 4. Result of ablation experiments on the top-down aggregation strategy.

Approaches Weighted Accuracy[%] Unweighted Accuracy[%]

MSA without top-down branch 73.1 68.8

MSA with top-down branch 77.4 72.5

Study on the contribution of the data augmentation methods: This experiment
aims to assess the impact of the introduced data augmentation methods, which
prove instrumental in enhancing SER performance. Table 5 reported the ablation
results on the IEMOCAP dataset using two augmented settings: MSA+Mixup
[13] and MSA+ENmix+Mixup [13]. The experimental results show that by com-
bining ENmix and Mixup, the MSA model improves the performance from 70.9%
to 72.5% in UA accuracy. Furthermore, we export two confusion matrices to find
which emotion class can be improved more when using both ENmix and Mixup.
As shown in Fig. 2 (left), after applying ENmix, our model exhibits height-
ened sensitivity towards the ”Happy” emotion, achieving an absolute increment
of 13%.
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Table 5. Result of ablation experiments on the data augmentation methods.

Approaches Weighted Accuracy[%] Unweighted Accuracy[%]

MSA + Mixup 77.9 70.9

MSA + ENmix + Mixup 77.4 72.5

Fig. 2. The confusion matrices of two augmented settings: (left) MSA+ENmix+Mixup
and (right) MSA+Mixup for 4 emotions: Angry(A), Sad(S), Happy(H) and Neutral(N).

3.3 Conclusions

In this research paper, we propose a Multi-Scale Feature Aggregation (MSA)
network that integrates the principles of pyramid networks for speech emotion
recognition. The network strategically fuses high-level features from top layers
to bottom layers to improve the SER performance. Furthermore, we propose a
data augmentation technique named ENmix that creates new samples by random
mixing of neutral utterances with other emotional utterances and then applying
the Mixup technique to diversify training data samples. The effectiveness of our
proposed system is thoroughly assessed through distinct experimental config-
urations, and we provide a comparative analysis against recent studies in the
field. Additionally, we conduct two ablation studies to empirically ascertain the
influence of both the top-down aggregation strategy and the data augmentation
methods on improving SER accuracy. Experimental results on the IEMOCAP
dataset demonstrate the superiority of our model compared to state-of-the-art
networks in SER.
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Abstract. Recent years have seen the increasing popularity of e-
commerce platforms which have changed the shopping behaviour of
customers. Valuable data from products, customers, and purchases
on such e-commerce platforms enable the delivery of personalized
shopping experiences, customer targeting, and product recommenda-
tions. We introduce a novel Vietnamese dataset specifically designed
to examine the recommendation problem in e-commerce platforms,
focusing on face cleanser products with 369,099 interactions between
users and items. We report a comprehensive baseline experimental
exploration into this dataset from content-based filtering to attribute-
based filtering approaches. The experimental results demonstrate an
enhancement in performance, with a 27.21% improvement in NDCG@10
achieved by incorporating a popularity score and content-based filter-
ing, surpassing attribute-based filtering. To encourage further research
and development in e-commerce recommendation systems using this
Vietnamese dataset, we have made the dataset publicly available at
https://github.com/linh222/face cleanser recommendation dataset.

Keywords: Vietnamese datasets · e-commerce recommendation ·
content-based filtering

1 Introduction

With the development of the Internet and technological devices, e-commerce
platforms have become hugely popular in recent years. The revenue generated
through e-commerce continues to increase rapidly, showing significant growth
during the COVID-19 pandemic, which imposed limitations on social interac-
tions. Recommendations play a crucial role in this development to enhance cus-
tomers’ shopping experience and increase revenue from selling more products.
While there is extensive research exploring methods for achieving reliable and
effective recommendations, there are local features associated with the individual
languages and markets of specific territories.
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While there are a number of datasets available recording purchases and user
behavior on e-commerce platforms such as Amazon1 and other international e-
commerce platforms [2], the availability of such datasets specific to Vietnamese
remains limited for public use. The Vietnamese language poses challenges due to
its complicated grammar structure and diverse word forms, making it difficult
to analyze and process. Furthermore, the available resources for Vietnamese
are limited and primarily focused on sentiment analysis [13,15] and question
answering [3]. Consequently, this paper introduces a novel dataset encompassing
products, customers, and purchases from a Vietnamese e-commerce platform.

As well as describing this new dataset, we also report initial studies using this
dataset. Content-based filtering [8] and attribute-based filtering is applied to run
some initial experiments. In addition, the popularity of a product to customers
is generally a significant factor influencing customers’ purchase decisions. To
assess its impact, an experiment is conducted to compare the performance by
incorporating a popularity score.

2 Related Work

The recommendation problem has received significant attention from researchers
due to its wide application in various domains, including food [14], and partic-
ularly e-commerce [10]. In e-commerce, the problem of recommendation has
developed over the past few decades, starting with Ben Schafer’s analysis [12]
of six e-commerce platforms using recommender systems and the creation of a
taxonomy of recommender systems in e-commerce.

Over time, more research has been conducted on recommendation systems in
e-commerce, resulting in several benchmark datasets, especially in English-based
e-commerce. The Amazon product reviews dataset [6] is one such benchmark
dataset, consisting of customer reviews and ratings on Amazon from 1996 to
2014. Ahmed et al. [10] employed a context and attribute-aware cross-attention
model to address next-item recommendations on four Amazon sub-datasets and
achieved superior performance compared to previous systems. Other recommen-
dation systems built upon this dataset, such as SSE-PT [17] proposed by Wu et
al., utilized personalized transformers.

While there are numerous datasets recording activities for e-commerce plat-
forms in English, the availability of datasets specific to Vietnamese e-commerce
remains limited. Truong et al. [16] developed a recommendation database that
incorporated customer preferences, purchase history, and 2,000 Vietnamese com-
ments for employing opinion mining in recommendations. Nguyen et al. [9] exam-
ined the impact of online product recommendation systems on customer behavior
on Vietnamese e-commerce websites. However, these studies did not introduce a
suitable dataset for the recommendation problem in Vietnamese e-commerce.

Content-based filtering [8] is a classic recommendation algorithm. Numer-
ous studies have employed content-based filtering in diverse domains.

1 https://www.amazon.com/.

https://www.amazon.com/
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The e-commerce platforms, with their extensive product content, also present
a promising application area for content-based filtering. Ruining et al. [2] high-
lighted the importance of product attributes, demonstrating that an attribute-
aware recommendation system outperforms previous approaches.

3 Dataset

3.1 Dataset Crawling

In this study, data on face cleanser products is crawled from Shopee2, a large
e-commerce platform in Vietnam. Face cleansers attract significant attention
from both men and women, resulting in many purchases on Shopee. We use
Beautiful Soup3 and Selenium4 written in Python to crawl the face cleanser
product information first and get the total number of 2244 items. From the
information of items, we continue crawling the reviews indicating the interaction
between users and items. It is worth noting that Shopee only allows customers
to review products only after making a purchase. We recorded 369,099 reviews
from 304,708 users collected with several attributes, including reviews, ratings,
and date-time information.

3.2 Attribute Extraction

The descriptions of items are long paragraphs describing the content of products
and other information. We perform an attribute extraction stage to get the useful
attributes from the products. We extract 9 attributes from the description: item
name, ingredient, product feature, skin type, capacity, design, brand, expiry, and
origin. These attributes cover all of the aspects that users may typically want
to know when purchasing an item. InstructGPT [7] released by OpenAI is a
powerful tool that can automate a wide range of tasks and is used to extract
the attribute from the description in this study. We provide some examples of
extracted attributes from the descriptions first and give them to InstructGPT,
and then ask it to perform the attribute extraction on all 2244 items. An anno-
tator will double-check the extracted attributes from InstructGPT to ensure
extraction accuracy and correct any wrong extraction. All the extracted and
preprocessed data is published on the same repository.

4 Methodology

4.1 Problem Definition

A next-item recommendation problem comprises of a set of users U :=
{1, 2, ..., U}, a set of items I := {1, 2, ..., I}, and a sequence of users past inter-
actions D := ((u1, i1), (u2, i2), ..., (uN−1, iN−1), (uN , iN ) ∈ (U × I)) of pairs of a
2 https://shopee.vn/.
3 https://www.crummy.com/software/BeautifulSoup/bs4/doc/.
4 https://www.selenium.dev/.

https://shopee.vn/
https://www.crummy.com/software/BeautifulSoup/bs4/doc/
https://www.selenium.dev/
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user and items. Given the purchased items i1 to iN−1, the objective is to predict
the next item iN that user uN is likely to purchase. The input and output of the
recommendation can be formulated as follows:

– Input: A set of users U , a set of items I, and the set of past interactions D.
– Output: A ranked list of items L for a user sorted by the probability that

the user will purchase.

Content-based filtering is combined with a popularity score, it is referred to as
the ‘content-based filtering with popularity score’ problem. In this case, we have
an embedded-description matrix C ∈ R

I×j containing item description vectors,
where j represents the dimension of the embedding matrix. On the other hand,
the ‘attribute-based filtering’ problem involves an attribute matrix A ∈ R

I×j

containing item attribute vectors, with j representing the number of attributes
associated with each item.

4.2 Content-Based Filtering with Popularity Score

Content-based filtering [8] (CB) is a conventional recommendation algorithm
that leverages information obtained from previously purchased items to provide
recommendations to customers. In this research, item descriptions are collected
and preprocessed prior to performing content-based filtering. To overcome the
challenges associated with processing Vietnamese reviews, this study adopts sev-
eral preprocessing techniques proposed in [15], as their effectiveness has been
demonstrated.

In this study, we employ four pre-trained models to extract embeddings from
processed item descriptions. These models include TF-IDF, BLIP [4], PhoBERT
[5], and OpenAI Ada25. TF-IDF converts item descriptions into a matrix by
assessing a term’s importance based on its frequency in a specific description
(TF) and rarity across the entire corpus (IDF). PhoBERT is a cutting-edge
Vietnamese language model known for its strong performance in various natural
language processing (NLP) tasks, including sentiment analysis [15]. BLIP is a
multi-modal model capable of understanding both visual and textual informa-
tion. Since descriptions contain valuable product information, utilizing BLIP can
get meaningful embeddings for measuring item similarity. Ada2 is an embedding
model developed by OpenAI, known for its advanced NLP applications such as
ChatGPT, making it a reliable source for generating rich semantic embeddings.
Once the descriptions are embedded, a cosine similarity calculation is performed
between the embeddings of candidate items and purchased items to generate a
ranked list of candidates.

Item popularity can significantly influence customer decisions, which the
study [1] addresses biases from the popularity of products. We investigate the
impact of item popularity on the content-based filtering recommendation system,
by applying the popular score (number of sold products) to calculate the final

5 https://platform.openai.com/docs/guides/embeddings.

https://platform.openai.com/docs/guides/embeddings
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relevance score using the formula 1 with adjustable experimental parameters α
and β.

Relevance score = α ∗ Cosine Similarity + β ∗ Popularity Score (1)

4.3 Attribute-Based Filtering

Attribute-based filtering suggests items by extracting specific attributes from
purchased items to identify similar items that share similar attributes. We utilize
the extracted attribute in Sect. 3.2 to perform the attribute-based filtering.

Attribute-based filtering is performed using Elasticsearch6, an open-source
search engine. Two approaches of attribute-based filtering are employed: text-
based and embedding-based. In the text-based approach, the textual attributes
of all items are indexed within Elasticsearch. Subsequently, the attributes of
purchased items are fed to Elasticsearch to calculate the BM25 score [11] to
perform searches on each attribute. The scores obtained from these searches are
then combined through a weighted average, generating a list of similar items and
their relevance scores.

Embedding-based attribute filtering is similar to content-based filtering
described in Sect. 4.2. The textual attributes undergo an embedding process
using the OpenAI Ada27 language model, chosen for its superior performance in
content-based filtering. To perform recommendations based on purchased items,
cosine similarity calculations are carried out between the attribute embeddings
of the purchased items and those of all candidate items. The cosine similari-
ties for each attribute are then combined using a weighted average approach,
resulting in a ranked list of candidate items.

5 Experiment

5.1 Experimental Settings

We use the leave-one-out protocol for training, validation, and testing the recom-
mendation systems, which has been widely used in previous research [2,10,17].
Each customer’s two most recent interactions are withheld for validation and
testing purposes, while the remaining previous interactions are utilized for train-
ing. Table 1 presents statistics on the three sets: training, validation, and testing.

In this study, the values of α and β in formula 1 are set to 0.7 and 0.3,
respectively. These parameters are selected based on the weight-turning exper-
iment. In attribute-based filtering, the weights assigned to different attributes
are determined as follows: 0.7 for the item name, 0.5 for the ingredient and
product feature, and 0.5 for the other attributes. These parameter settings are
chosen through a grid-search evaluation process.

6 https://www.elastic.co.
7 https://platform.openai.com/docs/guides/embeddings.

https://www.elastic.co
https://platform.openai.com/docs/guides/embeddings
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Table 1. Dataset Statistics

Dataset Users Items Interactions

Train 304708 2244 358591

Validation 3592 900 5254

Test 3592 862 5254

Table 2. Content-based filtering versus Content-based filtering with the Popularity
score

Model R@10 MRR@10 NDCG@10

CB-TFIDF 0.1196 0.0586 0.2152

CB-Phobert 0.063 0.0377 0.1278

CB-BLIP 0.0786 0.0397 0.1426

CB-Ada2 0.1209 0.0535 0.2041

CB-TF-IDF+Popularity 0.1411 0.0661 0.2391

CB-Phobert+Popularity 0.0969 0.0415 0.1501

CB-BLIP+Popularity 0.1004 0.0451 0.1673

CB-Ada2+Popularity 0.1644 0.0742 0.2721

To assess the performance of the recommendation system on the new dataset,
three metrics are utilized: Recall top K, Normalized Discounted Cumulative
Gain (NDCG), and Mean Reciprocal Rank (MRR). The ranked list is truncated
at a threshold value of 10, as this is a typical length for rank lists in various
recommendation system studies [10].

5.2 Experimental Results

The results of four embedding models (TF-IDF, PhoBERT, BLIP, and Ada2)
in the context of content-based filtering on the test set are presented in Table 2.
Notably, PhoBERT and BLIP embeddings yield inferior results compared to
TF-IDF and Ada2. Despite being trained on a large amount of data, PhoBERT
and BLIP may struggle due to the generalization of embeddings and their lack of
domain-specific knowledge. By contrast, TF-IDF and Ada2 perform well across
the test set, achieving NDCG@10 scores of 21.52% and 20.41% for content-based
filtering and 23.91% and 27.21% for content-based filtering with the inclusion
of popularity scores, respectively. This demonstrates a significant improvement
over PhoBERT and BLIP. Furthermore, adding the popularity score to content-
based filtering noticeably enhances performance, leading to an increase of up to
7% in NDCG@10. From the experimental results, it becomes apparent that the
dataset poses challenges in accurately recommending the next item, as evidenced
by the highest R@10 score of only 16.44% and an NDCG@10 of 27.21%. We can
conclude that content-based filtering performs moderately on the dataset for
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Table 3. Text-based (TB) vs Embedding-based (EB) Attribute filtering with the Pop-
ularity score

Model Recall@10 MRR@10 NGCD@10

TB + All attributes 0.1305 0.0638 0.2282

TB + All attributes except name 0.1029 0.0549 0.1934

TB + All attributes except product feature 0.1310 0.0607 0.2245

TB + All attributes except ingredient 0.1376 0.0661 0.2372

TB + All attributes except design & expiry 0.1305 0.0622 0.2249

TB + Item name, ingredient and product feature 0.1181 0.0574 0.2062

EB + All attributes 0.1368 0.0759 0.2595

EB + All attributes except name 0.1128 0.0534 0.1927

EB + All attributes except product feature 0.1371 0.0583 0.2209

EB + All attributes except ingredient 0.1432 0.0612 0.2291

EB + All attributes except design & expiry 0.1449 0.0620 0.2297

EB + Item name, ingredient, and product feature 0.1093 0.0521 0.1811

Table 4. Experimental results of different recommendation systems on the dataset

Model Recall@10 MRR@10 NDCG@10

Random 0.0045 0.0014 0.0061

Top Popular 0.0812 0.0224 0.089

CB-Ada2 0.1209 0.0535 0.2041

CB-Ada2+ Popularity 0.1644 0.0742 0.2721

Text-based
Attribute Filtering

0.1376 0.0661 0.2372

Embedding-based
Attribute Filtering

0.1368 0.0759 0.2595

the next-item recommendation, with results varying depending on the chosen
embedding model. The results demonstrate that incorporating the popularity
score significantly improves the performance of all content-based models.

To compare the performance of text-based and embedding-based attribute
filtering, we conducted an experiment and performed an ablation study on the
attributes. The results are presented in Table 3. Embedding-based attribute fil-
tering outperforms text-based filtering in all metrics. This can be because embed-
dings with cosine similarity carry more meaningful information than text-based
BM25 similarity. However, the difference between the two approaches is relatively
small, with an NDCG@10 improvement of only around 2%. When we selectively
remove certain attributes to assess their importance in the overall performance, it
becomes evident that the item name is the most important attribute. Removing
the item name attribute in text-based and embedding-based attribute filtering
results in a decrease in NDCG@10 of 3.48% and 6.68%, respectively.
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A comprehensive experiment was conducted on attribute-based filtering using
the dataset. The results of all recommendation models are presented in Table 4.
The content-based filtering with a popularity score achieves the highest perfor-
mance with 16.44% Recall@10, 7.42% MRR@10 and 27.21% NDCG@10. The
embedding-based attribute filtering achieved the best performance among the
attribute-based filtering approaches, with a Recall@10 of 13.68%, MRR@10 of
7.59%, and NDCG@10 of 25.95%. Although the Recall@10 and NDCG@10 scores
of attribute-based filtering are not as high as those of content-based filtering, the
MRR@10 score of attribute-based filtering is slightly better. Attribute-based fil-
tering is not as effective as content-based filtering. This suggests that the entire
description contains more information and has a stronger influence on attracting
customers to purchase than extracting specific attributes.

6 Conclusions and Future Work

In this paper, we introduced a novel dataset designed to recommend face
cleansers on a Vietnamese e-commerce platform. The dataset comprises 369,099
reviews from 304,708 customers, covering 2,244 unique products. An attribute
extraction phase is conducted to extract valuable information from the product
descriptions, which enables item recommendation based on attributes.

Baseline experimental results using this dataset indicate that content-based
filtering, when combined with the popularity score, achieves the highest perfor-
mance with an NDCG@10 of 27.21%. Additionally, attribute-based filtering is
applied to the new dataset, and a comparative analysis is conducted between
text-based and embedding-based attribute filtering approaches.

In the future, we want to continue improving the performance of recom-
mendation systems on the dataset by utilizing additional data and advanced
recommendation algorithms.
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Abstract. Code authorship attribution is the problem of identifying authors of
programming language codes through the stylistic features in their codes, a topic
that recently witnessed significant interest with outstanding performance. In this
work, we present SCAE, a code authorship obfuscation technique that leverages
a Seq2Seq code transformer called STRUCTCODER. SCAE customizes STRUCT-
CODER, a system designed initially for function-level code translation from one
language to another (e.g., Java to C#), using transfer learning. SCAE improved
the efficiency at a slight accuracy degradation compared to existing work. We also
reduced the processing time by ≈ 68% while maintaining an 85% transformation
success rate and up to 95.77% evasion success rate in the untargeted setting.

Keywords: Code Authorship Identification · Program Stylistic Features ·
Machine Learning Identification · Software Forensics · Code Authorship
Evasion Attack

1 Introduction

Code authorship attribution identifies the author(s) of a source code written in a partic-
ular programming language [3,13]. Several studies have been introduced to address this
task, exploiting that code often contains the programmers’ stylistic patterns, extracted
as distinguishing code features uniquely identifying the code author. Such features may
include the style and structure of the code, comments, variable names, and function
names and have shown great success in identifying single and multiple authors of
the same piece of code [3,4,13]. However, code authorship attribution can be abused.
For instance, it would be undesirable that the code authorship attribution technique
would not withstand a misleading attempt by attributing the same code to multiple
authors [17]. An adversary capable of false attribution will overcome the forensics effort
and defeat malware origin tracking and cyber threat profiling [6,7,18].

To defeat the attribution techniques, Quiring et al. [21] proposed misleading author-
ship attribution with automatic code transformations (we refer to their approach by
MAA). They applied various types of transformation to the source code (e.g., changes to
control flow, APIs, declarations, etc.) and then used Monte-Carlo Tree Search (MCTS)
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to choose the optimal transformed code that is syntactically correct, semantically equiv-
alent to the original code, and likely to be misattributed by authorship attribution meth-
ods. However, this approach has various limitations. Most noticeably, it has significant
memory-compute requirements for finding the optimal solutions among many possibil-
ities. This issue is a fundamental limitation because of the brute-force nature of MCTS
in attempting many different options to find the most optimal among them.

Fig. 1. An illustration of SCAE’s pipeline.

Inspired by MAA [21] and to overcome some of its limitations, we propose a
code authorship obfuscation with an automated sequence-to-sequence (Seq2Seq) model
that avoids searching for the best transformation. Our approach utilizes a Seq2Seq-
based code authorship evasion technique called SCAE. We exploited the advantages
of Seq2Seq models by customizing STRUCTCODER [25], a recently proposed model
with state-of-the-art performance in code translation. STRUCTCODER is designed and
trained for code translation tasks, i.e., to translate code written in one programming
language to another programming language (e.g., Java to C#), and is not meant to
transform a source code to a target code in the same language. Therefore, we extended
STRUCTCODER’s capabilities to “transform” the code in one language to another code
in the same language. In doing so, we build a source-target dataset for code transforma-
tion tasks formulated as a transfer learning task [26].

SCAE’s evaluation showed that it reduced the processing time by ≈68% (from
≈11,500min to ≈3,600min) and achieved 85% of transformation success and 95.77%
of evasion rates, significantly reducing resources usage and processing time while
achieving competitive transformation and evasion performance.

Contributions.Our contributions are summarized as follows: (1) Our source-target pair
dataset is built using codes from the code transformation method with MCTS to train
a machine learning-based Seq2Seq model. (2) SCAE, utilizing a pretrained Seq2Seq
model called STRUCTCODER, is customized for code transformation, fine-tuned with
our source-target pair dataset, and formulated as a transfer learning task for generat-
ing transformed codes that are syntactically correct and semantically equivalent to the
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original code. The produced codes are misclassified by the attribution method at a high
rate. (3) SCAE’s evaluation, showing it reduced the processing time and resource usage
compared to the existing work while maintaining (or improving) the performance.

Organization. The organization of the rest of this paper is as follows. The prelimi-
naries are presented in Sect. 2. Our work’s challenges, overview, and technical details
are introduced in Sect. 3. Our results and analysis are presented in Sect. 4. Finally, our
conclusions are drawn in Sect. 5.

2 Our Approach: Building Blocks

We aim to utilize the Seq2Seq model, STRUCTCODER [25], to transform source code
into target code in a way that misclassifies the code author. This requires training
STRUCTCODER with source-target code pairs, traditionally obtained through manual
transformations, which is challenging (e.g., prone to errors and laborious). To simplify
this process, we employ MCTS as an oracle to generate training data, focusing on pro-
ducing syntactically and semantically correct code variants with distinct programming
styles. This allows us to train and fine-tune STRUCTCODER for code transformation
instead of just translation. For evaluation, we rely on Abuhamad et al.’s work [3] as
our primary code authorship attribution method due to its strong performance on large-
scale datasets previously used for assessing MCTS. As a result, we will explain the
three methods which we employed in this work in more detail in this section.

Code Authorship Attribution. The code authorship attribution problem is defined as
the task of identifying the programmer [3] or group of programmers [4] who wrote a
piece of code. Programming languages (e.g., C++, Java) often contain various stylistic
patterns of programmers [8]—e.g., a programmer may prefer using a for loop instead
of a while loop or generating an output in files instead of printing them on the termi-
nal. These patterns can be used as features to identify authors of source codes, and this
task is known as code authorship attribution.

Abuhamad et al. [3] proposed a system called Deep Learning-based Code Author-
ship Identification System (DL-CAIS). In the data preprocessing phase of their system,
features are extracted from source codes using a Term Frequency - Inverse Document
Frequency (TF-IDF) vectorizer. These features are then used to train a deep learning
model with three recurrent neural networks (RNNs) and three fully connected layers
(FCLs) to capture distinctive code features. To address the challenge of identifying
authors in cases with numerous authors, deep representations are employed to build
a robust random forest (RF) model for author classification. As a result, DL-CAIS
achieved an accuracy of 92.3% with over 8.9K authors and was used to identify authors
of four different programming languages, C, C++, Java, and Python.

Misleading Authorship Attribution. Authorship attribution poses a privacy risk by
potentially revealing an author’s identity, making it a concern for those seeking
anonymity. Conversely, it can also be exploited to falsely assign credit or blame for
code creation. For instance, attackers might use such techniques to shift focus away
from their involvement in code development by attributing a bug or vulnerability to
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someone else. These diverse possibilities have driven research into misleading author-
ship attribution.

Quiring et al. [21] proposed misleading authorship attribution with automatic code
transformations. MAA performed a series of semantics-preserving code transforma-
tions to deceive DL-CAIS. Quiring et al. [21] considered the code transformation as a
game against the code authorship attribution and utilized MCTS to guide the transfor-
mation in the feature space to find a short sequence of transformations. With MCTS, the
transformer can find a transformed code that is syntactically correct and semantically
equivalent to the original code by minimal modification. However, MCTS can be com-
putationally intensive, as it requires simulating many possible moves and evaluating
their outcomes. Thus, the authors attempted to decrease computation time by limiting
the number of transformations, implementing an early stop technique, etc. Despite their
efforts, this method still requires more resources compared to others.

Table 1. Baseline attribution accuracy.

Method Accuracy

Abuhamad et al. [3] 84.98%

Caliskan-Islam et al. [13] 90.5%

Seq2Seq Model: STRUCTCODER. Machine learning is widely used to analyze, under-
stand, and generate natural language [9,10,14,16,19]. However, utilizing machine
learning methods for programming languages presents difficulties due to factors such
as syntax and organization, terminology, and the surrounding context. Programming
languages have strict rules for syntax and structure (e.g., “;” of C families and inden-
tations of Python language), and even small errors can cause a program to fail. The
vocabulary of a programming language is typically much smaller than the vocabulary
of a natural language. This means that there is less data available for training machine
learning models, which can be a challenge. The context in which a piece of code is
used can have a significant impact on its meaning. This can make it more difficult to
analyze code and understand its purpose. Despite these challenges, researchers have
been developing machine learning techniques that can be applied to programs for vari-
ous tasks [5,20,25].

Most recently, Tipirneni et al. [25] proposed a transformer-based encoder-decoder
model called STRUCTCODER, a structure-aware transformer for text-to-code genera-
tion and code translation. They used a structure-aware self-attention framework for
their model and pretrained it using a structure-based denoising autoencoding task. As a
result, the model is trained to generate a source code based on a given text or translate
a source code into a different language (e.g., Java ↔ C#). In addition, STRUCTCODER

uses the T5 transformer [22], augmented for modeling code structure, source syntax,
and data flow when given a source code and generates a code that is syntactically cor-
rect and semantically equivalent to the source code. To apply this structure-aware trans-
former for code translation, the authors trained their model with 10K samples, tested
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with 1K samples, and achieved an 88.41 CodeBLEU score in Java → C# translations,
which is the highest score on a code translation task with CodeXGLUE benchmark [11].

3 SCAE: Putting it Together

We transfer the MCTS task to Seq2Seq learning for fast and efficient code authorship
evasion. The proposed SCAE extracts the functional behavior of the MCTS model and
then transfers the knowledge to a lightweight Seq2Seq-based programming language
processing (PLP) model for code transformation. In the following, we first provide a
high-level overview of SCAE’s architecture. Then, we explain the technical details for
extending a PLP model’s capacity from code translation (different languages) to code
transformation (the same language).

Challenges and Overview. Figure 1 illustrates the architecture of SCAE. Given a
source code, SCAE leverages a transfer learning accelerated PLP model, STRUCT-
CODER, to transform (not translate) the code without retaining authors’ discriminative
features. We note that STRUCTCODER is designed for translating code to a different
language. Thus, we extend the model to code transformation within the same language,
leveraging a transfer learning technique and parameters fine-tuned. As we can see in
the transfer learning stage in Fig. 1, the authorship misleading performance of SCAE
is guaranteed by summarizing the functional behavior of MCTS via retrieving source-
target code pairs, and then fine-tuning the STRUCTCODER model with the code pairs.
As such, SCAE significantly reduces the training and code transformation costs.

Data Preprocessing. To construct source-target pairs, we used the outputs of
MAA [21]. Given a set of code samples from n authors, each author’s code (xi) is
transformed with MCTS and produces n − 1 transformed codes with different stylistic
patterns. We note that xii is a code that is transformed with the author’s own stylistic
patterns and, thus, is excluded, i.e., |MCTS(xi)| = n − 1. All transformed codes are
functionally equivalent to the original code xi, but with minimal changes in stylistic pat-
terns to deceive the authorship attribution method. We built a source-target dataset with
the transformed code set. The source-target pairs (P(xi)) of a source code xi are charac-
terized by the following: P(xi) = {< xi1, xi2 >,< xi2, xi3 >, · · · , < xi(n−1), xin >
};� < xx(i−1), xii >,� < xii, xi(i+ 1) >, where < xij , xi(j+1) > denotes two adja-
cent codes in the transformed set as a pair. We note that two pairs that involve xii are
excluded, and thus |P(xi)| = n − 2, where n is the number of stylistic patterns.

Transfer Learning with Pretrained Model. We fine-tuned the pre-trained STRUCT-
CODER model with our new dataset for transfer learning [26]. This allows us to transfer
STRUCTCODER’s function from code translation to code transformation, with a rela-
tively small amount of data. The success of the technique has been verified in image
recognition tasks, e.g., using visual geometry group (VGG) [15] or residual networks
(ResNet) [23] as the foundation to identify a specific object. The pretrained STRUCT-
CODER, used in our work, was trained with 10K samples for Java-C# translation [24].

Tokenization and Embedding. After tokenizing a code input sequence, the code
tokens are embedded in Rd, among special tokens. The leaf (l) of the code is embedded



88 S. Choi et al.

with the path from the root of the leaf in an abstract syntax tree (AST), and data flow
graph (DFG) variables that follow the default embedding will be used for structure-
aware self-attention encoding. We note that the tokenization and embedding processes
for source and target codes are identical. In SCAE, however, we feed the encoder and
decoder pipelines with source and target codes with the same programming language
and different stylistic features for “teaching” the decoder the code transformation task.

Fine-Tuning: Encoder and Decoder. Because STRUCTCODER was originally
designed to translate Java to C# (or C# to Java) and takes the structural information
of a code, such as AST and DFG, the encoder/decoder parsers should be modified to
extract the AST information for C++ codes correctly. As such, we customized an open-
source tree-sitter-cpp parser [1]. Moreover, we modified and added the DFG structure
to the C++ code format for both the encoder and decoder. To optimize the performance,
we fine-tuned the maximum length of the source input, DFG, and AST, and the max-
imum depth of AST. Unlike STRUCTCODER, which deals with a small piece of code
(i.e., functions), SCAE’s training goal is to work with the whole program at once. This
requires not only increasing the maximum input and output length of the T5 model to
1024 but also increasing the maximum lengths of the AST and DFG to 1000 to keep
pace.

Table 2. A performance comparison: MAA vs. SCAE.

MAA [21] SCAE

Number of samples 320 Training: 640 & Testing: 320

Number of outputs 320 320

Processing time ≈ 11,500 mins Training: ≈ 3,600 mins & Testing: 58 mins

Transformation success rate 97.5% 85%

4 Evaluation

We evaluate the performance of SCAE on code obfuscation for misleading code author-
ship attribution and compare it with MAA [21]. In the following, we first explain the
experiment setup, dataset, and goals. Then, we compare the processing time and trans-
formation success rate of SCAE with MAA. In addition, we examine the evasion suc-
cess rates for both Abuhamad et al. [3] and Caliskan-Islam et al. [13] methods. Finally,
we provide a detailed analysis of syntax and semantic errors that we encountered.

4.1 Experimental Setup and Goal

Experiment Setup. We conducted our experiment on a workstation equipped with
Nvidia RTX A6000 48GB GPU, Intel Core i7-8700K CPU, and Ubuntu 20.04.5 LTS.

Dataset. We used the same dataset from Quiring et al. [21], which consisted of C++
files from the 2017 Google Code Jam (GCJ) programming competition [2]. This dataset
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contains a total of 204 authors and eight challenges (C++ codes) per author (a total
of 1,632). The GCJ competition features multiple rounds with multiple participants
solving the same programming challenges, allowing us to train a classifier for attribution
that concentrates on stylistic patterns rather than artifacts from different challenges.
Moreover, for each challenge, there are test sample inputs that can be used to validate
the program semantics and sample outputs.

Untargeted Transformation. The untargeted transformations generate codes predicted
as written by any author other than the original author. For evasion, we consider the
untargeted transformations due to the structure of SCAE. This transformation is defined
as follows: f

(
STRUCTCODER(< xij , xi(j+1) >

)
= y∗ where y∗ is anyone other than

the original author ys (y∗ �= ys).

4.2 Results and Analysis

To evaluate the performance of our model against MAA [21], we implemented MAA,
Abuhamad et al. [3], and Caliskan-Islam et al. [13]’s methods. To implement those
methods, we utilized the same codes that Quiring et al. [21], available on their
GitHub [12].

Processing Time. We measured the processing time for each method, showing that
MAA had a drawback, as it took ≈11,500min (or 8 d) to generate 320 transformed
codes in comparison to SCAE’s ≈ 3,600min (or 2.5 d) for training and 58min for test-
ing, resulting in a 68% reduction as shown in Table 2. In addition to reducing process-
ing time, SCAE also has the advantage of not requiring retraining when new features
appear. This means that once the model is trained, it can generate 320 transformed codes
within only one hour, making it a more efficient and practical solution for misleading
code authorship attribution. Moreover, the reduction in processing time not only saves
computational resources but also allows for a more efficient and flexible workflow, as
it reduces the time required to generate transformed codes and makes it possible to
perform misleading code authorship attribution on larger datasets and more complex
problems.

Table 3. List of syntax errors.

Error Count Percentage

Undeclared variable 10 50%

Re-declared variable 5 12%

Missing ; or } 4 10%

Return statement 3 8%

Others 8 20%

Total 40

Table 4. List of semantic errors.

Error Count Percentage

Misused variable 3 37%

Output statement 4 50%

Input statement 1 13%

Total 8
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Transformation Success Rate. We analyzed the transformation success rate of both
methods. In this context, transformation success rate refers to the percentage of trans-
formed codes that are semantically equivalent to the original code and syntactically
correct. Our experiment showed that the MAA had a 97.5% transformation success rate
for 320 samples, with 2.5% (8) instances of semantic errors. On the other hand, our pro-
posed model performed slightly lower with an 85% (272) transformation success rate
as shown in Table 2. We found 12.5% (40) syntax errors and 2.5% (8) semantic errors
in the outputs from our method. However, it is important to note that while SCAE’s
success rate was lower than MAA’s, it still achieved high accuracy while using signifi-
cantly fewer computational resources. Moreover, the SCAE’s syntax errors and seman-
tic errors were minor, with the potential to improve SCAE’s performance by fine-tuning
and using a larger dataset. In summary, SCAE is practical since it achieves compara-
ble results while saving computational resources and maintaining performance stability
over different settings.

Syntax Error. Most of the errors we encountered were syntactical errors. However,
fortunately, these errors were generally minor and could be easily corrected. The syntax
errors we encountered consisted of five types: undeclared variables (10), re-declared
variables (5), missing semicolons or curly braces (4), incorrect placement of return
statements (3), and other errors (8) as shown in Table 3.

Semantic Error. We encountered a small portion of semantic error compared to the
syntax error. This produces different outputs with the original code under the same
input and this error consists of two types of error: misused variable (3), and missing
input (or out) statement (1, 4) as shown in Table 4. It is important to note that semantic
errors are more difficult to detect than syntax errors, as they do not break the code,
but they can change the output of the code. In this experiment, we found that semantic
errors were much less than syntax errors. However, semantic errors are still important
to consider, as they can significantly change the output of the code, even if the code
appears to run without any errors.

Table 5. Evasion attack success rate of MAA and SCAE for Abuhamad et al. and Caliskan-Islam
et al. methods under untargeted transformation scenario.

Method MAA [21] SCAE

Abuhamad et al. [3] 99.1% 95.77%

Caliskan-Islam et al. [13] 99.2% 88.74%

Evasion Attack Success Rate. The success rate of evasion attacks is calculated as the
percentage of instances where the attribution method assigns an incorrect label to a
given code. To evaluate the effectiveness of SCAE and MAA’s, we start by presenting
the baseline accuracies of Abuhamad et al. [3] and Caliskan-Islam et al. [13] in Table 1.
However, the list of authors that Quiring et al. used for their work and the authors who
were randomly selected by their program for our experiment are different. Therefore,
the accuracy that we got from our experiments is slightly different from the results
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stated in their paper [21]. SCAE recorded a success rate of 95.77% for Abuhamad et
al.’s and 88.74% for Caliskan-Islam et al.’s methods. Meanwhile, the success rate of
the MAA’s was 99.1% and 99.2% for Abuhamad et al.’s and Caliskan-Islam et al.’s,
respectively. The evasion attack success rate results are presented in Table 5.

5 Conclusion

In this paper, we presented a practical approach for obscuring code authorship attribu-
tion by using a machine learning-based Seq2Seq model, called STRUCTCODER. We
chose this method as the current approach to using MCTS, although it is reliable, has
limitations in terms of resource management. Thus, we utilized STRUCTCODER to mis-
lead code authorship attribution while reducing resource usage and processing time as
well as preserving the performance of the code transformation. As a result, our find-
ings showed that STRUCTCODER which was fine-tuned with our dataset significantly
reduced processing time while preserving transformation performance.
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Abstract. Fatigue driving is considered to be one of the main factors
causing traffic accidents, so fatigue driving detection technology has an
important role in road safety. Currently, EEG-based detection is one of
the most intuitive and effective means for fatigue driving. We introduce a
model known as EFDD (EEG-based Fatigue Driving Detection Model),
in our study, by analyzing EEG signals, we extract time-domain and
frequency-domain features respectively, explore the potential of different
temporal EEG features for fatigue driving detection, Classification using
LightGBM machine learning models, and then realize fatigue driving
detection. Experiments demonstrate that our extracted features perform
well in fatigue driving detection. Meanwhile, our study provides technical
support for the feasibility of applying portable detection devices in the
future.

Keywords: Fatigue Driving Detection · EEG Signal Processing ·
Feature Fusion · Temporal Analysis · Machine Learning

1 Introduction

Research has shown that traffic accidents are mostly caused by fatigued drivers,
as it significantly affects the driver’s ability to operate, which can have serious
consequences for both passengers and the driver themselves. When a driver is
tired, his reaction speed and judgment are significantly reduced, so it is crucial
to accurately detect fatigue driving. Among many research methods, fatigue
detection based on EEG signals has become one of the main methods.

Detecting fatigue based on drivers’ EEG signals is categorized into the fol-
lowing two groups according to the research methods: one uses machine learning
algorithms to study EEG signals, Qin, Xueb et al. first preprocessed the EEG
signals and then extracted the relevant features. Next, classification analysis is
performed using Support Vector Machines (SVM), which can ultimately deter-
mine the driver’s fatigue state [1]. Wang, Fei et al. A brain functional network-
based method for driving fatigue detection was proposed. Four graphical features
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
M. H. Hà et al. (Eds.): CSoNet 2023, LNCS 14479, pp. 93–101, 2024.
https://doi.org/10.1007/978-981-97-0669-3_9

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-97-0669-3_9&domain=pdf
http://orcid.org/0000-0001-8956-0511
http://orcid.org/0009-0005-7673-0522
http://orcid.org/0000-0002-3258-0244
http://orcid.org/0009-0006-6776-7486
http://orcid.org/0009-0008-3771-7896
https://doi.org/10.1007/978-981-97-0669-3_9


94 L. Wang et al.

were used for fatigue detection using SVM as a classifier [2]. Qin, Yingmei et al.
proposed a method for analyzing electroencephalogram (EEG) signals using the
directional transfer function, and their results show that there is a significant
difference between the awake state and the driving fatigue state [3]. Wang, Jie
et al. introduced an improved transformer architecture called GLU-Oneformer,
where the combination of NHB EEG configuration and GLU-Oneformer model
for one-dimensional feature vector classification, which can effectively support
driving fatigue detection [4]. Wang, Li et al. extraction of EEG features using
the CSP method. Support Vector Machines (SVMs) are used as classifiers for
machine learning algorithms [5]. Zhang, Tao et al. The sample entropy app-
roach quantifies the complexity of EEG signals. High classification accuracy was
achieved using SampEn features and a cubic support vector machine classifier
(SCS model) [6]. Fang, Zhaoguo et al. converting EEG data from two states into
multispectral maps, including awake and fatigued states that maintain topology
and input the accompanying percentage of eyelid closure (PERCLOS) labels into
a trained deep recursive convolutional neural network inspired by image-based
classification [7].

Deep learning algorithms study drivers’ EEG signals. Ding, Xiangman et pro-
posed a strategy based on deep learning (ResNet3D modeling) detecting fatigue
using three channels of EEG data [8]. Xu, Tao et al. proposed a unified frame-
work, E-Key, that utilizes convolutional neural network and attention (CNN-
Attention) structures to perform personal identification (PI) and driving fatigue
detection simultaneously [9]. Jia, Zhaoguo et al. proposed to transform fatigue
and normal state EEG data into a series of multispectral images that maintain
topology and input the accompanying percentage of eyelid closure (PERCLOS)
labels into a trained deep recursive convolutional neural network inspired by
image-based classification. Neural network [10]. Jia, Huijie et al. Features are
extracted from EEG using MATCN and processed using GT. Experimentally,
this model exhibits excellent performance [11].

In this paper, we introduce a model known as EFDD (EEG-based Fatigue
Driving Detection Model), which we use only two-channel EEG signals, and
use the model to deeply explore the features of EEG, combined with advanced
machine learning frameworks, in order to achieve fast and accurate fatigue driv-
ing detection with a small amount of information, and to provide a certain
research basis for the development of portable detection devices.

2 EEG-Based Fatigue Driving Detection Model

The EFDD model is consists of two parts, one for feature extraction and the other
for model training and optimization, with the goal of extracting features in EEG
signals and using a machine learning model to differentiate these features for the
purpose of identifying driver fatigue. To detect the fatigue state of the driver,
we input the raw electroencephalogram (EEG) signals into our model, which
ultimately produces information about the driver’s state. The overall framework
is illustrated in Fig. 1.
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Fig. 1. Framework flowchart

2.1 Feature Extraction

Before feature extraction, pre-processing operation of the EEG is required to
remove the high frequency and low frequency noise using a 0.5–40 Hz band
pass filter, and to remove the interference from the power line using a 50Hz
filter. Minute-by-minute data cut into 60 segments. In order to fully understand
the characteristics of the EEG signal, entropy features and frequency domain
features were extracted from our EEG signal analysis, and the features are shown
in the Table 1 below:

Table 1. Features extracted from EEG signals.

Features Interpretations

Fuzzy Entropy Measuring time series data complexity
Sample Entropy Measures the probability of similar subsequences in the data
Spectral Entropy Analyzing the uniformity or disorder of the signal spectrum
approximate Entropy Measuring the probability of similar patterns in time series data
Delta Wave The frequency range is between 0.5–4 (Hz)
Theta Wave The frequency range is between 4–7 (Hz)
Alpha Wave The frequency range is between 8–13 (Hz)
Beta Wave The frequency range is between 13–40 (Hz)

Fuzzy entropy and sample entropy are used to measure irregularity nonlinear
features in EEG signals. Fuzzy entropy mainly analyzes the randomness of the
signal and is calculated using the following formula. The expression C(X + 1, l)
represents the count of repeated patterns in the signal with a length of X + 1
and a difference less than or equal to l. Similarly, C(x, l) denotes the count of
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repeated patterns in the signal with a length of x and a difference less than or
equal to l.

− ln
C(X + 1, l)

C(x, l)
(1)

Sample entropy is used to analyze the complexity of EEG signals and is
calculated as follows, The variable A is used to signify the count of compara-
ble subsequence pairs having a sequence length of m, while B is employed to
represent the count of comparable subsequence pairs with a sequence length of
m+ 1.

− ln
A

B
(2)

Use spectral entropy to analyze the complexity and the characteristics of
information distribution of EEG signals in the frequency domain. P (f) repre-
sents the spectral power density of the signal at the frequency f .

− (P (f) ∗ ln (P (f)) (3)

Use approximate entropy to measure the repetitive and regular features in
EEG signals. C(m) stands for the count of pattern occurrences with a sequence
length of m, while C(m+ 1) stands for the count of pattern occurrences with a
sequence length of m+ 1.

− ln
C(m+ 1)
C(m)

(4)

For the extraction of frequency domain features, the fast Fourier transform
(FFT) is applied to convert the EEG signal from the time domain into a fre-
quency domain signal. This transformation enables us to analyze the distribution
of the signal across various frequency domains, as depicted in Fig. 2.

Fig. 2. Power spectral density map



Mining the Potential Temporal Features Based on Wearable EEG Signals 97

The trapezoidal based numerical integration method is used to calculate the
energy in a particular frequency band using the following formula.

b

2
∗ [f (a0) + 2f (a1) + . . .+ 2f (an−1) + 2f (an)] (5)

2.2 Model Training and Optimization

Our EFDD model utilizes the LightGBM machine learning framework, an inte-
grated learning method based on gradient boosting trees, known for its high
performance and low memory footprint. Here are some steps of our model train-
ing process: We will extract features from the raw data for normalization to
make sure they are on the same scale, and the processed feature data will be
divided into two main parts: partly for training, partly for testing. We also need
to define the LightGBM model which will affect the training and performance of
the model, some common LightGBM parameters include: type of tree, number
of leaf nodes in the tree, learning rate, etc. Using the training set and the defined
LightGBM parameters, we train the model. Iteratively enhance the performance
of the model in multiple iterations. After the model training is completed, in
order to improve its performance, we need to perform hyper-parameter tuning.
This is a critical step, which can be achieved by explicitly defining a range of
values for a series of hyperparameters. In order to systematically search for the
optimal hyperparameter combinations, we combine the value ranges of these
hyperparameters into a parameter dictionary for subsequent grid search algo-
rithms. During the hyperparameter tuning process, we try different parameter
combinations and evaluate the performance of each combination. Our goal is to
find the best combination of model parameters that can have better generaliza-
tion ability on new data. This process helps us find the optimal hyperparameter
configurations to make our models perform better on new and unseen data.

3 The Experimental Analysis

To validate the effectiveness of our proposed model, a series of experiments
were conducted. In our experiments, we used a computer equipped with a Xeon
2620 processor (2.1GHz) and an NVIDIA GTX 1080 Ti GPU, and used the
Anaconda software environment to conduct our experiments. Our experimen-
tal dataset is from a publicly available dataset [12], the dataset comprises raw
electroencephalogram (EEG) data from 12 healthy participants, including two
states: fatigue and wakefulness.

We processed the acquired dataset by first performing a series of prepro-
cessing operations, which included noise reduction to ensure the quality and
consistency of the data. Next, we performed a feature extraction step, a pro-
cess aimed at extracting eight previously defined important features from the
raw data. Subsequently, we partitioned the extracted features into two parts:
We allocated 80% of the dataset as a training set to train the model, while the
remaining 20% served as a test set for assessing the model’s performance.
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Our experimental results show that by combining our proposed eight fea-
tures with the EFDD model, we achieve excellent performance in fatigue driving
detection. This model achieves a precision of about 93.49% and a recall of about
88.09%, which are metrics that show the model’s excellent performance in both
accuracy and coverage. The test classification report show in Table 2 and the
confusion matrix is shown in Fig. 3, which provides more detailed information
about the performance.

Table 2. Test Classification Report.

Precision Recall F1-score

0 0.93 0.88 0.91
1 0.88 0.94 0.91
accuracy 0.91
macro avg 0.91 0.91 0.91
weighted avg 0.91 0.91 0.91

Fig. 3. Confusion matrix.

These experimental results strongly support the validity and superiority of
our proposed model and provide a solid experimental foundation for our research
work. During our experiments, we also found that each of the eight features we
extracted contributes to the predictive performance of the model to varying
degrees. Beta and spectral entropy show the largest contributions on both chan-
nels (T4 and T3), as shown in Fig. 4.
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Fig. 4. Feature Contribution Index.

We also conducted comparative experiments with traditional SVM classifiers
and LR logistic regression models, and the results show that the LightGBM
model we selected exhibits superior performance. The experimental results are
illustrated in Fig. 5.

Fig. 5. Feature performance using different classifiers.

Meanwhile, we compared our proposed EFDD model with other models,
including the GLU-Oneformer model [5] and the SCS model [6]. These com-
parative experiments were conducted to assess the performance of each model
using the dataset [12]. After the experimental comparison, our EFDD achieves
91% accuracy in the detection of fatigued driving. The comparative experimental
results are plotted in Fig. 6.
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Fig. 6. Accuracy comparison.

4 Conclusion

Research on detecting driver fatigue based on electroencephalogram (EEG) sig-
nals has been extensively conducted. However, the use of multiple electrodes for
collecting EEG signals in most devices may cause discomfort to drivers, poten-
tially affecting their driving experience. To address this issue, we propose the
EFDD model. It has been experimentally demonstrated that our extracted EEG
features show excellent performance in the machine learning model, and this
result indicates that our proposed EFDD model has reliability in the field of
fatigue driving detection. It is noteworthy to mention that for the purpose of
make the model applicable to portable mobile devices, we used only two chan-
nels of EEG signals (T3 and T4)for driving state recognition and achieved highly
accurate results, which provides a solid foundation for future research.
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Abstract. Legal Statute Identification (LSI) is a critical task within the
realm of law, involving the identification of relevant statutory laws based
on the natural language descriptions found in legal documents. Tradition-
ally, this challenge has been approached as a single-class text classifica-
tion problem. However, due to the inherent complexity of legal infor-
mation, characterized by intricate connections and associations between
various legal entities and concepts, we propose that a graph-based rep-
resentation offers a more suitable and informative solution. In response
to this need, our paper introduces VN-Legal-KG, an innovative Legal
Statute Identification Knowledge Graph tailored to meet the specific
requirements of Vietnamese users seeking clarity on Land Law mat-
ters. Leveraging cutting-edge graph neural network techniques, we also
present a link prediction mechanism integrated into VN-Legal-KG, which
addresses the LSI task as a multi-label classification problem, better
aligning with real-world legal practices. Through experimentation with
real-world data, our approach demonstrates favorable performance when
compared to previous models reported in the literature.

Keywords: Legal Statute Identification · Multi-Label Classification ·
Deep Learning · Knowledge Graph · Graph Neural Networks ·
Heterogeneous Graph · Graph Attention Network

1 Introduction

Legal Statute Identification (LSI) is a specific judicial task of classifying legal
statutes to describe facts or evidence of a legal scenario. Legal documents or
facts are described in different forms and formats, distinguishing each other in
length and legal context. This has raised many challenges for recent research to
find an approach for a model to fully wrap up the whole juridical content [12].
The existing methods need to make the most of the relationship between judicial
documents and facts, which is a considerable source of knowledge for estimating
legal document similarity [7].
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
M. H. Hà et al. (Eds.): CSoNet 2023, LNCS 14479, pp. 102–110, 2024.
https://doi.org/10.1007/978-981-97-0669-3_10

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-97-0669-3_10&domain=pdf
https://doi.org/10.1007/978-981-97-0669-3_10


VN-Legal-KG 103

Despite knowing the legal documents’ similarity, an attempt has yet to be
made to utilize the legal network for the LSI task [7]. Initially, LSI is considered
a single-class classification [7], which could be more practical for real users’
concerns. With Example 1 above, the concern would require two articles (188,
and 168) for lawyers or readers to fully address the whole scenario context.

On the other hand, it’s crucial to acknowledge that legal is a sophisticated
domain that requires suitable linguistic resources, particularly in terms of legal
terminology. Global researchers [2,6] identified some basic ontology design pat-
terns regularly used to model legal norms. i) Agent-role-time [2]; ii) Event-time-
place-jurisdiction [6]; iii) Agent-action-time [8]; iv) Object-document [8]; v) Legal
deontic ontology [6,11]. These patterns, combined with linguistic taxonomies,
could provide a good solution for creating a bridge between the variants of the
legal definitions and the conceptualization level [5]. However, this knowledge
base of legal has yet to be researched and widely explored.

Different from computer experts’ view of a legal document as just a linguistic
document, when a lawyer reads a legal document, the lawyer first pays atten-
tion to key phrases (legal terminology), extracting legal entities, legal relations,
the object of impact, and the time of the legal event, thereby identifying which
laws and provisions can be used to process a legal document. A graph structure
built by legal entity nodes (person, legal entity, organization) and legal relation-
ship nodes by extracting verbs (Example mua bán - buy sell: legal relationship
commercial agent) is a great prompt for us to consider applying a graph-based
approach to solve this problem. Our contributions are as follows.
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Fig. 1. The graph architecture of VN-Legal-KG. Our target training edge is Question-
Article.

– We introduce the Vietnam Legal Knowledge Graph (VN-Legal-KG), which
represents the elements of the land-related Legal Statute Identification chal-
lenge as a knowledge graph in the domain of land affairs.

– We present an approach towards link prediction for multi-label classification
on the VN-Legal-KG to address the given problem.

– We have empirically evaluated our proposed approach on the Vietnam Land
Law 2013 dataset, using real-world Land-Related Legal Statute Identification
challenges gathered from the community.

2 Vietnam Legal Knowledge Graph

In this section, we present VN-Legal-KG to represent knowledge in the field of
Vietnam Land Law. To build VN-Legal-KG, we use the following data sources:

– Legal Dictionary : This comprises 6700 legal terms with definitions selected
from the Vietnamese Law Dictionary [4] by legal experts.

– Vietnam Land Law 2013 [1]: A digital and structured version of the Viet-
namese Land Law comprising 212 articles. Only relevant articles are used in
this study.

– Legal Question-Answering Knowledge Base: It contains 5498 records gathered
from legal forums, including questions, answers, summaries, and tags. These
tags are classified by experts to indicate the related articles, clauses, and
points the questions address. Additionally, annotations categorize words into
subjects and verbs with a legal relationship. There are 12 legal subjects and
19 legal relations. These annotations facilitate efficient inference of related
articles. The study uses question tags as inputs and article tags as labels for
multi-label classification. Listing 1 shows that the record of the question in
Example 1 is structured in JSON format. This study will use the question
tag as an input and the article tag as a label for the multi-label classification
problem.

Based on the above data, we construct VN-Legal-KG as a heterogeneous
graph G = (V,E), illustrated in Fig. 1. V is the set of vertices, and E is the set
of edges.

Set V has five types of vertex, Φ = {Q,A, T, S,R}:
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– Node Qi represents the ith question of Legal Question-Answering Knowledge
Base, represented by the embedding vector hQi

from the text of this question.
– Node Ai represents the ith article of Vietnam Land Law 2013, represented by

the embedding vector hAi
from the text of this article.

– Node Ti represents the ith term from the Legal Dictionary, represented by
the embedding vector hTi

of this term.
– Node Si represents the ith legal subject (or subject), represented by the

embedding vector hSi
from the text content of this legal subject.

– Node Ri represents the ith legal relation (or relation), represented by the
embedding vector hRi

from the text content of this legal relation.

To create the embedding vector for nodes Qi, Ai, Ti, Si, and Ri, we use the
architecture of the BERT [11] model. The embedding vector hTi

of Ti combines
with BERT embedding with word type encoding. However, we do not use BERT’s
pre-trained model but train from scratch this model based on the text contents
collected from Legal Dictionary, Legal Question-Answering Knowledge Base, and
Vietnam Land Law 2013.

The set E consists of edges representing the following relationships.

– Question-Term association will be created if the question corresponding to
Qj contains the term Ti. The attribute of the edge will be represented by the
term frequency-inverse document frequency (TF-IDF) of the Ti corresponding
to the Qj .

– Article-Term association will be created if the article corresponding to Aj

contains the term Ti. The attribute of the edge will be represented by the
TF-IDF of Ti corresponding to the Aj .

– Question-Article association will be created if the record corresponding to
Qi is labeled with the article corresponding to Aj in the Legal Question-
Answering Knowledge Base. The attribute of the edge will be represented by
the cosine-similarity score between two embedding vectors, Qi and Aj .
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– Article-Article association will be created if articles corresponding to Ai and
Aj are labeled for the same record in the Legal Question-Answering Knowl-
edge Base. The attribute of the edge will be represented by the normalized
co-occurrence value between Ai and Aj.

– Term-Subject association will be created if the term Ti belongs to the legal
subject Sj .

– Term-Relation association will be created if the term Ti belongs to the legal
relation Rj .

– Subject-Article association will be created if Si related to Ai based on legal
annotation, which helps identify the relevant articles.

– Relation-Article association will be created if Ri related to Ai based on legal
annotation, which helps identify the relevant articles.

Edge attributes are derived from the training dataset. VN-Legal-KG is
used for multi-label classification in Legal Statute Identification. When a user
raises a new question or issue represented as Qnew, we predict associated Ai

nodes. Our network architecture optimally propagates and updates information
between nodes, aiding in identifying relevant articles for new questions. We avoid
explicitly designing Question-Question associations to reduce model complexity;
instead, these associations are indirectly inferred from Question-Term associa-
tions.

3 Link Prediction for Multi-label LSI Prediction

To solve the problem of multi-label LSI prediction, we simulate this problem into
link prediction on VN-Legal-KG. For a new question, we represent this question
as a Qnew node and predict the node articles might be associated with it. We
apply Graph Neural Network to process graph-structured data of VN-Legal-
KG. The model we use is the Graph Attention Network (GAT) [10], trained and
inferred as follows.

3.1 GAT Training with VN-Legal-KG

We train the link prediction model in the form of contrastive learning. Figure 2
illustrates the training process. VN-Legal-KG defines a graph’s core knowledge
as collecting all terms, articles, subjects, and relations. We randomly sample B
questions in the training dataset for each training step. Together with the core
knowledge edge and the sampled question set, we create a subgraph to train
the model. Then, we use the GAT with two layers to propagate this subgraph.
After obtaining the nodes embedding, we create positive and negative Question-
Answer association edges for each question. Then, we calculate the score of each
created link between Qi and Aj , illustrated in Fig. 3.

scoreQiAj
= hl+1

Qi
· hl+1

Aj
(1)

where hl
Qi

and hl
Aj

are the node embedding of the training questions and articles
at the lth GAT layer. These embeddings are calculated based on the attention
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Fig. 2. Link Prediction Training Process.

mechanism, with αΦ
ij as the attention score of node j to node i for each node

type Φ. GAT projects the graph structure into the mechanism by performing
masked-attention, which means we only compute αΦ

ij for node j ∈ NΦ
i , where

NΦ
i is the typed based neighbors of node i. With positive and negative scores,

we train the model with contrastive loss, described as follows.

L = − 1
B

∑

i∈idList

∑

p∈positiveDict[i]

hL
Qi

· hL
Ap

+
1
B

∑

i∈idList

log

⎛

⎝
∑

n∈negativeDict[i]

exp
(
hL
Qi

· hL
An

)
⎞

⎠
(2)

where idList is a list of sampled questions, positiveDict[i] is a list of relevant
articles of Qi, negativeDict[i] is a list of relevant articles of Qi, hL

Qi
is the node

embedding of training questions, hL
Ap

is the node embedding of positive articles,
hL
An

is the node embedding of negative articles, and L is the number of GAT
layers.

3.2 Link Prediction for a New Question

For the new question, we create a Qnew node corresponding to this question.
We connect Qnew with the corresponding terms T for each word in the question.
Then, the message-passing process is performed similarly to the training process
to obtain embedding vectors for all nodes. We calculate the score of connections
between Qnew and all articles in the graph. Then, we take the top five articles
with the highest score as the result. The above steps are described in Fig. 4.
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Fig. 3. Explanation of aggregating process and Link Scoring.

4 Experiments

4.1 Dataset

We use the Legal Question-Answering Knowledge Base as the dataset to eval-
uate the model. Our dataset is highly imbalanced, with an imbalance ratio of
1058. Considering multi-label tasks, each question has about 2 related articles
on average. Since we simulate the multi-label LSI prediction problem into a link
prediction problem between question Q and article A, the training set and test
set will not contain overlapped questions to ensure the model’s generalization.

4.2 Training and Evaluating Protocol

Before training the graph neural network, we train the BERT model using
Masked Language Modeling with legal documents. The pre-trained model from
our previous work is called LegaRBERT [9]. While training the language model,
we focus on masking terms from the Legal Dictionary to help the model learn
many law-related features. Then, BERT pre-training is used to create embedding
vectors for the nodes.

We use conventional metrics such as precision, recall, and F1-score. Further-
more, we introduce the Usefulness metric, described as follows.

Definition 1 (Usefulness). The Usefulness of an article set A returned by the
prediction model over a query Q is considered true (e.g. A is useful), if A consists
at least one article matching the labeled ground-truth of Q. �

4.3 Baselines

The baselines are described as follows.
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Fig. 4. Inference Process.

– LegaRBERT-FC : We encode questions into embedding vectors. Then, there
is a Fully Connected Layer (FC) with a sigmoid function to predict which
articles are related to the question.

– LegaRBERT-XGBoost : Instead of using FC, we use XGBoost [3] to perform
the multi-label classification problem.

– VN-Legal-KG Model : We use a model with two GAT layers to process the
graph structure of VN-Legal-KG.

Table 1 shows that the VN-Legal-KG Model significantly outperforms
machine learning models with the top five results. We choose the top five arti-
cles with the highest probability because exploiting other articles related to the
user’s question is possible. VN-Legal-KG Model has promising results with the
weighted average recall of 0.6 and the samples average recall of 0.69. Consid-
ering the Usefulness metric, the VN-Legal-KG Model has higher results than
the remaining models. A minimum of one related article for delving deeper into
clauses and points is guaranteed in 82% of the prediction results by VN-Legal-
KG Model, while additional articles can be seen as extra material for reference.

The experiment highlights the value of leveraging entity relationships for
accurate predictions and mitigating article omissions. Meanwhile, models like
LegaRBERT-FC and LegaRBERT-XGBoost, relying solely on text content,
require assistance learning term-to-article and question-to-article associations.

Table 1. Experimental Results.

Baselines Weighted Avg. Recall Samples Avg. Recall Usefulness

LegaRBERT-FC 0.54 0.60 0.73

LegaRBERT-XGBoost 0.21 0.24 0.77

VN-Legal-KG Model 0.60 0.69 0.82
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5 Conclusion

In this paper, we propose VN-Legal-KG, which contains entities and legal rela-
tionships related to Vietnam Land Law. Furthermore, we designed the model
to process VN-Legal-KG to help predict articles related to users’ questions.
Through experiments, our proposed model outperforms machine learning mod-
els. We also tested the sensitivity of the graph with different settings. In addition,
annotations from legal experts have been easily applied with VN-Legal-KG. In
the future, we will explore more about VN-Legal-KG with answers from the Legal
Question-Answering Knowledge Base. At the same time, we further research the
connection between nodes to increase the ability to query articles and related
legal documents in this legal network.
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Abstract. Graph Neural Networks (GNNs) have opened up a potential
line of research for collaborative filtering (CF). The key power of GNNs
is based on injecting collaborative signal into user and item embeddings
which will contain information about user-item interactions after that.
However, there are still some unsatisfactory points for a CF model that
GNNs could have done better. The way in which the collaborative signal
are extracted through an implicit feedback matrix that is essentially built
on top of the message-passing architecture of GNNs, and it only helps to
update the embedding based on the value of the items (or users) embed-
dings neighboring. By identifying the similarity weight of users through
their interaction history, a key concept of CF, we endeavor to build a
user-user weighted connection graph based on their similarity weight.

In this study, we propose a recommendation framework, CombiGCN,
in which item embeddings are only linearly propagated on the user-item
interaction graph, while user embeddings are propagated simultaneously
on both the user-user weighted connection graph and user-item interac-
tion graph graphs with Light Graph Convolution (LGC) and combined
in a simpler method by using the weighted sum of the embeddings for
each layer. We also conducted experiments comparing CombiGCN with
several state-of-the-art models on three real-world datasets.

Keywords: Recommender System · Collaborative Filtering ·
Collaborative signal · Graph Convolution Network · Embedding
Propagation

1 Introduction

Recommendation systems play an important role in online businesses because
of the economic benefits they bring by suggesting suitable products or services
to customers. That motivation has driven research to improve algorithms to
offer powerful recommendation engines, typically collaborative filtering (CF).
Concurrent with the rise of deep learning, especially the use of GNNs to learn
representations of users and items (as known as embeddings), many recent stud-
ies have focused on enriching embeddings by encoding them with collaborative
signals, which carry information about user-item interactions [1–5]. These signals
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
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are extracted through the message-passing architecture of GNNs. More specif-
ically, considering a user u as a node in the graph whose embedding is eu, at
each propagation time this user node will adjust its embedding by aggregat-
ing all embeddings of neighboring items. During the aggregation progress, each
embedding ei from a neighboring node item i will be multiplied by a coefficient
pui = 1/

√|Nu||Ni|, where Nu and Ni denote the first-hop neighbors of user
u and item i, so the updated embedding value eu not only carries information
about neighboring items, it also reflects the mutual importance between user u
and item i through the pui coefficient.

However, GNN models only help each user or item embedding in the user-
item interaction graph to be similar to neighboring nodes without regard to
the weights of the links between nodes during the entire propagation process.
There has been some research on adding weights to the embedding encoding
process, such as [4,5]. These studies construct a user-user graph where each
connection between two users is the number of items shared by them. Aiming
at addressing this problem, we have normalized the user-user graph based on
Jaccard similarity and integrated these weights, which improves the quality of the
extracted collaborative signal over each propagation and produces satisfactory
embeddings for CF. Combining embedding propagated from two graphs has also
been conducted through many studies [3–5]. SocialLGN has proven that their
proposed graph fusion operation is a state-of-the-art combination embeddings
from the two graph method [3]. Their results are more accurate than results
from graph fusion operations based on GCN methods [6] or GraphSage [7].

In this paper, we propose a model named CombiGCN based on Light Graph
Convolution (LGC) [2] to propagate user and item embeddings on the user-item
interaction graph; in the meantime, user embedding is also propagated on the
user-user weighted connection graph. To fuse two user embeddings obtained after
each propagation into an integrated embedding, instead of using the fusion graph
operation of SocialLGN, we simply use the weighted sum of the embeddings.
We demonstrate the superior performance of CombiGCN by comparing it with
state-of-the-art recommendation models on three real-world datasets that we
preprocessed to avoid cold-start and over-fitting.

2 Related Work

2.1 Graph Convolution Networks

Due to its superior ability to model graph-structured data, Graph Neural Net-
works (GNNs) have become the state-of-the-art technology for recommendation
systems. A graph convolution network (GCN) is a special type of GNNs that
uses convolution aggregations. Spatial GCNs based on 1-hop neighbor propaga-
tion and in each layer GCN neighborhood aggregations are required and thus
the computational cost is significantly reduced. In the recommended context,
spatial GCN contains NGCF [1], WiGCN [4] and GCMC [8]. A recent study [2]
developed Light Graph Convolution (LGC) based on the GCN architecture but
eliminates trainable matrices and non-linear activation functions in GCN. The
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experiment reported in [2] also shows that LGC outperform GCN. Today’s most
modern CF models [2,3,5] also use LGC instead of traditional GCN.

2.2 Multi-layer Perceptron and Backpropagation

In machine learning models involving Neural Networks like GNNs, learning the
trainable parameters includes forward-propagation and back-propagation. The
forward-propagation stage calculates the embedding value of each node in the
neural network with trainable parameters. In matrix form, these parameters
include the trainable matrices W k and embeddings Ek in the k-th layer. In
addition, non-linear activation functions such as ReLU and tanh are also applied
to the results. The calculations in forward-propagation produce the prediction
result in the last layer. To train the model, an optimization function to this
result and propagate back to adjust the trainable parameters [E,W ]. When
training neural networks, forward-propagation and back-propagation depend on
each other. For the recommendation problem using GNNs also follows this rule.
However, a recent study [2] has demonstrated the redundancy of the trainable
matrices W k and non-linear activation functions in recommendation models, the
reason being that the embeddings mapped from user and item IDs are not many
features, so using too many trainable parameters makes the model heavy and
ineffective.

3 Our Proposed Method

We proposed our model, which includes a method to pre-process data set and the
CombiGCN model, in this chapter. CombiGCN will explores the user and item
interaction and weighted similarity matrix as the input, and make prediction at
the output as recommendations. The overview of CombiGCN model is illustrated
in Fig. 1.

3.1 Pre-processing Data

Algorithm 1 brings two main benefits in the learning process of the recommen-
dation model: 1) Avoid over fitting, the dataset obtained from Algorithm has
the most common features in the original dataset, so there will be little infor-
mation about the typical interactions that cause the over fitting; 2)Remove
noisy-negative interactions in implicit feedback [15], in the first step we
have determined the set of items Ic and throughout the next steps when collect-
ing users we only collect interactions with items contained in set Ic. This will
limit unpopular interactions, which are likely to be noisy-negative interactions.

3.2 Adjacent Graph and Weighted References Matrix

In this article, we use two graphs as the data sources including the user-item
interaction graph and the user-user weighted connection graph denote by GR and
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Algorithm 1. Inference for data pre-processing
Input: U × I � Interaction between users and items in original dataset

r � ratio between users and items you want to obtain
Output: R = U × I ⊆ U × I

for each item i ∈ I do
seti ← list of users that interact with item i
leni = total number of users in seti

end for
m̃ ← cardinality of set I
Ic ← m items have highest leni

ñ ← m̃ × r
for each user u ∈ U do

setu ← list of items interacted by user u
simu = Jaccard distance betweenIcand setu

end for
Uc ← ñ users have highest simu

U ← n users from ñ users of set Uc have more than 10 interactions with items
I ← m items have interacted by users in set U
return R = U × I

GW , U = [u1, . . . , un](|U | = n) denotes the user nodes across both GR and GW

and and I = [i1, . . . , im](|I| = m) denotes the item nodes in GR. R ∈ R
n×m is

the binary matrix with entries only 0 and 1 that represent user-item interactions
in GR.

In WiGCN [4], matrix Wu = RRT ∈ R
n×n accumulates the paths connecting

two user via shared items. However, the matrix Wu only shows the number of
intersections between the two sets of items Ii of user ui and Ij of user uj , but
has not recorded the influence of couple of users i, j to all interaction data. We
build the weight users matrix W to represent the user-user weighted connection
graph through the matrix Wu.

W = Wu � (DRJ + (DRJ)T − Wu)−1 (1)

where, DR ∈ R
n×n is a diagonal matrix with each entry DRii

represents the
number of neighboring items of user i, J ∈ R

n×n is the matrix of ones (or all-ones
matrix) and � denote element-wise product. From a mathematical perspective,
each element of Wu represents the intersection while (DRJ + (DRJ)T − Wu)
represents the union of two list items of two users ui and uj . Therefore Eq. 1
calculates the similarity between the pair of users i, j based on Jaccard Similarity.
To avoid over-fitting the model when using both matrices W and R during the
propagation process, we mapping the values of W to a number of discrete values
in the interval [0, 1] where value 0.0 represents no correlation between these two
users while value 1.0 represents very high correlation.
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3.3 CombiGCN

The general design of the proposed model is shown in Fig. 1, our model includ-
ing three components - 1) Embeddings layer that use the unique identifiers of
users and items to create embedding, 2) Propagation layers, which propagate
the representations of users and items in LGC architecture and, 3) Predic-
tion layer, that predicts the score between users and items pair based on final
embeddings obtained after L propagation layers.

Fig. 1. The architecture of the CombiGCN model

Embedding Layer. Following the mainstream well-known models [1,2,4], we
initialize user and item embeddings by map unique its ID into the latent space,
and obtain dense vectors el=0

u ∈ R
d(el=0

i ∈ R
d). Where l denote the number

of layer propagation. The dimension of embeddings is denoted by d. We denote
El ∈ R

(n+m)×d is the set of all embeddings during propagation, i.e. El contains
the set of n user embeddings and m item embeddings at l-th layer.

El = El
U ‖ El

I = [el
u1

, . . . , el
un

, el
i1 , . . . , el

im ] (2)

Propagation Layers. In order to clearly introduce the embedding propagation
process, we will first show this propagation process in the first layer of LGC
architecture, and then show the general formula in the higher propagation layers.
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User Embeddings Propagation. The input of first layer is embedding E0
U , we will

propagate this user embedding in two graphs, user-item interaction graph GR

and user-user weighted connection graph GW respectively to obtain two user
embeddings E1

UR
and E1

UW
.

E1
UR

= R̃E0
I ;E1

UW
= W̃E0

U (3)

We further define R̃ = D
−1/2
R RD

−1/2

RT , where DR ∈ R
n×n is a diagonal matrix

with each entry DRii
represents the number of neighboring items of user i and

DRT ∈ R
m×m is a diagonal matrix with each entry DRT

jj
represents the number

of neighboring users of item j. Similarly, W̃ is a symmetrically normalized matrix
of W and W̃ = D

−1/2
W WD

−1/2
W . We then combine the two embedding users E1

UR

and E1
UW

into E1
U .

E1
U = E1

UR
+ E1

UW
(4)

Item Embeddings Propagation. For item embeddings, we just propagate them on
LGC architecture only with user-item interaction graph. We also define R̃T =
D

−1/2

RT RT D
−1/2
R .

E1
I = R̃T E0

U (5)

The General Equation Embeddings Propagation. We have presented the first
propagation step in LGC architecture, in the next steps the process is similar,
but the input will be user embeddings of the previous layer and not E0

U and E0
I .

Equation (8) represents the propagation processes of embedding at higher levels.

El = (El
UR

+ El
UW

) ‖ El
I = (R̃El−1

I + W̃El−1
U ) ‖ R̃T El−1

U
(6)

Prediction and Optimization. After L embedding propagation layer we will
get L + 1 embeddings, the arrival of L + 1 after L propagation layer is due to
including initial embedding E0.

E∗ = α0E
0 + α1E

1 + . . . + αLEL (7)

where αl = 1/(L + 1), that mentioned in [2] denotes the importance of the
l-th layer embedding in constituting the final embedding. To perform model
prediction, we conduct the inner product to estimate user preference for the
target.

ŷui = e∗
u

T e∗
i (8)

To learn parameters Φ = [E0
U , E0

I ], CombiGCN have been applied Bayesian
Personalized Ranking (BPR) [9]. BPR assumes observed interactions have higher
preferences than an unobserved interactions. To optimize the prediction model
we use mini-batch Adam [10] and minimize the BPR loss.

Lossbpr =
∑

Ω+
ui

∑

Ω−
uj

−lnσ(ŷui − ŷuj) + λ ‖ Φ ‖22 (9)
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4 Experiments

4.1 Datasets Description

We make experiments with our proposed model on three well-known datasets,
which are Ciao, Epinions, and Foursquare. Each dataset is being pre-processed
and divided into two sets: 80% for training and 20% for testing.

– Ciao [11,12]: The Ciao dataset is an online shopping dataset containing the
ratings given by users on a larger number of items.

– Epinions [11,12]: Epinions is a popular online consumer review website.
– Foursquare [13,14]: The Foursquare dataset record check-in data for differ-

ent cities in the world.

4.2 Experimental Settings

Setting Parameters. To ensure that the experimental results are fair, we set
the parameters to be the same across all models. Specifically, the learning rate is
0.001, the coefficient of L2 normalization is 0.00001, and the number of layers of
LGC is 3, with each layer having an embedding size of 64. We also use the same
early stop strategy as NGCF and LightGCN; specifically, if in 50 consecutive
epochs, the recall at 20 on the test result does not increase, the model will be
stopped.

Baseline. We use the same datasets and repeat the experiments on all the
following baseline models to demonstrate the result:

– BPR-MF [9] is matrix factorization optimized by the Bayesian personalized
ranking (BPR) loss, which exploits the user-item direct interactions only as
the target value of interaction function.

– GCMC [8] adopts GCN encoder to generate the representations for users
and items, where only the first-order neighbors are considered. Hence one
graph convolution layer, where the hidden dimension is set as the embedding
size.

– WiGCN [4] is developed on top NGCF and add the connection between
each user-user and item-item pair in the interaction graph by the number of
shared items or users.

– NGCF [1] conducts propagation processes on embeddings with several itera-
tions. The stacked embeddings on output contains high-order connectivity in
interactions graph. The collaborative signal is encoded into the latent vectors,
making the model more sufficient.

– LightGCN [2] focus on the neighborhood aggregation component for col-
laborative filtering. This model uses linearly propagating to learn users and
items embeddings for interaction graph.
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4.3 Experiment Results

Table 1. Overall Performance Comparisons

Dataset Ciao Epinions Foursquare

precision recall ndcg precision recall ndcg precision recall ndcg

BPR-MF 0.01047 0.03182 0.02221 0.00087 0.00613 0.00330 0.01923 0.02479 0.02721

GCMC 0.01439 0.04785 0.03484 0.00097 0.00825 0.00460 0.02066 0.03102 0.03006

NGCF 0.01596 0.05170 0.03825 0.00120 0.00955 0.00506 0.02094 0.03177 0.03107

WiGCN 0.01606 0.05317 0.03985 0.00147 0.01088 0.00683 0.02424 0.03433 0.03592

LightGCN 0.01673 0.05674 0.04294 0.00184 0.01219 0.00663 0.02612 0.03602 0.03778

CombiGCN 0.01730 0.05845 0.04406 0.00204 0.01398 0.00720 0.02621 0.03801 0.03818

The overall performance comparison is shown in Table 1. The results clearly show
that our model consistently achieves the best performance in all three metrics
and all three datasets. Further, MF performance is much inferior to that of
GNN-based models because it cannot capture collaborative signals. Although
GCMC uses GCN, it only captures neighborhood information in the first layer,
so it is less effective than the NGCF and WiGCN. WiGCN has better accuracy
than NGCF because it introduces information about the weights of users and
items during embedding propagation, which makes the WiGCN model more
efficient in capturing collaborative signals. LightGCN is an LGC-based model
that has removed components that have been shown to negatively affect the
model training process, so the results of LightGCN are very good, only worse
than those of CombiGCN.

5 Conclusion

In this work, we attempted to improve the embedding quality by adding con-
nection weights between users based on their interaction history. To do that, we
introduce the CombiGCN model, which implements embedded functions on two
graphs: a user-item interaction graph and a user-item weighted connection graph
based on the Light Graph Convolution architecture. The key to CombiGCN lies
in its ability to combine embedding functionality across multiple graphs in a sim-
ple and effective way. We provide three preprocessed datasets with our algorithm
to reduce cold start, over-fitting, and data noise problems for evaluation exper-
iments. The results of experiments with state-of-the-art models are a valuable
demonstration of the success of weight addition and the multi-graph combination
architecture of CombiGCN.
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Abstract. Text classification in general, and sentiment analysis specifi-
cally is a major branch of Natural Language Processing with various uses
and challenges. Classifying sentiments from Vietnamese text presents
numerous challenges as Vietnamese is inherently and linguistically dis-
similar to English. Therefore, there urges measures to recognize subtleties
in Vietnamese texts and accurately categorize them into suitable labels.
In this work, we leverage the power of the pre-trained model PhoBERT to
classify a collected dataset of education-related texts into three separate
classes, namely positive, negative, and neutral. It is expected that the
model will have positive social implications by bringing people updated
information on the current education system and ensuring their compre-
hension of educational policies, thus accordingly adapting itself towards
more progressive growth. The model is first trained on two datasets VLSP
2019 and ViHSD. We then use the fine-tuned model to train on our data
gathered from Vietnam online news sites and social media platforms.
The input is either a sentence or a paragraph and the expected output is
among the three aforementioned labels. Through testing and fine-tuning
different models including Large Language Models (LLMs) with one-shot
and few-shot approaches, our model consistently outperformed them in
sentiment classification tasks with an accuracy of up to 94%.

Keywords: Classification · Sentiment analysis · Vietnamese text ·
Pho-BERT · Education

1 Introduction

Sentiment analysis in Natural Language Processing involves the process of
extrapolating sentiments from analyzing textual data and categorizing texts into
three categories positive, negative, and neutral. Staying up-to-date with the news
provides a gateway for people to understand current affairs and gain more knowl-
edge. Vietnam, in seeking a well-rounded development, is increasingly prioritiz-
ing education and hence the prevalence of education news and education-related
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content on sites visited daily by Vietnamese people. Simply scrolling through
any social media platforms and news sites, people can see that content posted
regarding education earns the hot topic title. Staying informed of educational
content brings forward several benefits. For educators, exposure to the latest
information means a thorough comprehension of the current state of the edu-
cation system thus bringing in appropriate instructional resources to facilitate
students’ attainment of knowledge. Students’ awareness of relevant educational
content is synonymous with better acquisition of knowledge paving the way for
their future careers. Society as a whole through educational-related informa-
tion can gear itself better towards state-of-the-art and progressive educational
development.

As educational news is of importance to society, in this study, we developed
a sentiment analysis system to assist people in accessing and understanding
suitable and informative information. The model can automatically classify texts
regarding education into three classes: positive, negative, and neutral. Initially,
the process of building our dataset involves crawling education-related texts from
Facebook and multiple online news sites such as Lao Dong and Thanh Nien. In
total, we process 3015 data points either in the form of a paragraph or a sentence
playing the role of either presenting news on education or expressing people’s
opinions on educational topics. Then, we consulted linguistic professionals in
labeling each data point, classifying them into three mentioned categories. In
terms of training, we utilized the efficiency of PhoBERT [1] trained on pre-
labeled and cleaned datasets VLSP 2019 [2] and ViHSD [3] to obtain suitable
hyperparameters for the model. The model was subsequently trained on our
collected dataset to produce the expected result. After testing, we obtained a
higher accuracy rate than our base model and other tested architectures such as
GPT [4].

The paper has made the following contributions:

1. Proposed an optimal deep learning approach to deal with sentiment classifi-
cation of Vietnamese educational documents.

2. Presenting a dataset containing 3015 data points cleaned and labeled suitably
with the help of linguists.

3. Discuss experimental results of BERT-based language models and Large Lan-
guage Model (LLM) approach in the task of sentiment classification task par-
ticularly for Vietnamese texts.

The rest of the paper is organized as follows. Section 2 reviews the related
work, Sect. 3 presents the proposed model, Sect. 4 discusses the dataset and
results and Sect. 5 concludes the works.

2 Related Works

In seeking to extract sentiments from Vietnamese texts, numerous papers have
been published in English. In 2022, Nursat Japhan Prottasha‘ [5] et al. tested the
effectiveness of a Bert-based transfer learning approach in sentiment analysis of
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the Bangla language. They discovered that combining Bangla-BERT and LSTM
leads to an accuracy of 94.15%. Long Mai and Bac Le [6] in 2020 suggested a
novel system to automatically collect, filter, and analyze Vietnamese comments
on Youtube regarding a certain product. A joint process was introduced, combin-
ing sentence and aspect-level sentiment analysis to finally analyze the sentiment
of the comments. Utilizing the benefit of fine-tuning pre-trained models, a BERT-
based model surpassed BGRU-CRF-ELMO [7] with a performance of 91.45% on
SSA(Sentence-level Sentiment Analysis) and 81.78% on ASA(Aspect-level Sen-
timent Analysis). On JSA(Joint approach for Sentiment Analysis), BERT was
also the optimal model. Dang Van Thin et al. [8] in 2022 proposed a joint multi-
task architecture based on neural network models that aim to address the tasks
of Aspect Category Detection(ACD) and Aspect Category with Polarity(ACP)
in datasets of whole documents. The model trains the two tasks in parallel and
obtains the final representation by combining the information feature of the two
tasks, which effectively predicts the aspect categories as well as the sentiment
of the comments. The model consists of the ACD component, taking advan-
tage of the Bi-GRU layer and concatenating from the attention, max pooling,
and mean pooling to get the final representation. The ACP component has a
Bi-GRU layer followed by a 3-layer CNN architecture to attain the representa-
tion, which is then concatenated from the ACD representation to get the final
one. Compared to other state-of-the-art models, the introduced architecture per-
formed better on the VLSP [2] and UIT_ABSA [9] datasets. Also in the topic of
transfer learning are results brought forward by Ngoc C. Le et al. [10] through
applying the pre-trained model BERT for Aspect Detection on the VLSP Hotel
dataset and Aspect Polarity on the VLSP Restaurant dataset. Regarding the
former task, they used BERT-based and a preprocessing step by re-annotating
sentences split from the review and summing them up again. On testing, their
method achieved an F1 score of 0.7966 and a precision score of 0.7972. In sen-
timent classification in general, Kian Long Tan et al. [11] achieved competitive
results experimenting with a hybrid deep learning model last year. The ensemble
model is a combination of three models based on RoBERTa namely RoBERTa-
LSTM, RoBERTa-BiLSTM, and RoBERTa-GRU. The final classification class
is obtained by fusing the predictions of these three architectures with averag-
ing ensemble and majority voting. The model also solves the problem of an
unbalanced dataset by taking advantage of pre-trained GloVe [12] word embed-
ding in data augmentation. On testing, the model outclassed other models in
comparison with a reported accuracy of 94.9% on the IMDB sentiment analy-
sis dataset [13], 91.77% on the Twitter US Airline Sentiment dataset [14], and
89.81% on the Sentiment140 dataset [15], respectively. In our work, the benefit
of transfer learning was optimized. Our model was based on the PhoBERT base
model by VinAI, which has already been trained on Vietnamese text datasets.
The pre-trained model was then trained and fine-tuned using our custom dataset
to produce predictions.
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3 Proposed Model

Fig. 1. Proposed system

3.1 PhoBERT Pre-trained Model and Fine-Tuning for Specified
Task

In Fig. 1 we illustrate the proposed approach, which consists of various steps
in natural language processing and the application of deep learning algorithms.
Firstly, due to the carefully selected and relatively clean sources of data, we
applied fundamental data-cleaning methods. Since Vietnamese uses Unicode
encoding, NFC normalization was applied uniformly across the entire dataset.
Additionally, we removed HTML tags, date formats, emojis, and special char-
acters. The initial and one of the most crucial steps that significantly impact
the results of the model is preprocessing Vietnamese text. Unlike English,
where words are separated by spaces, Vietnamese text presents a more chal-
lenging segmentation task. According to Professor statistics
in “ ,” [16] approximately 70% of Vietnamese words consist of two or more
syllables, such as “ ” (window), “ ” (computer), and “ ’ (sec-
retary). If we segment these words using only spaces, there is a risk of incorrectly
separating them, leading to entirely different meanings. For example, “ ” and
“ ” are separated from “ ,” resulting in “pumpkin” and “letter” instead
of “secretary.” Consequently, models that perform well with English data exhibit
significantly reduced performance with Vietnamese data. Therefore, when train-
ing NLP models for Vietnamese data, correct word segmentation is essential.

To address this challenge, we employ a tool for segmenting Vietnamese words,
namely RDRsegmenter [17] from VnCoreNLP [18], a well-known and powerful
package for Vietnamese natural language processing. After segmentation, we
obtain words consisting of two or more syllables connected by the“_” symbol.
For example, the sentence “ ” is transformed
into “ .” Next, we tokenize the sentences in the
dataset because deep learning models can only understand numerical inputs. For
this purpose, we use the Byte-pair encoding [19,20] (BPE) which is the tokenizer
that the pre-trained model PhoBERT also uses. The dataset is now ready to be
used as input for deep learning models.
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We then utilize the state-of-the-art model PhoBERT [1] for a classification
task on the Vietnamese language. Before initiating the training process with
PhoBERT, we perform fine-tuning on PhoBERT itself. Since PhoBERT is a pre-
trained model trained on a large corpus without a specific focus on any particular
domain or task, we fine-tuned PhoBERT on the sentiment classification task
using two large-scale datasets: VLSP2019 [2] - Hate Speech Detection on Social
Networks Dataset and ViHSD [3] - Vietnamese Hate Speech Detection Dataset.

Finally, we employ PhoBERT for sequence classification to conduct training
and evaluation on an education dataset. Experimental results show that the fine-
tuned PhoBERT for sequence classification achieves an accuracy of 94.28% on
the test set, outperforming all other models tested on the same dataset for this
task.

3.2 Other Tested Models Including Variants of BERT and Large
Language Model (GPT-3.5)

In addition to the proposed approach, we conducted experiments with several
other models, including different versions of BERT such as the BERT base model,
RoBERTa base model, BERT multilingual base model, XLM-RoBERTa [24], and
PhoBERT base model. Furthermore, we also evaluated the well-known Large
Language Model, GPT-3.5-turbo. For the models that are variants of BERT,
we employed a similar pipeline to the proposed system, with the exception of
fine-tuning using the hate-speech dataset.

Since the LLM GPT-3.5-turbo is open to use by giving the model-specified
prompt, we simply use the test set data which is identical to one of the other
tested models. Our task involves providing prompts to the Large Language Model
(LLM) to return labels for each sample. The following are the steps of the process:
Data Cleaning: Similar to other tested models, the data underwent a standard
cleaning process. Prompt Generation: A prompt was formulated to describe the
task that the model was expected to perform, and the desired output format was
specified. The prompt needed to clearly indicate that the model was required
to classify the sentiment of educational text segments into 3 labels [positive,
negative; neutral]. The assignment of each label had to be explicitly explained
with specific examples, and it was necessary to request output in a structured
format such as JSON. Furthermore, the maximum number of tokens that the
model can accept as input is limited to 4096 tokens, which is approximately
equivalent to 2000 Vietnamese words (words were not segmented and they are
separated by spaces only). As some data samples exceed this maximum token
limit, we have truncated the end portion of those samples. All samples retain
only the initial 2000 tokens. Through numerous experiments, this was found to
be the most suitable token count for our dataset. The writing of the prompt
strictly adhered to the guidelines provided in the course “ChatGPT Prompt
Engineering for Developers” by OpenAI. The entire prompt which consists of
all 5 components will be sent through the OpenAI API of get-3.5-turbo. The
obtained result will be in JSON format, for example: {“label”: “positive”}.
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4 Result

4.1 Dataset

To conduct this study, we collected 3015 educational Vietnamese paragraphs
from various sources, including university websites, electronic publications like
“giaoducthoidai.vn”, “laodong.vn” and “thanhnien.vn”, as well as Facebook posts
from education-focused groups like “ ”, “ ”
and other news/blog sources. Due to the study’s narrow focus, data acquisi-
tion was limited and labor-intensive. Scraping text from websites was relatively
straightforward, but associating content with the appropriate label required
extensive work and domain expertise in Vietnamese literature. We enlisted
the assistance of specialists with domain experience to aid in the data label-
ing process, as arbitrary classification would significantly impact the model’s
accuracy and the overall significance of the study. Our dataset comprises 1001
positive texts, 1012 negative texts, and 1002 neutral texts. In addition, it’s
important to address potential ambiguous cases in sentiment classification within
the dataset. Ambiguous cases may include instances where language is unclear
< >, mixed sentiments are present < > or
sarcasm is used < >. Handling such
cases requires a nuanced approach to ensure the accuracy of sentiment labels.

Here is our annotation guideline:

Positive: Label text segments as “Positive” if they express favorable opinions
or emotions about education. This includes content that supports, praises or
emphasizes the benefits of education.

Negative: Label text segments as “Negative” if they express unfavorable opin-
ions or emotions about education. This encompasses content that criticizes,
opposes, or highlights issues related to education.

Neutral: Label text segments as “Neutral” if they do not express clear positive
or negative opinions or emotions about education. This includes informative,
factual, or unrelated content without strong emotional language or opinions.

4.2 Experimental Result

We compare seven deep-learning models to obtain the best architecture for
the task of sentiment classification. The proposed model, PhoBERT-finetune-
hatespeech, is based on the PhoBERT model from VinAI, which is a model
already pretrained on two datasets VLSP and ViHSD. The performance in cate-
gorizing three classes in XLM-RoBERTa, BERT base model, BERT multilingual
base model, RoBERTa base model, PhoBERT-finetune-hatespeech, and GPT-
3.5 is shown as follows.
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Table 1. Models accuracy on test set

Model Accuracy

BERT base model 0.82
RoBERTa base model 0.82
GPT-3.5 turbo 0.85
BERT multilingual base model 0.87
XLM-RoBERTa 0.90
PhoBERT base 0.91
PhoBERT-finetune-hatespeech 0.94

Table 1 demonstrates accuracy in testing the models’ abilities to infer sen-
timent from a piece of text in our dataset. BERT and RoBERTa base models
shared the same rate of accuracy with 0.82. Performing slightly better was the
BERT multilingual base model, predicting the correct class with an accuracy
of 0.87. It can be seen that XLM-RoBERTa, PhoBERT base, and PhoBERT-
finetune-hatespeech all achieved above-90 rate in prediction. Experimenting with
LLM - calling the GPT API key and writing prompts yielded no better result
with only 0.85 in testing accuracy. However, PhoBERT-finetune-hatespeech pre-
trained on Vietnamese datasets had the highest accuracy rate of 0.94, surpassing
its base model by 0.3.

Throughout our experiments, the PhoBERT model, when fine-tuned, con-
sistently surpassed the performance of the large language model (LLM) based
on the GPT-3.5 architecture in sentiment analysis tasks. The primary reasons
for this may be due to several factors. Firstly, the inherent design of GPT-
3.5, which encompasses a vast multilingual dataset, offers broad versatility but
potentially sacrifices the depth of specialization provided by monolingual models.
PhoBERT, being trained exclusively on Vietnamese text, is deeply attuned to
the language’s nuances, idiomatic expressions, and intricacies, leading to a more
refined accuracy in tasks specific to the Vietnamese context. Secondly, despite
the fact that base pre-trained models like GPT-3.5 are unquestionably powerful
due to their diverse training data, they might not be perfectly suited for specific
domains. In contrast, our approach of fine-tuning PhoBERT using hate speech
data from VLSP and ViHSD imbued the model with a profound understanding
of sentiments within the Vietnamese educational domain, consequently boosting
its performance.

5 Conclusion

Our work focuses on sentiment analysis in educational texts and aids readers in
comprehending pertinent and practical information in educational documents. In
order to support informed decision-making in education, we provide an efficient
sentiment categorization tool for Vietnamese literature. Due to the exceptional
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circumstances inherent to our research context, characterized by the analysis of
educational texts, we found it imperative to construct our own dataset compris-
ing a comprehensive educational corpus. The development of this dataset was
executed with the invaluable contributions of domain experts. There are 1001
positive texts, 1012 negative texts, and 1002 neutral texts in the dataset. They
underwent preprocessing to be cleaned and standardized, after which they were
put into the deep learning models, which are variants of BERT. Additionally, we
experimented with applying prompting techniques using the renowned GPT-3.5-
turbo model, a Large Language Model, to evaluate the responses received in a
classification task. According to experimental findings, the PhoBERT-finetune-
hatespeech model achieves the best result in terms of accuracy (0.94) and out-
standing f1 score, which indicates the model works effectively on classifying all
classes, especially the highest f1 score (0.93) in the negative class, which outper-
formed the remaining models. Overall, this performance on the education docu-
ments is a positive sign in our work of analyzing the sentiment of the educational
corpus as positive, negative, or neutral. However, we will continue to implement
different hyperparameters or training strategies and experiment to see if we can
achieve even better results, as there is always room for improvement. As OpenAI
releases GPT-4 recently and notes that it has more powerful capabilities, it is
encouraged to experiment with different GPT versions, prompts, and few-shot
learning strategies. In later work, we plan to add more examples to the dataset,
update it, and tune some model parameters for further work and exploration.
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Abstract. Portfolio optimization is indeed a crucial and highly perti-
nent topic in finance. During the process of constructing an investment
portfolio, investors typically face with two important decisions on port-
folio selection and portfolio allocation. This article aims to delve into
the realm of portfolio optimization by applying the time series cluster-
ing method to historical data of stock returns on the Vietnamese stock
market. The VNIndex (VNINDEX) from January 2, 2013, to December
31, 2022 was collected for analysis. About methodology, we utilize hier-
archical clustering, which can be applied to a single time series (UTS) or
multiple time series (MTS). The resulting portfolio was constructed by
selecting stocks from these clusters based on their Sharpe ratio, a mea-
sure that finely makes balance between the risk and return. Afterward,
we determine the optimal portfolio weights using the Markowitz’s Mean
- Variance model, enabling us to create two distinct portfolios: MV UTS
and MV MTS. Furthermore, our analysis encompasses dynamic evalu-
ation using a rolling window, shedding light on how different methods
respond to events impacting financial markets, such as crises. This study
provides valuable insights into the application of clustering techniques in
portfolio optimization and elucidates the performance and sensitivity of
these methods under diverse market conditions.

Keywords: portfolio optimization · mean - variance model ·
Hierarchical clustering · machine learning

1 Introduction

Constructing an effective investment portfolio is a significant objective for both
individual investors and financial institutions or investment funds. In 1952, Harry
Markowitz introduced the modern portfolio theory [6], which presented a math-
ematical framework known as mean-variance analysis for building an asset port-
folio. This framework addresses one of two optimization problems: the first is to
minimize portfolio variance while achieving a specified level of expected return
or minimum required return, and the second is to maximize portfolio expected
return while maintaining a certain level of expected variance or maximum accept-
able variance.
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
M. H. Hà et al. (Eds.): CSoNet 2023, LNCS 14479, pp. 129–137, 2024.
https://doi.org/10.1007/978-981-97-0669-3_13

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-97-0669-3_13&domain=pdf
https://doi.org/10.1007/978-981-97-0669-3_13


130 T. N. Manh and H. B. Quoc

Markowitz demonstrated that we could minimize risk through portfolio diver-
sification. It’s crucial to acknowledge that most investors aim to balance their
portfolios, avoiding overconcentration in a few individual stocks (“putting all
their eggs in one basket”) and ensuring diversification. However, maintaining
a well-diversified portfolio can be challenging, as too many stocks may lead to
increased management time and fees. Consequently, the challenge lies in con-
structing an optimal portfolio with limited stocks. Therefore, recently, there has
been a growing interest in limiting the number of stocks under consideration,
often based on clustering techniques. It is important to note that clustering is
vital in exploratory data mining, especially in unsupervised machine learning.
There are two stock clustering approaches: static data and time series data.
Static data clustering relies on fixed attributes that do not change over time.
On the other hand, time series data clustering is based on the dynamic charac-
teristics of the data. For example, when analyzing a stock’s returns, if we use
the average return value for clustering, that value remains constant. It does not
change over the entire period, representing a static approach. In contrast, using
time series data involves examining the daily fluctuations in the stock’s return
values, capturing the dynamic nature of the data.

In the context of static data clustering, Nanda et al. employed clustering
algorithms including K-Means, Self-Organizing Maps, and Fuzzy C-Means to
categorize Indian stocks into different clusters [9]. Subsequently, they developed
portfolios based on these clusters using various financial indicators such as the
rate of return, price-to-earnings ratio, price-to-book value,. . . as well as short-
term and long-term returns. The findings indicated that the K-Means method
outperformed fuzzy C-Means and SOM. Similarly, Marvin and Bhatt utilized
clustering techniques based on financial variables like revenues divided by assets
or income divided by assets. They then constructed portfolios with a manageable
number of stocks using the Sharpe index. The results of their study affirmed the
utility of cluster analysis [8].

To effectively group assets, time series clustering techniques are commonly
employed. Early research in time series clustering involved measures of interde-
pendence between asset returns, such as Pearson or Spearman cross-correlation
coefficients [5]. Marcos López de Prado proposed the Hierarchical Risk Par-
ity method (HRP) as a risk parity allocation algorithm with robust out-of-
sample [10]. Additionally, Raffinot introduced an asset allocation approach based
on hierarchical clustering, leveraging concepts from network theory and machine
learning techniques. His experimental findings demonstrated that portfolios gen-
erated through hierarchical clustering were stable, genuinely diversified, and
exhibited superior risk-adjusted performance compared to traditional optimiza-
tion methods [11]. Furthermore, the empirical study of Gubu et al. reported
that portfolios constructed using time series clustering and MV portfolio model
outperformed portfolios created using other approaches [3].

In our research, experimental results show that the time series clustering and
mean-variance method outperform the VN-Index in achieving a much better
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value of the Sharpe ratio and a comparably smaller value of the corresponding
standard deviation.

This paper continues as follows: Sect. 2 presents data and explains the pro-
posed method, Sect. 3 describes the experiment with real data and shows its
results, and finally, Sect. 4 gives conclusions, and further work opportunities.

2 Data and Methodology

2.1 Data

In this research, we employ the log daily returns of the HOSE stock market
covering 2013 to 2022. In each sub-period, the stocks were not fully traded in the
training window (used to build the portfolio), and the testing window (used to
validate the portfolio) will be omitted. The stock quantities during the periods
changed, ranging from a minimum of 255 to a maximum of 274 stocks. And
Vietnam’s 10-year government bond represented the risk-free rate.

2.2 Methodology

Our approach involves employing a clustering method to group of stocks into
clusters where stocks within each cluster display strong correlations with each
other. Specifically, we will utilize the hierarchical clustering method with an
Agglomerative strategy. This method involves iteratively merging pairs of clus-
ters based on complete linkage criteria. To quantify the distance between two
stocks, we will calculate the Pearson distance. In the case of univariate time
series, each stock is represented by a single feature. However, in the case of mul-
tivariate time series, each stock is represented by two features. In both scenarios,
each feature is a time series. This approach allows us to effectively capture the
temporal relationships and similarities between stocks, regardless of whether
they are represented by one or two features.

Once the stocks are grouped into clusters, we will apply the Sharpe ratio to
identify the top-performing stocks within each cluster. Stocks with high Sharpe
ratios will be prioritized, as they indicate that, given the same level of risk,
investing in these stocks is likely to yield better returns compared to those with
lower ratios [3,8].

Finally, we will determine the optimal portfolio weights using the Markowitz
model with the primary objective of minimizing risk. The results will be com-
pared to the benchmark portfolio, the VN-Index, to assess the performance of
our portfolio allocation strategy. We adopt a rolling sample methodology, similar
to the approach used by DeMiguel et al [1], to evaluate and compare the out-
of-sample performance of the asset allocation strategies. In general, transaction
costs are disregarded and the risk-free rate is set equal to zero.

The process of determining optimal portfolio based on clustering is shown in
Fig. 1.



132 T. N. Manh and H. B. Quoc

Stocks
in the market

Cluster 1

Cluster 2

...

Cluster K

Stock 1

Stock 2

...

Stock M

Optimal Portfolio

Clustering Selecting

(Sharpe ratio)

O
ptim

izing

(M
V

m
ethod)

Fig. 1. Flowchart of portfolio selection method. This method will consist of three steps.
The first step groups stocks based on time series information to group similar stocks
together. The second step will select stocks from the clusters created in Step 1, and in
Step 3, the optimization algorithm will be applied to the stocks selected from Step 2
to determine the optimal portfolio.

Hierarchical Clustering Methods model data in the form of a hierarchy of clus-
ters [12]. The Agglomerative strategy, also known as the bottom-up approach,
is employed to construct this hierarchy. Initially, all observations are placed in
their own individual clusters. Subsequently, pairs of clusters are merged in a
recursive manner. The Complete distance between clusters A and B is defined
as the biggest distance among element pairs in which one comes from cluster A
and another one comes from cluster B:

d(A,B) = max
x,y

{dCorr(x, y) | x ∈ A, y ∈ B} (1)

Here, the Pearson correlation distance is defined as:

dCorr(x, y) =
√

2(1 − ρ(x, y)) (2)

In Eq. (2), ρ(x, y) represents the Pearson correlation coefficient between x series
and y series, with a range from −1 to 1. A coefficient close to 0, 1, or −1 signifies
uncorrelated, correlated, or anti-correlated behavior, respectively.

In the context of multivariate time series, each data point is represented
in the form of (x, y), where x and y typically denote two different features of
the data. Specifically, the data is structured as {(x1, y1), . . . , (xN , yN )} where
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xi = (xi1, xi2, . . . , xiT ); yi = (yi1, yi2, . . . , yiT ), i = 1, . . . , N . The distance
between the elements (xi, yi) and (xj , yj) is defined as:

d∗((xi, yi), (xj , yj)) =
1
2

dCorr(xi, xj) +
1
2

dCorr(yi, yj) (3)

The optimal number of clusters examine the within-cluster dissimilarity Wk,
with Wk can be defined as the pooled within-cluster sum of squares around the
cluster means

Wk =
k∑

j=1

1
2|Cj |

∑

x,y∈Cj

d(x, y) (4)

where, Cj is the j-th cluster and |Cj | is the number of elements in it.
Yue et al [15] introduced an alternative function for the Gap method [14]

when determining the optimal number of clusters. This alternative function is
based on the maximization function, which is defined as:

max
k

{Wk − 2Wk+1 + Wk+2} (5)

s. t. 1 ≤ k ≤ √
n

When working with univariate time series, the primary feature of interest
is the return series. However, when dealing with multivariate time series, the
analysis includes not only the return series but also the calculation of conditional
volatility. This volatility is determined using a GARCH (1, 1) model.

The return of stock i at day t is determined by the formula:

ri,t = ln pi,t − ln pi,t−1 (6)

where pi,t and pi,t−1 are the close price of stock i at day t and day t − 1,
respectively.

The intraday stock price volatility of stock i is determined using a GARCH(1,
1) model:

Mean equation: ri,t = μt + σi,tεi,t, i = 1, 2, . . . , Nt

Variance equation: σ2
i,t = α0 + α(ri,t−1 − μt)2 + βσ2

i,t−1 with α0 > 0, α >
0, β > 0 and α + β < 1.

Sharpe ratio aims to expand the risk-return measure so that portfolio volatil-
ity can be considered. The goal of investors is to get the best possible risk-
adjusted return. The Sharpe ratio is calculated by the following formula [13]:

SR =
E[r − rf ]
σ(r − rf )

(7)

where r and rf are return of portfolio and risk-free rate, respectively.
A positive Sharpe number indicates profitable risk-taking, and a negative one
indicates unprofitable risk-taking.

We have set the historical observation period to 248 trading days, approxi-
mately one year. The choice of 248 trading days was made for practical reasons,
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ensuring that each year considered in the analysis had the same number of trad-
ing days. This specific length of training data aligns with the research conducted
by Fastrich et al. [2] and Husmann et al. [4]. We select two stocks with the highest
Sharpe ratio from each cluster, similar to that employed by Marvin and Bhatt [8]
and Gubu et al. [3]. The aim is to simplify management and limit transaction
fees.

In Markowitz’s (1952) original work, he framed portfolio selection as the
challenge of identifying a minimum variance portfolio from the available assets
in the investment universe, aiming to achieve a target return (R) of expected
return. This mathematical formulation can be expressed as follows:

min
w

wTΣw (8)

s. t. wT1 = 1

wTμ ≥ R

w ≥ 0

where w is the weight of the assets in the portfolio and Σ is the covariance
matrix of the assets.

3 Empirical Analysis and Results

In this paper, we have conducted portfolio optimization utilizing a combination
of time series clustering and the mean-variance method. We have constructed
two portfolios, one based on univariate time series clustering procedures and
another based on multivariate time series clustering procedures. The perfor-
mance of these optimal portfolios has been compared to that of portfolios built
using the HRP method, considering all stocks within the market as well as the
VN-Index. We backtest the out-of-sample performance of the proposed meth-
ods with a rolling window procedure, where τ = 248 in-sample observations
(corresponding to one year of market data) are used to form a portfolio. The
optimized portfolio allocations are then kept unchanged for the subsequent 21
trading days (corresponding to 1 month of market data) and the out-of-sample
returns are recorded. After holding the portfolios unchanged for 1 month, the
time window is moved forward, so that the formerly out-of-sample days become
part of the in-sample window and the oldest observations drop out. The updated
in-sample window is then used to form a new portfolio, according to which the
funds are reallocated. The T = 2, 494 observations allow for the construction of
107 portfolios with the corresponding out-of-sample returns (Fig. 2).

Out-of-sample series returns are used to evaluate the portfolio’s performance
and presented in Table 1. According to Table 1, we can observe that the MV
portfolio achieves the best performance in terms of average returns. However,
the HRP portfolio’s return series has the smallest standard deviation, resulting
in the highest Sharpe ratio. To compare MV MTS with VNIndex, we observe
that the former has a slightly higher standard deviation than the latter, but
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Data of study period

Historical Obs. 1 OS1

Historical Obs. 2 OS2

Historical Obs. 3 OS3

Historical Obs. 107 OS107

Return Series of Out of Sample Portfolio

0 T

Fig. 2. The rolling window procedure

Table 1. Comparison of all of the evaluated allocation methods based on different per-
formance measures. The bold numbers represent the best result for each performance
measure.

MV UTS MV MTS HRP VNIndex

Mean 0.00031 0.00040 0.00039 0.00031

Variance 0.01289 0.01274 0.00655 0.01171

Sharpe ratio 0.01363 0.02063 0.03926 0.01484

Min/Max Num. Stocks 3/16 4/17 255/374 255/374

Average Num. Stocks 6.92 7.30 304.94 304.94

its average return is more than 30%. On the other hand, UTS, which uses just
one series, exhibits a higher standard deviation but a lower average return when
compared to VNIndex. The number of stocks in the portfolios utilizing clustering
techniques is small, making them suitable for individual investors. The MV UTS
and MV MTS portfolios have a similar number of stocks.

According to Fig. 3, we can see that, between 2013 and 2018, the Vietnam
Stock Market exhibited stability, and our proposed method generated slightly
better results than the HRP method. However, our strategy needs improvement
during the market downturn from November 2021 to February 2023, resulting
in performance levels below VNIndex’s. The reason can be the inappropriate
use of data calibrated for stable market conditions in portfolio determination,
revealing its ineffectiveness when confronted with market shocks.
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Fig. 3. The cumulative values of the portfolios. It can be observed that the MV MTS
portfolio consistently exhibits higher cumulative values than the other portfolios at all
times.

4 Conclusion

In this paper, we have conducted portfolio optimization utilizing a combination
of time series clustering and the mean-variance method. We have constructed two
portfolios, one based on univariate time series clustering procedures and another
based on multivariate time series clustering procedures. The performance of
these optimal portfolios has been compared to that of portfolios built using the
traditional mean-variance method, considering all stocks within the market as
well as the VN-Index.

We backtest the out-of-sample performance of the proposed method with
the rolling window method, where the overall trading period is split into many
trading sub-periods. In each sub-period, the optimal portfolio from the former
training dataset is used for trading. The resultant portfolio, MV MTS, which
originated from clustering multivariate time series and HRP model, exhibits
extraordinary outperformance compared to the VNIndex benchmark, calculated
as the accumulated value. The experimental results show that the MV MTS
portfolio is better regarding average returns and accumulated value but not in
the Sharp ratio with the HRP portfolio.

The portfolio returns achieved by combining the mean-variance method with
a clustering approach tend to exhibit higher volatility than portfolios constructed
using the HRP method. However, this approach offers distinct advantages for
investors, particularly in achieving higher average returns and creating more
compact portfolios. These benefits can translate into reduced management costs
and align better with real-world investment scenarios.

The study needs to improve its examination of the matter across short and
long-term portfolio holding periods, such as one week or two months. Addition-
ally, there is an opportunity for further research to explore additional features.
Moreover, exploring alternative methods for selecting stocks within clusters is
crucial, aiming to enhance the overall effectiveness of the mean-variance model.
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Abstract. Nowadays, with the Internet infrastructure and nearly global
access, the amount and diversity of data are increasing rapidly. Many
tasks require information retrieval and data collection for machine learn-
ing, research, and survey reports in various fields such as meteorology,
science, geography, literature, and more. However, manual data collection
and classification can be time-consuming and prone to errors. Addition-
ally, AI assistants used for drafting or writing can sometimes be corrected
regarding writing style and inappropriate language for the given con-
text. Faced with these needs, In this article, Vietnamese documents are
classified using the TF-IDF method, TF-IDF combined with SVD, and
FastText at three levels: word level, n-gram level, and character level.
For this approach, 15 categories were gathered from various online news
sources. The dataset was preprocessed and trained using machine learn-
ing models such as SVM, Naive Bayes, Neural Network, and Random
Forest to find the most effective method. The Random Forest combined
with the FastText method was highly evaluated, achieving a success rate
of 82% when measured against essential evaluation criteria of accuracy,
precision, and F1 score.

Keywords: Content classification · FastText · TF-IDF · Vietnamese
document

1 Introduction

The rapid growth of digital information and textual data on the web has posed
significant challenges in extracting and searching information. Automatic classi-
fication of text and web content plays a crucial role in addressing these chal-
lenges, enabling efficient information retrieval, sentiment analysis, document
categorization, and spam detection, among other applications. In recent years,
researchers have explored various techniques to improve the performance of text
classification systems, focusing on robust feature representation and modeling
approaches. Among these techniques, the TF-IDF (Term Frequency-Inverse Doc-
ument Frequency) method [1], TF-IDF combined with Singular Value Decom-
position (SVD), and FastText [2] have emerged as powerful and widely adopted
approaches.
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
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The TF-IDF (Term Frequency-Inverse Document Frequency) method [1] has
been widely utilized in information retrieval and text mining. It measures the
importance of terms by considering their frequency within a document and rar-
ity across the entire corpus. TF-IDF provides a solid foundation for feature
representation, effectively capturing the discriminative power of terms for clas-
sification tasks. In addition to TF-IDF and SVD, FastText has gained attention
for its ability to capture sub-word information. FastText [1] represents words
as bags of character n-grams, enabling it to handle morphologically rich lan-
guages and improve the treatment of out-of-vocabulary words. By considering
sub-word units, FastText enriches the feature representation and captures more
fine-grained semantic and syntactic information, thereby improving classification
accuracy.

This study proposes a novel approach combining the TF-IDF method, TF-
IDF combined with SVD, and FastText for automatically classifying text and
web content. We aim to leverage these techniques’ strengths to enhance the clas-
sification process’s accuracy and efficiency. We hypothesize that the integration
of TF-IDF, TF-IDF combined with SVD, and FastText will provide a compre-
hensive representation of textual data, capturing both local term frequencies,
global term rarity, latent semantic structures, and information. To evaluate the
effectiveness of our combined approach, we will conduct experiments on various
text classification tasks using benchmark datasets.

This paper consists of five sections. The first section introduces and poses the
problem. Related works will be presented in the next section (Sect. 2). The third
section (Sect. 3) is the implementation methodology. The next is the experiments
in Sect. 4. Moreover, Section 5 is the conclusion.

2 Related Works

In the last three years, many articles have used machine learning to combine the
TF-IDF method, TF-IDF combined with SVD, and FastText.

The research in [3] aimed to improve the capability of text classification
beyond what conventional text classification algorithms offer. Each document
is represented as a sequence of vectors preserving the positional information
of words within the document while incorporating the flexibility of combining
semantic information from GloVe vectors, arousal ratings, and sentiment infor-
mation from SentiWordNet. The use of LSTM with GloVe vectors achieves a
high accuracy of 85.3%. Another research in [4] presented approaches to detect
signs of depression using social media text. They explored three different strate-
gies to address the challenge, and their best solution, based on knowledge graph
and textual representations, was 4.9% behind the best model in Macro F1 and
only 1.9% behind in Recall.

In this study [5], a taxonomy of digital investment management systems
is presented, categorizing them based on the extent of decision automation
and delegation throughout the investment management process. The research
reveals that the level of automation is influenced by factors such as decision
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frequency, urgency, and algorithm accuracy. Interestingly, it is observed that
many providers restrict their investments to a predetermined subset of funds
chosen by humans, which may hinder the potential efficiency gains. Using this
taxonomy, the study identifies archetypical system designs, which serve as a
foundation for exploring the perception and adoption of digital investment man-
agement systems. This research contributes to understanding how automation
and delegation impact investment management, providing valuable insights for
practitioners and researchers alike.

This paper [6] addressed the challenges of feature selection and extraction
in text categorization and aims to identify the main topics within a document.
The study utilizes a Twitter dataset and applies an Uncapacitated P-Median
Problem (UPMP) to cluster the tweets. Another research in [7] focused on ana-
lyzing COVID-19 conspiracies through public tweets. The study involved filtering
tweets related to COVID-19 disease, symptoms, and general discussions, specifi-
cally targeting conspiracy-related tweets. The analysis identifies three conspiracy
classes and COVID-19 tweets that do not involve conspiracies.

3 Methods

Our proposed approach is shown in Fig. 1 with steps as follows.

Fig. 1. Our proposed approach.

– Step 1 - Data Split: Divide the initial dataset into two subsets, typically
using an 80/20 split, where 80% of the data is used for training and 20%
for testing. This ensures that the models are trained on sufficient data while
allowing for independent evaluation.
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– Step 2 - Data Preprocessing: Perform preprocessing steps on the data,
such as removing stopwords, tokenization, stemming, or lemmatization,
depending on the requirements of the text evaluation methods that will be
applied. This ensures that the data is in a suitable format for the models.

– Step 3 - Text Representation Methods: Use various text representa-
tion methods to represent the textual data, such as Bag-of-Words (BoW),
Term Frequency-Inverse Document Frequency (TF-IDF), or Word Embed-
dings (e.g., Word2Vec, GloVe). Apply these methods to the data and observe
their impact on the performance of the models.

– Step 4 - Text classification: Train different machine learning models on
the preprocessed training data. Some commonly used models for text clas-
sification include Support Vector Machines (SVM), Naive Bayes, Random
Forest, and Neural Networks. Each model has strengths and characteristics
that may suit specific tasks or datasets. After training the models, evaluate
their performance on the preprocessed testing data. Measure metrics such as
accuracy, precision, recall, and F1 score to assess the effectiveness of each
model.

– Step 5 - Comparison and Evaluation: Compare the results obtained from
the different models and text representation methods. Analyze the models’
accuracy, computational efficiency, and interpretability to determine which
combination performs best for the given text classification task.

3.1 Data Preprocessing

Data preprocessing involves several tasks to prepare the data for further anal-
ysis or modeling. In text data, the preprocessing steps typically include: (1)
Converting text to a consistent format: lowercase to handle and analyze. (2)
Remove special characters such as punctuation marks, symbols, and other non-
alphanumeric characters. These characters do not contribute much to the text’s
meaning and can introduce noise or interfere with subsequent analysis steps.
(3) Tokenization: helps to break down the text into its basic components, mak-
ing it easier to analyze and extract meaningful information. Tokenization can
be performed using various techniques, such as splitting white spaces or spe-
cial characters. (4) Representation using the TF-IDF and FastText methods.
TF-IDF represents the importance of each word in a document relative to the
entire corpus. The representation can be done at different levels, including word,
n-gram, and character. These representations allow for further analysis and mod-
eling of the text data. These preprocessing tasks transform the text data into
a consistent and structured format for tasks such as analysis, topic modeling,
text classification, or information retrieval. TF-IDF [1] is a statistical measure
that evaluates the relevance of a word to a document in a given collection of
documents. TF represents the frequency of a word’s occurrence in a document,
while IDF is used to estimate the importance of that word. FastText [2] proposes
a subword embedding method where each central word is represented as a set of
subwords. In FastText, for a word w, we consider the set of all its subwords with
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lengths ranging from 3 to 6, including special subwords denoted as Gw. There-
fore, the dictionary consists of a collection of subwords for all words. Assuming
the vector for subword g in this dictionary is zg, the vector for the central word
uw in the skip-gram model can be represented in 1:

uw =
∑

g∈Gw

zg (1)

The remaining part of the processing in FastText is consistent with the skip-
gram model. The FastText dictionary is larger than the skip-gram model, result-
ing in more model parameters. Additionally, computing the vector for a word
requires summing all the subword vectors, leading to higher computational com-
plexity. However, we can obtain better vectors for complex and less common
words, including words not present in the dictionary, by referencing other words
with similar structures.

3.2 Text Classification

This article proposes using SVM, Naive Bayes, Random Forest, and Neural Net-
work models on a preprocessed dataset in the TF-IDF format with SVD and
FastText at the word, n-gram, and character levels. The objective is to select
the best model for text and web content classification tasks.

4 Experiments

4.1 Dataset

The dataset consists of texts collected from popular Vietnamese news websites,
including vnexpress.net vietnamnet.vn, dantri.com.vn. These texts have been
pre-classified into 16 topics and stored as TXT files. The dataset contains 3,295
Vietnamese documents, offering a substantial corpus for analysis and research
purposes. Each text is associated with a specific topic, enabling researchers to
explore various aspects of Vietnamese news content across different domains.
The dataset covers various subjects, reflecting the diverse nature of news cov-
erage in Vietnam. These topics include football, lifestyle, travel, entertainment,
education, science, business, vehicle, law, digitalization, health, personal stories,
world news, and sports. They are described in the Table 1.

The dataset will be divided into two subsets, typically using an 80/20 split,
where 80% of the data is used for training and 20% for testing. This ensures
that the models are trained on sufficient data while allowing for independent
evaluation.

4.2 Scenario 1: Text Classification with TF-IDF

In this experiment, we performed text representation using TF-IDF. The dataset
was modeled as a matrix containing the TF-IDF values of the words. The text
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Table 1. Dataset of television channels in Vietnam

No. Topic code Topic in English Amount

1 bong-da Football 216

2 doi-song Lifestyle 190

3 du-lich Travel 95

4 giai-tri Entertainment 395

5 giao-duc Education 114

6 khoa-hoc Science 132

7 kinh-doanh Business 430

8 oto-xe-may Vehicle 124

9 phap-luat Law 194

10 so-hoa Digitalization 310

11 suc-khoe Health 177

12 tam-su Personal Stories 101

13 the-gioi World News 369

14 the-thao Sports 122

15 thoi-su Current Affairs 241

16 y-kien Opinions 85

was represented and trained at three different levels: word level, n-gram level, and
character level: (1) Word Level: At this level, each word in the text is treated
as a separate unit. The TF-IDF values are calculated based on the frequency
of individual words in the corpus. This level captures the semantic meaning of
individual words and their importance in the text. (2) N-gram Level: N-grams
are contiguous sequences of n words. At this level, we consider n-grams as the
units of representation. For example, a 2-gram level representation considers
pairs of consecutive words. This level captures the individual words and the
contextual information word sequences provide. (3) Character Level: The text
is treated as a sequence of individual characters at the character level. The TF-
IDF values are calculated based on the frequency of characters in the corpus.
This level captures fine-grained text details, including spelling variations and
punctuation. The results of the training models for TF-IDF at different levels
are shown in Tables 2. In which (1) is precision, (2) is present for recall, (3) is
accuracy, and F1-Score is (4).

Table 2. TD-IDF with different levels

Models Word level 2-gram level character level
(1) (2) (3) (4) (1) (2) (3) (4) (1) (2) (3) (4)

SVM 0.74 0.76 0.76 0.74 0.73 0.71 0.71 0.70 0.73 0.74 0.74 0.72

Naive Bayes 0.54 0.5 0.5 0.41 0.58 0.55 0.55 0.58 0.31 0.33 0.33 0.23

Random Forest 0.70 0.69 0.69 0.66 0.60 0.54 0.54 0.48 0.47 0.49 0.49 0.46

Neural Network 0.23 0.27 0.27 0.23 0.19 0.25 0.25 0.19 0.01 0.13 0.13 0.03
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Table 2 shows that the SVM model performed well compared to the other
models in the experiment. The SVM model was trained using a linear kernel
function, a common choice for text classification tasks. The linear kernel allows
the SVM to separate the data points by finding a linear decision boundary in the
feature space. The default hyper-parameter values were used during the training
of the SVM model. These default values are often a good starting point and can
provide satisfactory performance. However, it is worth noting that the perfor-
mance of the SVM model can be further optimized by tuning its hyperparame-
ters, such as the regularization parameter (C) or the kernel coefficient (gamma),
based on the specific dataset and problem at hand. Overall, the results sug-
gest that the SVM model, with its linear kernel and default settings, performed
relatively well in this experiment for the text classification task.

4.3 Scenario 2: Text Classification with TF-IDF with SVD

In this experiment, we performed text representation using TF-IDF, where the
dataset was transformed into a matrix containing the TF-IDF values of the
words. The text was represented and trained at three levels: word, n-gram, and
character. The results of the training models for TF-IDF at different levels are
shown in Table 3. In which (1) is precision, (2) is present for recall, (3) is accuracy,
and F1-Score is (4). As shown, SVM performs better than other experimental
models. Machine learning SVM was trained with a linear multiplier and other
values as default.

Table 3. TD-IDF with SVD

Models Word level 2-gram level character level
(1) (2) (3) (4) (1) (2) (3) (4) (1) (2) (3) (4)

SVM 0.74 0.74 0.74 0.73 0.66 0.64 0.64 0.61 0.73 0.72 0.72 0.70

Naive Bayes 0.48 0.34 0.34 0.27 0.27 0.28 0.28 0.18 0.33 0.37 0.37 0.26

Random Forest 0.62 0.63 0.63 0.62 0.6 0.6 0.6 0.59 0.52 0.53 0.53 0.50

Neural Network 0.02 0.13 0.13 0.03 0.02 0.13 0.13 0.03 0.01 0.13 0.13 0.03

4.4 Scenario 3: Text Classification with FastText

We conducted text representation in this experiment using FastText, where the
dataset was modeled as vectors. The results of the trained models using FastText
are shown in the Table 4. After training and testing, the comparative results show
that the Random Forest model with FastText achieved the best performance with
an accuracy of 0.82 and an F1 score of 0.81.
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Table 4. FastText training model at the word level

Models Precision Recall Accuracy F1

SVM 0.66 0.69 0.69 0.62
Naive Bayes 0.67 0.70 0.70 0.65
Random Forest 0.82 0.82 0.82 0.81
Neural Network 0.50 0.57 0.57 0.52

4.5 Evaluate the Experimental Results

The above experimental results show the following graph 2. The comparison
results on the chart 2 show that the Random Forest model with FastText gives
the best results with accuracy and F1 measure of 0.82 and 0.81, respectively.

Fig. 2. Different text representation methods in F1-Score
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5 Conclusion

In this paper, we presented an approach for text classification using various
machine learning models. We implemented different text representation methods,
such as TF-IDF and FastText. For each method, we performed representation
at different levels, including word, n-gram, and character levels for TF-IDF.
Additionally, we applied the SVD technique to reduce the dimensionality of the
feature space for evaluation and comparison with other methods, such as TF-
IDF without SVD and FastText. We trained different models, including SVM,
Random Forest, Neural Network, and Naive Bayes, to validate and evaluate the
results. The dataset consisted of 3,295 texts belonging to 16 different topics. The
experiments revealed that the Random Forest model combined with FastText
performed significantly better than the other models, achieving an accuracy of
0.82 and an F1 score of 0.81.

Further work can continue with the following approaches: (1) Search for
better preprocessing techniques to identify more effective preprocessing methods
to improve the quality of the text data before training the models. (2) Apply
alternative text representation methods to capture more nuanced features and
semantic information from the text. (3) Fine-tuning of models: We will perform
fine-tuning to search for the best hyperparameters for each model on different
text representation methods, aiming to optimize their performance.
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Abstract. Network vulnerability assessment, in which a communica-
tion between nodes is functional if their distance under a given metric
is lower than a pre-defined threshold, has received significant attention
recently. However, those works only focused on discrete domain while
many practical applications require us to investigate in the continuous
domain. Motivated by this observation, we study a Length-bounded
Paths Interdiction in Continuous Domain (cLPI) problem: given
a network G = (V, E), in which each edge e ∈ E is associated with a
function fe(x) in continuous domain, and a set of target pairs of nodes,
find a distribution x : E → R

≥ with minimum
∑

e∈E x(e) that ensures
any path p, connecting a target pair, satisfies

∑
e∈p fe(x(e)) ≥ T . We

first propose a general framework to solve cLPI by designing two oracles,
namely Threshold Blocking (TB) oracle and Critical Path Listing (CPL)
oracle, which communicate back and forth to construct a feasible solu-
tion with theoretical performance guarantees. Based on this framework,
we propose a bicriteria approximation algorithm to cLPI. This bicrite-
ria guarantee allows us to control the solutions’s trade-off between the
running time and the performance accuracy.

1 Introduction

Components of a network never have the same important level. There always
exists a group of nodes or edges which plays more critical role than the others
on determining networks’ performance. Literature has spent significant effort
on studying and identifying such group both theoretically and practically. The
very first efforts mostly were invested for the connectivity metric, in which a
connection between two nodes is functional if there exists a path connecting
them. This metric could be found in the Multicut problem [3,5,12,13], Multiway
problem [22], or Graph Partitioning [2,15].

However, as modern networks are evolving, connectivity is no longer suffi-
cient on guaranteeing networks’ functionality or quality of services. Instead of
removing, a slight change on components’ behavior can downgrade the whole
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system’s performance. For example, a congestion or traffic jams [6,7] on some
roads can damage a delivery business; or a change on priority level [1] of packet
types on some routers can significantly delay communication between end sys-
tems, downgrading their quality of services.

Motivated by these observations, many recent researches turn the attention
on network malfunction without damaging connectivity. For example, Kuhnle et
al. [17] studied the problem of LB-MULTICUT: given a weighted network, a set of
pairs of nodes and a threshold T , their work aims to identify a minimum set of
edges whose removal cause the distance between a pair exceed T . By discarding
the “remove” flavour, Nguyen et al. [20] extended this concept to introduce QoSD
problem, in which an edge weight can be varied with an amount of efforts and
the problem asks for a minimum amount of efforts for the same objective as
in LB-MULTICUT. Other works can be found in [8–10,18]. However, those works
share the same trait that they are all discrete problems, thereby leaving the
continuous domain largely opened.

Indeed, many applications require us to investigate the above problem in the
continuous domain. For example, in information and telecommunication engi-
neering, a channel capacity in communication network is theoretically measured
by the signal-to-interference-plus-noise ratio (SINR) [14] with wireless commu-
nication and signal-to-noise ratio (SNR) [16] with wired channel. Such measure-
ments are related to the power of the interfering signal and noises, which consists
of continuous variables. The information transfer between two systems, thus, is
determined by the delays on propagation channels, which can be modified by
those variables. Another example can be seen in diffusion protocol [11] in Bit-
coin P2P network, in which a node u relays a message to its neighbors with an
independent, exponential delay rate λu. Increasing some values of λus can delay
the packet propagation between major miners, damaging the network consensus.

Motivated by these applications, in this paper, we extend the QoSD problem
into continuous domain by introducing the cLPI problem as follows: Given a
directed network G = (V,E), a set S of target pairs of nodes and a threshold
T , an edge e ∈ E is associated with a continuous and monotone increasing
function fe : R≥ → R

≥, the cLPI problem asks for a distribution x : E → R
≥

with minimum
∑

e∈E x(e) such that any path p, connecting a pair in S, satisfies∑
e∈p fe(x(e)) ≥ T . For simplicity, we write x under a vector form {xe}e∈E

where xe = x(e), thus
∑

e∈E x(e) = ‖x‖ (Again for simplicity, we use notation
‖·‖ to indicate norm 1 of a vector). Another presentation of cLPI’s objective is
to find x with minimum ‖x‖ that guarantees there exists no T -length-bounded
multi-commodity flow on G. A T -length-bounded multi-commodity flow is a flow
between the target pairs that can be decomposed into flow paths of length at
most T . The solution x of cLPI can be used as a metric to measure the network’s
functionality: large ‖x‖ indicates the network is resilient to external interference
or noises and able to maintain quality of service under extreme environment.
Furthermore, a value of xe indicates the important level of e to the network
desired functionality.
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Related Work and Challenges. Since cLPI is a new problem, it does not have
much related work. Indeed, solving cLPI with bounded performance guarantee is
challenging. First, a simple solution, which discretizes functions fe and directly
adopts the solutions of QoSD, actually has a problem. The discretization of fe is
simply a work of taking an integer x and returning the value fe(x · δ), where δ
is called discretizing step. If δ is too large, the returned solution will be far from
optimal due to discretization error; otherwise small δ creates significantly large
inputs for QoSD, causing a burden on memory usage and undesirable running
time. Therefore, a solution, which can directly applied into continuous domain,
is more desired. Second, fes could be any function, thus a typical Convex Opti-
mization [4,19] solution cannot be applied. Also, any solution for Constrained
Optimization can easily fall into local optima with complicated fes, so no per-
formance ratio is guaranteed. Furthermore, enumerating all constraints, each is
corresponding to a path in the network, is intractable as the number of paths
can be upto

∑n
k=2

(
n
k

)
k! where n is number of nodes in the network.

Our Contributions. This paper introduces and investigates the cLPI prob-
lem. Accordingly, we propose a general framework for solving cLPI, separating
tasks into two different oracles, called Critical Paths Listing (CPL) and Threshold
Blocking (TB). CPL’s job is to restrict the amount of paths considered for find-
ing feasible solution of cLPI. TB deals with the task of finding x in continuous
domain, guaranteeing all paths, returned by CPL, have length exceed a certain
threshold. We next propose Threshold Expansion for the TB oracle and Feasi-
ble Set Construction to for CPL. Finally, we show that our solution obtain an
approximation ratio which allows a user to control the trade-off between running
time versus accuracy.

2 Preliminaries

2.1 Problem Formulation

We abstract a network using a directed graph G = (V,E) with |V | = n nodes and
|E| = m directed edges. Each edge e is associated with a function fe : R≥ → R

≥

which indicates the weight of e w.r.t a budget distributed for e. In another
word, if we spend x on edge e, the weight of edge e will become fe(x). fe is
monotonically increasing for all e ∈ E.

A budget distribution contains budget for each edge. Thus, given an arbitrary
order of edges E = {e1, ...em}, we denotes a budget distribution under the form
of a vector x = {x1, ...xm} where xi is a budget spent on the edge ei. For
simplicity, we use the notation e to present an edge in E and its index in E also.
So xe means the budget spent on edge e, and the entry in x corresponding to e
also. The overall budget on all edges, therefore, is ‖x‖ =

∑
e∈E xe.

A path p = {u0, u1, ...ul} ∈ G is a sequence of vertices such that (ui−1, ui) ∈
E for i = 1, .., l. A path can also be understood as the sequence of edges
{(u0, u1), (u1, u2), ...(ul−1, ul)}. In this work, a path is used interchangeably as
a sequence of edges or a sequence of nodes. A single path is a path that there
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exists no node who appears more than one in the path. Under a budget vector
x, the length of a path p is defined as

∑
e∈p fe(xe). cLPI is formally defined as

follows:

Definition 1. Length-bounded Paths Interdiction in Continuous Domain
(cLPI). Given a directed graph G = (V,E), a set f = {fe : R

≥ → R
≥} of

edge weight functions and a target set of pairs of nodes S = {(s1, t1), ...(sk, tk)},
determine a budget distribution x with minimum budget ‖x‖ such that under x,
any path connecting a pair of S has length at least T .

For each pair (s, t) ∈ S, we call s a start node and t a end node. Let Pi denote
a set of simple paths connecting the pair (si, ti) ∈ S, whose initial length do not
exceed T , i.e.

∑
e∈p fe(0) < T for all p ∈ Pi. Let F = ∪k

i=1Pi, we call a path
p ∈ F a feasible path and F is a set of all feasible paths in G. A non-feasible
path either connects no pair in S or has initial length exceed T .

Before going further, we now look at several notations, mathematical oper-
ators on vector space R

m, which are used along the theoretical proofs of our
algorithms. Given x = {x1, ...xm},y = {y1, ...ym} ∈ R

m, we have:

x + y = {x1 + y1, ...xm + ym}
x \ y = {max(x1 − y1, 0), ...max(xn − yn, 0)}

Moreover, we say x ≤ y if xi ≤ yi for all i ∈ [1,m], the similar rule is applied
to <,≥, >.

Node version of the problem. The node version of cLPI asks for the minimum
budget to increase node weights (rather than edge weights) in the problem def-
inition above. Our solution can be easily adapted to the node version and keep
the same theoretical performance guarantee.

2.2 General Model of Our Solutions

In this part, we present an overview model of our solutions, including a general
framework and its performance guarantee.

About performance guarantees, given the problem instance with a threshold
T , denote OPT as an optimal solution. We call a budget distribution x is ε-
feasible to cLPI iff under x, the distance between each target pair is at least
T − ε. Our algorithms are bicriteria approximation algorithms, returning a ε-
feasible solution x whose overall budget is bounded within a factor A(G, ε−1) of
OPT, where A(G, ε−1) depends on structure of the input graph and is monotone
increasing with ε−1. ε is treated as a trade-off between the algorithms’ accuracy
and running time. To be specific, the smaller ε is, the closer pairs’ distances are
to T but the longer it takes for the algorithms to finish. ε is adjustable, allowing
users to control running time versus accuracy as desired.

About general framework, our solutions contain two separate oracles, called
Threshold Blocking (TB) and Critical Paths Listing (CPL). These two oracles
communicate back and forth with the other to construct a solution to cLPI, given
an input instance of cLPI and a parameter ε. These two oracles are proposed to
tackle two challenges of cLPI as stated before, to be specific:
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– Threshold Blocking - a primary role of TB is to solve a sub-problem of cLPI:
Given a target set P of single paths and a threshold Tu ≤ T , TB aims to find
a minimum additional budget on edges in order to make each path in P has
length exceeding Tu. For simplicity, we call this task TB problem.

– Critical Paths Listing - this oracle restricts the number of paths which need
to be considered in the algorithm, thus significantly reducing the searching
space and burdens on algorithms’ running time and memory for storage.

Separating into two oracles allows us to design different solutions to each of
the oracles. Assume if there exists one solution for each oracle, the flow of our
solution is as follows:

1. The algorithm starts with xe = 0 for all e ∈ E (i.e. x = {0}e).
2. Given the current state of x, by using a technique to restrict searching space,

CPL oracle searches for a set of critical paths, who are feasible paths and
shorter than a pre-determined threshold Tu ≤ T .

3. Then those paths along with a current state of x are given as an input for the
TB oracle, which then finds an additional budget v for x to make all input
paths’ length exceed Tu.

4. The additional budget v is then used for CPL to check the feasibility. If adding
v makes x ε-feasible, the algorithm returns x+v and terminates. Otherwise,
v is used to drive the searching space of CPL and find a new value for x and
Tu; then step (2) is repeated.

Due to the space limit, we only present one solution to each oracle.

3 Threshold Blocking Oracle

In this section, we present our solution to the Threshold Blocking (TB) Oracle,
called Threshold Expansion (TE).

3.1 Requirements of TB

To recap, TB receives a set P of critical paths from CPL, the current budget x
and an upper threshold Tu. The objective of TB is to find an additional budget
vector v = {v1, ...vm} with minimum

∑
e ve such that under the budget x+v =

{xe + ve}e, each path in P has length exceeding Tu, i.e.
∑

e∈p fe(xe + ve) ≥ Tu

for all p ∈ P. Another information that TB gets is Tl ≥ 0, which is a lower
bound of each path’s length, i.e.

∑
e∈p fe(xe) ≥ Tl for all p ∈ P. Without lost of

generality, we assume that each path in P, under x, has length in range [Tl, Tu).
The bicriteria guarantee of our algorithms originates from the TB algorithms.

The desired accuracy ε is given to the TB oracle so the TB algorithm guarantees
each path in P has length at least Tu − ε. To do so, an objective function of TB
is defined as follows:
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bP,x(v) =
∑

p∈P
min

(∑

e∈p

fe(xe + ve), Tu

)

Trivially, a budget vector v satisfies TB’s objective iff bP,x(v) = |P| × Tu.
bP,x(·) can be seen as a function with m = |E| variables. Let’s take more insight
into bP,x(·) as it is important for devising algorithms in the TB oracle. Define:

lp,x,e(x) =
∑

e′∈p&e′ �=e

fe′(xe′) + 1e∈pfe(xe + x)

rP,x,e(x) =
∑

p∈P

(

min
(
Tu, lp,x,e(x)

)
− min

(
Tu, lp,x,e(0)

)
)

Basically, rP,x,e(·) measures the increasing value of bP,x({0}) by adding a
budget of x into entry e. It is easy to see that rP,x,e(x) is a monotone increasing
function w.r.t x.

Assuming {p1, ...pl} ⊆ P are paths containing e and are sorted in descending
order w.r.t to their length under x. Define ai as a minimum additional budget on
edge e to make path pi’s length exceed Tu, i.e. ai = arg minx

{
lpi,x,e(x) ≥ Tu

}
.

Let a0 = 0. {ai} are in ascending order. rP,x,e(x) can be rewritten as:

rP,x,e(x) = i · Tu +
∑

j>i

lpj ,x,e(x) − QP,x,e with ai ≤ x ≤ ai+1 (1)

where QP,x,e =
∑

p;e∈p

∑
e′∈p fe′(xe′), which does not depend on either x or i.

Equation (1) allows us to discard the min term in the original rP,x,e(·) to exploit
the function’s property within each range [ai, ai+1].

3.2 Threshold Expansion

In a nutshell, our Threshold Expansion algorithm, TE, is a threshold greedy
algorithm which aims to tackle the continuous domain challenges, especially
when the objective function is not concave. TE starts with setting a sufficient
large value of M , which is the upper bound of rP,w,e(x)

x for all e ∈ E, x ≥ 0 and
w ≥ x. To find M , the algorithm utilizes the fact that fe(·) is continuous and
differentiable everywhere for all e ∈ E as the following lemma.

Lemma 1. By setting M = |P| × maxx≥0,e∈E,fe(x)≤Tu

∂fe

∂x , the TE algorithm
guarantees

M ≥ rP,w,e(x)
x

for all w ≥ x, e ∈ E, x ≥ 0

We omit this proof due to space limit.
The algorithm works on top of the x′ vector, which is just a copy of x initially.

This step is to separate the work on x between the TB and CPL oracle, e.g. CPL
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Algorithm 1. Threshold Expansion
Input

– G = (V, E) - the input graph
– fe : R≥ → R

≥ for all e ∈ E
– P - the set of paths
– Tu - target threshold
– ε - the performance parameter of TE

– ε - the accuracy parameter
– x - current budget vector

Output: v - an additional budget vector to x to make each path in P has length
exceeding Tu − ε

1: Sort E in an arbitrary order
2: v = {0}, x′ = x
3: M = |P| × maxx≥0,e∈E,fe(x)≤Tu

∂fe
∂x

4: e ← the first edge in E
5: while ∃p ∈ P that p’s length < Tu − ε do

6: x̂ = arg maxx

{
rP,x′,e(x)

x
≥ M

}

7: l = a vector with x̂ at entry e and 0 elsewhere
8: x′ = x′ + l, v = v + l
9: if e is the last edge in E then

10: M = (1 − ε)M
11: e ← start over with the first edge
12: else
13: e ← the next edge.

Return v

may not accept the result of TB (which is shown in the CPL section). Edges in
E are sorted in an arbitrary order. TE considers edges sequentially in that order
and for each edge e, TE finds a maximum addition budget x̂ for e such that
rP,x′,e(x̂)

x̂ ≥ M and add x̂ into e.
Different to previous work in the discrete domain and submodular maximiza-

tion, the function rP,x′,e(x̂)
x̂ is not monotone increasing. Thus the technique of

using binary search as in [21] is no longer applicable. To find x̂, we utilize Eq. (1)
by identifying local extreme points of rP,x′,e(x)

x within each range [ai, ai+1] using
the function’s first derivative and exploiting the increasing/decreasing traits of
the function. Note that there could be a case that x̂ cannot be found, if so we
set x̂ = 0 and no budget is added into the considered edge. After adding x̂ into
e, the algorithm considers the next edge.

After the algorithm has considered the last edge in E in the order as stated,
it means the algorithm has finished a round of edges, TE reduces M by a factor
of 1 − ε and starts over with the first edge in the order. Whenever TE adds a
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budget into an edge, the algorithm constantly checks whether v is sufficient to
make each path’s length exceed Tu − ε and terminates whenever this condition
is satisfied. The pseudo-code of TE is presented in Algorithm 1.

The adaptation into the continuous domain of TE can be seen as in the way
the algorithm works. We now turn our attention to TE’s performance guarantee.
From now on, for simplicity, when we analyze the performance of the algorithm
at a certain moment when it is running, we refer M , v and x′ as their values at
that moment.

Let’s consider at a certain moment, denote vo = {vo
e} = v∗ \ v. We have the

following lemma.

Lemma 2. vo
e = 0 or rP,x′,e(v

o
e)

vo
e

< M
1−ε for all e ∈ E.

We omit this proof due to space limit.
Therefore, even the edge weight functions are not concave or rP,x′,e(x̂)

x̂ is not
monotone increasing, the selection of x̂ and Lemma 2 allow us to bound the
performance guarantee of TE, which is shown in the following theorem.

Theorem 1. Given the information G, fe,P, Tu, Tl, ε,x, if v is the budget
returned by TE and v∗ is the minimum additional budget to make each path
in P has length exceeding Tu, then:

‖v‖ ≤ ln
(|P|(Tu − Tl)ε−1

)
+ 1

1 − ε
‖v∗‖

Proof. Let’s assume edge e is being considered and x̂ is the selected amount to
add into e. Again, denote vo = {vo

e} = v∗ \ v. Without lost of generality, let
x̂ > 0. From Lemma 2, we have:

rP,x′,e(x̂)
x̂

≥ (1 − ε)
rP,x′,e(vo

e′)
vo

e′

for all e′ ∈ E that vo
e′ > 0

Denote x′ = {xe}e∈E , he = {xe′ + 1e′>ev
o
e′}e′∈E . As he ≥ x′ but they have

the same value at entry e, we have:

rP,he,e(vo
e) ≤ rP,x′,e(vo

e)

Therefore,

bP,x′(vo) − bP,x′({0}) =
∑

e∈E

rP,he,e(vo
e) ≤

∑

e∈E

rP,x′,e(vo
e)

≤
∑

e′∈E

vo
e′

x̂(1 − ε)
rP,x′,e(x̂) ≤ ‖v∗‖

x̂(1 − ε)
rP,x′,e(x̂)

Note that bP,x′(vo) = |P| × Tu.
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Now, let’s assume the algorithm terminates after adding budget into edges L
times, denote x̂1, ...x̂L as an added budget at each times (‖v‖ =

∑L
i=1 x̂i). Also,

denote x′
t, vt as x′, v before adding x̂t at time t. We have:

|P| × Tu − bP,x(vt) = |P| × Tu − bP,x′
t
({0}) ≤ ‖v∗‖

x̂t(1 − ε)
rP,x′

t,e
(x̂t)

=
‖v∗‖

x̂t(1 − ε)

(

bP,x(vt+1) − bP,x(vt)
)

Thus:

|P| × Tu − bP,x(vt+1) ≤
(

1 − x̂t(1 − ε)
‖v∗‖

)(
|P| × Tu − bP,x(vt)

)

Therefore, we have:

|P| × Tu − bP,x(vL−1) ≤
L−1∏

t=1

(

1 − x̂t(1 − ε)
‖v∗‖

)(
|P| × Tu − bP,x(0)

)

≤
(

1 −
∑L−1

t x̂t(1 − ε)
‖v∗‖(L − 1)

)L−1

|P|(Tu − Tl) ≤ e− ‖vL−1‖
‖v∗‖ (1−ε)|P|(Tu − Tl)

After L − 1 updates, there should exist at least a path in P whose length
is shorter than Tu − ε (otherwise the algorithm should terminate after L − 1
updates). Thus |P|Tu − bP,x(vL−1) ≥ ε, which means:

‖vL−1‖ ≤ ‖v∗‖
ln

(
|P|(Tu − Tl)ε−1

)

1 − ε

Now, let consider the final update, we have:

x̂L ≤ ‖v∗‖
1 − ε

· bP,x(vL) − bP,x(vL−1)
|P| × Tu − bP,x(vL−1)

≤ ‖v∗‖
1 − ε

Finally, we have:

‖v‖ = ‖vL−1‖ + x̂L ≤ ‖v∗‖
ln

(
|P|(Tu − Tl)ε−1

)
+ 1

1 − ε

which completes the proof.



158 R. Alharbi et al.

4 Critical Path Listing Oracle

Algorithm 2. Feasible Set Construction
Input

– G = (V, E) - the input graph
– fe : R≥ → R

≥ for all e ∈ E
– T - target threshold
– ε - accuracy parameter
– S - set of target pairs
– TB - threshold blocking oracle

Output x

1: P = ∅,x = v = {0}
2: while ∃(s, t) ∈ S that d(s, t) < T − ε in G do
3: Construct shortest path trees for all start nodes
4: L = ∅
5: for each pair (s, t) ∈ S do
6: H ← a copy of shortest path tree with root s
7: X = ∅
8: while d(s, t) < T − ε in H do
9: p ← the shortest path from s to t in H

10: L = L ∪ {p}
11: Randomly pick e = (u, v) ∈ p and put into X
12: Reconstruct H without edges of X

13: P = P ∪ L
14: v = run TB oracle with input G, fe, P, T, ε,x
15: Set edge e’s weight to be fe(ve) for all e ∈ E

Return v

In this section, we present Feasible Set Construction (FC) for the CPL oracle.
The role of the CPL oracle is to reduce the searching space when constructing
the returned solution x. It works as a backbone for the overall process of find-
ing x. It is the one receiving the input information of the cLPI problem, then
communicating back and forth with TB to construct x and return x when x
guarantees that a distance between each target pair exceeds T − ε.

In general, FC (shown in Algorithm 2) aims to construct a set P of candidate
paths, which is a subset of F but, if being used as an input for TB with a threshold
Tu = T , can return v that is a ε-feasible solution of cLPI. P is constructed in
order to avoid fully listing all paths in F when F is significantly large. FC starts
with P = ∅ and then builds it incrementally and iteratively. For each iteration,
the algorithm uses the TB oracle to find a budget vector x to make each path in
P has length exceeding T − ε. Then, the length of an edge e is set to be fe(xe).
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Next, FC checks whether x is ε-feasible. If not, the algorithm adds a set L of
feasible paths into P where L contains paths, each of whom has length shorter
than T − ε (L ∩ P = ∅); then reset all edges’ length (i.e. the length of e turns
back to fe(0)). If yes, the algorithm returns x and terminates.

To optimize the number of iterations, after updating e’s length to be fe(xe)
for all e ∈ E, FC builds shortest-path trees, a root of each tree is a start node
of a target pair. Each pair (s, t) ∈ S is then associated with a copy H of the
shortest-path tree rooted at s and a set X of edges, which is initially set to be
empty. For each pair (s, t) ∈ S, the algorithm works in an iterative fashion:

1. FC adds the shortest path p ⊆ H from s to t into L.
2. Then FC randomly picks an edge e = (u, v) ∈ p and put e into X.
3. A sub-tree of H rooted at u is re-constructed with the condition that H

contains no edge in X.
4. If there still exists a path from s to t in H with length shorter than T − ε,

the algorithm is back to step (1).

We have the following theorem.

Theorem 2. The approximation guarantee of FC equals to the approximation
guarantee of the algorithm used in the TB oracle.

Proof. This Theorem uses a similar concept as Lemma 4.1 [20], in which we
observe that: Since P is a subset of F , the optimal budget ‖x∗‖ to cLPI is at
least the optimal budget ‖xo‖ to make all paths’ length of P exceed T . Denote
α as an approximation guarantee of the TB oracle, i.e. ‖x‖ ≤ α‖xo‖. As x is
guaranteed to be ε-feasible to the cLPI instance, α is also the approximation
guarantee of FC to cLPI.

Combining Theorems 1 and 2, our solution to cLPI has a bicriteria approxi-
mation ratio of

(
ln(|PTE| · T · ε−1) + 1

)
(1 − ε)−1, where PTE is the final sets P of

candidate paths using TE.

5 Conclusion

In this paper, we introduced the cLPI problem, which allows us to better assess
the modern network vulnerability. To tackle the challenges of cLPI, we developed
a solution framework that consists of two oracles, namely Threshold Blocking
(TB) oracle and Critical Path Listing (CPL) oracle, which communicate back and
forth to construct a feasible solution with theoretical performance guarantees.
We further devised a bicriteria approximation algorithm to cLPI, of which we
offer one solution to each oracle. For future work, we may consider different vari-
ants of cLPI. For example, an edge could be associated with multiple functions,
serving for multiple objectives of networked functionality. Also, each function can
have multiple variables and each variable could appear on more than one func-
tions, making the problem become much more complicated. A solution, which
can balance multiple objectives, is desirable. Furthermore, another perspective
considering network flows is of interest, which we aim to modify edge weights to
guarantee the max flow of the network is at most a certain threshold.
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Abstract. We study an optimal investment problem that arises in the context of
the vehicle-sharing system. Given a set of locations to build stations, we need
to determine 𝑖) the sequence of stations to be built and the number of vehicles
to acquire in order to obtain the target state where all stations are built, and 𝑖𝑖)
the number of vehicles to acquire and their allocation in order to maximize the
total profit returned by operating the system when some or all stations are open.
The profitability associated with operating open stations, measured over a spe-
cific time period, is represented as a linear optimization problem applied to a
collection of open stations. With operating capital, the owner of the system can
open new stations. This property introduces a set-dependent aspect to the duration
required for opening a new station, and the optimal investment problem can be
viewed as a variant of the Traveling Salesman Problem (TSP) with set-dependent
cost. We propose an A* search algorithm to address this particular variant of the
TSP. Computational experiments highlight the benefits of the proposed algorithm
in comparison to the widely recognized Dijkstra algorithm and propose future
research to explore new possibilities and applications for both exact and approx-
imate A* algorithms.

Keywords: Autonomous Mobility on-demand · vehicle-sharing · traveling
salesman problem · A* algorithm

1 Introduction

Mobility on demand (MoD) is a rapidly growing market1. With the advanced tech-
nology of autonomous vehicles, Autonomous Mobility on demand (AMoD) is becom-
ing increasingly popular because it alleviates some operational difficulties of MoD.
The global market for autonomous mobility is projected to grow from 5 billion USD
(in 2019) to 556 billion USD (in 2026)2, promising safety (94% of accidents caused
by human factors), increased performance, improved efficiency, and more affordable
services.
1 https://www.alliedmarketresearch.com/mobility-on-demand-market.
2 https://www.alliedmarketresearch.com/autonomous-vehicle-market.
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Although auto manufacturers and major technology firms have the resources to
quickly establish an AMoD system, smaller operators of shared mobility and public
authorities may encounter challenges in securing enough initial capital to launch the
service with a sufficient fleet3. Consequently, small companies start to operate in a
smaller region, as studied in the literature on optimal service region design, e.g., [7,8].
As operators accumulate profits, they can gradually acquire more vehicles and expand
their active sites. This research considers such a refinancing model of the AMoD sys-
tem, where the operator aims to achieve the desired service area and the size of the fleet
as quickly as possible.

The existing literature covers a spectrum of topics related to AMoD systems, includ-
ing aspects such as vehicle-sharing system operations, strategic decision-making, and
regulatory and subsidy considerations. Relevant sources can be found in works such as
[3,5–7]. To the best of our knowledge, the question of what is the optimal investment
sequence to build an AMoD has not been addressed yet. In this research, we consider an
AMoD with a target service area, as well as a current set of open stations. The operator
decides on the sequence in which they open the stations. The more profit they make, the
faster they can open new stations.

In the following sections, we address the above questions and then analyze the
performance of our proposed algorithm. To do so, we review publications close to
our research in Sect. 2. Next, we present the problem statement and related formula-
tions in Sect. 3. Section 4 presents our solution approach based on the A* search algo-
rithm. Numerical experiments and some promising results are presented and analyzed
in Sect. 5. Finally, Sect. 6 concludes and points out further research directions based on
the current research.

2 Literature

This section provides a brief literature review on AMoD systems. Research into the
operation and planning of AMoD systems encompasses a range of questions. However,
its main emphasis lies in optimizing an existing vehicle-sharing network. Regarding
fleet optimization, we can refer to [5,6,10,12]. George and Xia [6] study a fleet opti-
mization problem in a closed queue network. This work suggests basic principles for
the design of such a system. Nair and Miller-Hooks [13] use the equilibrium network
model to find the optimal configuration of a vehicle-sharing network. The solutions to
the model explain the correctness of the equilibrium condition, the trade-offs between
operator and user objectives, and the insights regarding the installation of services. Fre-
und et al. [5] address how to (re-)allocate dock capacity in vehicle-sharing systems by
presenting mathematical formulations and a fast polynomial-time allocation algorithm
to compute an optimal solution. Lu et al. [10] consider the problem of allocating vehi-
cles to service zones with uncertain one-way and round-trip rental demand.

Regarding policies, Martin et al. [11] conclude that the use of driverless vehicles
and human-driven vehicles can improve profits and operators can gain new unprofitable
markets for them. The authors propose a model and an algorithm to find maximum profit

3 https://www.weforum.org/agenda/2021/11/trends-driving-the-autonomous-vehicles-
industry/.

https://www.weforum.org/agenda/2021/11/trends-driving-the-autonomous-vehicles-industry/
https://www.weforum.org/agenda/2021/11/trends-driving-the-autonomous-vehicles-industry/
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while considering driverless and human-driven vehicles. Hao and Martin [7] present a
model that studies the impact of regulations on the decisions of vehicle-sharing oper-
ators and measures the efficiency and effectiveness of these regulations. The results
show that the interdependencies between regulations and societal welfare indicators are
non-trivial and possibly counterintuitive.

To conclude, we observe that all the research so far has tried to address different
questions with the goal of optimizing an already established vehicle-sharing network.
However, the question of how to establish new stations and acquire new vehicles has
not been addressed yet. In the following, we introduce an optimization problem aimed
at identifying the optimal sequence for station establishment and the fleet size required
to reach the end state where all stations are operational in the shortest possible time.

3 Problem Statement and Formulation

We study an optimal investment strategy for an AMoD (Autonomous Mobility-on-
Demand) operator to increase their fleet size and operating area. The AMoD operator’s
business area comprises stations, (R : {1, ..., 𝑅}). “Station” can also refer to a virtual
location, e.g., the center of a region in a free-floating system. The operating station 𝑖
incurs an initial cost 𝑐𝑏𝑖 related to construction, permits, or marketing. Some stations
are already open, and profits will be collected from already open stations to increase the
budget for new stations. The operator incrementally grows the fleet to reach the optimal
size promptly while ensuring acceptable service levels within a gradually expanding
operating area.

At a given open station 𝑖, customers begin their journeys to a different station 𝑗 .
When a station is not operational, customers intending to start or complete their jour-
neys there can opt for a neighboring station. Customer arrivals are modeled by a Poisson
distribution with an arrival rate denoted as 𝜆𝑖 𝑗 , and 0 when at least on of the stations is
closed. The travel times between the stations are exponentially distributed, with an aver-
age of 1/𝜇𝑖 𝑗 , where 𝜇𝑖 𝑗 denotes the return rate. These arrival and return rates remain
constant and are determined solely by whether stations 𝑖 and 𝑗 are open.

The operator determines the fleet size 𝑛 at any given time, allowing it to grow during
expansion. Each new vehicle acquisition comes with a procurement cost of 𝑐𝑝 . The fleet
size must be large enough to serve at least a fraction 𝛼 of all customers, meeting the
minimum service level requirement for the AMoD system. Throughout the development
of the AMoD service, it is crucial to keep the service level constant to offset the potential
learning effects that could deter customers from using the service [4]. To maintain the
service level, the operator can rebalance vehicles between stations, incurring a cost
of 𝑐𝑟𝑖 𝑗 . The operator receives a contribution margin of 𝛿𝑖 𝑗 for each served customer
traveling from station to station, representing the payoff minus direct operating costs
such as fuel and periodic repairs.

Consequently, this problem involves two decision-making components: establishing
the optimal investment plan, which includes timing, locations, and quantity for opening
new stations and vehicle acquisition, and overseeing fleet operations, which includes
vehicle rebalancing. The model for determining the optimal fleet size and an algorithm
for determining investment sequence are introduced in the subsequent sections.
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3.1 Semi-Markov Decision Process for Determining the Optimal Fleet Size

We see the optimal investment scheduling problem of AMoD operators as a semi-
Markov decision process (SMDP) due to the nature of the investment problem. In
an SMDP, the system’s state evolves according to a semi-Markov process, and the
decision-maker selects actions based on the current state.

States. Each state 𝑠 ∈ S describes the current fleet of size 𝑛 and the currently open
stations, given by 𝑥𝑖 = 1 if station 𝑖 ∈ R is open, 0 otherwise.

𝑠 = 〈𝑛, 𝑥1, . . . , 𝑥𝑅〉

Each state 𝑠 is associated with an operational profit 𝑝(𝑠) per period, which is calcu-
lated by subtracting the rebalancing costs from the contribution margins and an acqui-
sition cost 𝑐(𝑠) related to the procurement cost of all vehicles and the cost incurred due
to the opening of the station. Apparently, we only need to consider states with positive
operational profit in our investment scheme. Regarding this point, the set of states with
positive operational profit and the starting state is denoted as S. Also, if a state 𝑠′ con-
tains all open stations in a state 𝑠, we can easily see and prove that 𝑝(𝑠′) ≥ 𝑝(𝑠). For
referencing the fleet size and open stations of a specific state 𝑠, the notation 𝑛 (𝑠) and
𝑥𝑖 (𝑠) are utilized, respectively. Then, the value of 𝑐(𝑠) is determined as follows:

𝑐(𝑠) = 𝑛(𝑠) · 𝑐𝑝 +

∑

𝑖∈R

𝑥𝑖 (𝑠)𝑐
𝑏
𝑖

Actions. Actions refer to the operator’s procurement decision, resulting in a state tran-
sition to the target state 𝑡 ∈ S. Every state 𝑠 ∈ S allows transitions to all other states
such that no stations are being closed, that is, 𝑠 → 𝑡 exists if 𝑥𝑖 (𝑠) ≤ 𝑥𝑖 (𝑡) ∀𝑖.

The time 𝜏(𝑠, 𝑡) necessary for a state transition from state 𝑠 to a state 𝑡 depends on
the operational profit 𝑝(𝑠) and the necessary investment volume 𝐶 (𝑠, 𝑡) where

𝐶 (𝑠, 𝑡) = 𝑐(𝑡) − 𝑐(𝑠) = (𝑛 (𝑡) − 𝑛 (𝑠)) · 𝑐𝑝 +

∑

𝑖∈R

(𝑥𝑖 (𝑡) − 𝑥𝑖 (𝑠)) · 𝑐
𝑏
𝑖 .

Given that we do not consider partial states (e.g., a state without optimal fleet size),
this means that 𝑝(𝑠) is considered the maximum profit corresponding to state 𝑠, and the
optimal decision is to transition to the next state as soon as possible. Thus, 𝜏(𝑠, 𝑡) =
𝐶 (𝑠,𝑡)
𝑝 (𝑠) .
We notice that if |𝑡 | ≥ |𝑠 | + 2, it is more advantageous to transition to an immediate

state 𝑠′ where |𝑠 | < |𝑠′ | < |𝑡 | because 𝐶 (𝑠,𝑡)
𝑝 (𝑠) ≥

𝐶 (𝑠,𝑠′)
𝑝 (𝑠) +

𝐶 (𝑠′,𝑡)
𝑝 (𝑠′) due to the fact that

𝑝(𝑠) ≤ 𝑝(𝑠′) and 𝐶 (𝑠, 𝑡) = 𝐶 (𝑠, 𝑠′) + 𝐶 (𝑠′, 𝑡). Therefore, we only need to consider
actions between two consecutive states in any optimal investment scheme.

3.2 A Model for Calculating Optimal Profit and Minimum Acquisition Cost

To compute the operational profit 𝑝(𝑠) per state 𝑠 ∈ S, we formulate the rebalanc-
ing problem as an open-queueing network (in line with, e.g., [3,7,8,11]), and optimize
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over it to maximize operational profits. Given a set of available stations, the model
determines the necessary size of the fleet to reach the level of service and rebalance.
Since we want to maximize profit and minimize the corresponding acquisition cost, our
objective function is hierarchical since we optimize the second objective after minimiz-
ing the first objective.

To start, we denote 𝑓𝑖 𝑗 , 𝑒𝑖 𝑗 (𝑖 ≠ 𝑗) as the number of occupied and empty vehicles
traveling from 𝑖 to 𝑗 and 𝑒𝑖𝑖 as the number of idle vehicles currently parked at station 𝑖.
To determine the maximum operational profit per period for state 𝑠, we solve (1) - (7)
for all opening stations in 𝑅𝑠 = {𝑖 ∈ R|𝑥𝑖 (𝑠) = 1}. The mathematical formulation is
expressed as follows:

𝑃(𝑜𝑏 𝑗1, 𝑜𝑏 𝑗2) =
(
max 𝛼

(∑

𝑖∈𝑅𝑠

∑

𝑗∈𝑅𝑠

𝜆𝑖 𝑗𝛿𝑖 𝑗

−

∑

𝑖∈𝑅𝑠

∑

𝑗∈𝑅𝑠

𝑐𝑟𝑖 𝑗𝜇𝑖 𝑗𝑒𝑖 𝑗

)
,min

(
𝑛 · 𝑐𝑝 +

∑

𝑖∈𝑅𝑠

𝑐𝑏𝑖

))
(1)

subject to

𝜆𝑖 𝑗 = 𝜇𝑖 𝑗 𝑓𝑖 𝑗 , ∀𝑖, 𝑗 ∈ 𝑅𝑠 (2)∑

𝑗∈𝑅𝑠\{𝑖 }

𝜇 𝑗𝑖𝑒 𝑗𝑖 ≤

∑

𝑗∈𝑅𝑠\{𝑖 }

𝜆𝑖 𝑗 , ∀𝑖 ∈ 𝑅𝑠 (3)

∑

𝑗∈𝑅𝑠

𝜆𝑖 𝑗 +
∑

𝑗∈𝑅𝑠

𝜇𝑖 𝑗𝑒𝑖 𝑗 =
∑

𝑗∈𝑅𝑠

𝜇 𝑗𝑖𝑒 𝑗𝑖 +

∑

𝑗∈𝑅𝑠

𝜆 𝑗𝑖 , ∀𝑖 ∈ 𝑅𝑠 (4)

𝛼

1 − 𝛼
≤ 𝑒𝑖𝑖 , ∀𝑖 ∈ 𝑅𝑠 (5)

∑

𝑖, 𝑗∈𝑅𝑠

(
𝑒𝑖 𝑗 + 𝑓𝑖 𝑗

)
= 𝑛, (6)

𝑒𝑖 𝑗 , 𝑓𝑖 𝑗 ≥ 0, ∀𝑖, 𝑗 ∈ 𝑅𝑠 (7)

The objective function (1) maximizes profit by dividing the contribution margin of
all served customers by rebalancing costs, multiplied by availability 𝛼, and minimiz-
ing set-up fees. Constraints (2) - (4) linearize flow constraints in queueing networks,
almost directly follow from [3] and requiring the system to achieve a service level
of at least 𝛼, eliminating any upper bound on demand, unlike [3]. Constraints (5) set
the required safety stock, following the fixed population mean approximation in open
queueing networks due to [14]. Constraints (6) bound fleet size, and constraints (7)
defined the domain.

4 Solution Approach

It is important to note that in our problem, the optimal time for opening a new sta-
tion depends on profits from existing stations, resulting in a set-dependent cost. The
exponential growth of these sets makes mathematical representations potentially too
complex, making contemporary solvers unsuitable for modeling and solving this for-
mulation.
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We can consider the investment problem as a variant of the well-known Traveling
Salesman Problem (TSP) with set-dependent travel costs. Taking into account a permu-
tation (𝑢1, 𝑢2, .., 𝑢𝑛) that presents an order that the stations are opened. Each subpath
(𝑢1, 𝑢2, .., 𝑢𝑖) is assigned a state 𝑠𝑖 where 𝑥𝑘 (𝑠𝑖) = 1 if 𝑢 𝑗 = 𝑘 for some 𝑗 = 1..𝑖. The
cost between two consecutive states, 𝑠𝑖 and 𝑠𝑖+1, is calculated using the formulations
in Sect. 3.1, which depend on the set of open stations in 𝑠𝑖 . In other words, it is a set-
dependent cost function. While there is much research for TSP in general and several
studies on level-dependent travel cost TSP [1,2] in particular (the cost associated with
each city depends on the index of that city in the solution), our cost function makes the
problem cannot be modeled with formulations similar to the ones for TSPs.

4.1 Heuristic Strategy for A* Algorithm

We model our investment problem as a shortest path problem. Consider a graph
𝐺 = (𝑉, 𝐴) where each node 𝑛𝑠 ∈ 𝑉 corresponds to the state 𝑠. Each arc (𝑛𝑠 , 𝑛𝑠′ ) ∈ 𝐴
corresponds to a feasible action between two consecutive states 𝑠 and 𝑠′ with cost
𝐶 (𝑠, 𝑠′). Finding the shortest investment time is equivalent to finding the shortest path
from node 𝑛𝑠0 to node 𝑛𝑠 𝑓 where 𝑠0 and 𝑠 𝑓 are the initial state and the final state,
respectively. Since we can define a 1–1 mapping between 𝑠 and 𝑛𝑠 , we subsequently
use 𝑠 instead of 𝑛𝑠 to simplify the notation.

To solve this shortest-path problem, we rely on the A* algorithm. Given a state 𝑠,
unlike the classic Dijkstra algorithm, which only evaluates the cost of the shortest path
𝑔(𝑠) from the source 𝑠0 to 𝑠, A* also evaluates the cost ℎ(𝑠) from 𝑠 to the final state
𝑠 𝑓 , and the cost for each node 𝑠 is then 𝑓 (𝑠) = 𝑔(𝑠) + ℎ(𝑠) instead of 𝑔(𝑠). The A *
algorithm can always find the shortest path from 𝑠0 to 𝑠 𝑓 if ℎ(𝑠) does not exceed the
cost of the shortest path from 𝑠 to 𝑠 𝑓 for any 𝑠. Otherwise, A* becomes a heuristic
algorithm.

Simple Heuristic for A*. We start with some of the simplest heuristics for A*. Given
that the current, next, and final states are 𝑠, 𝑠′ and 𝑠 𝑓 , the cost of the shortest path from

𝑛0 to 𝑠′, 𝑔(𝑠′), is 𝑔(𝑠′) = 𝑔(𝑠) + 𝑐 (𝑠′)−𝑐 (𝑠)
𝑝 (𝑠) . Several simple ways to calculate ℎ(𝑠′) are

as follows (where 𝑒ℎ and 𝑎ℎ denote exact and approximate heuristics, respectively):

𝑒ℎ1 (𝑠
′

) =
𝑐(𝑠 𝑓 ) − 𝑐(𝑠′)

𝑃𝑅−1
(8)

𝑎ℎ1 (𝑠
′

) =
𝑐(𝑠 𝑓 ) − 𝑐(𝑠′)

𝑝(𝑠′)
(9)

Heuristic functions (8), (9) underestimate and overestimate the shortest time of the opti-
mal path from 𝑠0 to 𝑠 𝑓 that passes through 𝑠′. Here, 𝑃𝑅−1 denotes the maximum profit
for any state that has 𝑅 − 1 open stations. Using a linear combination, we obtain other
heuristics where 𝛾 ∈ [0, 1] is a parameter that can be a fixed constant or dynamically
adjusted during the execution of the algorithm. We aim to test whether we can obtain
simple heuristics that may not be optimal but can quickly find reasonable solutions.

𝑎ℎ2 (𝑠
′

) = 𝛾𝑒ℎ1 (𝑠
′

) + (1 − 𝛾)𝑎ℎ1 (𝑠
′

) (10)
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Stronger Lower Bound Heuristics for A*. Assume that 𝑠 = 𝑠1 is the current state.
Let 𝑠1, 𝑠2, .., 𝑠𝑘 be a sequence of states where 𝑠𝑖+1 is obtained from 𝑠𝑖 by adding a new
station and 𝑠𝑘 = 𝑠 𝑓 be the final state where all stations are open. The total transition
time from state 𝑠1 to state 𝑠𝑘 , 𝜏(𝑠1, .., 𝑠𝑘), is:

𝜏(𝑠1, .., 𝑠𝑘) =
𝑐(𝑠2) − 𝑐(𝑠1)

𝑝(𝑠1)
+

𝑐(𝑠3) − 𝑐(𝑠2)

𝑝(𝑠2)
+ . . . +

𝑐(𝑠𝑘) − 𝑐(𝑠𝑘−1)

𝑝(𝑠𝑘−1)
(11)

We denote Δ𝑐 (𝑠𝑖) as a lower bound of the difference of the acquisition cost 𝑐(𝑠𝑖+1) −
𝑐(𝑠𝑖) between two consecutive states 𝑠𝑖 and 𝑠𝑖+1. Let 𝑃𝑚 be a state with the maximum
profit among all states with 𝑚 opening stations. We can find the value of 𝑃𝑚 by solving
the model which is an extended version of (1)–(7) (see online Appendix [9]), which
aims to maximize the profit and minimize the corresponding acquisition cost given
a fixed number of stations that can be opened. Then, we obtain 𝑝(𝑠𝑖) ≤ 𝑃

|𝑠𝑖 | ,∀𝑖 =
1, . . . , 𝑘 . The values of 𝑃

|𝑠𝑖 | define an increasing sequence since we open more stations.
Therefore, we have 𝑝(𝑠𝑖) ≤ 𝑃

|𝑠𝑖 | ≤ 𝑃
|𝑠𝑘−1 | = 𝑃𝑅−1,∀𝑖 = 1, . . . , 𝑘 − 1. Given that

𝑐(𝑠𝑖+1) − 𝑐(𝑠𝑖) ≥ Δ𝑐 (𝑠𝑖) or 𝑐(𝑠𝑖+1) − 𝑐(𝑠𝑖) − Δ𝑐 (𝑠𝑖) ≥ 0, therefore, ∀𝑖 = 1, . . . , 𝑘 − 1
we have the following.

𝑐(𝑠𝑖+1) − 𝑐(𝑠𝑖)

𝑝(𝑠𝑖)
=
Δ𝑐 (𝑠𝑖) + (𝑐(𝑠𝑖+1) − 𝑐(𝑠𝑖) − Δ𝑐 (𝑠𝑖))

𝑝(𝑠𝑖)
(12)

=
Δ𝑐 (𝑠𝑖)

𝑝(𝑠𝑖)
+

𝑐(𝑠𝑖+1) − 𝑐(𝑠𝑖) − Δ𝑐 (𝑠𝑖)

𝑝(𝑠𝑖)
(13)

≥

Δ𝑐 (𝑠𝑖)

𝑃
|𝑠𝑖 |

+

𝑐(𝑠𝑖+1) − 𝑐(𝑠𝑖) − Δ𝑐 (𝑠𝑖)

𝑃𝑅−1
(14)

and consequently:

𝜏(𝑠1, . . . , 𝑠𝑘) ≥

(
𝑘−1∑

𝑖=1

Δ𝑐 (𝑠𝑖)

𝑃
|𝑠𝑖 |

)
+

𝑐(𝑠𝑘) − 𝑐(𝑠1) −
∑𝑘−1

𝑖=1 Δ𝑐 (𝑠𝑖)

𝑃𝑅−1
(15)

Inequality (15) gives us a more robust lower bound than the simple one presented in (8).

Evaluating the Lower Bound Δ𝑐 (𝑠1). From (6), we see that with each state 𝑆, the
optimal number of vehicles 𝑛 is equal to

∑
𝑖, 𝑗∈𝑆 (𝑒𝑖 𝑗 + 𝑓𝑖 𝑗 ). Following 𝑜𝑏 𝑗2, when we

open a new station, the acquisition cost includes the cost of station setup and the new
vehicle acquisition cost. We assume that the difference in acquisition cost between two
consecutive states depends on the values 𝑓𝑖 𝑗 , 𝑒𝑖 𝑗 of the new station 𝑖. With this assump-
tion, the minimum acquisition cost of opening station 𝑖 from a given state 𝑆 (𝑖 ∉ 𝑆) to
obtain maximum profit is determined by Δ𝑐 (𝑆, 𝑖). In other words, Δ𝑐 (𝑆, 𝑖) presents the
lower difference in acquisition cost between two consecutive states in which the next
state is reached by opening station 𝑖 from the state 𝑆.

Δ𝑐 (𝑆, 𝑖) =
∑

𝑗∈𝑆

(𝑒𝑖 𝑗 + 𝑒 𝑗𝑖 + 𝑓𝑖 𝑗 + 𝑓 𝑗𝑖)𝑐
𝑝
+ 𝑐𝑖𝑏 ∀𝑖 ∉ 𝑆 (16)

Then, 𝑐(𝑠𝑖+1) − 𝑐(𝑠𝑖) ≥ min𝑜∉𝑠𝑖 Δ𝑐 (𝑠𝑖 , 𝑜) ∀𝑖 = 1, 2, . . . , 𝑘 − 1.



A* Search Algorithm for an Optimal Investment Problem in Vehicle-Sharing Systems 169

Next, we show how to obtain the lower bound Δ𝑐 (𝑠𝑖 , 𝑜) using Eq. (16). Assuming
𝑇 ⊂ R be the state with any 𝑡 stations not in 𝑆, 𝑡 < 𝑅 − |𝑆 |, 𝑆 ∩ 𝑇 = ∅. Let 𝑜 ∉ 𝑆 ∪ 𝑇 ,
and we evaluate Δ𝐶 (𝑆, 𝑡, 𝑖) - the minimum acquisition cost difference when building a
new station 𝑖 starts from state 𝑆 ∪ 𝑇 with any state 𝑇 such that |𝑇 | = 𝑡.

Underestimate Acquisition Cost. We rewrite Δ𝐶 (𝑆, 𝑡, 𝑖) using equation (16) as fol-
lows:

Δ𝐶 (𝑆, 𝑡, 𝑖) = min
𝑇⊂R, |𝑇 |=𝑡

∑

𝑗∈𝑆∪𝑇

(𝑒𝑖 𝑗 + 𝑒 𝑗𝑖 + 𝑓𝑖 𝑗 + 𝑓 𝑗𝑖)𝑐
𝑝
+ 𝑐𝑏𝑖 (17)

and since 𝑒𝑖 𝑗 , 𝑒 𝑗𝑖 and 𝑐𝑝 are non-negative, we have

Δ𝐶 (𝑆, 𝑡, 𝑖) ≥ min
𝑇⊂R, |𝑇 |=𝑡

∑

𝑗∈𝑆∪𝑇

( 𝑓𝑖 𝑗 + 𝑓 𝑗𝑖)𝑐
𝑝
+ 𝑐𝑏𝑖 (18)

Since 𝑐𝑏𝑖 +

∑
𝑗∈𝑆 ( 𝑓𝑖 𝑗 + 𝑓 𝑗𝑖)𝑐

𝑝 is a constant, we will develop a lower bound for the sum∑
𝑗∈𝑇 ( 𝑓𝑖 𝑗 + 𝑓 𝑗𝑖)𝑐

𝑝 . Apparently,
∑

𝑗∈𝑇 ( 𝑓𝑖 𝑗 + 𝑓 𝑗𝑖)𝑐
𝑝 cannot be smaller than the sum of

|𝑇 | smallest values of ( 𝑓𝑖 𝑗 + 𝑓 𝑗𝑖)𝑐
𝑝 where 𝑗 ∉ 𝑆 ∪ {𝑖}. Therefore, we developed the

Algorithm 1 to evaluate a lower bound of Δ𝐶 (𝑆, 𝑡, 𝑖).

Algorithm 1. Lower bound evaluation of acquisition cost
Require: 𝑆, 𝑖, 𝑡
Ensure: A lower bound of Δ𝐶 (𝑆, 𝑡, 𝑖)
1: Let 𝛼 ← 𝑐𝑏𝑖 +

∑
𝑗∈𝑆 ( 𝑓𝑖 𝑗 + 𝑓 𝑗𝑖)𝑐

𝑝

2: Sort ( 𝑓𝑖 𝑗 + 𝑓 𝑗𝑖) 𝑗∈R\(𝑆∪{𝑖 }) increasingly.
3: Let ( 𝑓𝑖 𝑗1 + 𝑓 𝑗1𝑖) ≤ ( 𝑓𝑖 𝑗2 + 𝑓 𝑗2𝑖) ≤ ... ≤ ( 𝑓𝑖 𝑗𝑘 + 𝑓 𝑗𝑘 𝑖) ≤ ... be the array after sorting.
4: Let 𝛽 ←

∑𝑡
𝑘=1 ( 𝑓𝑖 𝑗𝑘 + 𝑓 𝑗𝑘 𝑖)𝑐

𝑝

5: Return 𝛼 + 𝛽

Using Algorithm 1, we have that

Δ𝑐 (𝑠𝑖 , 𝑜) ≥ Δ𝐶 (𝑠1, 𝑖 − 1, 𝑜) ≥ 𝑐𝑏𝑜 +
∑

𝑗∈𝑠1

( 𝑓𝑜 𝑗 + 𝑓 𝑗𝑜)𝑐
𝑝
+

𝑖−1∑

𝑘=1
( 𝑓𝑜 𝑗𝑘 + 𝑓 𝑗𝑘𝑜)𝑐

𝑝 (19)

and consequently,

𝑐(𝑠𝑖+1) − 𝑐(𝑠𝑖) ≥ min
𝑜∉𝑠𝑖

Δ𝑐 (𝑠𝑖 , 𝑜) (20)

≥ min
𝑜∉𝑠𝑖

(
𝑐𝑏𝑜 +

∑

𝑗∈𝑠1

( 𝑓𝑜 𝑗 + 𝑓 𝑗𝑜)𝑐
𝑝
+

𝑖−1∑

𝑘=1
( 𝑓𝑜 𝑗𝑘 + 𝑓 𝑗𝑘𝑜)𝑐

𝑝

)
(21)

Use Δ𝑐 (𝑠𝑖) = min𝑜∉𝑠𝑖
(
𝑐𝑏𝑜 +

∑
𝑗∈𝑠1 ( 𝑓𝑜 𝑗 + 𝑓 𝑗𝑜)𝑐

𝑝
+

∑𝑖−1
𝑘=1 ( 𝑓𝑜 𝑗𝑘 + 𝑓 𝑗𝑘𝑜)𝑐

𝑝
)
in inequality

(15), we obtain a lower bound heuristic for A*, called 𝑒ℎ2, which is stronger than the
simple one 𝑒ℎ1. However, we need to solve it online.

We obtain a weaker lower bound version of 𝑒ℎ2 by fixing 𝑠1, e.g., to the initial state
𝑠0. Still, this strategy may reduce the total running time since the value of Δ𝑐 (𝑠𝑖) needs
to be calculated only once, while with 𝑒ℎ2, we will calculate Δ𝑐 (𝑠𝑖) for each extracted
state 𝑠 = 𝑠1 from the queue. Let 𝑒ℎ3 be this lower bound heuristic.
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5 Numerical Experiments

In this section, we present the numerical design and then report the experiment results
of exact and heuristic algorithms to find an optimal schedule investment. The algorithm
and formulations were written in C++, and the MILP models were solved by CPLEX
22.1.1. The experiments were run on an AMD Ryzen 3 3100 machine with a 4-core
processor, 3.59GHz, and 16GB of RAM on a 64-bit Windows system.

5.1 Numerical Design

We conducted experiments on randomly generated datasets, following a similar app-
roach as Martin et al. [7]. To model the real-world transportation network structure,
our datasets vary in size (𝑅 ∈ {7, 9, 16, 19, 25} and geographic distributions of sta-
tion locations, including circular (C), hexagonal (H), and quadratic (Q) layouts. The
methodology for generating data and configuring model parameters is elucidated in the
online Appendix [9].

The investment starts with a set of initially open stations. We assume that initially,
there is a budget of 𝐵 = 10000, optimally utilized to construct the initial stations to
maximize the initial profit. With smaller instances (less than 10 stations), we use a
dynamic budget of 500 × 𝑅 to avoid opening too many stations in the initial state. We
simulate this process through a formulation which is an extended version of (1)–(7)
with additional budget constraints, detailed in online Appendix [9]. With this budget,
the initial state has 5 − 7 open stations for larger instances and 2–3 for instances with
fewer than 10 stations. Then, the A* algorithm will find an optimal investment plan
starting from the initial state with a certain number of already opened stations obtained
from the formulations.

5.2 Results

In the following, we assess the following two points:

1. We compare the performance of the exact A* heuristics and Dijkstra algorithm
based on the execution time, the number of states explored, and the number of states
remaining in the priority queue.

2. We compare the performance of approximate A* heuristics in terms of optimal gap
and execution time.

Table 1 analyzes the performance of the exact A * algorithms and the Dijkstra algorithm
by reporting their running time in seconds (column Time (s)), the number of nodes
extracted by the A* algorithm (column Exp.), and the number of nodes still in the
queue (column Rem.) with the optimal value (column Opt.) obtained from all exact
algorithms.

The experiments show that datasets with imbalanced arrival rates take longer to
open stations due to decreased profit margins. The strongest lower bound heuris-
tic, 𝑒ℎ2, has the shortest running time, number of expanded nodes, and number of
remaining nodes among all exact methods, detailed in Table 1. Using the A* algorithm
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Table 1. Results of exact A* heuristic and Dijkstra algorithms

Instance Opt. Dijkstra A* + 𝑒ℎ1 A* + 𝑒ℎ2 A* + 𝑒ℎ3
Time (s) Exp. Rem. Time (s) Exp. Rem. Time (s) Exp. Rem. Time (s)

C-7-BAL 1563.19 <1 17 144 <1 12 10 <1 12 12 <1

H-7-BAL 1524.71 <1 17 13 <1 11 9 <1 12 12 <1

Q-9-BAL 435.53 <1 33 31 <1 14 25 <1 20 25 <1

Q-16-BAL 420.87 1 392 173 1 227 236 1 243 231 1

Q-16-IMB 723.69 1 340 176 1 150 208 1 170 195 1

C-19-BAL 1054.83 14 2733 2060 12 1453 2234 9 1603 2156 9

C-19-IMB 1681.48 14 2292 1473 11 902 1421 7 1103 1378 7

H-19-BAL 1028.32 13 2303 1710 11 903 1568 7 1149 1656 8

H-19-IMB 1833.02 14 1812 1720 10 592 1299 5 888 1385 6

Q-25-BAL 711.31 1313 140878 119407 1032 35068 84174 452 44551 90771 508

Q-25-IMB 1185.37 1311 124532 105743 978 18440 55015 328 24975 61453 372

with 𝑒ℎ2 significantly reduces computation time and vertice exploration compared to
underestimating the optimal path’s shortest time 𝑒ℎ1. The exact heuristic 𝑒ℎ3 also pro-
vides computational stability without online updates.

We observe that the number of visited vertices and execution time increases expo-
nentially with the number of stations. To find a suitable investment schedule, the
researchers experimented with various heuristic approximation approaches in the A*
search algorithm. Results in Table 2 showed that larger values of 𝛾 resulted in better
objective values and longer running time. Although these approaches achieve excellent
time efficiency and small gaps, they are highly dependent on data and can become less
effective when parameter ranges are modified.

Finally, we report the performance of weighted A* variants in Table 3, which mul-
tiply the values of 𝑒ℎ2 and 𝑒ℎ3 by 1.05 or 1.1. The best solutions ensure a gap between
optimal and best solutions of at most 5% or 10%. Although slower than the ones men-
tioned in Table 2, it ensures an optimal gap that the approximate heuristics cannot. The
results show that the optimal gap obtained by these approximation algorithms is very
small, highlighting the effectiveness of both heuristics.

Table 2. Non-bounded approximation algorithms with simple heuristics.

Instance Opt. A* + 𝑎ℎ1 A* + 𝑎ℎ2 (𝛾 = 0.3) A* + 𝑎ℎ2 (𝛾 = 0.5) A* + 𝑎ℎ2 (𝛾 = 0.7)
Gap (%) Time (s) Gap (%) Time (s) Gap (%) Time (s) Gap (%) Time (s)

C-7-BAL 1563.19 9.01 <1 4.34 <1 0.00 <1 0.00 <1

H-7-BAL 1524.71 8.85 <1 4.37 <1 4.37 <1 0.00 <1

Q-9-BAL 435.53 4.63 <1 1.29 <1 1.29 <1 0.00 <1

Q-16-BAL 420.87 7.18 <1 3.86 <1 1.78 <1 0.00 1

Q-16-IMB 723.69 6.00 <1 3.82 <1 1.47 <1 0.00 1

C-19-BAL 1054.83 12.76 <1 7.78 <1 0.94 <1 0.00 3

C-19-IMB 1681.48 17.25 <1 9.62 <1 0.33 <1 0.00 3

H-19-BAL 1028.32 6.40 1 2.11 <1 1.20 <1 0.00 2

H-19-IMB 1833.02 11.98 <1 9.19 <1 4.48 <1 0.00 1

Q-25-BAL 711.31 15.10 1 10.08 1 6.84 1 0.53 39

Q-25-IMB 1185.37 11.87 1 7.28 1 3.39 1 1.26 15
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Table 3. Bounded approximation algorithms based on stronger lower-bound heuristic

Instance Opt. A* + 1.1 ∗ 𝑒ℎ2 A* + 1.1 ∗ 𝑒ℎ3 A* + 1.05 ∗ 𝑒ℎ2 A* + 1.05 ∗ 𝑒ℎ3
Gap (%) Time (s) Gap (%) Time (s) Gap (%) Time (s) Gap (%) Time (s)

C-7-BAL 1563.19 0.00 <1 0.00 <1 0.00 <1 0.00 <1

H-7-BAL 1524.71 0.00 <1 0.00 <1 0.00 <1 0.00 <1

Q-9-BAL 435.53 0.67 <1 0.67 <1 0.00 <1 0.00 <1

Q-16-BAL 420.87 0.17 1 0.13 1 0.13 1 0.13 1

Q-16-IMB 723.69 0.73 1 0.00 1 0.00 1 0.00 1

C-19-BAL 1054.83 0.40 6 0.09 6 0.09 7 0.09 8

C-19-IMB 1681.48 0.10 4 0.04 5 0.04 5 0.04 6

H-19-BAL 1028.32 0.24 3 0.07 4 0.07 5 0.01 6

H-19-IMB 1833.02 0.27 4 0.07 4 0.14 4 0.00 5

Q-25-BAL 711.31 0.26 194 0.08 241 0.04 306 0.03 370

Q-25-IMB 1185.37 0.43 117 0.09 135 0.10 181 0.00 241

To conclude the section, we observe that for those benchmark instances, exact meth-
ods can provide optimal solutions in a reasonable amount of time for those benchmark
instances. The proposed lower bound heuristic 𝑒ℎ2 beats simple heuristic 𝑒ℎ1 and the
Dijkstra algorithm. The simple approximate A* heuristic can give quite good results
with a small computation time, while the weighted A* heuristic based on the best lower
bound heuristic can reduce the computation time and maintain a small optimal gap.

6 Conclusion

We have studied an investment problem that arises in the context of autonomous mobil-
ity on demand systems. Given some already open stations, the question is to determine
the optimal sequence of opening the remaining stations to minimize the total opening
time. We modeled this investment problem as a Semi-Markov Decision Process and
viewed this problem as a variant of the TSP problem, where the cost between two ver-
tices 𝑠 and 𝑡 depends on the set of already visited vertices belonging to the path from
the source vertex to vertex 𝑠. This special cost function makes the problem impossible
to model and solve with current mixed-integer solver technology. We then developed
and solved this new variant using the A* algorithm. The experiment results show that
the A* algorithm can reduce by half the running time of the Dijkstra algorithm and a
simple, exact A* algorithm. Regarding the approximate A* search, the result shows that
we can obtain reasonable solutions with a small computation effort.

It is still a challenging task to solve larger problems. Therefore, we are develop-
ing and testing more robust lower-bound heuristics for exact A* search. Also, we are
testing new approximate heuristics for A* search that take ideas from the lower bound
heuristics. The initial results show that we can solve larger instances in a shorter time
using both methods. Also, the approximate A* heuristic gives similar results to those
returned by the exact A* heuristic in many problem instances.
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Abstract. Cost factors are frequently essential in many real-world
applications. Many previous studies in machine learning included costs,
particularly when creating decision tree models. This research also takes
into account a cost-sensitive decision tree construction problem, with
the premise that test costs must be spent in order to get the values of
the decision attribute and that a record must be categorized without
surpassing the expenditure cost threshold. Furthermore, our problem
handles records with multiple condition attributes. A mathematical pro-
gramming heuristic based on Variable Neighborhood Descent (VND) is
introduced to compare to the existing approach in the literature. The
experimental results show that our approach not only satisfactorily han-
dles small and medium datasets with multiple condition attributes under
different cost constraints but also outperforms the existing method.

Keywords: Classification decision tree · Cost-sensitive learning ·
Multiple condition attributes · Variable Neighborhood Descent (VND)

1 Introduction

Decision trees have been one of the most widely used algorithms for interpretable
machine learning since its inception some decades ago. They are frequently
used in a variety of practical applications ranging from revenue management
to medicine to bioinformatics. The vast majority of decision tree approaches are
designed to categorize data using a single condition feature. In real-world appli-
cations, however, we must define multiple condition attributes per record. For
example, the doctor must identify as many distinct ailments as possible based
on blood test findings and patient symptoms. A bank must not only examine
a customer’s credit rating but also predict his or her likelihood of seeking a
loan in the near future. In both circumstances, the values of multiple condition
attributes must be predicted based on a given set of decision attributes.

In actuality, the problem of multiple condition attributes may be individually
solved by making a decision tree for each condition attribute. These decision
trees contain certain common decision attributes, which are unfortunate since
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they can violate a total budgetary restriction. Choosing how much of the budget
to spend on each decision tree might be challenging. Even if it were possible, the
cost limits would also make it difficult to identify the best classification method
because the decision trees would have to be small to stay within the budget.

These difficulties motivate us to develop a MILP model to explore the optimal
cost-constrained decision trees to classify multiple condition attributes in our
previous study [11]. Although the proposed MILP model can create the optimal
tree for small datasets, the performance of the mathematical formulation can be
improved by several extensions in this study.

The remainder of this paper is organized as follows. We first review some
related works in Sect. 2. In Sect. 3, we formalize the problem and introduce the
proposed MILP formulation in [11] with several improvements. The matheuris-
tic framework is implemented in Sect. 4. The data preprocessing and the per-
formance evaluation are presented in Sect. 5. Our conclusion and suggestion for
future works are discussed in Sect. 6.

2 Literature

Many algorithms have been introduced for conducting decision trees. In most
of these methods, the purpose is to maximize classification accuracy without
consideration of cost, such as well-known greedy algorithms: ID3, C4.5, CART,
exact methods: OCT [2], DL8.5 [1], ... Since the early 1990s, various decision tree-
based cost-sensitive machine learning models have been addressed in [9,10,14].
In recent years, the construction of cost-sensitive decision trees have been an
interesting topic for researchers, see [4,6,7,12,16].

In literature, [3] is the first consideration of a cost-constrained decision tree
with multiple condition attributes and is most related to our study. In this
research, four different methods are implemented to evaluate the performance of
the decision tree with multiple condition attributes. The first method is sequen-
tially building a decision tree for each condition attribute by C4.5 without a
cost constraint. The second one is sequentially building a decision tree for each
condition attribute by C4.5 with the budget equally allocated among all condi-
tion attributes. The third one is the same as the second but with the difference
that the condition attributes which have been predicted can be incorporated
as decision attributes with test cost 0. The final is a greedy algorithm based
on multi-dimensional information gain to build a cost-constrained decision tree
with multiple condition attributes.

Although the final approach in [3] successfully creates the cost-constrained
decision tree with multiple condition attributes and outperforms other algo-
rithms, there is still no exact method to solve this problem. With the incredible
increase in the computational power of MILP solvers, in our previous study [11],
we formulate the problem as a mathematical optimization model which not only
allows flexibility in modeling different learning objectives and additional con-
straints but also can provide such optimality guarantees. Because it is difficult
to efficiently consider multi-dimensional attributes in mathematical formulation,
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that study focuses on the exact method for the induction of the binary decision
tree with multiple condition attributes under the effect of the cost factors. In
this research, the formulation in [11] is extended to consider group cost of deci-
sion attributes provided in [14]. Additionally, another mathematical formulation
followed by a matheuristic algorithm is introduced to speed up the solution
exploration.

3 Problem Statement and Existing Formulation

In this section, we reintroduce the problem proposed in [11] and its mathematical
formulation. Afterward, we implement some modifications in the formulation in
order to create a new model used together with a heuristic framework to find
solutions to the original formulation.

The problem in [11] considers a full binary tree decision tree with a given
depth H. Assume that N and L are a set of internal nodes and a set of leaves in
the tree. Let D and C be the set of decision attributes and condition attributes,
respectively. Denote that d is the index of the decision attribute in D and c is
the index of the condition attribute in C. Let Dd

k and Cc
j respectively be kth

thresholds in each decision attribute Dd and jth label in each condition attribute
Cc. In [11], the author also introduces parameter φi

Dd
k

as checkpoint related to

threshold Dd
k. All labels of datapoint i ∈ I are presented by the parameter ψi

Cc
j
.

If the set of i’s condition attributes contains condition attribute Cc
j , the value

of ψi
Cc

j
is set to Cc

j , otherwise ψi
Cc

j
= null.

Binary variables xnDd
k

and ynCc
j

define the allocation of threshold k of decision
attribute Dd and label j of condition attribute Cc to node n. The decision
attributes must be assigned to the internal node, thus, for each n ∈ N , xnDd

k

equals 1 if the threshold k ∈ Dd is branched at n, otherwise xnDd
k

equals to 0.
The condition attributes must be assigned to the leaves of the tree and also can
be allocated in the internal node. Therefore, for each n ∈ N ∪ L, ynCc

j
is set to

1 if label j ∈ Cc is assigned, 0 otherwise. In addition, let Pl be the path from
the root to leaf l ∈ L and two sets of binary variables, zi

l and ci
l, the ability that

data i can traverse on the path Pl and can be correctly classified by path Pl

or not. We have the objective function (1), which is to maximize the number of
correctly classified datapoints, as follow:

max
∑

l∈L

∑

i∈I

ci
l (1)

In [11], the process of creating the tree must satisfy constraints formulated
as follows: ∑

d∈D

∑

k∈Dd

xnDd
k

≤ 1 ∀n ∈ N (2)

∑

j∈Cc

ynCc
j

≤ 1 ∀n ∈ N ∪ L, c ∈ C (3)



Cost-Constrained Decision Trees with Multiple Condition Attributes 177

∑

c∈C

∑

j∈Cc

ynCc
j
+

∑

d∈D

∑

k∈Dd

xnDd
k

≤ ‖C‖ ∀n ∈ N ∪ L (4)

∑

n∈Pl

∑

j∈Cc

ynCc
j
= 1 ∀l ∈ L, c ∈ C (5)

∀n ∈ N ∪ L:
∑

d∈D

∑

k∈Dd

xpr(n)Dd
k

≤
∑

d∈D

∑

k∈Dd

xnDd
k
+

∑

c∈C

∑

j∈Cc

ynCc
j

(6)

where: pr(n) is the parent node of node n.

‖C‖
∑

d∈D

∑

k∈Dd

xpr(n)Dd
k

≥
∑

d∈D

∑

k∈Dd

xnDd
k
+

∑

c∈C

∑

j∈Cc

ynCc
j

(7)

∑

n∈Pl

xnDd
k

≤ 1 ∀d ∈ D, k ∈ Dd (8)

∑

n∈Pl

ynCc
j

≤ 1 ∀c ∈ C, j ∈ Cc (9)

∀l ∈ L, n ∈ Pl:
∑

d∈D

∑

k∈Dd

xnDd
k
+

∑

c∈C

∑

j∈Cc

ynCc
j

≤ ‖C‖(‖C‖ −
∑

n′∈Ppr(n)

∑

c∈C

∑

j∈Cc

yn′Cc
j
) (10)

where: Pn is the path from the root to node n.
∑

l∈L

zi
l ≥ 1 ∀i ∈ I (11)

∑

l∈L

ci
l ≤ 1 ∀i ∈ I (12)

zi
l ≥ ci

l ∀i ∈ I, l ∈ L (13)

∀l ∈ L, i ∈ I:
∑

n∈Pl

∑

d∈D

∑

k∈Dd

|φi
Dd

k
− ωnPl

|xnDd
k

≤ (H − 1)(1 − zi
l ) (14)

∀l ∈ L, i ∈ I:
∑

n∈Pl

∑

c∈C

∑

j∈Cc:ψi
Cc
j
=Cc

j

ynCc
j

≥ ‖C‖ci
l (15)

∑

d∈D

∑

k∈Dd

xnDd
k
+ ci

ll ≥ ci
rl ∀ll ∈ L (16)
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where: ll, rl ∈ L and ll is left sibling of rl.
In [14], the author introduces several cost-constrained datasets wherein the

features are divided into groups based on their characteristics. In each group,
the first feature used in the classifier consumes the highest cost, and then other
features consume a lower cost. For example, in a group of blood tests, the first
test must contain an extra cost of $2.10 for collecting blood and the remaining
tests consume a nominal cost of $1.00. In a different way, we can understand
that all tests in that group share the common cost of $2.10, and this cost is paid
when at least one test is taken. In this research, we replace the cost constraint
in [11] by constraints (17) and (18) in order to adapt the benchmark instance
provided by [14].

Constraints (17) present the budget limit in the case of using the group cost.
∑

g∈G

ηge
g
l +

∑

n∈Pl

∑

d∈D

∑

k∈Dd

δDdxnDd
k

≤ B ∀l ∈ L (17)

where: ηg is the common cost of the group g in the set of groups G, and binary
variable eg

l = 1 if at least one decision d ∈ g is assigned to path Pl, otherwise
eg
l = 0. The definition of variables eg

l is presented as follows:

Heg
l ≥

∑

n∈Pl

∑

d∈g

∑

k∈Dd

xnDd
k

≥ eg
l ∀g ∈ G, l ∈ L (18)

4 The Matheuristic Approach

Since optimizing the complete model (F) may be too expensive, we propose a
mathematical programming heuristic based on VND (see [5,8,15]) to speed up
the exploration of solutions. The concept behind VND is a local search tech-
nique that involves systematically changing neighborhood structures in order
to explore the solution space. The overall method operates as follows: a MILP
formulation is implemented to create an initial solution x̂ in which only decision
attributes are considered. After that, the solution x̂ is used in the VND local
search, where a part of x̂ are fixed and the remaining part and other variables,
including y, z, c and e, are optimized by the model (F) presented previously.

4.1 The MILP Formulation for Assigning Decision Attributes

Aforementioned in the previous sections, the multiple-condition-attribute deci-
sion tree creation can be presented by a series of discrete decisions: which inter-
nal node to assign a decision attribute, which threshold to split on; and discrete
outcomes: which inner node or leaf a condition attribute should be assigned to,
which label to choose, whether a datapoint is correctly classified. Among those
questions, the decision attribute assignment plays an essential role because the
decision attributes determine the path and the leaf node a datapoint falls into.
Thus, a constructive formulation is introduced to generate a set of initial trees,
including only decision attributes, with the given depth H. This formulation
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aims to create as many different trees as possible besides satisfying the cost
constraints and temporarily ignoring condition attributes and datapoints.

Let tDd ∈ [0, 1] be the variable presenting the appearance of the decision
attribute Dd in the decision tree. A decision attribute is used for constructing
the decision tree when the value of the variable tDd is greater than 0. The
constraints defining those variables are established as follows:

∑

n∈N

∑

k∈Dd

xnDd
k

≥ tDd ∀d ∈ D (19)

∑

n∈N

∑

k∈Dd

xnDd
k

≤ β‖N‖ ∀d ∈ D (20)

Constraints (19) ensure that the value of tDd equals to 0 if and only if there
is no threshold of decision attribute Dd assigned to any node n. Otherwise, the
value of tDd is freely decided by the formulation. Constraints (20) restrict the
maximum number of thresholds of decision attributes assigned to the tree. We
introduce the parameter β used to create the diversity of solutions. For the same
dataset, the value of β is randomly generated in [0.5, 1] to create an “elite” set
of different solutions.

Let sub(nl) and sub(nr) be the subtrees wherein n’s left child and n’s right
child are their roots, respectively. We observe that if n contains a threshold
Dd

k, every internal node in the sub(nl) should not be assigned a threshold Dd
k′ :

Dd
k′ � Dd

k because the datapoints traversing the left branch of n obviously
satisfy the threshold φi

Dd
k′

. Similarly, the sub(nr) should not contain the threshold

Dd
k′ : Dd

k′ � Dd
k.

Denote that ‖sub(nl)‖ and ‖sub(nr)‖ are the number of internal nodes in the
subtree sub(nl) and sub(nr). These constraints are formulated as follows:

∀n ∈ N, d ∈ D; k ∈ Dd :

‖sub(nl)‖(1 −
∑

d∈D

∑

k∈Dd

xnDd
k
) ≥

∑

n′∈sub(nl)

∑

d∈D

∑

k′∈Dd:Dd
k′�Dd

k

xn′Dd
k′ (21)

‖sub(nr)‖(1 −
∑

d∈D

∑

k∈Dd

xnDd
k
) ≥

∑

n′∈sub(nr)

∑

d∈D

∑

k′∈Dd:Dd
k′�Dd

k

xn′Dd
k′ (22)

The MILP model for the decision attribute assignment is presented as follows:
(Fx):
Objective function:

max γ
∑

n∈N

∑

d∈D

∑

k∈Dd

xnDd
k
+ (1 − γ)

∑

d∈D

tDd (23)

s.t.
(2), (17), (18), (19)–(22)

∑

d∈D

∑

k∈Dd

xpr(n)Dd
k

≥
∑

d∈D

∑

k∈Dd

xnDd
k

(24)
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The objective function is to maximize the total number of thresholds Dd
k and

decision attributes Dd used in the decision tree. The complexity parameter γ is
randomly generated in [0.1, 0.9] to increase the diversity of the “elite” set. The
new constraints (24), which replace constraints (6) and (7) in the formulation
(F), guarantee that an “empty” node does not have children. Thus, the output
tree T ′ of the formulation (Fx) can be used later as a part of the solution of the
formulation (F), wherein the constraints (6) and (7) are mandatory, to construct
a complete multiple-condition-attribute decision tree T .

From the “elite” set, the best candidate x̂ is selected to search for the near-
optimal solution in the matheuristic approach. The process archiving x̂ is pre-
sented in the Algorithm 1. While the function solve_decisions() is used to
generate the solution xi of the formulation (Fx) related to each pair of (β, γ),
the function solve_fixed_decisions() finds the optimal solution of the formu-
lation (F) with the given xi. The function calculate_accuracy() estimates the
accuracy of the decision tree (number of correctly classified datapoints) obtained
by each pair (xi, yi) on the test set. Then this result is compared to 0 to deter-
mine whether the decision tree is overfitting on the training set or not. Thus,
the solution of solve_fixed_decisions() is acceptable for the further step.

Algorithm 1. Assigning Decision Attributes
Input: I, C, D, H, N, L
Output: x̂
maxObj ← 0; acc ← 0; β ← 0.5; γ ← 0.1; i ← 0
while β ≤ 1 do

while γ ≤ 0.9 do
x̄i ← solve_decisions(Fx, β, γ)
xi ← x̄i

(Oi, xi, yi) ← solve_fixed_decisions(F , xi)
acc ← calculate_accuracy(xi, yi)
if maxObj < Oi and acc > 0 then

maxObj ← Oi; x̂ ← xi

end
γ ← γ + 0.1; i ← i + 1

end
β ← β + 0.1

end
return x̂

4.2 The MILP-Based Algorithm: VND

The basic idea of the VND algorithm is the steepest descent consisting of choos-
ing an initial solution x̂, finding a direction of the steepest descent from x̂, within
a neighborhood N (x̂), and moving to the minimum (maximum) of the objective
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function within N (x̂) along that direction. If there is no direction of descent,
the heuristic stops and otherwise it is iterated. In our study, VND local search
is constructed by solving the formulation (F) from a solution wherein a part is
fixed and the remaining part is “warm-started” from the current best solution.

The matheuristic contains the following parameters: h indicates the time
limit for running the algorithm, l limits the runtime of each local search (time
for solving the formulation (F)). Algorithm 2 shows the pseudo-code for our
approach.

Algorithm 2. VND Algorithm
Input: I, C, D, H, N, L, x̂, N , h, l
Output: (O, x, y)
st ← time()
N ← shuffle(); k ← 1; ft ← time(); et ← ft − st
while (k ≤ ‖N‖ and et ≤ h) do

x∗ ← create_neighbor(x̂, Nk)
(O, x) ← solve(F , x∗, l)
if maxObj < O then

maxObj ← O; x̂ ← x; k ← 1
N ← shuffle(N )

else
k ← k + 1

end
ft ← time()
et ← ft − st

end
return x̂

Several neighborhoods have been designed to be employed in that fix-and-
optimize strategy. Each neighborhood defines a set of subproblems wherein some
variables x are fixed and the remaining will be optimized by the formulation (F).
A VND algorithm is implemented to explore these neighborhoods in random
order. In Algorithm 2, the function create_neighbor(x̂,Nk) fixes some variables
of the solution x̂ and optimizes the others. Let Nk be the kth subset in the
set of all neighborhoods N . The set Nk is constructed by one of the following
techniques:

– Set of neighborhoods N1: assigns decision attributes to the inner nodes at
two consecutive levels of the tree.

– Set of neighborhoods N2: considers all inner nodes at the same level of the
tree except the level of the root node.

– Set of neighborhoods N3: assigns decision attributes to the inner nodes of a
sub-tree (the root node is not considered).

– Set of neighborhoods N4: considers an inner nodes and its children. The inner
nodes at the two lowest levels are not chosen because these nodes do not have
inner-node children or are considered in Neighborhood N3.
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– Set of neighborhoods N5: assigns decision attributes to all inner nodes in a
path from the root to a leaf.

– Set of neighborhoods N6: considers several inner nodes which are randomly
chosen. The maximum number of considered nodes is ‖N‖/4.

The list N contains all neighborhoods mentioned above. The algorithm shuf-
fles this list so that there is no priority for searching first in one neighborhood
relative to another. This strategy is inspired by [15] and [13], where several
neighborhood orders are tested in a VND algorithm and the randomized order
provides better solutions. When the incumbent solution is updated, the list is
reshuffled and the algorithm starts exploring it from the beginning.

5 Numerical Experiments

In [3], the experiment shows that when the number of condition attributes
increases, the predicted accuracies decrease. In our study, we focus on building
the binary decision tree, therefore, the accuracies can significantly decrease com-
pared to the method in [3] because the assignment of the condition attributes
is limited. Although the MILP formulation and the VND algorithm can han-
dle multiple-condition-attribute datasets, we restrict our experiment to the case
of building the two-condition-attribute binary decision tree to ensure that the
accuracies of the decision trees are considerable.

The models are written in C++ and sent to the optimization solver CPLEX,
which runs on an AMD Ryzen machine with 24GB of RAM. Each dataset is
divided into 5 pairs of training and test sets at random, with a ratio of 75%
and 25%. The complete formulation (F) is solved in 3600 s on a single core of
memory for each training set. The total runtime limit of the VND algorithm is
also set to 3600 s and the maximum runtime of the function solve(F , x∗, l) is
180 s (l = 180). We use 6 datasets provided by [11] to compare the performances
of the original MILP formulation and the matheuristic. Besides that dataset, we
also examine our model on the BUPA liver disorders, heart disease and Pima
Indians diabetes dataset (presented in Table 1) where the cost and the budget
are given in [14]. Additionally, the features in [14] are divided into groups, thus,
we assume that our randomly generated costs are in the same group. In Table 1,
the first column presents the names of 3 UCI datasets in [14]. The second column
contains the number of datapoints in each dataset. We use the same technique
introduced in [11] to create the set of thresholds of decision attributes and the
second condition attribute for these datasets. The number of thresholds of each
decision attribute used in the experiment is shown in the third column. The
fourth column presents the number of each label. The fifth column includes the
costs of decision attributes and the groups containing decision attributes are
shown in the brackets.

Our approaches are tested with the depth H = {2, 3, 4, 5}. The average value
of objective, runtime, and accuracy is calculated for each dataset after running
on different training sets five times and validating by test sets. The performances
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Table 1. Data presentation

dataset Description
‖I‖ ‖D‖ ‖C‖ δ

Dd B

‖Dd‖ ‖Cc‖
BUPA liver disorders 345 4 2 7.27(A), 7.27(A), 31.67

16, 24, 16, 14 2, 2 7.27(A), 9.86(A)

Pima Indians diabetes 768 7 2 1(B), 17.61(A), 45.39
7, 22, 15, 12, 2, 3 1(B), 1(B), 22.78(A)
16, 28, 15 1(B), 1(B)

heart disease 303 12 2 1(B), 1(B), 1(B), 1(B), 366.8
14, 1, 1, 10, 9, 4, 2 7.27(A), 5.2(A), 15.5(B)
1, 1, 14, 1, 9, 1, 3 102.9(C), 87.3(D), 87.3(D)

87.3(D), 100.9(B)

of the two approaches are evaluated based on the number of condition attributes,
the value of cost, and the budget B.

In Table 2, the column “O/‖N‖” presents the average ratio of correctly clas-
sified datapoints (O) to the number of datapoints in the training sets (N). The
column “Acc” contains the average accuracy of the MILP formulation and the
VND algorithm on the test sets. We should note that the accuracy and run-
time in the Table 2 are the average values of 5 runs for each dataset, thus, there
are some cases that the MILP runs faster than the VND but provides worse
accuracy because there exists a running time without optimal solution. In the
[11], the author argues that the accuracy archived can be low because of the
consideration of multiple condition attributes and cost. For example, the mean
out-of-sample accuracy of single condition attribute data sets car evaluation pro-
vided by 2 methods are greater than 77%, while the average accuracy in case of
multiple condition attributes are lower than 33%. The experiment shows that the
VND algorithm provides acceptable objective value and accuracy in the cases
of small datasets, such as acute-inflammations-1, acute-inflammations-2, BUPA
liver disorders, heart, Pima Indians diabetes, votes, and zoo. The result of single
condition attribute presented in Table 2b proves that our approach is flexible
for solving both single and multiple condition attributes. The VND can solve to
optimal more single-condition-attribute datasets and perform better objective
values and accuracies than the case of multiple condition attributes.

The experiment results also show that the VND algorithm is slightly bet-
ter than the MILP in both single-condition and multiple-condition datasets. In
Table 2a, the VND algorithm provides 21 better objective values (shown in bold)
compared to 3 values of the MILP formulation. The number of better accuracies
performed by the VND is 15 while the value of the MILP is 11. For the case of
single-condition datasets in Table 2b, the numbers of better objective values of
the VND and the MILP are 16 and 8, respectively, and the numbers of better
accuracies are 13 and 11.
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Table 2. The results of the MILP formulation and the VND

(a) Two condition attributes
MILP formulation VND algorithm

dataset H O/‖N‖ Acc Runtime O/‖N‖ Acc Runtime

car
evaluation

2 0.337 0.322 3600.070 0.342 0.306 2325.220
3 0.334 0.306 3600.150 0.346 0.290 3439.590
4 0.332 0.314 3600.370 0.351 0.280 3495.700
5 0.295 0.306 3600.800 0.362 0.238 3493.810

acute
inflammations

1

2 0.678 0.667 0.304 0.678 0.667 4.921
3 0.678 0.667 1.058 0.678 0.667 4.972
4 0.678 0.667 37.038 0.678 0.667 4.575
5 0.678 0.667 1173.350 0.678 0.667 187.034

acute
inflammations

2

2 0.756 0.733 0.289 0.756 0.733 2.116
3 0.756 0.733 0.859 0.756 0.733 1.822
4 0.756 0.733 7.887 0.756 0.733 140.083
5 0.756 0.733 41.384 0.756 0.733 271.432

heart disease

2 0.597 0.550 3600.050 0.604 0.561 2545.080
3 0.626 0.555 3600.090 0.645 0.566 3412.680
4 0.644 0.534 3600.200 0.710 0.574 3477.210
5 0.715 0.511 3600.460 0.741 0.532 3484.060

tic-tac-toe

2 0.343 0.322 3600.050 0.341 0.336 2110.320
3 0.356 0.335 3600.100 0.388 0.376 3163.120
4 0.361 0.330 3600.200 0.431 0.378 3522.040
5 0.375 0.339 3600.450 0.469 0.428 3540.650

votes

2 0.791 0.786 70.175 0.791 0.786 111.173
3 0.810 0.717 3600.050 0.810 0.734 431.925
4 0.828 0.724 3600.080 0.838 0.703 1120.940
5 0.833 0.710 3600.150 0.848 0.700 1346.500

zoo

2 0.629 0.546 1.940 0.629 0.546 7.618
3 0.779 0.585 381.934 0.763 0.577 36.374
4 0.819 0.592 3600.040 0.827 0.585 247.838
5 0.811 0.577 3600.070 0.797 0.569 333.623

BUPA liver
disorders

2 0.529 0.454 3600.050 0.531 0.470 1912.230
3 0.560 0.485 3600.120 0.560 0.467 3506.790
4 0.595 0.440 3600.280 0.610 0.458 3479.740
5 0.619 0.463 3600.590 0.643 0.472 3454.500

Pima Indians
diabetes

2 0.616 0.589 3600.130 0.622 0.588 2907.810
3 0.623 0.593 3600.310 0.653 0.607 3483.670
4 0.602 0.559 3600.770 0.650 0.595 3464.850
5 0.325 0.515 3601.680 0.681 0.580 3528.850

(b) Single condition attribute
MILP formulation VND algorithm

dataset H O/‖N‖ Acc Runtime O/‖N‖ Acc Runtime

car
evaluation

2 0.776 0.777 38.910 0.776 0.777 106.946
3 0.818 0.812 2320.370 0.815 0.813 240.933
4 0.824 0.822 3600.320 0.824 0.823 905.932
5 0.803 0.806 3600.710 0.797 0.781 1060.100

acute
inflammations

1

2 1.000 1.000 0.231 1.000 1.000 1.398
3 1.000 1.000 2.094 1.000 1.000 2.712
4 1.000 1.000 4.295 1.000 1.000 3.438
5 1.000 1.000 16.394 1.000 1.000 5.261

acute
inflammations

2

2 1.000 1.000 0.262 1.000 1.000 0.743
3 1.000 1.000 1.587 1.000 1.000 0.892
4 1.000 1.000 2.409 1.000 1.000 1.982
5 1.000 1.000 18.842 1.000 1.000 5.727

heart disease

2 0.802 0.729 3600.080 0.804 0.739 1146.610
3 0.812 0.761 3600.180 0.864 0.763 3330.120
4 0.869 0.784 3600.430 0.887 0.734 3489.750
5 0.841 0.739 3600.930 0.916 0.766 3506.950

tic-tac-toe

2 0.705 0.688 3600.050 0.707 0.680 1709.700
3 0.716 0.698 3600.110 0.766 0.735 3179.510
4 0.718 0.683 3600.240 0.819 0.810 3519.870
5 0.689 0.652 3600.590 0.816 0.772 3490.290

votes

2 0.972 0.962 5.948 0.972 0.962 9.742
3 0.986 0.917 966.861 0.980 0.952 27.080
4 0.991 0.941 2269.400 0.990 0.931 228.701
5 0.992 0.924 1980.860 0.991 0.910 301.834

zoo

2 0.827 0.731 0.253 0.827 0.723 0.882
3 0.957 0.754 34.666 0.939 0.746 6.521
4 0.997 0.731 421.990 0.995 0.731 45.379
5 0.987 0.754 2305.040 0.997 0.754 143.381

BUPA liver
disorders

2 0.666 0.611 3600.050 0.662 0.595 1962.190
3 0.698 0.591 3600.190 0.702 0.595 3395.770
4 0.734 0.591 3600.390 0.751 0.566 3497.220
5 0.701 0.595 3600.790 0.802 0.591 3474.720

Pima Indians
diabetes

2 0.772 0.721 3600.140 0.784 0.730 2812.060
3 0.772 0.739 3600.350 0.794 0.711 3509.890
4 0.705 0.690 3600.870 0.820 0.725 3475.700
5 0.392 0.615 3602.010 0.830 0.732 3521.210

6 Conclusion

In this research, we re-introduce the problem of constructing the cost-constrained
decision tree with multiple condition attributes. A matheuristic based on the
VND framework is implemented based on the existing MILP formulation to
speed up the solution exploration. The findings demonstrate that the proposed
technique is effective in handling small datasets and offers satisfactory solution
quality for a number of larger datasets. These results provide comprehensive
evidence that the optimal decision tree creation problem can lead to significant
improvements over heuristic methods, even if in the case that the cost factors
are included and multiple condition attributes are considered.

Future development should take a number of expansions and enhancements
into consideration. For instance, the issue may be seen via the perspective of
robust optimization when the cost factors are uncertain. Planning should be
made to take into account any enhancements to the solution approach that
might significantly lessen the reliance of the number of integer variables on the
size of training sets, such as modifying or verifying the current formulation, and
implementing decomposition, ...
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Abstract. This paper studies the Minimum Cost Submodular Cover
(MCSC) problem over the ground set of size n, which aims at finding
a subset with the minimal cost required so that the utility submodular
function exceeds a given threshold. The issue has recently attracted a lot
of attention due to its applications in various domains of artificial intel-
ligence and combination optimization. However, the best approximation
algorithm for the problem requires an expensive query complexity of
O(n2) that may become infeasible for some applications with large data.

In this work, we propose a bicriteria approximation algorithm that
keeps the performance guarantees of the state-of-the-art ones but reduces
the required number of queries to O(n log n). Besides the theoretical, the
experiment results on two applications, Twitter feed threshold summa-
rization, and threshold influence in social networks, further show the
superiority of our algorithm with the state-of-the-art in terms of both
solution quality and query complexity.

Keywords: Submodular Cover · Approximation Algorithm

1 Introduction

A utility function g : 2V �→ R
+, defined on all subsets of a ground set V sized n

is submodular iff it satisfies the diminishing return property, i.e., for S ⊆ T ⊆ V
and e /∈ T :

g(S ∪ {e}) − g(S) ≥ g(T ∪ {e}) − g(T ).

There are a lot of applications of submodular optimization in the fields of arti-
ficial intelligence, such as information diffusion [6,9,11,12,19], optimal alloca-
tion [22], recommendations [10], data summarization [15,16], and active set
selection [18] taking the form of the Minimum Cost Submodular Cover (MCSC)
problem, defined as follows:

Definition 1 (MCSC problem). Given a group set V , a monotone and sub-
modular function g : 2V �→ R

+ and a threshold T, 0 < T ≤ g(V ), the problem
asks to find a subset S ⊆ V with minimal cost so that g(S) ≥ T .
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In the literature, MCSC has attracted much effort in fast-finding comparative
approximate solutions. Besides, the explosion of data in MCSC applications (e.g.,
the number of users via social networks) also motivates researchers to propose
efficient approximation algorithms available to scale up to massive data. A sim-
ple but efficient way to address the aforementioned problems is designing fast
algorithms to reduce query complexity since it dominates the running time of
algorithms [1,12,14]. We refer to the query complexity as the number of oracle
calls to the function g.

To the best of our knowledge, Greedy algorithms are the best approach to
this problem in terms of guarantees of solutions [5,9,22,23]. These algorithms
repeatably select which element has the maximum density gain, i.e., the ratio
of marginal gain over the cost, into the partial solution until the value of the
utility function exceeds T . A representative greedy algorithm in [9] can return
the best approximation ratio of 1 + log(1/ε) with the value of utility function
is at least (1 − ε)T , where ε is an input. Unfortunately, the greedy algorithm
requires an expensive query complexity of O(n2) that may be infeasible for some
applications with large data. This raises an open and interesting question: How
do we reduce the query complexity but keep the theoretical guarantee of the greedy
algorithm? To address the above question, we propose a fast algorithm that can
keep the theoretical guarantees of the greedy algorithm while reducing the query
complexity to O(n log n).

Our detailed contributions are as follows:

– We propose FBA, a ((1 + ε)(1 + log(1δ )), 1 − δ)-bicriteria approximate algo-
rithm for the MCSC problem, where ε, δ are pre-fixed accuracy parameters.
Our algorithm returns an approximation ratio arbitrarily close to the Greedy
algorithm by [9] while keeping the value of the utility function at least (1−δ)T .
FBA takes O( n

ε2 log(n
ε ) log(1δ )) query complexity that may better than that

of the greedy algorithm by the factor of Ω(log n).
– We further investigate the performance of our algorithm with the state-of-

the-art algorithm. The experiment results reveal that our algorithm has sig-
nificantly fewer queries, from dozens to hundred times, and runs from several
up to dozens of times faster than state-of-the-art.

Our Techniques. One obstacle for solving MCSC is that one can not bound the
ρ(V ), where ρ(V ) = maxe∈V c(e)

mine∈V c(e) by a polynomial of n and therefore it may be
arbitrarily large. Our algorithm first adapts the idea in [20] to filter the major
set V ′ from the original ground set, and one can bound ρ(V ′) by O(n3). We
then find the near-optimal solution over V ′ by making multiple guesses for the
objective value. For each guess, we adapt the greedy threshold method of [1] to
filter new elements in a partial solution. Finally, the algorithm returns the best
one among candidate solutions.

Organization. The rest of the paper includes Sect. 2, which reviews some
related works. The notations are presented in Sect. 3. Section 4 presents our
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algorithms and theoretical analysis. The experiment of our algorithm and state-
of-the-art algorithms are marked in Sect. 5. Finally, we conclude the paper in
Sect. 6.

2 Related Works

The serious difficulty of MCSC is that it is an NP-hard problem [8] and can
not be approximated with a ratio of 1 − o(1) unless NP ⊂ DTIME(Olog log n).
First, people used the greedy strategy, which steply selected an element with
the largest marginal gain into a solution to address the problem. Wolsey et al.
[24] first proposed a 1 + ln(maxe∈V f(e)/β)-approximation algorithm where β
was the smallest non-zero marginal gain of any element added by the greedy
and g was integer-valued. Wan et al. [23] considered the cost function c was sub-
modular and proved that the greedy algorithm provided an approximation ratio
of ρ ln T , where ρ = minS⊆V

∑
e∈S c(e)/c(S) was the curvature of c. Still, this

approximation ratio only held when g was integer-valued. Another authors [9]
developed another greedy algorithm for a special instance of MCSC, Minimum
Target Selection, but can be adapted to any monotone and submodular util-
ity function. Their algorithm provided a solution with the total cost at most
1 + log(1/ε), and the value of the objective was at least (1 − ε)T . Thus, it is
the best approximation algorithm because it can handle the real-valued utility
and return a constant ratio related to the cost of the optimal solution while the
utility value is almost larger than T . Nonetheless, the drawback of the greedy
lies in sequentially adding an element to the partial solution, which makes the
query complexity Ω(n|S|) and may reach O(n2) for the solution S. Besides, the
greedy strategies were also popularly applied to expand the ground set over
integer lattice [22] and the submodularity of cost function [6].

Another work of Crawford et al. [5] proposed an efficient evolutionary algo-
rithm that could provide a (1 + log(1/ε), 1 − ε)-bicriteria approximation solu-
tion. However, in expectation, the number of queries could be at most O(n3).
The authors in [20] focused on efficient parallel algorithms, but they needed
an expensive query complexity of Ω(n log(nT ) log2 T ) and was only valid for
the integer-valued function [20]. Besides, some studies focused on the Set Cover
(SC), a special version of the MCSC with uniform cost [2,7,15].

Recently, streaming fashion has been an effective tool for submodular opti-
mization problems to deal with big data. Norouzi-Fard et al. [17] introduced
the first streaming for SC problem that made single-pass, used M memories
and provided a (2 ln(1/ε), 1 − 1

ln(1/ε) )-bicriteria approximation solution, where
M was required memory. Crawford et al. [4] proposed a streaming algorithm
for solving the MCSC problem with a non-monotone utility function. That algo-
rithm returned a weak performance guarantees of ((1+ε)(1+ 4

ε2 ), 1−ε
2 ) bicriteria

approximation ratio and needed a O(n
ε log opt

cmin
) query complexity. Note that the

query complexity depends on 1
cmin

that is not a constant and may be arbitrarily
large.

From the background of these works, we realized these algorithms required a
large number of queries to find an approximate solution. Hence, it will be quite
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difficult to solve the problem with big input data. The proposed new algorithm
reduces the query complexity to sub-linear with O(n log(n)) queries. Moreover,
it can reach the approximation ratio of the best one [9], which gave the ratio
of 1 + log(1/ε). The proposed algorithm is a type of bicriteria approximation
that provides the ratio of (1 + ε)(1 + log(1/δ)) the optimal with ε > 0, δ > 0 are
accuracy parameters.

3 Preliminaries

In this section, we introduce some notations used throughout the paper. Given a
ground set V = {e1, . . . , en} of size n, the utility function g : 2V �→ R

+ measures
the quality of a subset S ⊆ V . We assume g normalized, i.e., g(∅) = 0. The
marginal gain (also called the contribution gain) of an element e to a set S ⊆ V
is defined gS(e) = g(S ∪ {e}) − g(S). We also define gS(T ) = g(S ∪ T ) − g(T )
for any set T ⊆ V . It is assumed that there exists an oracle query, which, when
queried with the set S, returns the value g(S).

The function g is monotone iff for A ⊆ B ⊆ V , we have g(A) ≤ g(B) and g
is submodular iff for any e ∈ V \ B, gA(e) ≥ gB(e).

An instance of the problem MCSC is presented by a tuple (V, g, T ). Given
an instance of MCSC with cost function c additive, i.e., c(S) =

∑
e∈S c(e), we

define cmin = mine∈V c(e), cmax = maxe∈V c(e), and O is the optimal solution
and the optimal cost opt = c(O).

We call an algorithm is an (δ1, δ2)-bicriteria approximation for MCSC
problem if it returns a solution S satisfying g(S) ≥ δ2 · T and c(S) ≤ δ1 · opt,
where δ1, δ2 > 0.

4 Proposed Algorithms for the Problem

In this section, we introduce our Fast Bicriteria Greedy Algorithm (FBA) that
provides ((1 + ε)(1 + log 1

δ ), 1 − ε) bicriteria approximation solution within
O(n log n) number of queries. For an easy following, firstly, we present a sim-
plified version assuming that an estimation v of the objective value is known,
i.e., (1 − ε)opt ≤ v ≤ opt. Besides, the theoretical performance for this case is
established. We then present the main version of our algorithm after removing
the assumption, which contains two key steps. First, we find a “good” bound
of cmax/cmin and the “major” set to find candidate solutions by adapting the
method of dividing ground set [20]. We next make multiple guesses for objective
value and adapt the simple version to get the final solution.

4.1 Proposed Algorithm with Known opt

The algorithm takes an instance (V, g, T ), accuracy parameters ε, δ > 0 and an
estimation v so that (1 − ε)v ≤ opt ≤ v as inputs. It contains a main (for) loop
that consists of at most O(log(1/δ)/ε) iterations. In each iteration, the algorithm
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establishes the threshold θ = (1−ε)(T −f(S))/v and adapts the greedy threshold
algorithm in [1] to filter every element with high density ratio, i.e., the ratio of
its marginal gain over its cost, where f(·) = min{g(·), T}. We note that f(·)
is also monotone and submodular. Accordingly, the algorithm will keep every
element with the density ratio over the threshold θ and eliminate the others.
The algorithm terminates if it meets the conditions in Line 7 or the number
of iterations reaches �ln(1/δ)/ε�. The detailed descriptions of the algorithm are
presented in Algorithm 1.

Algorithm 1: FBA algorithm with knowing opt

Input: An instance (V, g, T ), ε ∈ (0, 1/2), δ > 0, v
Output: A solution S.

1: S ← ∅, f(·) = min{T, g(·)}
2: for l = 1 to �ln(1/δ)/ε� do
3: θ ← (1 − ε)(T − f(S))/v
4: foreach e ∈ V \ S do

5: if fS(e)
c(e)

≥ θ then

6: S ← S ∪ {e}
7: if f(S) ≥ (1 − δ)T then return S

8: return S

We show the performance guarantees of 1 in Theorem 1.

Theorem 1. For δ, ε ∈ (0, 1/2) and (1 − ε)v ≤ opt ≤ v, the Algorithm 2 runs
in at most n

ε log(1δ ) queries and returns a solution S satisfying g(S) ≥ T (1 − δ)
and c(S) ≤ (1 + 6ε)(1 + ln(1δ ))opt.

Proof. Algorithm 1 consists of two loops. The outer loop includes 1
ε log(1δ ) iter-

ations and each of them takes n queries to f . Therefore, the total number of
queries of the Algorithm is at most n

ε log(1δ ). We prove the approximation guar-
antee by dividing it into the following cases.

Case 1. If the main loop terminates at iteration l = 1
ε ln(1δ ). Denote by Si S

after end iteration i, 1 ≤ i ≤ l of the main loop. We note that f(·) is a monotone
and submodular function. Every element, which is not selected at the iteration
i, has the density gain less than θ, therefore,

T − f(Si) ≤ f(O) − f(Si) (1)
≤ f(O ∪ Si) − f(Si) (By the monotoncity of f) (2)

≤
∑

e∈O\Si

fSi
(e) (By the submodularity of f) (3)

≤
∑

e∈O\Si

c(e)θ ≤ opt

v
(1 − ε)(T − f(Si−1)) (4)

≤ (1 − ε)(T − f(Si−1)). (5)
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By continuously applying the above inequality, we have:

T − f(Sl) ≤ (1 − ε)lT ≤ e−εlT ≤ δT. (6)

Thus g(Sl) ≥ f(Sl) ≥ (1 − δ)T . In this case, the algorithm does not meet the
condition in Line 7 at iteration l − 1, which implies that f(Sl−1) < (1− δ)T . On
the other hand, by the selection rule of new elements into Si, we have

f(Si) − f(Si−1) ≥
∑

e∈Si\Si−1

fSi−1(e) ≥
∑

e∈Si\Si−1

c(e) · θ (7)

= c(Si \ Si−1)
(1 − ε)

v
(T − f(Si−1)). (8)

Re-arranging the last inequality gives

T − f(Si) ≤ (1 − (1 − ε)c(Si \ Si−1)
v

)(T − f(Si−1)) (9)

≤ e− (1−ε)c(Si\Si−1)
v (T − f(Si−1)). (10)

By continuously applying the above inequality, we have

δT < T − f(Sl−1) ≤ e− (1−ε)c(Sl\Sl−1)
v (T − f(Sl−1)) (11)

≤ e− (1−ε)c(Sl\Sl−1)
v e− (1−ε)c(Sl−1\Sl−2)

v (T − f(Sl−2)) (12)

= e− (1−ε)c(Sl\Sl−2)
v (T − f(Sl−2)) (13)

. . . ≤ e− (1−ε)c(Sl−1)
v T ≤ e− (1−ε)c(Sl−1)

opt T. (14)

Hence c(Sl−1) ≤ opt
(1−ε)2 ln(1δ ). From (8) and the definition of f(·), we have the

bound of c(Sl \ Sl−1), that is

c(Sl \ Sl−1) ≤ f(Sl) − f(Sl−1)
T − f(Sl−1)

v

1 − ε
≤ opt

(1 − ε)2
. (15)

Therefore,

c(Sl) = c(Sl−1) + c(Sl \ Sl−1) ≤ (1 + ln(
1
δ
))

opt

(1 − ε)2
(16)

≤ (1 + 6ε)(1 + ln(
1
δ
))opt. (17)

The last inequality is due to 1
1−ε ≤ 1 + 2ε, for ε ∈ (0, 1/2).

Case 2. If the main loop terminates at iteration l < 1
ε ln(1δ ), i.e., the algorithm

meets the condition in Line 7 at iteration l. We must have f(Sl) ≥ (1 − δ)T
and f(Sl−1) < (1 − δ)T . By the similar transform from (11) to (14), we also
have c(Sl−1) ≤ opt

(1−ε)2 ln(1δ ) and by the similar argument of (15), we obtain
c(Sl \ Sl−1) ≤ opt

(1−ε)2 . Thus we get (17). Combining two cases, we finish the
proof. �
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4.2 Main Algorithm

We now introduce our main algorithm FBA by discarding the assumption of
known opt. The core of FBA lies in two steps. At the first one, it adapts the
idea for carefully selecting the “main” subset V ′ from the original ground set V
by [20]. It first sorts V = {e1, e2, . . . , en} in non-decreasing cost order and find
the smallest number j so that g({e1, . . . , ej}) ≥ T . The algorithm then finds the
subset V ′ contains elements with the cost fall in an internal (εc(ej)/n, jc(ej)).

At the second, the algorithm finds candidate solutions over set V ′ by trying
to find estimations of the optimal value opt′ over the instance (V ′, gV0(·), T −
g(V0)), where V0 = {e ∈ V : c(e) ≤ εc(ej)/n}. For each estimation, it calls
the Algorithm 1 multiple times to find a set of candidate solutions (Lines 7-9).
Finally, the algorithm returns the best solution S′ in Line 10 and returns S′ ∪V0

as the final solution. Details of FBA are illustrated in Algorithm 2.

Algorithm 2: Fast Bicriteria Approximation (FBA) Algorithm
Input: An instance (g, V, T ), ε ∈ (0, 1/2), δ > 0.
Output: A subset S

1: S ← ∅, ε′ ← ε/7
2: Sort V = {e1, e2, . . . , en} in non-decreasing cost order
3: j ← min{i : g({e1, e2, . . . , ei}) ≥ T}
4: c′

min ← ε′c(ej)/n, c′
max ← jc(ej)

5: V0 ← {e ∈ V : c(e) < c′
min}, V1 ← {e ∈ V : c(e) > c′

max}, V ′ ← V \ (V0 ∪ V1)
6: T ′ ← T − g(V0), g′(·) ← gV0(·), c0 = mine∈V ′ c(e)
7: for i = 0 to �log1/(1−ε′)(c(V

′)/c0)� do

8: vi = c0/(1 − ε′)i

9: S(i) ← Result of Algorithm 1 with a tuple input (V ′, g′, T ′, ε′, δ, vi)

10: S′ ← arg min{c(S(i)) : g(S(i)) ≥ T ′(1 − δ), i = 0, . . . , �log1/(1−ε′)(c(V
′)/c0)�}

11: return S′ ∪ V0

The query complexity and theoretical bound of the solution of FBA are shown
in Theorem 2.

Theorem 2. For δ ∈ (0, 1) and ε ∈ (0, 1/2), the Algorithm 2 runs in
O( n

ε2 log(n
ε ) log(1δ )) queries and returns a solution S satisfying g(S) ≥ T (1 − δ)

and c(S) ≤ (1 + ε)(1 + ln(1δ ))opt.

Proof. The algorithm first finds the number j in Line 3 with O(n) queries. The
algorithm then contains a main loop within �log1/(1−ε′)(c(V ′)/c0)� iterations,
each calls Algorithm 1 as a subroutine. Combine with Theorem 1, we have the
query complexity of Algorithm 2 is:
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n +
n

ε
log(

1
δ
)�log1/(1−ε′)(

c(V ′)
c0

)� ≤ n +
n

ε
log(

1
δ
)(log1/(1−ε′)

jn2

ε′ + 1) (18)

≤ n +
n

ε
log(

1
δ
)(log1+ε/2

n3

ε′ + 1) ≤ n +
n

ε
log(

1
δ
)(

log n3

ε′

log(1 + ε/2)
+ 1) (19)

= O(
n

ε2
log(

n

ε
) log(

1
δ
)). (20)

We now show the approximation guarantee. From the proof of Theorem 13 in
[20], we have: c(ej) ≤ opt ≤ jc(uj) and thus we have c(V0) ≤ nεc(ej)/n ≤ εopt.
Denote by O′ the optimal solution of the MCSC over the instance (V ′, g′, T ′)
and opt′ = c(O′). Denote vi = c′

min

(1−ε′)i = εc(ej)
n(1−ε′)i . Since i varies from 0 to

log1/(1−ε)(c(V ′)/c0) and c0 ≤ opt′ ≤ c(V ′), there exists an iteration i of the main
loop that vi(1 − ε′) ≤ opt′ ≤ vi. By Theorem 1, we have c(S(i)) ≤ (1 + 6ε′)opt′.
By the submodularity and the monotonicity of g, we have:

g′(O) = gV0(O) = g(O ∪ V0) − g(V0) ≥ T ′

thus O is a feasible solution of the instance (V ′, g′, T ′). Therefore opt′ ≤ opt. By
Theorem 1 and the selection of the candidate solution S(i), we have:

c(S(i) ∪ V0) = c(V0) + c(S(i)) ≤ ε′opt + (1 + 6ε′)(1 + log(
1
δ
))opt′

≤ (1 + 7ε′)(1 + log(
1
δ
))opt ≤ (1 + ε)(1 + log(

1
δ
)).

We also have gV0(S(i)) ≥ T ′(1 − δ) which implies

g(S(i) ∪ V0) = gV0(S(i)) + g(V0) = g′(S(i)) + g(V0)
≥ T ′(1 − δ) + g(V0) = (T − g(V0))(1 − δ) + δg(V0) ≥ T (1 − δ).

The proof is completed.

5 Empirical Evaluation

In this section, we demonstrate the empirical performance of FBA outperforms
the Greedy version of [9] for the metrics of the total cost, number of queries,
and time consumption of two applications of MCSC: Twitter feed Threshold
Summarization (TS) and Threshold Influence (TI). We used a variety of network
topologies from two publicly available datasets: the Stanford Large Network
Dataset Collection [13] and the Network Repository [21].

Implementation and Environment. We inherited the implementation in [3].
We conduct experiments by Python with Ubuntu 20.04.5 OS and run on Intel
Core i7-11800H @ 2.30 GHz processor.

Parameters. We setup ε = 0.5 and δ = 0.1 for all test cases. With element
cost, two different configurations were a random uniform distribution in (0, 1)
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Fig. 1. Evaluation of total queries

and a random uniform distribution in (1, 3). The threshold T was chosen from
0.1 ∗ g(V ) to 0.7 ∗ g(V ) for each application to explore the behavior of each
algorithm across a broad range of instance sizes. Results and Discussions.
Figures from 1 to 4 illustrate the results of these algorithms on TS and TI.
As can be seen, the lines of Greedy have significant increasing trends when T
increases, while FBA trends keep the linear steady or slightly upward. Only in
case Fig. 2(a), the trend is a little different. This is a normal thing because it’s
an objective experiment.

For more detail, FBA is more efficient than the Greedy in terms of both the
number of queries and the running time. It uses significantly fewer queries, from

 FBA (Cost 0-1) 
 Greedy (Cost 0-1) 
 FBA (Cost 1-3) 
 Greedy (Cost 1-3) 

TS-EmailEuCore (n=1005)

 Threshold T (*g(V))

 
R
u
n
n
i
n
g
 
t
i
m
e
(
s
)
 

(a)

 FBA (Cost 0-1) 
 Greedy (Cost 0-1) 
 FBA (Cost 1-3) 
 Greedy (Cost 1-3) 

TS-EgoFacebook (n=4039)

 Threshold T (*g(V))

 
R
u
n
n
i
n
g
 
t
i
m
e
(
s
)
 

(b)

 FBA (Cost 0-1) 
 Greedy (Cost 0-1) 
 FBA (Cost 1-3) 
 Greedy (Cost 1-3) 

TS-NetHEPT (n=15233)

 Threshold T (*g(V))

 
R
u
n
n
i
n
g
 
t
i
m
e
(
s
)
 

(c)

 FBA (Cost 0-1) 
 Greedy (Cost 0-1) 
 FBA (Cost 1-3) 
 Greedy (Cost 1-3) 

IT-SocfbCaltech36 (n=769)

 Threshold T (*g(V))

 
R
u
n
n
i
n
g
 
t
i
m
e
(
s
)
 

(d)

 FBA (Cost 0-1) 
 Greedy (Cost 0-1) 
 FBA (Cost 1-3) 
 Greedy (Cost 1-3) 

IT-EmailEuCore (n=1005)

 Threshold T (*g(V))

 
R
u
n
n
i
n
g
 
t
i
m
e
(
s
)
 

(e)

 FBA (Cost 0-1) 
 Greedy (Cost 0-1) 
 FBA (Cost 1-3) 
 Greedy (Cost 1-3) 

IT-EgoFacebook (n=4039)

 Threshold T (*g(V))

 
R
u
n
n
i
n
g
 
t
i
m
e
(
s
)
 

(f)

Fig. 2. Evaluation of running time
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Fig. 3. Evaluation of total cost
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Fig. 4. Evaluation of the objective

9 to 200 times, and runs from 1.6 up to 16 times faster. Additionally, FBA gives
results with lower total cost from 10% to 40% while ensuring that the objective is
at least T (1−δ). We can see that the number of queries of Greedy can be higher,
from dozens to millions, than that of FBA (Fig. 1). Reversely, the query numbers
of FBA most are horizontal and slightly above zero with different T . According
to the time consumption with TS-EmailEuCore, the time of FBA (cost 0–1)
marks the highest values than others, while Greedy (cost 1–3) hits the lowest
points when T ≤ 0.5. However, these numbers seem to change when T grows in
which the time of Greedy (cost 0–1) grows fast, followed by Greedy (cost 1–3),
whereas FBA (cost 0–1) and FBA (cost 1–3) gradually increase. Nonetheless, for
the remaining results, Greedy wastes more time than FBA, especially with small
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costs and large T . It comes back to the general trend, like query and total cost.
Regarding the total cost, we can see these results look like query results. Overall,
the experimental results were consistent with the theory and FBA outperforms
the aforementioned Greedy version.

6 Conclusion

For the Minimum Cost Submodular Cover (MCSC) problem, we proposed a fast
bicriteria approximation algorithm, FBA, which is available for real-valued f
within O(n log(n)) queries. For the approximation ratio, our algorithm can give
the equivalent ratio to the best one. For query complexity, our algorithm may
reduce a factor of Ω(log(n)).
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Abstract. Cost management and completion timelines are common
classification problem requirements. For instance, a blood test requires
human and equipment resources, costs money, and must be done quickly.
To avoid major patient risks, medical diagnosis should minimize positive-
to-negative misclassification. There has been extensive research on how
to build a decision tree from training data that minimizes misclassifica-
tion and test costs, but not on how to design an optimal decision tree
with time constraints. A mixed-integer programming is implemented to
create an optimal time-constrained cost-sensitive decision tree in this
study. We adapt several existing approaches in the literature with time
constraints, misclassification cost, and feature selection cost, and intro-
duce new mathematical models designed for these problems. Our exper-
iments compare all methods and examine how time and cost constraints
affect optimal solution identification and demonstration.

Keywords: Optimal Decision Tree · Time-Constrained ·
Cost-Sensitive · Mixed Integer Programming

1 Introduction

Since their invention over 30 years ago, decision trees have become a popular
interpretable machine learning method. Decision trees can classify a future point
by traversing a split sequence and recording the leaf label. Extreme interpreta-
tion, computational efficiency, and understandable classification rules are deci-
sion tree capabilities. In classification tasks, it is the most well-known, used,
and successful. In recent years and in prominent venues, mathematical for-
mulations that guarantee optimality have received the most attention due to
MIP solvers’ incredible computational power. The mathematical optimization
models can also model fairness, interpretation, and linear branching and leafing
rules. A number of exact methods have recently been proposed in the literature
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[1–3,6,11,15–17]. These methods limit tree depth to control search space and
use a MIP solver to find the optimal tree provided by the training procedure
under well-defined constraints.

Recently, researchers have focused on building cost-sensitive decision trees
[7,9]. The most studied costs are misclassification and test. Misclassifying a sick
patient as healthy is more dangerous than misclassifying a healthy patient as sick.
The cost of classification error may be highly imbalanced in some cases, unlike
in normal classification tasks. Each test may require expensive procedures like
blood tests or x-rays. Numerous studies examine misclassification costs [4,12,
13,18] and add test costs to classification problems [10,20]. The initial study on
both types of costs is [14].

While cost optimization has been studied extensively, only [5] addresses the
issue of balancing costs and time constraints. According to the literature review,
time-constrained cost-sensitive decision tree induction is an interesting but rarely
discussed topic. There is no exact method for finding the best decision tree for
this research. The MIP models’ heuristic solutions have benefits despite their
limitations in solving complex problems to optimality (see [13]). We adapt time
constraints and costs to the existing MIP formulations and introduce a new
mathematical model specifically for the problem to compare the results.

The goal of optimal decision tree design is to choose features and labels
for each branching node and leaf to maximize prediction accuracy or minimize
prediction error. We use the powerful Mixed Integer Programming (MIP) solver
CPLEX to find optimal decision trees in this research. Because decision trees
involve discrete decisions and outcomes, the problem of creating an optimal
decision tree is a MIP problem.

The paper is organized as follows. The literature is revised in Sect. 1. Section 2
introduces our basic notation, new mathematical models, and other optimal deci-
sion tree concepts. Time limit and feature cost adaptation in existing methods
are presented in Sect. 3. Section 4 presents our MIP model experiments and com-
pares them to others. Section 5 concludes and suggests future research.

2 Mathematical Formulation

This section describes our MIP formulation for learning traditional optimal clas-
sification trees of a given depth. Our decision tree construction must make dis-
crete decisions, such as: each inner node can have a feature assigned or not;
a feature value (split) must be chosen to branch on if an inner node assigns
an attribute, otherwise it must be denied; when two paths share “empty” inner
nodes, they must classify the same label, thus, the same datapoint must traverse
them; labels must be assigned to leaves; finally, respect the tree structure by
choosing which paths and leaves a training point will take.

Assume that a dataset I and a depth-H decision tree containing a set of inner
nodes N and a set of leaves L are considered. Denote that Pl, A(n) and a(n)
are a set of inner nodes on the path corresponding leaf l, a set of the ancestors
of inner node n, and the parent of inner node n, respectively. Let F and K be
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a set of splits and sets of classes in dataset I. We create a set of parameters
φi

f ∈ {0, 1} and a set of parameters ωnPl
∈ {0, 1} to direct the flow of datapoints

in the decision tree.
Sets of binary decision variables bfn, zi

l , alk and ci
l are introduced. If split

f ∈ F is branched at node n ∈ N , the value of bfn is set to 1, otherwise bfn = 0.
If leaf l ∈ L predicts class k, alk = 1, otherwise alk = 0. Related to the datapoint,
variables zi

l present the opportunity that datapoint i reaches leaf l (zi
l = 1), while

variables ci
l equal 1 if data i is classified correctly when reaching leaf l, otherwise

ci
l = 0.

The new formulation of the traditional decision tree is presented as follows:

(1) PathOCT:

max α
∑

i∈I

∑

l∈L

ci
l − (1 − α)

∑

f∈F

∑

n∈N

bfn (1a)

s.t.
∑

f∈F

bfn ≤ 1 ∀n ∈ N (1b)

∑

n∈Pl

bfn ≤ 1 ∀l ∈ L, f ∈ F (1c)

∑

k∈K

alk = 1 ∀l ∈ L (1d)

∑

l∈L

ci
l ≤ 1 ∀i ∈ I (1e)

∑

l∈L

zi
l ≥ 1 ∀i ∈ I (1f)

alk ≥ ci
l ∀l ∈ L, k ∈ K, i ∈ I : λi = k (1g)

zi
l ≥ ci

l ∀l ∈ L, i ∈ I (1h)

1 − zi
l ≤

∑

n∈Pl

∑

f∈F

bfn · |φi
f − ωnPl

| ∀i ∈ I, l ∈ L (1i)

∑

n∈Pl

∑

f∈F

bfn · |φi
f − ωnPl

| ≤ H · (1 − zi
l )∀i ∈ I, l ∈ L (1j)

∑

f∈F

bfn ≤
∑

f∈F

bfa(n) ∀l ∈ L, n ∈ Pl (1k)

∑

f∈F

bfn ≥ al′k − alk ∀l, l′ ∈ L, n ∈ Pl ∩ Pl′ , k ∈ K (1l)

∑

f∈F

bfn ≥ alk − al′k ∀l, l′ ∈ L, n ∈ Pl ∩ Pl′ , k ∈ K (1m)

bfn ∈ {0, 1} ∀n ∈ N, f ∈ F (1n)
V ariables′ domains (1o)

The objective function (1a) aims to maximize the number of datapoints
classified correctly and minimize the number of splits assigned to the paths.
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Regularization parameter α addresses the complexity of the resulting problem.
Constraints (1b) ensure that each position on each path is assigned at most
one split. Constraints (1c) guarantee that each split appears at most once on
each path in order to avoid assigning unnecessary ones. Constraints (1d) ensure
that each path classifies only one class. Constraints (1e) force each datapoint to
traverse at most one path whose the label is assigned the same class as its. Con-
straints (1f) simply show that each datapoint must traverse at least one path.
Constraints (1g), (1h) ensure that the datapoints are correctly classified iff the
paths traversed by them are assigned to the same class. Constraints (1i) and (1j)
choose the right path for each datapoint to traverse based on the bitwise present-
ing the path, the split of the chosen feature in each position on the path and the
corresponding feature value of the considered datapoint. Constraints (1k), (1l)
and (1m) allow to change inner nodes into leaves. Constraints (1k) guarantee
that an inner node is not assigned a split if its ancestors node do not contain
any split.

From the above formulation, we propose two mathematical models for opti-
mal time-constrained cost-sensitive binary decision trees. We call them BCS-
PathOCT for balanced trees and ICS-PathOCT for imbalanced trees. Time
constraints and cost parameters modify the previous model. Classification errors
also replace decision variables related to datapoint classification accuracy.

(2) BCS-PathOCT:

minα
∑

i∈I

∑

k∈K:k �=λi

ei
k · ψλik + (1 − α)

∑

f∈F

∑

n∈N

bfn · δf (2a)

s.t. (1d),(1i),(1j)
∑

f∈F

bfn = 1 ∀n ∈ N (2b)

∑

l∈L

zi
l = 1 ∀i ∈ I (2c)

zi
l + alk ≤ 1 + ei

k ∀l ∈ L, i ∈ I, k ∈ K : k �= λi (2d)
∑

k∈K:k �=λi

ei
k ≤ 1 ∀i ∈ I (2e)

∑

n∈Pl

∑

f∈F

bfn · σf ≤
∑

k∈K

alk · ρk ∀l ∈ L (2f)

V ariables′ domains (2g)

In the model above, assume that parameters ρk and δf denote the limited
time of label k (a deadline for completing the classification task) and the time
used to carry out a test of feature f (or the time spent for a result of a test),
respectively. The correct class of datapoint i is denoted by λi. Parameters ψλik

present the cost of misclassifying data i belonging to class λi to k. The total
consuming time of all features on each path must be less than or equal to the
label assigned to this path’s limited time. Although the time-limited constraints
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and cost parameters are firstly considered in [5], there has been no mathematical
formulation for the time-constrained cost-sensitive decision tree since then.

All inner nodes in a balanced decision tree must have features assigned to
them. As a result, constraints (1b) are converted to equations. Furthermore,
constraints (1c), (1k), and (1l) will be removed because the tree is not pruned.
Because there is no pruning constraint, a feature with a short consuming time
can be reused rather than choosing other features with longer consuming times.
Thus, we allow the model to assign the same feature to multiple nodes on a path
in order to reduce the possibility of no feasible solution being found. This can
avoid the risk that there exists a path whose minimum value of total consuming
time is greater than the limited times of all labels. To calculate the cost of mis-
classifying datapoints, variables ci

l are replaced by variables ei
k. Constraints (2d)

and (2e) ensure that if a datapoint is misclassified, it is assigned to at most
one incorrect label. Constraints (2f) establish limited times for labels assigned
to paths. Because assigning attributes to all inner nodes on each path enforces
each data point to traverse only one path, transferring the inequalities (1f) to
equations (2c) is not unnecessary, but might restrict the search space of the
problem.

The imbalanced time-constrained cost-sensitive formulation is nearly identi-
cal to the Path-OCT model, with the exception of decision variables ei

k, cost
parameters added, and additional limited time constraints. When the limited
time of labels is tight, pruning constraints allow the model to have a diverse
feature assignment. Instead of assigning several attributes that take less time
and perform ineffectively, the formulation can choose to use one attribute that
takes a long time but provides valuable classification.

(3) ICS-PathOCT:

Objective(2a)
s.t. (1b),(1c),(1d),(1f), (1i),(1j),(1k),(1l),(1m),(2d),(2e),(2f)

V ariables′ domains (3a)

Constraints (1b) and (2f) consider additional limited times in both two cases
wherein inner nodes contain features or not. On one hand, they ensure that if
there exists some variables bfn are equal to 1, the total of the consuming time σf

of attributes f assigned to inner nodes n on path Pl must be smaller or equal the
limited time ρk of the label k chosen at leaf l. On the other hand, the consuming
times at node n ∈ Pl are not taken into account when

∑
f∈F bfn = 0.

3 The Adaptation of Limited Times and Costs of Features
in Existing Models

In this section, we re-implement the existing formulations introduced in [1] and
[3], then add costs and time constraints for further comparisons. These models
only consider minimizing prediction errors or maximizing the number of cor-
rect classifications without taking into account which incorrect labels datapoints
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reach. Thus, we must consider new decision variables denoted the misclassifica-
tion of a datapoint belonging class k to a class k′ �= k. Following that, the for-
mulations necessitate the addition of new constraints that are used to define the
boundaries of these variables. Furthermore, the time constraints are implemented
and modified due to unique characteristics of each model. The BCS-FlowOCT
and the ICS-FlowOCT formulations for growing balanced and imbalanced deci-
sion trees, respectively, as well as the CS-BinOCT for constructing balanced
decision trees, are presented as time-constrained cost-sensitive variants. The sets
of variables and parameters of BCS-FlowOCT and the ICS-FlowOCT are
presented in Table 1, while the ones used in the CS-BinOCT are presented in
Tables 2.

(4) BCS-FlowOCT:

Objective(2a)
s.t.(1d),(2b),(2e),(2f)

zi
a(n),n = zi

n,l(n) + zi
n,r(n) ∀n ∈ N, i ∈ I (4a)

zi
a(n),n = zi

n,t ∀n ∈ L, i ∈ I (4b)

zi
s,1 ≤ 1 ∀i ∈ I (4c)

zi
n,l(n) ≤

∑

f∈F :xi
f=0

bfn ∀i ∈ I, n ∈ N (4d)

zi
n,r(n) ≤

∑

f∈F :xi
f=1

bfn ∀i ∈ I, n ∈ N (4e)

∑

n∈L

zi
n,t = 1 ∀i ∈ I (4f)

zi
n,t + ank ≤ 1 + ei

k

∀n ∈ L, i ∈ I, k ∈ K : k �= λi (4g)
V ariables′ domains (4h)

Compared with the original version proposed by [1], the BCS-FlowOCT uses
constraints (1d) to enforce each datapoint to reach the sink even though it is clas-
sified incorrectly. Similar to model (2) and (3), the limited time constraints (2f)
calculate the sum of the consuming times σf of features f assigned to inner
nodes n ∈ Pl for any bfn = 1 and compares this value to the deadline ρk of
label in leaf l ∈ L related to Pl for any alk = 1. Additionally, constraints (4g),
which specify decision variables ei

k, combine with constraints (1d) to determine
prediction errors at the sink.

The model (5) below decides to choose a split or a leave at each inner
node. Therefore, the limited time constraints must satisfy both two cases. Con-
straints (5h), which replace constraints (2f), guarantee that if an inner node
becomes a leave, the sum of the consuming time of its ancestors must be smaller
or equal to the time limit corresponding the label. If this node is assigned a split,
the value of M ensures that the inequalities (5h) are correct for all n ∈ Pn′

l .
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Table 1. Decision variables in FlowOCT

Variables Definition

pn Equals 1 if inner node n predicts a label, 0 otherwise

zi
a(n),n

Equals 1 if datapoint i is correctly classified and traverses the arc between
inner node n and its ancestor (a(n)) on its way to the sink t, 0 otherwise

zi
n,l(n)

Equals 1 if datapoint i is correctly classified and traverses the arc between
inner node n and its left child node (l(n)) on its way to the sink t, 0
otherwise

zi
n,r(n)

Equals 1 if datapoint i is correctly classified and traverses the arc between
inner node n and its right child node (r(n)) on its way to the sink t, 0
otherwise

zi
n,t Equals 1 if datapoint i is correctly classified and traverses the arc between

node n ∈ L and sink t, 0 otherwise

(5) ICS-FlowOCT:

Objective(2a)
s.t.(4b),(4c),(4d),(4e),(4f)

(4g) ∀n ∈ N ∪ L, i ∈ I, k ∈ K : k �= λi

∑

f∈F

bfn + pn +
∑

m∈A(n)

pm = 1 ∀n ∈ N (5a)

pn +
∑

m∈A(n)

pm = 1 ∀n ∈ L (5b)

zi
a(n),n = zi

n,l(n) + zi
n,r(n) + zi

n,t ∀n ∈ N, i ∈ I (5c)
∑

n∈N∪L

zi
n,t = 1 ∀i ∈ I (5d)

zi
n,t ≤ pn ∀i ∈ I, n ∈ N ∪ L (5e)
∑

k∈K

ank = pn ∀n ∈ N ∪ L (5f)

pn ∈ {0, 1} ∀n ∈ N ∪ L (5g)
∑

k∈K

an′k · ρk + M · (1 − pn′) ≥
∑

n∈Pn′
l

∑

f∈F

bfn · σf

∀l ∈ L, n′ ∈ N ∪ l (5h)
V ariables′ domains (5i)

where: Pn′
l is set of inner nodes from the root of tree to parent of node n′ on

the path corresponding to leaf l, and M = |Pn′
l | · max(σf : f ∈ F ).

The formulation presented in [17] only addressed balanced decision trees. The
authors’ goal in this study is to minimize number of prediction errors at leaves
of the tree. To implement time-constrained cost-sensitive version, we introduce
new variables el,k,k′ ∈ N that denote number of datapoints belonging class k and
reaching leaf l wherein the label k′ �= k is predicted. We also add the cost-sensitive
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term, which minimizes total cost of features used, to the original formulation. We
should note that F in the CS-BinOCT model is set of features (columns) in the
dataset, not the set of splits as in other mathematical formulations. The set of
splits, as known as the set of thresholds in [17], is denoted by T .

Table 2. Decision variables, parameters and sets in BinOCT

Variables Definition

tn,t Equals 1 if node n is assigned threshold t, 0 otherwise

Sets
bin(f) Feature f ’s binary encoding ranges

li(b) Datapoints with values in b’s lower range, b ∈ bin(f)

ui(b) Datapoints with values in b’s upper range, b ∈ bin(f)

tl(b) tn,t variables for b’s ranges, b ∈ bin(f)

ll(b) Node n’s leaves under the left branches, b ∈ bin(f)

rl(b) Node n’s leaves under the right branches, b ∈ bin(f)

T Set of thresholds

Parameters
mint(f) Feature f ’s minimum threshold value

maxt(f) Feature f ’s maximum threshold value

M,M ′,M ′′,M ′′′ Minimized big-M value

(6) CS-BinOCT:

min α
∑

l∈L

∑

k,k′∈k:k �=k′
el,k,k′ · ψkk′ + (1 − α)

∑

n∈N

∑

f∈F

bfn · δf (6a)

s.t.(1d),(2b),(2c),(2f)
∑

i∈li(b)

∑

l∈ll(n)

zi
l +

∑

t∈tl(b)

M · tn,t −
∑

t∈tl(b)

M (6b)

≤ M · (1 − bfn) ∀n ∈ N, f ∈ F, b ∈ bin(f) (6c)
∑

i∈ui(b)

∑

l∈rl(n)

zi
l −

∑

t∈tl(b)

M ′ · tn,t

≤ M ′ · (1 − bfn) ∀n ∈ N, f ∈ F, b ∈ bin(f) (6d)
∑

maxt(f)<f(i)

∑

l∈ll(n)

zi
l +

∑

f(i)<mint(f)

∑

l∈rl(n)

zi
l

≤ M ′′ · (1 − bfn) ∀n ∈ N, f ∈ F (6e)
∑

i∈I:λi=k

zi
l + M ′′′ · (alk′ − 1) ≤ el,k,k′

∀k, k′ ∈ K : k �= k′, l ∈ L (6f)
tn,t ∈ {0, 1} ∀n ∈ N, t ∈ T (6g)
el,k,k′ ∈ N ∀l ∈ L, k, k′ ∈ K : k �= k′ (6h)
V ariables′ domains (6i)
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Constraints (6f) establish decision variables el,k,k′ , which are modified due
to the original variables determining prediction error in the formulation of [17].
In the BCS-PathOCT and the BCS-FlowOCT formulations, the variables
ei
k solely describe the prediction error of each datapoint i. In contrast to those,

the variables el,k,k′ calculate the total number of datapoints that are classified
incorrectly at each leaf l. Thus, the set of constraints (6f) requires additional
parameter M ′′′. These big-M constraints guarantee that if leaf l is assigned
class k′ then all datapoints belonging to label k �= k′ are taken into account as
errors. Otherwise, these inequalities are completely correct because the left hand
side are less than or equal to zero. How to calculate the values of M,M ′,M ′′,M ′′′

for different constraints and the details of equations are described in [17].

4 Numerical Experiments

The optimization solver CPLEX on an AMD Ryzen machine with 16GB RAM
processes C++ models. On nine UCI datasets, we test five models. One memory
core runs for 60min for each instance. The time consumption of features (σf )
is randomly generated within a range (1,100). To determine the time limit for
all labels, we run CART from scikit-learn 20 times with train_size = 90% of
each dataset and max_depth = 5. Then, the time consumed by inner nodes in
each path from root to leaf is added. The CART execution sets the time limit
for the label with the most datapoints to R. This implementation is based on
[5], who implemented a decision tree induction algorithm to determine feature
consumption time on each path. We randomly generate time limits in the range
[0.8 · R, 1.2 · R] in this paper. To evaluate the impact of time limit constraints
on models, we examine 50% and 80% time limits for each label.

Table 3. Dataset used

Dataset # rows # labels # feature # thresholds

car evaluation 1728 4 6 9
contraceptive method choice 1473 3 9 42
diabetes 768 2 8 194
diagnosis D1 120 2 6 6
diagnosis D2 120 2 6 6
heart 303 2 13 113
tic-tac-toe 958 2 9 17
voting 232 2 16 16
zoo 101 7 16 17

The misclassification costs are determined based on the distribution of class
labels as in [5], [8] and [19]. To ensure that the cost is higher for misclassifying
rare classes, we set the cost of misclassifying a datapoint (ψik) belonging to
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label i to a datapoint belonging to label k as
√|i|/|k| · θ for cases of imbalanced

datasets and |i|/|k| · θ for cases of balanced datasets. Misclassification cost and
total feature cost are used to evaluate the trade-off between misclassifying data
and using features. The speed at which models find optimal solutions depends
on the value of θ. For the per-case cost of misclassification, θ is set to 1 instead
of 200 and 400 as in [5] and [19], without compromising generality. For instance,
in the Diabetes dataset, the Healthy label ratio is 65%, nearly twice that of
the Diabetes label. The cost of misclassifying a Healthy case to a Diabetes case
is 1.857 · θ, and the cost of misclassifying a Diabetes case to a Healthy case is
0.538 · θ. The dataset is randomly split into 5 pairs of training and test sets,
with a 75% and 25% ratio for each. An instance is a combination of training and
test sets, along with their parameters. After that, each dataset has 120 instances
with H = {2, 3, 4, 5}, α ∈ {0.2, 0.5, 0.8}, and ε = {0.5, 0.8}. To create splits (F ),
CART splits are collected and duplicate values are removed. Table 3 displays
the number of feature splits used to test MIP models. In the objective function,
feature costs (δf ) are randomly generated in the range (1,10) for cost-sensitivity.
We also set ε = {0.5, 0.8} and use datasets added time and cost factors, such as
misclassification matrices, limited times of labels, consuming times, and costs of
features.

Two proposed scenarios aim to minimize misclassification cost and cost of
using features. While the first scenario contains two models: ICS-PathOCT
and ICS-FlowOCT, the second one compares three models: BCS-PathOCT,
BCS-FlowOCT and CS-BinOCT.

Fig. 1.

Results summaries for the first and second scenarios are shown in Figs. 1a and
1b. On the y-axis, the “miss, acc, time, obj” represent 4 terms of the comparison:
misclassification cost and accuracy on the test set; run time and objective value
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on the training set. Figure 1a’s x-axis displays the ICS-PathOCT model’s bet-
ter, same, or worse performance compared to the ICS-FlowOCT model, while
Fig. 1b’s x-axis displays each BCS model’s best, worst, or equal performance.
This analysis calculates the average objective function, run time, accuracy, and
misclassification cost of 5 instances from the same dataset and parameters. Thus,
each dataset has 24(=120/5) term values and 9 datasets have 216 values.

Figure 1a shows that in the first scenario, objective and accuracy values are
similar (122/216 and 130/216), with the ICS-PathOCT offering slightly better
values (48/46 and 44/42). The ICS-PathOCT has a lower misclassification
cost (51/35) than the ICS-FlowOCT. In particular, the ICS-PathOCT model
runs faster than the ICS-FlowOCT (108/19) because it has fewer constraints
and variables.

Despite having the best objective, runtime, and accuracy, the CS-BinOCT
model has the worst misclassification cost performance (see Fig. 1b). Misclas-
sification cost weakens the original BinOCT model, which maximizes correct
classified datapoints. The BCS-FlowOCT has the best runtime, as confirmed
by our experiment [1]. This formulation is the most consistent and ranks sec-
ond overall. The BCS-PathOCT has fewer best objective, accuracy, and run-
time values than the BCS-FlowOCT. However, the BCS-PathOCT performs
best in test set misclassification cost. The experiment also shows that the BCS-
FlowOCT and the CS-BinOCT have reasonable runtime, but misclassification
costs weaken them. These models outperform the BCS-PathOCT in accuracy,
but their extra terms for computing misclassification costs are inferior to those
of the BCS-PathOCT, which is designed for this purpose. The smaller formu-
lation size of the ICS-PathOCT makes it better for imbalanced decision trees
than the ICS-FlowOCT. The ICS-PathOCT model is also easier to convert
to BCS than the ICS-FlowOCT model.

5 Conclusion

While cost-sensitive classification has garnered attention in recent years, time has
been overlooked in classification research. In this paper, we propose exact meth-
ods for building a binary time-constrained cost-sensitive decision tree. Mathe-
matically, we can model all discrete decisions needed to grow valid decision trees
in one problem. This construction process model lets us consider the full impact
of our decisions and avoid pruning and impurity measures. Our experiments
with datasets with distinct characteristics show that the proposed formulations
achieve acceptable solutions under time and feature cost constraints.
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Abstract. In this paper, we present formulations and an exact method
to solve the Time Dependent Traveling Salesman Problem with Time
Window (TD-TSPTW) under a generic travel cost function where wait-
ing is allowed. A particular case in which the travel cost is a non-
decreasing function has been addressed recently. With that assumption,
because of both First-In-First-Out property of the travel time function
and the non-decreasing property of the travel cost function, we can ignore
the possibility of waiting. However, for generic travel cost functions,
waiting after visiting some locations can be part of optimal solutions.
To handle the general case, we introduce new lower-bound formulations
that allow us to ensure the existence of optimal solutions. We adapt
the existing algorithm for TD-TSPTW with non-decreasing travel costs
to solve the TD-TSPTW with generic travel costs. In the experiment,
we evaluate the strength of the proposed lower bound formulations and
algorithm by applying them to solve the TD-TSPTW with the total
travel time objective. The results indicate that the proposed algorithm
is competitive with and even outperforms the state-of-art solver in vari-
ous benchmark instances.

Keywords: time-dependent travel time · time-dependent travel cost ·
traveling salesman problem · dynamic discretization discovery

1 Problem Formulation

The TD-TSPTW is presented mathematically as follows. We let (N,A) denote
a directed graph, wherein the node set N = {0, 1, 2, ..., n} includes the depot
(node 0) as well as the set of locations (node 1, . . . , n) that must be visited.
Associated with each location i ∈ N is a time window [ei, li] during which the
location must be visited. A tourist must visit the city i within its time window.
Note that the tourist may arrive at city i ∈ N \ {0} before ei, in which case he
must wait until the time window opens. Because of waiting, he does not need to
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depart immediately after his visit. The time window associated with the depot
means that the tour departs the depot at the time of at least e0 and must return
to the depot no later than l0.

We define A ⊆ N ×N as the set of arcs that present travel between locations
in N. Associated with each arc (i, j) ∈ A and time, t, at which travel can begin
on the arc, is a travel time τij(t). The FIFO property implies that for each arc
(i, j) ∈ A and times t, t′ wherein t ≤ t′, we must have t + τij(t) ≤ t′ + τij(t′).
Thus, formally, the vehicle departs from node 0 at time t ≥ e0, arrives at each
city j ∈ N exactly once within its time window [ej , lj ] by traveling on arcs in A,
and then returns to node 0 at time t′ ≤ l0.

We formulate this tour as an integer program defined on a time-expanded
network, D = (N ,A), with node set N and arc set A. This formulation is based
on the presumption that time may be discretized into a finite set of integer
time points. As such, for each node i ∈ N, t ∈ [ei, l0], N contains the node
(i, t). A contains travel arcs of the form ((i, t), (j, t′)) wherein i �= j, (i, j) ∈ A,
t ≥ ei, t

′ = max{ej , t + τij(t)} (the vehicle cannot visit early), and t′ ≤ lj (the
vehicle cannot arrive late). Note that, since waiting is allowed, we can depart
from i to j at a time later than the time windows [ei, li] of location i. Finally, A
contains arcs of the form ((i, t), (i, t + 1)) presenting waiting at location i.

To formulate the integer program, for each arc a = ((i, t), (j, t′)) ∈ A, binary
variable xa represents whether the vehicle travels/waits along that arc. Let ca =
cij(t) be the non-negative travel cost associated with arc a. If i = j and t′ = t+1,
cii(t) represents the waiting cost for one unit of time period, from time period t to
time period t+1. Notations δ+(i, t) and δ−(i, t) present the set of incoming arcs
and the set of outgoing arcs at the node (i, t) ∈ N . The following formulation
solves the TD-TSPTW with a generic travel cost function:

z = minimize
∑

a∈A
caxa (1)

subject to ∑

a=((i,t)(j,t′))∈A|i�=j

xa = 1, ∀i ∈ N, (2)

∑

a∈δ+(i,t)

xa −
∑

a∈δ−(i,t)

xa = 0, ∀(i, t) ∈ N , i �= 0, (3)

xa ∈ {0, 1}, ∀a ∈ A. (4)

Constraints (2) ensure that the vehicle arrives at each node exactly one time
during its time window. Constraints (3) ensure that the vehicle departs every
node at which it arrives. Finally, constraints (4) define the decision variables and
their domains.

2 Literature Review

Due to the space, we refer [7] as a most recent review on TSP in general. Regard-
ing time-dependent TSPTW literature, [6] propose a branch-and-cut algorithm
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while [1] extend the ideas described in [5] by using a branch-and-bound algo-
rithm. [1] show that lower and upper bounds of time-dependent asymmetric
TSPTW can be obtained from the optimal solution of a well-defined asym-
metric TSPTW. [4] present the first application of the DDD method to solve
the static TSPTW problem. Based on that work, [9] propose the first DDD
method to solve the time-dependent TSPTW problem under the assumption
of a non-decreasing travel cost function. The experiment results showed that
the algorithm outperformed the state-of-art method for a particular problem
of this class, the make-span problem [6]. [10] extend the DDD approach for
solving TD-TSPTW to the Time-Dependent Minimum Tour Duration Problem
and the Time-Dependent Delivery Man Problem, which, unlike TSPTW, have a
scheduling element. Regarding how to refine the partial networks, [8] study path-
based refinement strategy and compare results of various refinement strategies
applied to TSPTW when using layer graph expansion. For a general discussion
of Dynamic Discretization Discovery, readers can refer to [3] as a base source.

In this paper, we extend the ideas in [9,10] to solve the TD-TSPTW with
a generic travel cost function. As far as we know, it is the first research for
TD-TSPTW with generic travel costs. We propose lower-bound formulations,
and extend the DDD algorithms to find optimal solutions for this generalized
problem.

3 Partially Time-Expanded Network Formulation
and Properties

To solve TD-TSPTW, we rely on the concept of the partially time-expanded
network [2,9]. A partially time-expanded network, DT = (NT ,AT ), is derived
from a given subset of the timed nodes, NT ⊆ N . Given NT , the arc set AT ⊆
NT × NT consists of travel arcs and waiting arcs. A travel arc ((i, t), (j, t′)),
wherein (i, t) ∈ NT , (j, t′) ∈ NT , i �= j, and (i, j) ∈ A, models travel between
locations i and j. We do not allow violations of time windows, so t′ ≤ max{ej , t+
τij(t)}. An arc is too short if t′ < max{ej , t + τij(t)}. A waiting arc ((i, t)(i, t +
1)) is in AT if both nodes (i, t) and (i, t + 1) are in NT . For each arc a =
((i, t), (j, t′)) ∈ AT , we define cij(t) as the travel cost of arc a. We set these costs,
cij(t), in such a manner that they under-estimate how the cost of such travel
is presented in D. Specifically, cij(t) is defined as cij(t) = min{∑h”−1

h=h′ cii(h) +
cij(h”)|t ≤ h′ ≤ h” ∧ h” + τij(h”) ≤ lj}. The underestimated cost cii(t) for a
waiting arc ((i, t)(i, t+1)) is 0 since the waiting cost is taken into account while
evaluating underestimated travel cost.

Given a partially time-expanded DT that meets Property 1–5, we establish
the formulation TD-TSPTW(DT ) defined by the objective function and con-
straints (5)–(8). We optimize this formulation with respect to the cost cij(t).

TD-TSPTW(DT ) : min
∑

a∈A
caxa (5)
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∑

a=((i,t)(j,t′))∈AT |i�=j

xa = 1,∀i ∈ N, (6)

∑

a∈δ−((i,t))

xa −
∑

a∈δ+((i,t))

xa = 0,∀(i, t) ∈ NT (7)

xa ∈ {0, 1},∀a ∈ AT . (8)

Property 1. ∀i ∈ N , both nodes (i, ei) and (i, li) are in NT .

Property 2. ∀(i, t) ∈ NT , ei ≤ t.

Property 3. If (i, t) ∈ NT and (i, t + 1) ∈ NT , the waiting arc ((i, t)(i, t + 1))
is in AT .

Property 4. Underestimate travel-time arc: ∀(i, t) ∈ NT and arc (i, j) ∈ A,
there is a travel arc of the form ((i, t)(j, t′)) ∈ AT if t+τij(t) ≤ lj. Furthermore,
every travel arc ((i, t), (j, t′)) ∈ AT must have either (1) t + τij(t) < ej and
t′ = ej, or (2) ej ≤ t′ ≤ t + τij(t). Finally, there is no (j, t′′) ∈ NT with
t′ < t′′ ≤ t + τij(t).

Property 5. Underestimate travel cost of arc: ∀((i, t)(j, t′)) ∈ AT , i �= j, the
cost cij(t) = min{∑h”−1

h=h′ cii(h) + cij(h”)|t ≤ h′ ≤ h” ∧ h” + τij(h”) ≤ lj}.
Underestimate waiting cost cii(t) takes value 0 for all i and t.

Property 1–5 ensure Lemma 1, 2 and 3. Since the non-decreasing property of
cij(t), the algorithm proposed in [9] will converge to an optimal solution to the
TD-TSPTW(D) but with the parameterized cost cij(t). Because cij(t) may be
not equal cij(t), we may not reach the optimal solution to TD-TSPTW(D). Also,
using the result of Lemma 2, if all optimal solutions to TD-TSPTW(D) with the
original cost have at least one waiting arc occurring after visiting some cities,
then the current lower bound formulation, TD-TSPTW(DT ), is not enough to
find optimal solutions of TD-TSPTW(D).

Lemma 1. cij(t) is a non-decreasing function of t.

Lemma 2. If TD-TSPTW(DT ) with the parameterized cost cij(t) is feasible, it
always has an optimal solution without waiting arcs.

Lemma 3. TD-TSPTW(DT ) with cost cij(t) is a lower bound of TD-
TSPTW(D) with cost cij(t).

As the first attempt to address the challenges, we extend the lower bound
formulation TD-TSPTW(DT ) (5)–(8) to take into account original travel cost
function c. Conditions to determine whether we can evaluate an arc with its
correct travel cost are presented. Then we introduce new algorithmic ideas and
show how to adapt the algorithmic framework presented in [9] to find optimal
solution to TD-TSPTW(D) using TD-TSPTW(DT ). Let us state the conditions
in which we can evaluate an arc with its correct travel cost.
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Property 6. An arc a = ((i, t)(j, t′)) ∈ DT can be evaluated with correct travel
cost if and only if two following conditions are met:

1. The node (i, t) can be reached by a sequence of correct travel time arcs and
waiting arcs from the depot (0, e0).

2. The waiting arc ((i, t)(i, t + 1)) is in DT .

The first condition of Property 6 states that if an arc a = ((i, t)(j, t′)) can be
evaluated with the correct travel cost, then it must be reached from the depot
by a sequence of correct travel time arcs (including waiting arcs). With this
condition, t is the correct arrival time at the location i. The second condition
implies the possibility that we travel from location i at time t to another location
with the correct travel cost, or we can wait and travel from i at time at least
t + 1 with underestimate travel cost. It is used to maintain the non-decreasing
property of TD-TSPTW(DT ) when we update DT . Now, we present two new
formulations satisfying Property 1–6.

4 New Lower Bound Formulations and Algorithm

4.1 Path-arc-based Formulation

We start with a path-arc-based formulation that allows us to evaluate arcs with
their correct travel costs by using additional path variables representing paths
with correct travel times. Let p = ((u0 = 0, t0 = e0) − (u1, t1) − (u2, t2) − ... −
(um, tm)) be a path departing from the depot with correct travel times. We
associate with p a binary variable xp and with cost cp =

∑m−1
i=0 cuiui+1(ti). Let

denote PT as a set of paths originated from the depot with correct travel times in
DT . We denote PT (i) ⊆ PT as a set of paths visiting the city i and δ+p (i, t) as a set
of paths ending at (i, t). Let δ+(i, t) = {((j, t′)(i, t)) ∈ AT |j �= i} denote of the set
of travel arcs ending at (i, t). Let δ+(i) = {((j, t′)(i, t)) ∈ AT |j �= i} denote of the
set of travel arcs ending at city (i). Let A=

T ⊆ AT be the set of arcs with correct
travel times, and let QT ⊆ PT × A=

T such that if (p, a) ∈ QT then p ⊕ a ∈ PT .
Here p⊕a = ((u0 = 0, t0 = e0)− (u1, t1)− (u2, t2)− ...− (um = i, tm = t), (j, t′)),
the path obtained by expanding the arc a to the end of p where p ∈ δ+p (i, t) and
a = ((i, t)(j, t′)) ∈ A=

T . The path-based formulation TD-TSPTW(DT ,PT ) is:

TD-TSPTW(DT ,PT ) : min
∑

a∈AT

caxa +
∑

p∈PT

cpxp (9)

xa +
∑

p∈PT |a∈p

xp ≤ 1, ∀a ∈ A=
T (10)

xp + xa ≤ 1, ∀(p, a) ∈ QT (11)
∑

a∈δ+(i)

xa +
∑

p∈PT (i)

xp = 1, ∀i ∈ N (12)
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∑

a∈δ+(i,t)

xa +
∑

p∈δ+
p (i,t)

xp −
∑

a∈δ−(i,t)

xa = 0, ∀(i, t) ∈ NT (13)

∑

((i,t)(i,t+1))∈AT

x((i,t)(i,t+1)) = 0, (14)

xa, xp ∈ {0, 1}, ∀a ∈ AT , p ∈ PT . (15)

The objective function (9) estimates a lower bound of TD-TSPTW using
paths with correct travel times and travel costs plus arcs with under-estimated
travel costs. Suppose p′, p ∈ PT and p′ = p⊕a with some a ∈ A=

T then constraint
set (11) forces to use p′ instead of p and a to ensure that correct cost is used.
However, if p′ /∈ PT and if p and a are selected, we will create p′ and add p′ to
the formulation. Constraint set (12) ensures each city is visited exactly once (e.g.
by an arc ending at (i, t) or by a path p passing through node (i, t)). Constraint
set (13) ensures the balance of selected arcs at each node, either by arcs or
by paths. Mathematically, if xa = 1 for any a ∈ δ+(i, t) in equation (12), then∑

PT (i,t) xp = 0 and
∑

p∈δ+(i,t) xp = 0 in (13). So there is an arc a′ ∈ δ−(i, t) with
xa′ = 1, making the node (i, t) balanced. Otherwise, if xa = 0 for all a ∈ δ+(i, t),
then

∑
PT (i,t) xp = 1. If

∑
p∈δ+(i,t) xp = 1 then again there is an arc a′ ∈ δ−(i, t)

with xa′ = 1, implying the node (i, t) balanced. Otherwise,
∑

p∈δ+(i,t) xp = 0,
so there is p ∈ PT \δ+(i, t) such that xp = 1. Because p /∈ δ+(i, t), there are
exactly two arcs with correct travel time of form ((u, h)(i, t)) and ((i, t)(j, t′))
in p, making (i, t) balance. Constraint (14), which is used to strengthen the
formulation by Lemma 3.2, eliminate waiting arcs with underestimated cost
from the optimal solutions, in other words, waiting arcs (with correct travel
costs) can only appear in paths in PT . Finally, constraint (15) defines domains
of the variables x and p.

We have the following results, which say that TSPTW(DT ,PT ) is always a
lower bound of TD-TSPTW(D) and explains when we find an optimal solution
to TSPTW(D).

Lemma 4. TSPTW(DT ,PT ) is a lower bound of TSPTW(D).

Lemma 5. If an optimal solution to TSPTW(DT ,PT ) is a single tour pre-
scribed by a path (variable), it is an optimal solution to TSPTW(D).

4.2 Arc-Based Formulation

As we can see, there are two major disadvantages of the path-arc-based for-
mulation TD-TSPTW(DT ,PT ) (9)-(15). First, the number of paths in PT can
be an exponential number in terms of the number of nodes and arcs in DT ,
making it impossible to solve the TD-TSPTW(DT ,PT ) by MIP solver. Second,
given a sequence of correct travel time arcs in DT , we cannot evaluate those
arcs with correct travel costs unless there is a path including those arcs. We
present another modeling approach to solve the two above issues. We associate
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with each arc a ∈ AT a variable za indicating whether this arc can be evaluated
with correct travel cost or not. Let Δa = ca − ca for ∀a ∈ AT .

The following defines a new relaxation of TD-TSPTW(D) that allows eval-
uating any sequence of arcs with correct travel time from the depot with their
correct travel cost when Property 1–6 are met. Let N W

T = {(i, t) ∈ NT |(i, t+1) ∈
NT } be the set of time nodes having waiting arcs, and N NW

T = NT \N W
T be the

set without this property. Let λ+
(i,t) be the set of correct travel time/correct

travel cost arcs arriving at the timed node (i, t), and λ+
i be the set of correct

travel time/correct travel cost arcs arriving at the node i.

TD-TSPTW(DT , ZAT ) : min
∑

a∈AT

xaca +
∑

a∈AT

zaΔa (16)

subject to constraints (6), (7) and

za ≤ xa,∀a ∈ AT , (17)

za = xa,∀a ∈ δ−
(0,e0)

if (0, e0 + 1) ∈ NT , (18)

za = 0,∀(i, t) ∈ N NW
T ,∀a ∈ δ−

(i,t), (19)

za ≥ xa +
∑

a′∈λ+
(i,t)

za′ − 1,∀(i, t) ∈ N W
T \(0, e0),∀a ∈ δ−

(i,t), (20)

∑

a∈λ+
(i,t)

za ≥
∑

a∈δ−
(i,t)

za,∀(i, t) ∈ NT \(0, e0), (21)

∑

a∈λ+
(i,t)

za ≥ x((i,t)(i,t+1)),∀(i, t) ∈ N W
T \(0, e0) (22)

xa, za ∈ {0, 1},∀a ∈ AT . (23)

The objective function (16) ensures that if xa and za both take value 1
in a solution to TD-TSPTW(DT , ZAT ), the cost associated to this arc in the
objective function is exactly ca. We are going to prove that given a solution
{x̄, z̄} to TD-TSPTW(DT , ZAT ), for any a = ((i, t)(j, t′)) ∈ AT , z̄a takes the
value of 1 if and only if Property 6 is met.

Constraint set (17) ensures that an arc a is evaluated with its correct travel
cost only if this arc is selected in a solution to the formulation. Next, constraint
(18) implies that arcs representing departure from (0, e0) should be evaluated
with correct travel costs if waiting arc ((0, e0), (0, e0+1)) ∈ AT . Next, constraint
(19) enforces that if there is no waiting possibility at the node (i, t) in the cur-
rent DT , all arcs outgoing from this node cannot be evaluated with correct travel
costs. Otherwise, constraint set (20) says that if a = ((i, t)(j, t′)) ∈ AT is selected
and if we can reach the node (i, t) by an arc a′ ∈ A=

T which is also evaluated by
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its correct travel cost (
∑

a′∈λ+
(i,t)

za′ = 1 or z′
a = 1 for some a′), this constraint

forces a to be evaluated by its correct travel cost, or za = 1. Constraint (21) says
that if we cannot reach (i, t) by a correct travel time and correct travel cost arc,
no outgoing arc of this node can be evaluated with the correct travel cost. Pre-
cisely, if

∑
a′∈λ+

(i,t)
za′ = 0, constraint (21) forces that any outgoing arc a ∈ δ−

(i,t)

will be evaluated with its underestimate cost since za = 0 for all a ∈ δ−
(i,t)). This

constraint also forces za = 0 for any arc a in a sub-tour ((u0, t0), (u1, t1) , ...,
(um, tm), (u0, t0)) where ui �= 0 for all i. W.r.t, we assume t0 ≤ tm. Because
the too short incoming arc ((um, tm), (u0, t0)) /∈ λ+

(u0,t0)
of the node (u0, t0) is

selected, then the left-hand side of constraint (21) takes the value 0, consequently,
za = 0 for all arcs a of the sub-tour ((u0, t0), (u1, t1), ..., (um, tm), (u0, t0)).
Finally, constraint set (23) defines the domain of variables.

In conclusion, the set of constraints (17)–(23) ensures that if an arc is eval-
uated with correct travel cost, this arc must belong to the path from the depot
node (0, e0) and all arcs in this path also must be evaluated with correct travel
costs.

Aggregation formulation of TD-TSPTW(DT , ZAT ). Aggregating con-
straints (18)–(21) gives us constraints (24)–(27). λ+

i and δ−
i present the set of

correct-travel-time inbound arcs to city i and set of outbound arcs from city i.
The aggregated formulation TD-TSPTW-AGG(DT ,AT ) includes the objective
function (16), the constraints (6), (7), (17), (23) and the constraints

∑

a∈δ−
(0,e0)

xa =
∑

a∈δ−
(0,e0)

za if (0, e0 + 1) ∈ NT , (24)

∑

(i,t)∈NNW
T

∑

a∈δ−
(i,t)

za = 0, (25)

∑

a∈δ−
(i,t)

za ≥
∑

a∈δ−
(i,t)

xa +
∑

a∈λ+
(i,t)

za − 1,∀(i, t) ∈ N W
T \{0, e0}, (26)

∑

a∈λ+
i

za ≥
∑

a∈δ−
i

za,∀i ∈ N\0. (27)

Actually, while TD-TSPTW-AGG(DT , ZAT ) is the aggregated version of TD-
TSPTW(DT , ZAT ), we can prove that they are equivalent (see online Appendix
[11]). Similar to the results of the path-based formulation, we have:

Lemma 6. If DT satisfies Properties 1–5, then TD-TSPTW(DT , ZAT ) (or TD-
TSPTW-AGG(DT , ZAT ), respectively) is a relaxation of TD-TSPTW(D).

Lemma 7. An optimal solution to TD-TSPTW(DT ,AT ) (or TD-TSPTW-
AGG (DT , ZAT ), respectively) that has no too short arcs defines an optimal
solution to TD-TSPTW(D)
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Algorithm 1. DDD-TD-TSPTW
Require: TD-TSPTW instance (N, A), e, l, τ and c, and optimality tolerance ε
1: Perform preprocessing, updating A, e and l.
2: Create a partially time-expanded network DT .
3: Set PT ← ∅, (or A=

T ← the set of correct travel time arcs in AT )
4: Set S ← ∅
5: while not solved do
6: Set S̄ ← ∅
7: Solve primal heuristics, TD-TSPTW(D1

T ) and TD-TSPTW(D2
T ), with under-

estimate cost c, harvest integer solutions and add to S̄.
8: Solve TD-TSPTW(DT ), harvest integer solutions, S̄, and lower bound, z.
9: for s ∈ S̄ do
10: Let s′ be a copy of s without waiting arcs.
11: if s′ can be converted to a feasible solution to TD-TSPTW(D) then
12: Solve R-TD-TSPTW(D, s′) to find the best tour using travel arcs in s′.
13: Update S with the solution returned by R-TD-TSPTW(D, s′).
14: Add a cut to exclude all copies of s′ in TD-TSPTW(DT ).
15: else
16: Add cuts corresponding to sub-tours and infeasible paths in s′ to TD-

TSPTW(DT )
17: end if
18: Update DT , (and PT ), and TD-TSPTW(DT ) by lengthening arcs in s.
19: end for
20: Compute gap δ between the best solution in S and lower bound, z.
21: if δ ≤ ε then
22: Stop: best solution in S is ε−optimal for TSPTW.
23: end if
24: end while

4.3 Algorithm to Solve TD-TSPTW(DT )

Algorithm 1 shows how we solve the TD-TSPTW(D) using proposed lower bound
formulations. Readers can refer to [4,9,10] for additional reference of the com-
ponents of the algorithm. In Algorithm 1, TD-TSPTW(DT ) refers to one of the
lower bound formulations presented in Sect. 4. While it shares the main steps
with the one mentioned in [9,10], there are differences. First, to check the feasibil-
ity of a solution s found by lower bound formulations, we check with the solution
s′ obtained from s excluding all waiting arcs (Line 10-11). It ensures that if s′ is
infeasible, s is always infeasible. If s′ is feasible, we solve R-TD-TSPTW(D, s′)
to find the best tour using only travel arcs in s′ (e.g. by adding waiting arcs to
s′, Line 12). R-TD-TSPTW(D, s′) is a restricted formulation of TD-TSPTW(D)
where only travel arcs in s′ can be selected. If R-TD-TSPTW(D, s′) is solved
to optimality, we add a cut to exclude all copies of s′ from TD-TSPTW(DT ).
If s′ is infeasible, we add cuts corresponding to sub-tours and infeasible paths
extracted from s′ to TD-TSPTW(DT ). The two primal heuristics in [9,10] are
used to help find feasible solutions. We exclude all waiting arcs when solving
those two primal heuristics (Line 7). Arcs in those primal heuristics are evalu-
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ated with under-estimate cost cij(t) and with basic formulation (5)-(8). We add
cuts to exclude all tours corresponding to feasible solutions in S before solving
those primal problems to force finding new feasible solutions. When updating
DT (Line 18), given an arc ((i, t)(j, t′)) to lengthen, we also add the node (i, t+1)
to DT to introduce waiting opportunities at (i, t) if (i, t + 1) /∈ DT . To main-
tain Property 1–5, when a new node (i, t) is added to DT , we also add arc
((i, t)(i, t+ 1)) (or ((i, t − 1)(i, t))) if node (i, t+ 1) (or (i, t − 1)) existed in DT .
When the path-arc-based formulation is used, Algorithm Add-Paths (see online
Appendix [11]) is employed to update PT .

5 Experiments

The algorithm is implemented in C++ using Gurobi 8.0 as the MIP solver. All
experiments were run on a workstation with an Intel(R) Xeon (R) CPU E5-4610
v2 2.30GHz processor running Ubuntu 14.04.3. One of the stopping conditions
was a provable optimality gap of ε = 10−2. Two sets named “Set 1” and “Set
w100” from [9] are used. Each set has 960 instances from 15 to 40 nodes with up
to 73 travel time profiles. We set the cost cij(t) be τij(t), the travel time between
i and j at time point t. We assess two points:

1. We compare the path-arc-based formulation (Path), the arc-based formula-
tion (Z), and the aggregated arc-based formulation (Z-Agg) and the corre-
sponding algorithms based on the number of instances solved.

2. We compare the strongest algorithm and formulation and the state-of-the-
art solver, Gurobi, solving the problem with the full-time-expanded network
formulation.

First, Table 1 reports the number of solved instances using the Path, Z, and
Z-Agg formulation. In this experiment, we consider a setting in which waiting
at site i after visiting i is not allowed, so cii(t) = ∞, or a very high value. Max-
imum running time for this setting is 1 h. This can happen for time-dependent
scheduling problems where all jobs (cities) are performed without stopping. As
we expect, the Z-Agg formulation is the most efficient and competitive formula-
tion, while the Path formulation is the worst one. Using the Z-Agg formulation,
we can solve 873 and 871 instances of Set 1 and Set w100 to optimality. It means
the proposed algorithm is able to solve this particular variant.

Table 1. Number of instances solved optimally by each formulation.

Set 1 Set w100
n Path Z Z-Agg Path Z Z-Agg

15 240 240 240 240 240 240
20 239 239 240 226 228 231
30 214 218 224 192 230 232
40 147 149 169 115 167 188
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Second, we consider the setting in which cii(t) = 0. This setting is harder
because of the larger solution space, so we let 2 h of execution. We observe that
while Gurobi can efficiently solve instances of Set w100, it struggles to find
feasible solutions to instances of Set 1. Given two hours of computation time,
it can only find feasible solutions to 596 over 960 instances of Set 1 (Table 2),
while it is able to find feasible solutions to all instances of Set w100. Technically,
while having the same number of nodes, instances of Set 1 have wider time
windows, making the complete networks larger and harder to solve. The proposed
algorithm finds feasible solutions for all instances.

Table 2. Feasible solutions: Gurobi versus Z-Agg (Set 1)

n 15 20 30 40

Gurobi 239 228 115 14
Z-Agg 240 240 240 240

Finally, Table 3 compares the number of ε-optimal solutions that Gurobi and
the proposed algorithm find for instances of Set 1. Gurobi can prove optimal-
ity for 396 instances, while the proposed method with Z-Agg formulation can
solve 712 instances. The average gap of unsolved instances is 7.37% (Gurobi)
and 2.94% (the proposed algorithm). These preliminary results show that the
proposed algorithm and formulations are promising for solving time-dependent
TSPTW instances.

Table 3. Optimal solutions: Gurobi versus Z-Agg (Set 1)

n 15 20 30 40

Gurobi 218 145 29 4
Z-Agg 228 199 157 128

To conclude, the three lower bound formulations can be used to solve the
time-dependent TD-TSPTW in which the aggregated formulation TD-TSPTW-
AGG(DT ,AT ) is the most effective one. It has fewer constraints than TD-
TSPTW(DT ,AT ), and therefore, makes it easier to solve with mixed-integer
programming solvers. The proposed algorithm with the aggregated formulation
performs better than the solver over benchmark instances.

6 Conclusion

In this paper, we study a generalized version of the time-dependent traveling
salesman problem where travel cost is modeled as a generic function. We present
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three lower-bound formulations based on path and arc variables, and we intro-
duce iterative exact algorithms based on the dynamic discrete discovery approach
to solve the problems. The experiment results confirm the advantages of the pro-
posed method over the state-of-art solvers when solving small- and medium-sized
instances. Finally, our ongoing research shows that we can apply the proposed
method in this paper to solve variants of the TSPTW including those with soft
time windows. It confirms the strength and innovation of our proposed method.
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Abstract. This paper introduces an efficient streaming algorithm for a
well-known Minimum cost Submodular Cover (MSC) problem. Our algo-
rithm makes O(log n) passes over the ground set, takes O(n log n) query
complexity and returns a (1/ε, 1 − ε)-bicriteria approximation solution
with the ground set of size n and the precise parameter ε > 0. There-
fore, it is better than the existing streaming algorithms in terms of both
solution guarantees and query complexity. Besides the theoretical perfor-
mance, the experiment results on two applications, Revenue Threshold
and Coverage Threshold, further show the superiority of our algorithm
with the state-of-the-art ones.

Keywords: Submodular Cover · Approximation Algorithm ·
Streaming Algorithm

1 Introduction

This paper considers the Minimum cost Submodular Cover problem (MSC).
In the problem setting, we have a finite ground set V sized n, a monotone
submodular set function f : 2V → R

+, an additive cost function c : 2V → R
+,

and a positive threshold T ≤ f(V ). Assume each element e ∈ V assigned a
positive cost c(e) > 0. The goal of the problem is to find a subset S ⊆ V with
the minimum cost such that f(S) ≥ T , where the cost of S is c(S) =

∑
v∈S c(v).

The problem has a wide range of applications in the areas of artificial intel-
ligence, data mining, and combination optimization such as recommending sys-
tems [6], data summarization [12,18], social influence [10,16] and revenue max-
imization in social networks [9], maximum coverage [9,15], revenue threshold,
coverage threshold, etc. The primary objective of revenue and coverage threshold
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differs from typical maximization goals. Rather than solely seeking to maximize
the solution, revenue and coverage threshold optimization focuses on identify-
ing a solution in which the object value surpasses a specified threshold while
minimizing costs. Although there has been a lot of work focused on designing
efficient algorithms for the MSC problem [4,13,19,20], the exponential growth
of data requires more efficient algorithms for both running time and memory
usage. In this context, the streaming algorithm is an effective method to solve
the above issues because it goes through the entire stream only once or a few
times and uses a small amount of memory to get the solution with a theoretical
bound.

Unfortunately, the proposed streaming algorithms for this problem still have
weaknesses. The first work of this line [14] only focused on a special problem
with uniform cost. Therefore, it could not be applied to the general MSC. Sev-
eral streaming algorithms in [3] could work with non-monotone utility func-
tion, return a (O(1/ε2), (1 − ε)/2)-bicriteria approximation solution but ran in
O(n log opt)/cmin) query complexity, where opt was the cost of optimal solution
and cmin was the smallest cost of an element. Note that the query complexity
of this algorithm was not a polynomial since 1/cmin was not a constant, and it
might become arbitrarily large.

Motivated by the above phenomena, in this paper, we propose an improved
streaming algorithm that provides better approximation guarantees and query
complexity for MSC problem. Our contributions are as following:

– We propose a streaming algorithm for the MSC problem, named (StrMSC)
that provides a (1ε , 1 − ε)-bicriteria approximation solution that takes
O( 1ε log n

ε ) passes over the ground set, O(n) memories and O(n
ε log n

ε ) query
complexity, where ε > 0 is a pre-defined accuracy parameter. Therefore, our
algorithm is the first multi-pass and near-linear query complexity for MSC.

– We assess the practical performance of the StrMSC algorithm through an
extensive experiment in two applications: Revenue Threshold and Cover-
age Threshold. Our comparison includes the the sate-of-the-art algorithms,
MULTI and SINGLE, developed by Crawford et al. [3], as well as the non-
streaming GREEDY algorithm by Goyal et al. [7]. Our algorithm consistently
outperforms these benchmarked algorithms across various evaluation criteria,
encompassing objective value, the number of queries, and memory utilization.

The core idea of our algorithm includes two components. The first component
adapts the technique of splitting the ground set by [17] to find a major set within
one pass over the ground set. The second one finds a good solution over the major
set. For each pass, it establishes a threshold and limits the cost to select: (1)
a new element to the partial solution if density gain is at least the threshold,
and (2) a good singleton without violating the limited cost. Each pass returns
the best candidate solution between the above candidates, and the algorithm
terminates after at most O(log n) passes or the value of the utility function is at
least (1 − ε)T .

Organization. The rest of the paper is structured as follows. Section 2 pro-
vides the literature review on MSC problem. Section 3 presents notations and
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proprieties of studied problem. Section 4 introduces the proposed algorithm and
theoretical analysis. Experimental computation is provided in Sect. 5. Finally,
we conclude this work in Sect. 6.

2 Related Works

The MSC problem is an NP-hard problem [8]. One common approach to solving
the problem is using greedy, which sequentially selects elements with maximal
marginal gain into the partial solution and takes advantage of the submodular to
derive the approximation bound. Wolsey et al. [20] first introduced a greedy ver-
sion that had an approximation ratio of 1+ ln(α/β), where α was the maximum
value of the objective over all the singletons, and β was the smallest non-zero
marginal gain of the greedy algorithm. Then, Wan et al. [19] showed the greedy
algorithm could return an approximation ratio of 1 + ln(α/β) for a special case
of MSC problem. Another work of [7] proposed a greedy algorithm with a dif-
ferent stopping condition. It returned a (log(T

ε ), 1 − ε)-bicriteria approximation
solution. Recently, Crawford et al. [4] proved that a greedy algorithm could pro-
vide another bound under noise models when one could only estimate the value
of the utility function within a bias error. In general, greedy algorithms have
O(n2) query complexity and make O(n)-passes through the data. Thus, they
may be infeasible for some applications with large data. Besides, several works
have focused on developing evolutionary algorithm [5] or parallel algorithm [17]
for MSC. However, they needed expensive query complexity and required a poly-
nomial number of passes through the data.

Streaming algorithms are effective for submodular optimization problems,
especially in big data. Norouzi-Fard et al. [14] showed that a single pass
streaming algorithm for MSC with an approximation ratio better than n/2
must use at least O(n) memory. In the seminal work, they proposed an effi-
cient algorithm for the Submodular Cover problem, a special case of MSC
with uni-cost. Their algorithm made a single-pass, used M memories and pro-
vided (2 ln(1/ε), 1 − 1

ln(1/ε) )-bicriteria approximation solution, where M was the
required memory. More recently, Crawford et al. [3] proposed two bicriteria
algorithms for solving MSC for the non-monotone case. The first one, called
MULTI, returned ((1 + ε)(1 + 4

ε2 ), 1−ε
2 ) bicriteria approximation ratio, made

O(log(opt)/cmin) passes, wasted O(n
ε log(opt/cmin)) query complexity, and used

O(opt/ε2) space complexity. The query complexity of MULTI depended on
1/cmin that was not a constant and might be arbitrarily large. Their second
one, SINGLE, made a single pass and returned the same approximation bound
but had a larger query complexity of Ω(n2/cmin).

3 Preliminaries

Given a ground set V = {e1, . . . , en} of size n, the submodular set function
f : 2V �→ R

+ measures the quality of a subset S ⊆ V . It is assumed that
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there exists an oracle query, which, when queried with the set S, returns the
value f(S). We assume f normalized, i.e., f(∅) = 0. The marginal gain of an
element e to a set S ⊆ V is defined f(e|S) = f(S ∪ {e}) − f(S). We also define
f(S|X) = f(S ∪ X) − f(X) for any set X ⊆ V . We simplify f({e}) to f(e).

The function f is monotone if for A ⊆ B ⊆ V , we have f(A) ≤ f(B). f is
submodular if for any A ⊆ B ⊆ V , e ∈ V \ B, f(e|A) ≥ f(e|B).

An instance of the problem MSC is presented by a tuple (V, f, T ). Given an
instance of MSC with cost function c additive, i.e., c(S) =

∑
e∈S c(e), we define

cmin = mine∈V c(e), cmax = maxe∈V c(e), and O is the optimal solution and the
optimal cost opt = c(O).

We call an algorithm is a (x, y)-bicriteria approximation for MSC problem
if it returns a solution S satisfying f(S) ≥ y ·T and c(S) ≤ x·opt, where x, y > 0.

Streaming Algorithm. A streaming algorithm is an approximation algorithm
that processes the data stream in which the input is presented as a sequence
of elements and can be examined in only one or a few passes. These algorithms
are designed to operate with limited memory, generally logarithmic in the size
of the stream or in the maximum value in the stream.

4 Proposed Algorithm

This section introduces our streaming version StrMSC that provides a (1− ε, 1
ε )-

bicriteria approximation solution for MSC within O(log n) passes over the ground
set V .

Algorithm Description. StrMSC consists of two phases. The first phase (lines
2-9) adapts a strategy of dividing the set V into reasonable subsets by [17],
within one pass over the ground set V , to ensure the algorithm takes at most
near-linear query complexity. Accordingly, it first sorts V = {u1, u2, . . . , un} in
non-decreasing order and then finds the smallest j so that f(u1, u2, . . . , uj) ≥ T .
The algorithm divides V into three subsets: the first subset V0 contains elements
with the cost less than c′

min ← εc(uj)/n, the second one V1 contains elements
with the cost greater than c′

max ← jc(uj), and the last one V ′ contains the rest.
We call the set V ′ as the major set, and one may find the near-optimal solution
of the problem over the ground V ′ instead of V . By the above division strategy,
one can bound the ratio of maxe∈V ′ c(e)

mine∈V ′ c(e) = O(n3) that helps the algorithm finds
the solution in near-linear query complexity.

The second phase (lines 9-21) takes at most O(log1+ε n) passes over the major
set V ′. In each pass, the algorithm finds a candidate solution Sv by adding a
new element e with the density gain, i.e., the ratio between f ′(e|Sv) and the cost
c(e), satisfies the condition in the line 13, where f(·) = f(·|V0). The algorithm
then updates the element ev with the highest utility value with the cost is at
most (1 + ε)v+1. At the end of each pass, it finds the best solution among Sv

and {ev} and terminates this phase if f ′(S′
v) ≥ αT ′

2 .
Finally, the algorithm returns which set has a lower cost between candidate

ones S′
v ∪ V0 and S0.
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Algorithm 1: Algorithm
Input: An instance (V, f, T ), parametter ε > 0
Output: A solution S
// Phase 1: Pre-processing

1: Within one passe over ground set V do:
2: Sort V = {u1, u2, . . . , u|V |} in non-decreasing cost order
3: Find j ← min{i : f({u1, u2, . . . , ui}) ≥ T}, S0 ← {u1, . . . , uj}
4: c′

min ← εc(uj)/n, c′
max ← jc(uj)

5: V0 ← {u ∈ V : c(u) < c′
min}

6: V1 ← {u ∈ V : c(u) > c′
max}

7: V ′ ← V \ (V0 ∪ V1), T ′ ← T − f(V0), f ′(·) ← f(·|V0)
8: c0 ← mine∈V ′ c(e), U = {v ∈ [n] : c0 ≤ (1 + ε)v ≤ c(V ′)}
9: α = 2(1 − ε), β = (1+ε)α

2−α

// Phase 2: Main Streams

10: foreach v ∈ U do
11: Sv ← ∅, ev ← ∅
12: foreach e ∈ V ′ do
13: if f ′(e|Sv)

c(e)
≥ αT ′

β(1+ε)v
and c(Sv ∪ {e}) ≤ β(1 + ε)v then

14: Sv ← Sv ∪ {e}
15: if c(ev) ≤ (1 + ε)v+1 then
16: ev ← arg maxx∈{e,ev} f ′(x)

17: S′
v ← arg maxX∈{Sv,ev} f ′(X)

18: if f ′(S′
v) ≥ αT ′

2
then

19: break
20: else
21: Delete S′

v, ev

22: return arg minX∈{S′
v∪V0,S0} c(X).

Theoretical Analysis. In the following, we show the theoretical guarantees of
StrMSC in Theorem 1.

Theorem 1. Algorithm 1 is multi-pass streaming algorithm that

– Returns a solution S with f(S) ≥ (1 − ε)T and c(S) ≤ 1
ε opt.

– Takes O(n) memories and makes at most O(1ε log(n
ε ))-pass through V .

– Takes O(n
ε log(n

ε )) query complexity.

Proof. For ease of following, we first recap the proof of showing the bound c′
min

and c′
max in [17]. Supposing that j is an integer number the algorithm finds

in line 2 and vt = maxe∈O c(e). If c(vt) < c(vj), then O = {v1, v2, . . . , vt}.
By the monotoncity of f , we have f(O) ≥ T = f({v1, v2, . . . , vt}) which
contracts to the definition of j. Thus, c(vj) ≤ c(vt) ≤ c(O). On the other
hand, since the set {v1, v2, . . . , vj} is a feasible solution of (V, f, T ), we have
c(O) ≤ c({v1, v2, . . . , vj}) ≤ jc(vj).
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Prove Approximation Guarantees. By the selection of V0, we have c(V0) ≤
|V0|c′

min ≤ εc(vj) ≤ εopt. Denote by O′ an optimal solution of the instance
(V ′, f ′, T ′) and opt′ = c(O′), where f ′(·) = f(·|V0) and T ′ = T − f(V0). It is
easy to see that f ′(·) is a monotone and submodular function. Since f ′(O) =
f(O ∪V0)− f(V0) ≥ T − f(V0), O is a feasible solution of the problem under the
instance (V ′, f ′, T ′) and thus opt′ ≤ opt. On the other hand, since c′

min ≤ c0 ≤
(1 + ε)v ≤ c(V ′), there exists an integer v so that opt′

1+ε < u = (1 + ε)v ≤ opt.
We provide the theoretical bound of S′

v and use it to obtain the proof. We
consider two following cases:

Case 1. There exists an element o ∈ O′ \Sv so that c(Sv)+c(o) > β(1+ ε)v and
f ′(o|Sv)

c(o) ≥ T ′
β(1+ε)v . By the selection of Sv, we have f ′(Sv) ≥ c(Sv)αT ′

βu . Therefore

f ′(Sv ∪ {o}) ≥ f ′(Sv) +
αc(o)T ′

βu
≥ c(Sv)αT ′

βu
+

αc(o)T ′

βu
(1)

= (c(S) + c(o))
αT ′

βv
> αT ′. (2)

By the selection rule of ev, we have c(ev) ≤ (1 + ε)u > opt′, so f(ev) ≥
maxo∈O′ f ′(o). Combine this with the submodularity of f ′, we have

f ′(S′
v) ≥ max{f ′(Sv), f(ev)} ≥ max{f ′(Sv), f ′(o)} ≥ f ′(Sv ∪ {o})

2
>

αT ′

2
(3)

and c(S′
v) ≤ max{c(S′

v), c(ev)} = max{βu, (1 + ε)u} ≤ βu ≤ βopt′.

Case 2. There is no such element o ∈ O′ \ Sv, i.e., c(Sv) + c(o) ≤ β(1 + ε)v and
f ′(o|Sv)

c(o) ≥ T ′
β(1+ε)v for all o ∈ O′ \Sv. In this case, we also have c(S′

v) ≤ βopt′. By

the monotoncity and submodularity of f ′ with a note that u = (1 + ε)v > opt′

1+ε
we have:

f(O′) − f(Sv) ≤ f(O′ ∪ Sv) − f(Sv) (4)

≤
∑

o∈O′\Sv

f(o|Sv) (5)

≤
∑

o∈O′\Su

c(o)
αT ′

β(1 + ε)v
≤ opt′

αT ′

βu
(6)

<
α(1 + ε)T ′

β
(7)

which implies that

f(Sv) ≥ f(O′) − α(1 + ε)T ′

β
≥ T ′ − α(1 + ε)T ′

β
= (1 − (1 + ε)α

β
)T ′. (8)

Combine two case with choosing α, β in the algorithm, we have f ′(S′
v) ≥ (1−ε)T ′

and c(S′
v) ≤ 1−ε2

ε opt′. Therefore, the algorithm must meet the condition in
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line 13 and return the final solution after at most v iterations. If the algorithm
returns S′

v, recap that c(V0) ≤ εopt and opt′ ≤ opt, we have:

c(S ∪ V0) ≤ (β + ε)opt ≤ opt

ε
. (9)

On the other hand,

f(S′
v ∪ V0) = f(S′

v ∪ V0) − f(V0) + f(V0) (10)
= f ′(S′

v) + f(V0) ≥ (1 − ε)(T − f(V0)) + f(V0) (11)
= (1 − ε)T + εf(V0) ≥ (1 − ε)T. (12)

If the algorithm meets the condition in line 13 at the iteration k < v, we have
f(S′

k) ≥ (1 − ε)T ′ and thus f(S′
k ∪ V0) ≥ T . Besides, c(S′

k) ≤ β(1 + ε)k <
β(1 + ε)v = βopt′, the approximation guarantees holds.

Prove Complexities. The algorithm makes one pass to finish the first phase
and needs n memories to find S0. For the second phase, the number of passes
through V ′ is at most

log1+ε(
c(V ′)

c0
) < log1+ε(

nc′
max

c′
min

) ≤ log1+ε(
n3

ε
) (13)

=
log(n3

ε )
log(1 + ε)

≤ 1
ε

log(
n3

ε
) = O(

1
ε

log(
n

ε
)), (14)

in which each pass takes at most n queries. Therefore the memories needed,
the total number of passes and the query complexity are O(n), O(1ε log(n

ε )) and
O(n

ε log(n
ε )), respectively. ��

5 Experimental Evaluation

In this section, we provide a comparative analysis of our algorithm alongside
MULTI, SINGLE [3] and GREEDY [7] for the MSC problem. We evaluate
their performance on two specific applications: Revenue Threshold and Coverage
Threshold. Our assessment primarily centers around four essential metrics: the
oracle value of the objective function, the number of queries, cost value, and
memory usage.

5.1 Applications and Datasets

Revenue Threshold. Given a social network represented by a graph G =
(V,E), where V denotes the set of users and E represents the set of user
connections. Each edge (u, v) is assigned a weight w(u,v) that is non-negative.
We follow [12] to define the advertising revenue of any node set S ⊆ V as
f(S) =

∑
u∈V Ru(S). For this evaluation, we choose Ru(S) =

(∑
v∈S wuv

)αu ,
where αu is chosen independently for each u uniformly in (0, 1). The revenue
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objective f(.) is monotone and submodular [9]. Different from the Revenue Max-
imization application defined by Kuhnle [9], the goal of Revenue Threshold is a
solution S such that f(S) exceeds a given threshold T such that the cost c(S) is
minimized. In this application, we utilized the ego Facebook dataset from [11].
This dataset consists of over 4K nodes and over 88K edges.

Coverage Threshold. Based on the Maximum Coverage described in [9], the
Coverage Threshold can be described as follows: Considering a graph G = (V,E),
for any given subset S ⊆ V , we define SI as the set comprising all vertices that
share an incident edge with any vertex in S. Subsequently, we define the function
f(S) as the cardinality of SI . It is worth noting that this objective function
exhibits the properties of monotonicity and submodularity, as demonstrated in
the work by Kuhnle [9]. The Coverage Threshold aims to find a solution S such
that f(S) exceeds a given threshold T such that the cost c(S) is minimized. In
our practical application, we employed datasets that consisted of an Erdős-Rényi
(ER) random graph with 5000 nodes and an edge probability of 0.2. Additionally,
the cost associated with each node, denoted as c(u), was selected randomly and
uniformly from the range between 0 and 1, following the methodology outlined
in the study by Amanatidis et al. [1].

Experiment Settings. We compare our algorithms with the applicable state-of-
the-art algorithms listed below:

– MULTI: The streaming algorithm, as presented in [3], boasts a bicriteria
approximation guarantee of ((1 + ε)(1 + 4

ε2 ), 1−ε
2 ). This algorithm conducts

O(log(opt)/cmin) passes through the universe V , simultaneously retains ele-
ments with a total cost of O (opt), and makes O(n

ε log(opt/cmin)) queries to
the function f when leveraging a linear-time algorithm for Unconstrained
Submodular Maximization (USM) as a subroutine.

– SINGLE: The streaming algorithm, as introduced in [3], conducts a single
pass through the universe V in an arbitrary order and provides an identical
bicriteria approximation guarantee as MULTI. Nonetheless, it is worth noting
that SINGLE requires a total number of queries to the function f that is
within the order of Ω(n2/cmin).

– GREEDY: The greedy algorithm, as outlined in [7], achieves a bicriteria
approximation guarantee of (log(T

ε ), 1 − ε) for the minimum target set selec-
tion problem (MINTSS).

In each experiment, our analysis begins with the execution of the double greedy
algorithm, as developed by [2] and denoted as USM, to establish an initial bench-
mark for comparison. We use the following symbols to represent the character-
istics of the USM algorithm: c0 for cost, f0 for the f -value, q0 for the number
of queries, and m0 for memory usage. In all the generated plots, the y-axis is
dedicated to normalized f -values relative to the threshold T , while cost values
are normalized with respect to c0, memory usage is normalized with respect to
m0, and the threshold T is normalized in the relation to f0. Within our experi-
mental framework, we systematically vary the threshold within the range of 0.1
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to 0.5, relative to the reference value f0, following the configuration specified in
[3]. Additionally, we maintain a consistent setting of ε = 0.1 for all algorithms
used in these experiments.

5.2 Experiment Results
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Fig. 1. Performance of algorithms for MSC on Revenue Threshold: (a) The objective
values, (b) The number of queries (c) The cost values (d) The allocated memory

The experimental results are depicted in Figs. 1 and 2. Specifically, Fig. 1 illus-
trates the results for the Revenue Threshold application, while Fig. 2 presents
the results for Coverage Threshold.

Firstly, our algorithm surpasses SINGLE and MULTI algorithms in terms
of the objective value in Revenue Threshold (Fig. 1a) and Coverage Threshold
(Fig. 2a) applications. This accomplishment is significant as our objective value
closely approaches the asymptotic objective value of the GREEDY and con-
verges in proximity to the threshold T . In stark contrast, the objective values
of the SINGLE and MULTI algorithms are confined to a mere one-third of the
threshold T .

Secondly, our algorithm demonstrates exceptional query efficiency (Fig. 1b,
Fig. 2b), with the number of queries consistently ranking among the lowest com-
pared to other algorithms. A notable attribute is its capacity to maintain a
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Fig. 2. Performance of algorithms for MSC on Coverage Threshold: (a) The objective
values, (b) The number of queries (c) The cost values (d) The allocated memory

stable number of queries even as the threshold T increases, while other algo-
rithms tend to experience significant increases in the number of queries under
similar conditions.

Thirdly, with regard to the cost value analysis (Fig. 1c, Fig. 2c), our algo-
rithm exhibits a higher cost value than the SINGLE and MULTI algorithms, yet
it remains lower than that of the GREEDY. This cost disparity can be attributed
to our algorithm’s superior capacity to achieve a higher objective value. Never-
theless, it is crucial to emphasize that the assurance of a valid solution justifies
this increased cost.

Lastly, concerning memory utilization (Fig. 1d, Fig. 2d), our StrMSC algo-
rithm, along with the GREEDY and MULTI algorithms, exhibits similar mem-
ory usage patterns, closely aligning with the memory consumption of the USM
algorithm. On the contrary, the SINGLE algorithm stands out due to its notably
larger memory footprint, approximately three times that of the other algorithms.

In summary, our StrMSC algorithm excels in various evaluation criteria com-
pared to the benchmarked algorithms. These criteria include objective value,
number of queries, and memory utilization, all evaluated in the contexts of both
Revenue Threshold and Coverage Threshold applications. While the cost value
surpasses that of SINGLE and MULTI algorithms, it remains lower than that
of GREEDY algorithm, which aligns with the observed differences in objective
values.
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6 Conclusion

In conclusion, this paper introduces a novel streaming algorithm designed to
address the MSC problem. This algorithm yields a (1 − ε, 1

ε )-bicriteria approx-
imation solution for MSC while maintaining computational efficiency with only
O(log n) passes over the ground set V in the monotone case. To evaluate our algo-
rithmic solutions, we conducted comprehensive experiments encompassing two
diverse applications: Revenue Threshold and Coverage Threshold. The exper-
imental outcomes unequivocally demonstrate the superior performance of our
algorithms across various evaluation metrics when compared to MULTI, SIN-
GLE, and GREEDY algorithms. Nevertheless, several open questions persist,
igniting the spark for future research endeavors. Prominent among these ques-
tions is the pursuit of strategies to further minimize the solution’s associated
cost.

In summary, the algorithms proposed in this paper offer both efficiency and
effectiveness in addressing the MSC problem. Our forthcoming research efforts
will be dedicated to refining these algorithms and undertaking the formidable
challenges that lie ahead in this domain.
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Abstract. Submodular optimization is a classical problem of combina-
torial optimization. The objective functions of many combinatorial opti-
mization problems are submodular functions and they also have signifi-
cant applications in real life. Since some practical problems such as bud-
get allocations that are hard to be modeled over set functions, submodular
functions over the integer lattice have been widely and intensively stud-
ied subject to various classical constraints for decades. In this paper we
study the robustness of maximizing a monotone diminishing return sub-
modular function over the integer lattice under the cardinality constraint.
We propose a robustness model over the integer lattice and design algo-
rithms under this specific model by utilizing stochastic strategy combining
with binary search approach. The algorithms we designed in centralized
settings can achieve a (1/2 − δ)-approximation and maintain robustness
against deleting any d elements adversarially. While in streaming settings
the algorithms we designed can still achieve the same approximation and
be robust against deleting any d elements adversarially as well.

Keywords: Submodular maximization · Cardinality constraint ·
Robustness

1 Introduction

Submodular Optimization. Submodular function has been widely studied
since it has a special property called the diminishing return property. The objec-
tive functions of many classical combinatorial optimization problems are sub-
modular such as matroid rank functions [2] or the cut functions in the graphs
[14]. Submodular functions also have significant applications in practicial prob-
lems such as facility location [3] and document summarization [11]. Given a
ground set V which is a finite set, a function f : Z

V → R is submodular if
f(A) + f(B) ≥ f(A ∪ B) + f(A ∩ B) for any A,B ⊆ V . Its equivalent definition
can also be expressed as follows: f(A∪{e})− f(A) ≥ f(B ∪{e})− f(B) for any
A ⊆ B ⊆ V and e ∈ V \ B.
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Maximizing submodular functions subject to various constraints already have
abundant significant results. For the case that the objective function is mono-
tone, the simple greedy algorithm designed by Nemhauser et al. [12] under
the cardinality constraint can achieve a (1 − 1/e)-approximation. Sviridenko
et al. [15] presented a (1 − 1/e)-approximation algorithm under the knapsack
constraint. Nemhauser et al. [12] and Khuller et al. [8] respectively proved that
unless P = NP there is no polynomial time algorithm can achieve a approxi-
mation better than (1− 1/e) under the cardinality and knapsack constraint. Up
to today, there are still massive related works on designing algorithms to study
submodular optimization problems under different constraints, models and sit-
uations [4,7,10,18].

Submodular Optimization Over the Integer Lattice. Since some practical
problems such as budget allocation [1] are hard to be modeled on set functions,
it’s a natural idea that generalize the set functions to the integer lattice in
which case each element can be selected repeatedly. Lattice submodular and
DR-submodular functions are two kinds of submodular functions over the integer
lattice. Given a ground set V which is a finite multiset, we say a function f :
Z

V
+ → R is lattice submodular if f(x)+f(y) ≥ f(x∨y)+f(x∧y) for any x,y ∈

Z
V
+ and f : Z

V
+ → R is diminishing return submodular(DR-submodular) if

f(x + χe) − f(x) ≥ f(y + χe) − f(y) for any x,y ∈ Z
V
+, x ≤ y. Note that

only DR-submodular functions satisfy the diminishing return property over the
integer lattice.

For maximizing the monotone lattice submodular functions, the algorithms
designed by Soma et al. [17] under the cardinality constraint can achieve a (1 −
1/e − ε)-approximation while the algorithms designed by Soma et al. [16] under
the knapsack constraint achieved a (1−1/e)-approximation. For maximizing the
monotone DR-submodular functions, the algorithms designed by Soma et al. [17]
under the cardinality constraint and the knapsack constraint can both achieve a
(1 − 1/e − ε)-approximation. Similarly, submodular optimization problems over
the integer lattice under different models, constraints and applications are still
be widely studied in recent works such as in [5,6,19].

Robustness Models. With the rapid development of machine learning and the
emergence of large data-sets in recent years, how to maintain the stability of the
system has become an urgent need for optimization problems.

There can be various kinds of robustness models to evaluate the robustness of
the system. Take the cardinality constraint for example, Orlin et al. [13] studied a
robustness model in sensor placement to cover as much as areas with the sensors
that some might be ineffective. They designed a 0.387-approximation algorithm
when there are at most o(

√
k) sensors we picked might be invalid. Kazemi et al.

[9] studied a different robustness model to capture a two-phase problem. In this
case some elements in the ground set may be deleted while we are unable to
know the concrete deleting process at the beginning. They designed centralized
and streaming algorithms that can both achieve a (1/2)-approximation against
adversarially deletions.
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Our Results. Although there are far-ranging previous works in studying the
robustness over the submodular functions, most of the works focus on the set
functions. In this paper we study the robustness of maximizing the monotone
DR-submodular functions over the integer lattice under the cardinality con-
straint. We propose a robustness model based on a two-phase problem and design
algorithms for this specific model. In centralized setting and streaming setting
the algorithms we designed can both achieve a (1/2−δ)-approximation. We apply
the binary search approach and greedy strategy in the design of the algorithms
to maintain robustness against any adversarially deletions and our results can
be degenerated into the results of [9].

2 Preliminaries

Given a ground set V which is a finite multiset. We say that a function f : ZV
+ →

R is lattice submodular if f(x) + f(y) ≥ f(x ∨ y) + f(x ∧ y) for all x,y ∈ Z
V
+,

where (x ∨ y)(e) = max {x(e),y(e)} and (x ∧ y)(e) = min {x(e),y(e)}. We say
a function f : ZV

+ → R is diminishing return submodular(DR-submodular) if
f(x+χe)−f(x) ≥ f(y+χe)−f(y) for any x ≤ y and e ∈ V , where we denote χe

the unit vector. Note that a lattice submodular function is DR-submodular if it is
coordinate-wise concave which means f(x+2χe)−f(x+χe) ≤ f(x+χe)−f(x)
for each x ∈ Z

V
+. We say a function f : ZV

+ → R is monotone if f(x) ≥ f(y) for
any x ≤ y. To avoid symbol abusing, denote f(x |y) = f(x + y) − f(y) for all
x,y ∈ Z

V
+ and supp+{x} = {e |x(e)>0} for each x ∈ Z

V
+.

Given a vector c ∈ Z
V
+ and a monotone DR-submodular function f ∈ Fc

that each kind of elements ei ∈ V appears at most c(ei) times, j = 1, 2, · · · , s,
where we acquiesce that V contains s kinds of elements totally. In this paper we
study the robustness model as follows:

x∗ = arg max
x∈Z

V \D
+ ,x(V )≤k

f(x),

where D is an adversarial multisubset of V and its cardinality does not exceed a
positive integer d. Additionally, denote f(x∗) = OPTD according to each specific
deleted multisubset D.

We still address this deletion-robust model in a two-phase problem. The
deleting process occurs in a large-scale multiset V and we are unable to know
the whole information at first. The specific information is given in two phases.
In the first phase we are aware of the number of the elements that are going
to be deleted. In the second phase, we are aware of the exact deleting set. Our
goal is to maximize the monotone submodular function for any given deletion
instance. We are expected to design a two-phase algorithm accordingly and the
crucial idea is to extract the representative elements to scale down the size of V
first. Denote this representative multisubset A ⊆ V as a core-set of V and we
are then expected to find a solution that still maintain a good approximation of
this problem based on this core-set. Note that α � min

D

f(xA)
OPTD

as the approxima-

tion ratio of the two-phase algorithm, where xA is the output of the algorithm
according to the specific deleted subset D. Define a notation as follows:
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Definition 1 [9]. We say A ⊆ V is (β, d)-robust if for any D ⊆ V and |D| ≤ d,
there always exists a vector x ∈ Z

A
+ such that E[f(x)] ≥ β · OPTD.

3 Robustness Setting over the Integer Lattice

In this section we address the optimization problem in two robustness settings
which are centralized and streaming settings and design algorithms respectively.
In both settings an adversary may delete at most d elements in the ground set
V while our goal is to maintain a good approximation after the deletion process.
The robust model we study is based on a two-phase practical problem mentioned
above where the ground set is a large data-set thus it requires us to scale down
the ground set first.

In order to solve this two-phase optimization problem we first choose ele-
ments from the ground set V which is a multiset to constitute a representative
multisubset called core-set in the first phase. Still we extract similar elements
randomly from a big set to form a core-set A while these similar items can be
seen as copies for each other and this approach serves as a quiet useful way to
lower down the impact of the deletion process. An adversary cannot obtain the
information about this randomness. In the second phase we select elements from
the A \D by utilizing the thresholding framework combing with a binary search
to achieve a good approximation. Note that the information of D is given in
this stage. It can be proven that the core-set we obtained in the first phase is
(1/2 − δ, d)-robust which can maintain a (1/2 − δ)-approximation against any
deletion of arbitrary d elements.

3.1 Centralized Algorithm over the Integer Lattice

In this section we present Algorithm 1 called Robust core-set over integer lattice
to construct the core-set and Algorithm 2 called Robust-centralized over integer
lattice to output a solution which is robust against the adversarial deletion in
centralized setting. The main idea of constructing a core-set is to select different
kinds of elements that can be seen as copies of each other which means they have
almost the same marginal value and we repeat this procedure in the decreasing
thresholding framework. When an adversary delete elements in the core-set we
can replace them with their copies immediately. While the set is large enough we
uniform randomly pick one from these copies and add it to the current solution
to lower down the impact of the deletion process. Then based on the core-set
and the given deletion process we continue to select elements if they satisfy the
thresholding condition.

We use the following four lemmas to prove the conclusion in Theorem 1:
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Algorithm 1. Robust core-set over integer lattice
Require: V , f ∈ Fc and the positive integers d, k
Ensure: a core-set that contains all the crucial elements of V
1: Δd ← the (d + 1)-th largest value of {f(χe) | e ∈ V };
2: Vd ← all the (d + 1) elements with the largest values of {f(χe) | e ∈ V };
3: T = {(1 + ε)i — Δd

2(1+ε)k
≤ (1 + ε)i ≤ Δd};

4: V ← V \ Vd;
5: for each τ ∈ T : aτ ← 0, bτ ← 0;
6: for each τ ∈ T from the highest to the lowest do

7: while bτ (V ) ≥ max l∗eτ

1−(1−ε)1/d + d − 1 for bτ =
∑

l∗eτ
χe where

8: l∗eτ
= max{leτ | τ ≤ f(leτ χe | ∑

τ′≥τ aτ′ )
leτ

≤ (1 + ε)τ}
9: with BinarySearch(f,

∑
τ ′≥τ aτ ′ , c, k, τ) do

10: Uniform randomly pick l∗eτ
χe from bτ and add it to aτ , bτ = bτ − l∗eτ

χe;
11: end while
12: end for
13: b = ∨bτ ;
14: Return b, Vd and all the aτ

Lemma 1. Define x∗ = arg max
x∈Z

V \D
+

f(x) and f(x∗) = OPTD, then there exists

a τ∗ ∈ T ′ such that
τ∗ ≤ OPTD

2k
≤ (1 + ε)τ∗.

Lemma 2. Denote a =
∑

τ≥τ∗
aτ , a′ =

∑

τ≥τ∗
a′

τ , then

E[f(a′)] ≥ (1 − 2ε)E[f(a)].

Lemma 3. It holds that

E[f(xτ∗)] ≥ (1 − 2ε)E[f(xτ∗ ∨ a)].

Lemma 4. It can be concluded that

f(xτ∗ ∨ a) ≥ 1
2
(1 − ε)OPTD.

Theorem 1. By taking ε = 2
3δ for any ε>0, it holds E[f(x)] ≥ (12 −

δ)OPTD, where x is the output by Algorithm 2. Algorithm 1 stores at most
O( log k

ε2 d max c(e) + k) elements in core-set while the query complexity of Algo-

rithms 1 and 2 are O( |V | log2 k
ε + |V |k log k) and O( log

3 k
ε3 d max c(e) + log2 k

ε k).

Proof. Combining Lemmas 2 and 3 we have

E[f(x)] ≥ E[f(xτ∗ )] ≥ (1 − 2ε)E[f(xτ∗ ∨ a)] ≥ 1/2(1 − 3ε)OPTD ≥ (1/2 − δ)OPTD.
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Algorithm 2. Robust-Centralized over the integer lattice
Require: a′

τ , V ′
d and b′ obtained by aτ , Vd and b that have deleted all the elements

in D
Ensure: a vector x satisfying the cardinality contraints
1: Δ′

0 ← the largest value of {f(χe) — b′(e)>0 or ∨a′
τ (e)>0 or e ∈ V ′

d};

2: T ′ = {(1 + ε)i —
Δ′

0
2(1+ε)k

≤ (1 + ε)i ≤ Δ′
0};

3: for each τ ∈ T ′ from the highest to the lowest do
4: xτ ← ∑

τ ′≥τ a′
τ ′ ;

5: for all e where b′(e)>0 or e ∈ V ′
d do

6: if
f(l′eτ

χe | xτ )

l′eτ
≥ τ with BinarySearch(f, xτ , c, k, τ) for l′eτ

then

7: xτ ← xτ + l′eτ
χe;

8: end if
9: end for

10: end for
11: Return arg max

τ
f(xτ )

For each threshold in T , bτ stores at most (
max l∗eτ

1−(1−ε)1/d + d − 1) elements

where this value can not exceed O(max c(e)
ε d+ d− 1). Thus the core-set stores at

most O( log k
ε2 d max c(e) + k) elements. As for the query complexity, Algorithm 3

returns a coefficient with at most O(log k) evaluations, thus Algorithm 1 returns
a core-set with at most O( |V | log2 k

ε + |V |k log k) evaluations while Algorithm 2
returns an output with at most O(k log2 k

ε + log3 k
ε3 d max c(e)) evaluations. �

3.2 Streaming Setting over the Integer Lattice

In this section we present Algorithm 4 called Robust core-set streaming over
the integer lattice and Algorithm 5 called Robust-Streaming over the integer
lattice in the streaming setting. In this case each element arrives one by one
which means we are unable to know the whole information at the beginning. We
design algorithms pertinently by adjusting the previous framework above to fit
it. Similarly we extract a representative subset called the core-set while based
on this core-set and the specific deletion process we output a solution which has
a good approximation and is robust against the adversarial deletion.

Lemma 5. There exists a τ∗ ∈ T ′ such that τ∗ ≤ OPTD

2k ≤ (1 + ε)τ∗.

Theorem 2. By taking ε = 2
3δ for any ε>0, it holds E[f(x)] ≥ (12 −

δ)OPTD, where x is the output by Algorithm 5. Algorithm 4 stores at most
O( log

2 k
ε3 d max c(e) + log k

ε k) elements in core-set while the query complexity of

Algorithms 4 and 5 are O( |V | log2 k
ε + dk log3 k

ε3 max c(e)) and O( log
4 k

ε4 d max c(e))
respectively.

Proof. The proof of the approximation is similar with Lemmas 2, 3 and Theorem
1, so we turn to calculate the memory and complexity. For each threshold, bτ,τ ′
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Algorithm 3. BinarySearch(f,x, c, k, τ)
Require: f ∈ Fc , x, c ∈ Z

V
+ , k ∈ N and τ ∈ R+

Ensure: l ∈ N
1: ll ← 1, lr ← min{c(e) − x(e), k − x(V )};

2: if τ ≤ f(lrχe | x)

lr
≤ (1 + ε)τ then

3: return lr;
4: end if ;
5: if f(χe | x)<τ or f(lrχe | x)

lr
≥ (1 + ε)τ then

6: return 0;
7: end if ;
8: while lr>ll + 1 do
9: m = � lr+ll

2
�;

10: if τ ≤ f(mχe | x)

m
≤ (1 + ε)τ then

11: break and return m;
12: else if f(mχe | x)

m
>(1 + ε)τ then

13: lr = m;
14: else if f(mχe | x)

m
≤ τ then

15: ll = m;
16: end if
17: end while

Algorithm 4. Robust core-set streaming over the integer lattice
Require: f ∈ Fc and the positive integers d, k
Ensure: a core-set that contains all the crucial elements of V
1: T = {(1 + ε)i | i ∈ Z};
2: For each τ, τ ′ ∈ T : aτ ← 0, bτ,τ ′ ← 0;
3: for every arriving element et do
4: Δd ← the (d + 1)-th largest values of {f(χe1

), · · · , f(χet
)};

5: Δ0 ← the largest value of {f(χe1
), · · · , f(χet

)};
6: V t

d ← all the d+1 unit vectors with the largest values of {f(χe1
), · · · , f(χet

)};

7: Tt = {(1 + ε)i — Δd
2(1+ε)k

≤ (1 + ε)i ≤ Δd};

8: Delete all the aτ , bτ,τ ′ such that τ or τ ′ /∈ Tt;
9: for τ ∈ Tt do

10: while ∃τ ′ such that bτ,τ ′(V ) ≥
max l∗e

t,τ′
1−(1−ε)1/d + d − 1 for bτ,τ ′ =

∑
l∗et,τ′ χet

where

11: l∗et,τ′ = max{let,τ′ | τ ′ ≤ f(le
t,τ′ χet

| aτ )

le
t,τ′

≤ (1 + ε)τ ′}
12: with BinarySearch(f, aτ , c, k, τ) do
13: Uniform randomly pick l∗et,τ′ χet

from bτ,τ ′ and add it to aτ ;

14: Update and recompute the new {bτ,τ ′′ | τ ′′ ≥ τ};
15: end while
16: end for
17: end for
18: for τ ∈ Tn do
19: bτ ← ∪τ ′>τ,τ ′∈Ttbτ,τ ′ ;
20: end for
21: Return all the aτ and bτ , V n

d
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stores at most ( log k
ε (

max l∗eτ

1−(1−ε)1/d +d−1)) elements where this value can not exceed

O( log k
ε (max c(e)

ε d+d−1)), aτ stores at most k elements. Consequently the core-set
stores at most O( log

2 k
ε3 d max c(e) + log k

ε k) elements. As for the query complex-
ity, the binary search returns a coefficient with at most O(log k)evaluations, thus
Algorithm 4 returns a core-set with at most O( |V | log2 k

ε + dk log3 k
ε3 max c(e)) eval-

uations while Algorithm 5 returns an output with at most O( log
4 k

ε4 d max c(e))
evaluations. �

Algorithm 5. Robust-Streaming over the integer lattice
Require: a′

τ , b′
τ and V n

d′ obtained by aτ , bτ and V n
d that have deleted all the elements

of D
Ensure: a vector x satisfying the cardinality constraint
1: Δ′

0 ← the largest value of {f(χet
) | ltχet

∈ ∨b′
τ or ∨aτ (et)>0};

2: T ′ = {(1 + ε)i —
Δ′

0
2(1+ε)k

≤ (1 + ε)i ≤ Δ′
0};

3: for τ ∈ T ′ do
4: xτ ← a′

τ ;
5: for b′

τ (et)>0 or χet
∈ V n

d′ do

6: if
f(lt,τ χet

| xτ )

lt,τ
≥ τ with BinarySearch(f, xτ , c, k, τ) for lt,τ then

7: xτ ← xτ + l
′′
t χet

;
8: end if
9: end for

10: end for
11: Return arg maxτf(xτ )

4 Conclusion

In this paper we designed a specific robustness model over the integer lattice and
got a (1/2 − δ, d)-robust core-set for maximizing a monotone DR-submodular
function under the cardinality constraint both in centralized and streaming set-
tings. The model established in our works takes more consideration in the robust-
ness aspects and we are expecting that it might be extended to more applicable
scenarios.
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Abstract. Efficient control of dynamic systems that interact with unstable immer-
sions is of utmost importance across multiple domains, encompassing the stabi-
lization of turbulent flows, generation of signals in radio engineering, and the
optimization of asset management in capital markets. The primary challenge lies
in the inherent unpredictability of deterministic chaos models, which engenders
additional uncertainty. In order to assess the efficacy of control strategies, numer-
ical methods represent the sole viable approach. The study is primarily concerned
with the development of empirical algorithms aimed at identifying and forecasting
local trends, with the ultimate objective of formulating extrapolation prediction
techniques. The investigation centers specifically on speculative trading within
currency markets, where stochastic chaos is a prominent characteristic. In con-
trast to physical and technical problems, currencymarkets are purely informational
and devoid of inertia. Consequently, traditional prediction algorithms reliant on
reactive control strategies have proved to be ineffectual. Accordingly, this study
endeavors to rectify this efficiency deficiency by exploring control strategies that
optimize evolutionary parameters sequentially while approximating the model
structure of observation series.

Keywords: Stationarity · Evolutionary optimization · Asset allocation · Process
dynamics prediction

1 Introduction

In currency markets, chaotic systems make it difficult to predict outcomes due to their
inherent unpredictability [1–4]. However, ordered structures can still emerge within the
market, presenting opportunities for skilled traders to identify and leverage them. These
ordered formations can take the form of local trends or quasi-periodic fluctuations [5–7].
Aminority of successful traders existence indicates the potential for developing effective
control strategies.

Evolutionary optimization aims to select a control model that achieves the optimal
solution based on a specified criterion, without requiring a precise mathematical model
that corresponds to real data. Genetic algorithms have been reported to reduce compu-
tational workload by approximately 40% and perform well in handling noise. Control
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strategies can be modified through nonparametric mutations, selecting the structure and
rules from a predefined knowledge bank. However, this approach limits the machine’s
ability to make arbitrary choices and hinders the discovery of unforeseen solutions.
Allowing unrestricted random modifications can lead to meaningless decision rules,
requiring significant time for a reasonable solution to emerge. The question of artificially
generating control strategies remains open.

Evolutionary technology assumes experiment repeatability under unchanging or
slowly changing conditions. Non-stationary or chaotic processes disrupt the optimality
of statistical solutions, but chaos can also reduce uncertainty. Identifying and utilizing
hidden patterns can lead to winning strategies. Evolutionary computational approaches
help address the suitability of control strategies.

The research paper employs the fundamental evolutionary modeling algorithm
detailed in reference [7]. The original version lacks additional constraints on vari-
ability mechanisms and offers a wide range of opportunities for formation. Adopting
an evolutionary optimization computational scheme that adheres to traditional evo-
lutionary modeling is reasonable in econometric models. It allows modifications to
gene structures within the boundaries of common sense and market laws, using a
well-established method for extracting random variables from permissible variations
in genome parameters.

Past research conducted in [8, 9] has confirmed that chaotic processes have minimal
or no inertia, making it impractical to rely on straightforward control strategies that
rely on trend analysis. However, in practical situations, quasi-chaotic processes with a
systemic component and weak order are common. By employing smoothing techniques,
decision rules with slight positive balances can be derived, although their significance is
limited. The possibility of developing a successful strategy using evolutionary modeling
techniques was shown in [10]. However, the effectiveness of different approaches for
constructing trend strategies remains unresolved. This paper discusses relevant research
on this topic.

2 Approach and Execution

2.1 Trend Identification Strategies

Exploring 3 Control Strategies for Trend Analysis:

– Strategy S1: Uses the K1 criterion to determine increasing trends if the growth rate
a1 exceeds the critical value a∗

1. Conversely, decreasing trends are established when
a1 < −a∗

1.
– Strategy S2: Incorporates the K2 criterion with two linear approximations on sliding

windows (w1 andw2). Increasing trends are identified when both slopes (a11 and a12)
exceed their critical values (a∗

11 and a
∗
12). Decreasing trends occur when a11 < −a∗

11
and a12 < −a∗

12.
– Strategy S3: Applies a linear approximation on window w1 and a quadratic approx-

imation on window w2. Trend presence (increasing or decreasing) is determined by
whether a1 > a∗

1 & a2 > a∗
2 or a1 < −a∗

1 & a2 < −a∗
2. Parameters a_1 and a_2

represent speed and acceleration, while a∗
1 and a∗

2 are critical values.
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The first two strategies estimate slope parameters using a least squares method
(LSM). However, using higher degree polynomials with LSM can lead to degeneracy
of the normal equations system, resulting in a less interpretable approximation. This
limitation hinders the interpretation of polynomial coefficients as measures of speed or
acceleration and makes trend visualization difficult. To preserve the meaningful aspects
of criterion parameters, one can use incremental difference estimates for smoothed speed
and acceleration using the following formula:

a
∧

1(i) = v(i) = YS(i) − YS(i − w1)

w1
= �YS(i)

w1
;

a
∧

2(i) = a(i) = �YS(i) − �YS(i − w2)

w2
= �2YS(i)

w2
,

where w - sliding window size, �YS(i) - first finite difference of the smoothed process
YS (i.e. increment YS on the window w), �2YS(i) - second finite difference.

To estimate finite differences with a smoothed process, it is important to minimize
susceptibility to random fluctuations and anomalies. This is achieved by using the sim-
plest exponential filter, YS(i) = αY (i)+(1−α)YS(i−1), with α ∈ (0, 1). The parameter
vector for the control strategy is supplemented by the value of α.

In some cases, using more complex smoothing filters may be advisable. These filters
aim to balance the delay of the smoothed process (YS (t)) compared to the original process
(Y (t)), while minimizing false alarms. This requires separate research.

The presented strategies are basic. Given specific situational contexts and additional
conditions, it is feasible for strategy S1 to manifest greater efficacy than strategy S2,
and for strategy S2 to exhibit greater effectiveness than strategy S3. As such, it is not
possible to unequivocally assert that strategy S3 can universally supplant the others and
consistently showcase superior efficacy. Consequently, the concurrent application of all
three strategies is essential to validate the findings of the research. The effectiveness of
each strategy (Eff (Si)) will be evaluated by calculating average gain values from a large
sample size of retrospective observations. More details on this method can be found in
[10].

2.2 Evolutionary Modeling for Optimal Control Strategies: A Profits-Based
Approach

The evolutionary modeling method introduced in [11] is widely used in various applied
problems, including modeling, forecasting, and optimization [12–16]. In [10], the
method is applied to optimize control strategies.

Next steps of the program used to formulate an optimal control strategy using the
evolutionary modeling method:

– Data input;
– Parent strategies initiation;
– Descendent/generation strategies formation;
– Strategies/time loop for strategies testing;
– New parent strategies selection;
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– Best strategy choosing.

Each strategy is characterized by a set of parameters called the “genome”. In this
method, each parameter in parent strategy (PS) has a probability of varying. The resulting
strategies are ranked based on effectiveness, as described in [10]. Random changes
are made to the parent group of strategies, creating a group of descendant strategies
(DS). By making r modifications to each PS, where the reproduction coefficient r is
specified, Nd = Nar (“d” meaning “descendant”) descendant strategies are formed.
These descendant strategies, along with the parent strategies, form the first generation
of size Ng = Na(1 + r) strategies (“g” meaning “generation”).

Each strategy, labeled as Si (where i ranges from 1 to Ng), is evaluated using the
same retrospective data set to determine its effectiveness, Eff (Si), in terms of generated
profits. The profitability of each strategy determines its ranking, which is crucial for
selecting parent strategies for the next generation. Through iterations of modifying the
parameters of the PS genome, new generations of strategies, DS (descendant strategies),
and PS (parent strategies) are created.

The parent strategy genome is modified through the following methods:

1. Little Single Modifications (LSM): Small alterations are made to a single parameter
in each parent strategy. The specific parameter to be modified is chosen randomly.
These changes may relate to criterion K, determining the emergence of a trend,
coefficients a and a∗, and it is also possible to modify individual coefficients specific
to certain strategies S. If changes aremade to all genes, each PS receivesmodifications
equal to the genome size. The number of descendants with this modification type is
N (1)
d = Namg ifmg is the size of the gene andNa is the number of variants retained. By

making small random alterations to individual parameters within each parent strategy,
LSM introduces exploration by allowing the algorithm to probe the neighborhood of
the current solutions.

2. The second method of Little Group Modifications (LGM) entails a method similar to
LSM, as it involves making changes to multiple parameters or genes simultaneously.
However, in contrast to LSM, LGM focuses on making gradual adjustments to all
PS parameters. This process results in the generation of N (2)

d = 4 distinct versions
of the descendant strategies. Essentially, LGM introduces controlled and incremental
modifications to the entire set of parameters, leading to the creation of multiple
evolved strategies based on these gradual changes. LGM provides a balance between
exploitation and exploration by gradually adjusting multiple parameters or genes
simultaneously. This gradual change allows for exploration within the parameter
space while still retaining and building upon the existing knowledge embodied in the
current solutions.

3. Strong Single Mutations (SSM): Randomly selects a PS and gene number for para-
metric mutations. The number of mutations is limited to a maximum ofN (3)

d = 1−2.
SSM introduces an element of exploration by enabling random parametric mutations
within the gene structures. By limiting the number of mutations and focusing on a
singlemodified gene, it allows for exploration of new solutionswhile still maintaining
some level of exploitation from the existing population.
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4. Structural Nonparametric Mutations (SNM): Occurs with a small probability Pnm

of switching to another game strategy variant. Ineffective mutations are common,
but they provide opportunities for generating fresh, non-conventional solutions. This
paper focuses on parametric modifications, while structural changes are left for future
exploration.

In addition, we will add that LSM and LGM are complementary to crossover opera-
tions, as they introduce small and gradual changes that can fine-tune and adapt existing
strategies. These operations can be considered in further research.

3 Experimental Procedures and Findings

3.1 Investigating Suboptimal Initial Threshold Values: Estimation and Analysis

In order to estimate non-optimal initial threshold values, it is necessary to conduct an
analysis of the range and root mean square (RMS) deviation of approximation coef-
ficients obtained from various observation windows using a polygon simulation. Data
collected from 30-day observation intervals for the EURUSD currency pair quote, at
5-min intervals.

We will calculate the range of changes �(a1) and the coefficient σ
∧

(a1) for sliding
windows of different durations: 30, 60, 90, 120, 150, 180, and 300 min. To approximate
the data within these windows, we used least-squares minimization (LSM) fitting with
a first-order polynomial model.

Table 1 showcases the ranges of variation �(a1) and estimated standard deviation
(SD) coefficients for the LSM approximation σ

∧

(a1) using the first-order model. The
�(a1) range is indicated in the table by two values - the maximum value of coefficient
a1 (on the right side) and its corresponding minimum value (on the left side).

Expanding the duration of the observation window results in a noticeable amplifi-
cation of the smoothing effect, offering both advantages and disadvantages in terms of
strategic control.

When implementing second-order trend strategies, it is imperative to optimize the
parameters of the decision rule, including those aforementioned. To acquire initial
approximations, an analysis will be conducted on the range of modifications and coef-
ficient values associated with diverse observation windows. The outcomes of a 30-day
observation period, with a particular focus on the EURUSD currency instrument, are
presented in Table 2. Table 2 aids in establishing the optimal range for selecting ini-
tial parameters of parent strategies. The differences in the initial parameters for various
observation windows make it impractical to apply crossover for this specific research.
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Table 1. Change ranges in estimates �(a1) and σ
∧

(a1) for the first order

w �(a1) σ
∧

(a1)

30 −6.81/4.80 0.5678

60 −3.39/2.71 0.3703

90 −1.96/1.89 0.3202

120 −1.93/1.88 0.2783

150 −1.21/1.22 0.2399

180 −1.12/0.94 0.2395

210 −0.99/0.86 0.2136

240 −0.94/0.83 0.1928

270 −0.84/0.83 0.1914

300 −0.78/0.80 0.1809

Table 2. Change ranges in �v, �a, standard deviations σ (v),σ (a)

w vmin vmax σv amin amax σa

30 −1.856 1.392 0.260 −0.063 0.040 0.0065

60 −1.405 1.155 0.246 −0.025 0.021 0.0041

90 −1.159 1.045 0.234 −0.013 0.011 0.0029

120 −1.043 0.833 0.218 −0.010 0.007 0.0022

150 −0.850 0.821 0.200 −0.008 0.006 0.0017

180 −0.826 0.816 0.169 −0.007 0.004 0.0012

210 −0.713 0.802 0.158 −0.005 0.004 0.0011

240 −0.706 0.768 0.169 −0.004 0.003 0.0010

270 −0.554 0.708 0.152 −0.003 0.002 0.0008

300 −0.522 0.617 0.141 −0.003 0.002 0.0007

3.2 Implementation Details

Let’s consider the application of basic evolutionary modeling algorithms within the
frameworks of strategies S1, S2, S3. The control algorithm’s genome G comprises a set
of variable parameters:

G =< w, a∗
n,TP, SL > .

In addition to the moving window w of observations and critical values a∗
n , the

genome also utilizes parameters such as Stop Loss (SL) and Take Profit (TP) as pre-set
values, which are used to prevent significant losses in case of errors in trend prediction.
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The best 6 from the previous generation (24 descendants and 6 parents)were selected,
resulting in 24 descendants. Changes in each ancestor’s genome were determined proba-
bilistically. Minor changes were applied to one parameter with a probability of 0.7 (LSM
modification), while group changes were made to all parameters with a probability of
0.2 (LGM modification).

In this study, we used a modification technique called Strong Single Mutations to
make significant changes to a single parameter.We randomly selected the specific param-
eter to be modified, ensuring a wide range of changes throughout the experiment. The
critical slope parameter, a∗

n , depends on the window size w. To estimate this parameter,
we created a function based on the observed empirical relationship with w.

We previously outlined the specific details of the correlation. To estimate the initial
parameter value, we formulated a function that considered the observed empirical rela-
tionship between the parameter and the variablew.We then introduced randomvariations
to add stochasticity to the estimation process.

“Small changes” refer to fluctuations within the standard deviation range of the
average value, determined by themodified ancestor parameter. “Big changes” fall within
2 to 3 standard deviations. Physical limitations, such as angular inclination (0 0 < a∗

1 <

π/2), must be considered.

3.3 Evolutionary Optimization in Control Strategy: Application, Modifications,
and Parameter Estimation

For illustration purposes, let’s explore how evolutionary optimization can be applied to
control strategy S1. In this case study, we analyzed ten days of one-minute observations
for the EURUSD currency pair.

Evolutionary modeling naturally rejects pathological situations. The initial genome
(G0 = < 180, 0.12, 75, 120 >) underwent 50 generations to produce the functional
genome (G50 = < 102, 0.16, 117, 189 >). Cumulative profit was 735 points with a
success rate of 0.83. Figure 1 shows the gains across generations.

For control strategy S2, initial genome G0 = < 180, 60, 0.12, 0.36, 75, 120
> evolved over 50 generations to produce terminal genome G50 = <

168, 69, 0.10, 0.33, 85, 106 >.
The cumulative profit reached 889 points with a success rate of 0.91. Figure 1

shows the temporal evolution of gains for the most successful gene-based strate-
gies over 50 trading positions. For strategy S3, the initial genome was G0= <

0.02, 180, 0.18, 0.013, 75, 120 >.
The genome in this case includes new parameters: the smoothing coefficient α and

critical value a∗
2 for the second coefficient of quadratic approximation. Figure 1 shows

the growth of gain for strategy S3. The final cumulative profit was 924 points with
a success rate of 0.91 over a span of 10 trading days. The best genome is G50= <

0.038, 147, 0.129, 0.0017, 74, 123>. By estimating speed and acceleration on different
sliding window sizes, it is possible to create strategy S4.
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Fig. 1. The dynamics of the gain growth of the strategies S1, S2, S3 in the process of its evolution

Table 3. The outcomes of the numerical assessment of the strategies S1-S3 effectiveness

Strategies/Days 1–100 101–200 201–300

S1 1946/0.713 3051/0.711 2605/0.655

S2 531/0.654 2521/0.762 1204/0.637

S3 1188/0.741 3000/0.821 2644/0.819

4 Conclusion

This study aims to evaluate the effectiveness of three analyzed strategies using three 100-
day (or 432000 min) intervals to observe EURUSD quote fluctuations. The evaluation
involves 15 generations within the evolutionary framework. Results are presented in
Table 3, showing winning values (in points) and win frequency.

In Table 3, the first and third strategies demonstrate higher potential effectiveness,
but this may not hold true for all observation intervals due to the chaotic nature of the
data. All trend strategies examined have the potential for positive outcomes, but it’s
uncertain if they’ll maintain their winning characteristics in real-time with suboptimal
parameters. Future research will explore methods for enhancing real-time evolutionary
optimization and crossover operations. In trend strategies, simple methods can yield
good results if the predictive mechanisms are accurate. This field is tied to adaptation
and robustification, especially in uncertain environments.Adaptivemethodsworkwell in
predictable environments but may struggle with chaotic behavior due to lack of inertia in
the underlying information processes. This can limit responsiveness to sudden changes.

Robustification strategies, on the other hand, help manage fluctuations and develop
better control strategies in uncertain environments. Traditional statistical methods might
not be ideal for chaotic systems due to their unpredictability and lack of repeatability.
This research area offers exciting opportunities, especially in developing methods that
balance stability, adaptability, and robustness in uncertain and chaotic systems.
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Abstract. Free Content Websites (FCWs) are a significant element of the Web,
and realizing their use is essential. This study analyzes FCWs worldwide by
studying how they correlate with different network sizes, cloud service providers,
and countries, depending on the type of content they offer. Additionally, we com-
pare these findings with those of premium content websites (PCWs). Our analy-
sis concluded that FCWs correlate mainly with networks of medium size, which
are associated with a higher concentration of malicious websites. Moreover, we
found a strong correlation between PCWs, cloud, and country hosting patterns.
At the same time, some correlations were also observed concerning FCWs but
with distinct patterns contrasting each other for both types. Our investigation con-
tributes to comprehending the FCW ecosystem through correlation analysis, and
the indicative results point toward controlling the potential risks caused by these
sites through adequate segregation and filtering due to their concentration.

Keywords: Web security · correlation analysis · free content websites

1 Introduction

The Web has revolutionized the way users spend their time online accessing various
types of content, such as books, games, music, movies, and software. For example,
many game websites offer users free or paid games. Generally, websites are grouped
into two groups. 1. Website content is available for a fee, and these types of websites
are known as premium content websites (PCW). 2. Website content for free, where they
are known as free content websites (FCWs). Previous studies [8,9] reported that the
FCWs tend to be riskier than PCWs in terms of user privacy and security features [4,6–
10,17], although a clear understanding of what contributes to this risk is unclear. Given
the popularity of these websites and the associated risk [6–8], we set out to investigate
the network characteristics and the hosting patterns for these websites, including the
network size, the cloud service provider (CSP), and the hosting country. We do so to
identify the correlation between the security features of those websites and their char-
acteristics in terms of hosting patterns.

Approach. For a complete characterization of the FCW hosting infrastructure and asso-
ciated patterns, we continue to pursue the following. 1. We identify the size of networks
these websites use for hosting in small, medium, and large sizes. 2. We identify and
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
M. H. Hà et al. (Eds.): CSoNet 2023, LNCS 14479, pp. 255–267, 2024.
https://doi.org/10.1007/978-981-97-0669-3_24
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investigate the cloud service providers for these websites and their characteristics. 3.
We study the main hosting countries of FCWs to provide a sufficient description of their
hosting characteristics. 4 We perform a correlation analysis to distinguish the security
and hosting patterns for FCWs compared to PCWs. 5. We provide a correlation analysis
of the hosting patterns of FCW and PCW and their security assessment. In doing this
correlation analysis, and in contrast to the PCWs, we hope to shed light on the features
that contribute most to explaining such websites’ security and privacy risks.

Revealing the correlations between the hosting countries with hosted FCWs and
PCWs determines the appropriate action governments should take to improve hosting
requirements. Revealing the correlations of malicious websites with the hosting coun-
tries will focus the efforts of governments to 1. evaluate their security standards, 2. take
a step forward in implementing more stringent security standards to combat malicious
websites, 3. and protect the end users by reviewing the privacy and security policies or
mutual agreements that any website operating must adhere to in these countries.

Contributions. We used a data set that included 1,562 FCW and PCW obtained from
the research work of Alabduljabbar et al. [5]. Using Pearson’s correlation analysis, we
examined the connections between FCW, PCW, network size, hosting CSP, and nations.
We analyzed these correlations to find patterns and affinities related to various hosting
arrangements. The links between website attributes, network size, hosting providers,
and regional distribution are better understood due to this investigation. (1) Full Com-
parison. We provide a comprehensive understanding of the different characteristics of
the FCW hosting pattern compared to PCW by studying their correlations with net-
work size, hosting CSPs, and hosting countries. (2) Systematic Analysis. We provide
a systematic security analysis for FCW and PCW. Analyze the correlations between
FCW, PCW, and malicious or benign attributes of content categories. We study the
correlations of malicious FCWs and PCWs with hosting infrastructures. (3) Hosting
Correlations We provide a detailed discussion of different characteristics of the host-
ing pattern. Derived from the results of a correlation analysis between small, medium,
and large sizes of the networks and malicious or benign websites. We provide correla-
tion results of the top hosting CSPs and countries. We discuss whether a strong or weak
correlation exists between hosting patterns for specific content categories or security
behaviors.

Paper Organization. The rest of the paper reviews the related work Sect. 2, followed
by research questions, data collection, and the analysis method described in Sect. 3. The
results of the analysis are given in Sect. 4. The detailed discussion is provided in Sect. 5.
Finally, the concluding remarks and the work summary are in Sect. 6.

2 Related Work

This work provided a detailed correlation analysis for FCWs and PCWs with their dif-
ferent networking hosting patterns and security aspects. Security analysis on FCWs has
been established previously by Alabduljabbar et al. [5–8]. The cost of using FCWs has
been investigated in [15,16,18,24]. The correlation between FCW security and the use
of a specific content management system has been introduced in [9], while other studies
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Table 1.Network sizes and their characteristics. The maximum slash bit is 32 (IPv4). x represents
the number of bits and y represents the number of addresses.

Size Bits in CIDR # Addresses

Small (SN) /24 < x ≤ /32 28 > y ≥ 20

Medium (MN) /16 < x ≤ /24 216 > y ≥ 28

Large (LN) /8 < x ≤ /16 224 > y ≥ 216

Very Large (VLN) /0 < x ≤ /8 232 > y ≥ 224

performed a correlation analysis on website security, such as [11,13,19,20,23]. Taking
into consideration the number of studies and the lack of space, we concentrate solely
on a subset of relevant studies to this work and their results.

Security Analysis. Zhao et al. [25] investigated the impacts of user-generated con-
tent (UGC) and marketer-generated content (MGC) on free content consumption by
integrating the literature with research on determinants of physical exercise. Drutsa et
al. [12] investigated the utility of new data sources to predict video popularity without
reliable data from video hosting services. Vasek et al. [14] examined the effectiveness
of sharing abuse data with web hosting providers to mitigate malicious online activities.
Mirheidari et al. [21] devised two attacks against web servers exploiting the improper
isolation between files on shared web hosting servers. Also, in et al. [22] outlined a
comprehensive overview of common attacks on shared Web servers.

Correlation Analysis. Several works performed a correlation analysis of the website’s
security. Visschers et al. [11] explores the cost of cybercrime and its relationship to the
web security posture. Mezzour et al. [20] examines the relationship between social and
technological factors and international variations in network-based attacks and hosting.
Moreover, Mekovec et al. [19] found how user perceptions of security and privacy
impact their evaluation of online services using correlation analysis.

Domestic Analysis. Goethem et al. [13] presents a large-scale security analysis of
22,851 websites originating in 28 European countries. Furthermore, Raponi and Di
Pietro [23] analyzed the password recovery management mechanism of Alexa’s top
200 websites, with domains registered in certain European countries. They found that
more than 54% of the websites in France, 36% in Italy, 47% in Spain, and 33% in the
UK were vulnerable in December 2017.

3 Methodology

3.1 Research Questions

This work aims to derive insightful results of FCW correlations and different host-
ing patterns compared to PCW. To achieve this goal, we have worked to provide valid
answers to the following questions. RQ1. What are the main differences between the
hosting patterns (networks, hosting CSPs, and countries) of FCWs compared to PCWs?
RQ2. What type of correlation exists between hosting patterns (networks, hosting CSPs,
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and countries) and malicious FCWs or PCWs? RQ3 What are the main correlations of
the hosting patterns (networks, hosting CSPs, and countries) of content websites? RQ4.
What are the implications of FCWs hosting patterns correlation analysis?

3.2 Data Collection Process

Fig. 1. FCWs vs. PCWs.

We comprehend the research questions by
examining multiple datasets. 1. a main
dataset of FCWs, PCWs, and their anno-
tations, 2. complementary dataset for aug-
menting the analysis of the main dataset
in terms of security (maliciousness detec-
tion), 3. network size classification and,
4. hosting patterns (network, CSP, and
country) annotations. In the following, we
review these datasets.

Free and Premium Websites. We use the dataset of Alabduljabbar et al. [6–8]. The
main criteria for selecting the sample were determined based on popularity, main lan-
guage, and activities. During the collection time, all selected websites were live. Data
were collected using three search engines (Bing, DuckDuckGo, and Google). The clas-
sification of content type has been applied manually, whether the website is in FCW,
PCW, or (book, game, movie, music, or software) content category.

Malicious Annotation. After collecting the data, the VirusTotal [2] API has been used
to determine the security of each website, which is a tool that combines more than 70
scanning engines and is available online. VirusTotal enabled us to detect malicious IPs,
domains, or URLs correlated with websites. We broadened the data collected according
to the VirusTotal output. Since it gives multiple detection results, we take an entity,
website, or IP as malicious if at least one of the returned scan results is at least.

Hosting Patterns Annotation. We analyze the scope of the network infrastructure
associated with FCWs using the IP addresses connected to each domain as a feature
for analysis. We rely on two major API services–ipdata [1] and IPSHU [3]–to gather
pertinent information about the given IP address. The subnet mask is used to determine
the size of each website’s network. Using the CIDR (Classless Inter-Domain Routing)
notation, we classified: small networks (/25 - /32), medium networks (/16 - /24), large
networks (/8 -/15), and (anything below /7) very large networks as in Table 1.

The IPs of FCWs and PCWs are used to determine the hosting CSPs by querying
ipdata [1] and IPSHU [3]. They give the CSP name for the hosting site and its longi-
tude and latitude to determine the hosting country for each website. After refining the
websites, we found that only 1,509 (96. 6%) websites are online, as appears in Fig. 1.
Among the findings, 788 FCWs and 721 PCWswere grouped into five categories: books
(144 free, 191 premium), games (78 free, 111 premium), movies (310 free, 152 pre-
mium), music (80 free, 86 premium), and software (176 free, 181 premium).

https://www.virustotal.com/gui/home/upload
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3.3 Correlation Analysis

We aim to determine whether there is a correlation between the distribution of malicious
or benign FCWs and PCWs in different network sizes, CSPs, and counties. To quantify
the strength of our correlation, we will use the Pearson correlation coefficient, which is
calculated using the following formula: ρX,Y = cov(X,Y )

σXσY
Here, X represents free, pre-

mium, malicious, or benign attributes. On the contrary, Y represents the characteristic
being studied. The numerator of the formula represents the covariance between X and
Y , while the denominator represents the product of their standard deviations.

In this study, we used the correlation analysis approach to recognize the patterns
and differences between FCW and PCW, across various analysis dimensions. This study
uses six main dimensions: Type of website (FCW or PCW), type of content category,
maliciousness of websites, network size, CSP, and hosting country. In the following, we
define each of those dimensions as appears in the workflow of this analysis in Fig. 2.

Fig. 2. The workflow of high-level representation of our data extraction.

Content Websites. This feature signifies the type of website, free (FCW) or paid
(PCW), that correlates with a specific infrastructure entity (size, CSP, country), secu-
rity attributes (malicious or benign) and content types. The paid feature of a website
is determined by using different search engines, as described in the FCW and PCW
data collection and annotation Sect. 3.2. We study the correlation of FCWs/PCWs with
different infrastructure features, security features, or content categories to determine
where to focus the development effort to improve the hosting of more secure FCWs or
PCWs.

Content Categories. In this study, the content of the websites is categorized as (books,
games, movies, music, and software). We study the correlation between content types
and hosting infrastructure patterns. We study their correlation with FCWs/PCWs and
their security attributes (malicious or benign). To know the weaknesses of hosting dif-
ferent content categories. Such as the correlation of malicious websites to a specific
content type in a specific hosting infrastructure.

Security Attributes. This feature signifies the total association of malicious or benign
websites with a specific infrastructure entity (size, CSP, or country). The results of the
VirusTotal scan determine the maliciousness of a website as described in the security
annotation process in Sect. 3.2.We study the correlation of malicious or benign websites
with different types of content categories, the type of website (FCW, PCW), network
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sizes, CSPs, and countries. Inform hosting providers about the risks associated with
FCW.

Network Size. The network size dimension represents the number of websites discov-
ered within a specific size of the network (small, medium, large, and very large), as
described in Sect. 3.2. We provide the results of the correlation analysis between FCWs
and PCWs, the content categories of websites, and malicious associations with the size
of the network. Investigating FCWs’ networks is essential to know their weaknesses.

Cloud Service Provider. The CSP indicates the cloud service provider used to host
FCW or PCW. We are studying the correlation between the top ten and the other 298
CSPs discovered during this study. We study the correlations of CSPs with the different
content categories and security attributes. Determine the security policies of the CSPs
that need to be investigated, altered, or improved.

Country. This feature represents the hosting countries obtained from the hosting pat-
terns annotations Sect. 3.2. We found 44 countries with a heavy-tailed distribution. We
study the correlation between FCWs/PCWs and their malicious association for differ-
ent content categories with the hosting countries. To know where we can make any
improvements to the security agreements or rules of hosting FCWs.

4 Correlation Results

We investigate the correlations between the analysis dimensions described in Sect. 3.
Specifically, we examine the correlation between FCW and PCW with other charac-
teristics, including network sizes, CSPs, and countries. We also study the malicious
and benign classifications in their hosting infrastructures. Figures 3, 5, and 7, illustrate
the correlation between FCW and PCW with various features of the infrastructure that
indicate the five categories of content.

4.1 General Correlation Results

FCWs strongly correlate with malicious websites, and most FCWs reside in medium
and small networks. PCWs are more prevalent in large networks. We also found a strong
relationship between the top hosting CSPs and malicious FCWs. However, the relation-
ship between the top countries and PCWs is more diverse. Interestingly, countries cor-
related with hosting FCWs are found to be more related to hosting malicious websites.
The following are the most noticeable insights from the correlation analysis.

Malicious or Benign. We notice that FCWs are mostly correlated with the malicious
attribute. As appears in Fig. 3, a negative correlation coefficient varies between 0.13 and
0.46. The strongest correlation is found on software websites. The weakest correlation
is found on movie websites. Unlike the malicious website, we found a strong correlation
between PCWs and benign attributes. The highest positive correlation coefficient is 0.46
on software websites, and the lowest was discovered on movie websites.

Network Correlation. Per Figs. 3 and 4, we observe a strong correlation between FCW
and medium networks, especially in games, movies, and music websites. There is a
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weak correlation between small networks and FCWs. Compared to the large network
that strongly correlates with PCWs. Noticeably, there are no correlations with very large
networks. Moreover, benign attributes are correlated with large and small networks. The
malicious attribute has a strong correlation with medium networks.

CSPs Correlations. The top ten CSPs strongly correlate with the FCWs. Although
some CSPs show a strong correlation with premium websites, most CSPs correlate
strongly with benign attributes. Only two of the top ten CSPs have a strong correlation
with malicious websites. Some of the content categories in the top ten CSPs indicate a
weak correlation with malicious websites, as we can see in Figs. 5, and 6.

Countries Correlations. The top hosting countries strongly correlate with benign web-
sites. Similar to the other countries. In the opposite direction, some content categories
indicate a strong correlation to malicious websites in several countries. Such as the
games websites in the United States and Belgium as in Fig. 8. However, the FCWs
strongly correlate with the United States, Germany, Australia, France, and other coun-
tries. Especially for the categories of books, movies, and software as in Fig. 7.

Furthermore, since we provided a summary of the most important findings of the
results from the correlation analysis, the following will be a detailed analysis of the
network size, CSPs, and countries’ correlation to FCWs and PCWs.

Fig. 3. General networks. Red and blue
indicate a vital contribution FCWs and
PCWs respectively. (Color figure online)

Fig. 4. The correlation of malicious vs.
benign networks. Red for malicious and
green for benign. (Color figure online)

4.2 Networks Correlations

General Networks. Figure 3 shows the relationship between FCWs and PCWs in dif-
ferent network sizes, indicating their correlation with various content categories. The
results indicate a strong relationship between the book FCWs, predominantly hosted in
small and medium networks. In contrast, large networks strongly correlate with PCWs.
Unlike the book category, the games, movies and music categories show a weak corre-
lation with small networks, which varies between FCWs and PCWs.

Figure 3 illustrates the associations between FCWs and PCWs with different net-
works. The correlation highlights the connections between FCWs and PCWs in differ-
ent categories that use different network sizes and their malicious or benign classifica-
tion. Reflecting the network correlation observed earlier in Fig. 3, malicious attributes
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emerge as a significant factor. However, the distinction here is the pronounced associ-
ation between malicious attributes and FCWs, suggesting that medium and small net-
works are more strongly linked to malicious factors than other websites.

Malicious Networks. The heat map shown in Fig. 4 illustrates the associations between
malicious websites and various characteristics of the size of the network. This corre-
lation highlights the connections between malicious and benign websites in different
categories and network sizes. For example, red indicates a high concentration of mali-
cious websites and green represents predominantly benign content. On examination, we
observe that most malicious websites are found in medium-sized networks, while small
and large networks mainly consist of benign websites. Furthermore, there is a notable
correlation between the malicious attribute and the category of games in medium net-
works, with similar patterns observed on music and software websites. On the contrary,
the “Other” categories exhibit a weaker likelihood of maliciousness.

Fig. 5. Most used CSP’s analysis. The color indication is similar to Fig. 3. The top hosting CSPs
are, “Cloudflare”(CF), “Amazon”(AZ), “LiquidWeb”(LW), “Trellian”(TR), “Google”(GO), “Sp-
Team”(ST), “LeaseWeb”(LS), “Akamai”(AK), “Fastly”(FS), “Microsoft”(MS), Other CSPs(Or).

Fig. 6.Malicious vs. benign hosting CSPs. The colors are similar to Fig. 4.

4.3 Cloud Service Providers

General Correlations. Figure 5 illustrates the associations between FCWs and PCWs
and the CSPs most commonly used in the top hosting countries. The correlation shows
the connections between FCWs and PCWs over the top-used CSPs. Furthermore, we
found that most PCWs are associated with CSPs that report the lowest malicious activ-
ity. We notice that FCWs are used primarily with the most malicious websites that host
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CSPs, as appears in Fig. 6. In contrast, PCWs are used primarily with the least malicious
websites hosting CSPs. Most PCWs, whose categories are games, movies, and music,
are hosted by “Amazon”, while “Cloudflare” hosts most FCWs of books and software
FCWs. Finally, the general categories are highly distributed.

Malicious Correlations. Figure 6 shows the relationship between malicious websites
and the top hosting CSPs. The correlation indicates the relation between malicious and
benign websites on the most used CSPs. We notice that the highest concentration of
malicious websites strongly correlates with the CSPs “Cloudflare” and “Liquid Web”,
while benign websites are primarily associated with the other CSPs. Interestingly, book
websites exhibit a strong malicious relationship with “Microsoft” CSP, which is known
to have one of the lowest reported percentages of malicious activity. The Movies also
display multiple malicious correlations with the top six CSPs compared to the others.

4.4 Countries Correlation

General Correlations. Figure 7 shows the relationship between FCW and PCW in
the top 10 hosting countries. The correlation indicates the relationship between FCW
and PCW in the top hosting countries. For example, we noticed a strong relationship
between PCWs in the movie category and the United States and fewer correlations with
other categories. Moreover, we observed that most of the top hosting countries exhibit
strong relationships with FCWs, especially those reported to be highly malicious. For
example, countries such as China, the UK, Canada, and Ireland showweak relationships
with PCWs, but surprisingly, it is more vital than their relationship with the FCWs. Fur-
thermore, we noticed a high concentration of FCWs in the game and software categories
in Belgium, which are reported to be the most malicious websites. Simultaneously, a
strong association can be observed between FCWs in movies and music categories and
Germany, which is reported to have a low level of malicious activity.

Fig. 7. Top hosting countries (Alpha-2). The colors are similar to Fig. 3.

Malicious Correlations. Figure 8 shows the correlation between malicious and benign
websites with the top ten hosting countries. The correlation highlights the relationship
between malicious and benign websites in the top hosting countries. The heat map
reveals a strong relationship between the United States and Belgium that hosts mali-
cious websites, particularly on books, games, and software websites. Most other coun-
tries have a strong connection to benign websites.
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Fig. 8. Malicious vs. benign hosting countries (Alpha-2). Colors are similar to Fig. 4.

5 Results Discussion

In this section, we will discuss the key insights of the correlation analysis. Highlighting
the answers to the research questions. We will list the challenges we encountered during
the study. Finally, we will shed light on the limitations and recommendations.

5.1 Results Takeaway

To sum up the key results of the correlation analysis, we will highlight the insights that
provide detailed answers to the research questions as follows.

Free or Premium. The correlation analysis results answer RQ1.
1. We notice the difference in the hosting patterns of FCWs and PCWs in their

common network size, the top CSPs, and most of the hosting countries. 2. FCWs have
a weak correlation to small networks, whereas PCWs have no correlation to small net-
works. 3. FCWs have a strong correlation with “Cloudflare”, “Liquid Web”, “Trilian”,
“SP-Team”, and “LeaseWeb” CSPs. Although PCWs seem to have a strong correlation
with the other top ten hosting CSPs. 4. Some of the top hosting countries show a strong
correlation with FCWs. On the contrary, the other top hosting countries have a strong
correlation with PCWs. 5. The results of FCWs depict certain hosting patterns that are
uniquely different from PCWs. Indicating the differences in their security behavior.

Malicious or Benign. The results also provide answers to RQ2 where we find the
network hosting patterns for malicious websites. 1. Malicious websites show a strong
association with FCW, while benign websites strongly correlate with PCW. 2. In gen-
eral, malicious websites have a strong correlation with the medium size of the networks.
The benign websites are strongly correlated with large networks and weakly with small
networks. 3. The top ten CSPs and the other hosting CSPs show a significant corre-
lation to benign websites. Some of the top ten CSPs have a strong correlation with
hosting malicious websites. 4. Hosting countries seem to have a significant correlation
with benign websites. In the opposite direction, some of the content categories exhibit a
strong correlation with malicious attributes. Especially in the top two hosting countries.

Hosting Patterns. The results of studying the different categories of website content in
the different hosting patterns give significant answers to RQ3. 1. Different content cat-
egories show a different level of correlation to malicious and benign attributes. Games
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and software websites exhibit a strong correlation with malicious FCWs. 2. Small net-
works have a weak correlation with all FCW content categories. Medium networks have
a strong correlation with FCW games, movies, and music websites. Large networks
show a lower correlation with such categories in PCWs. 3. We notice the differences
in the correlation with the top hosting CSPs. We found a strong correlation between all
content categories and FCWs in the top hosting CSPs. Other top CSPs strongly corre-
late with PCWs. Such as “Amazon”, “Akamai”, “Fastly”, and “Microsoft”. 4. There is a
weak correlation between all categories of PCWs and some of the top hosting countries.
In contrast, we found a strong correlation of FCWs and categories hosted in “Belgium”.

Results Implications. The implications of the previous findings provide answers to
RQ4. 1. Isolation of FCWs that use small networks may be considered an applicable
solution to mitigate FCW and PCW risks. 2. Addressing malicious environments within
CSPs is one of the most effective solutions to reduce risk exposure. 3. Taking legal
action to force such CSPs to improve their security could be a viable solution to secure
the network. 4. FCWs and PCWs are concentrated in medium networks, the same as
malicious content websites. This implies the need for a better solution than isolating
these networks. 5. Games and software content are the most correlated with malicious
websites. This implies the serious need to develop security scanning tools specialized
in detecting malicious code that may be injected into software or game FCWs.

5.2 Limitations and Recommendations

Limitations. Initially, our main data set consisted of 1,562 FCW and PCW. However,
after the network annotation process, we found that only 1,509 websites were operating,
suggesting a decrease over time. Thus, longitudinal analysis is required to gain insight
into changes in an operation performed on these websites. The top hosting CSPs dis-
covered during this study are widely spread. Where some of these CSPs have different
companies, we combined all of the companies of the same entity into one CSP. For
example, “Amazon” CSPs provide their services regionally, such as Amazon Data Ser-
vices Canada and Amazon Data Services France. Consequently, all these CSPs were
aggregated into one entity “Amazon”. For further analysis of their service distribution,
it is imperative to conduct further investigation to ensure their security.

Recommendations. Based on the findings, our recommendations to system adminis-
trators are to apply stronger security protocols. To protect their networks from mali-
cious activities. In particular, organizations must prioritize segmenting medium-sized
networks as they are often malicious. Moreover, analyzing the CSPs used by FCWs and
PCWs can aid in determining which CSPs have a higher number of malicious websites
than good ones. This indicates where legal action need to be considered if necessary.
General observation suggests that improvements should be made by developing these
aspects, reducing malicious websites, and strengthening overall network security.

6 Conclusion

The correlations between FCWs, PCWs and their hosting habits in network size, CSP,
and hosting countries have been revealed by this research. Our investigation has shown
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a significant association between FCWs and medium networks, suggesting that these
networks tend to host malicious websites. Additionally, we have identified some CSPs
that may need to increase their security requirements, as they are significantly correlated
with hosting more malicious content categories. Furthermore, our research shows a
notable association between the nations where FCWs are hosted, pointing to the need
for more stringent laws and other countermeasures to address dangerous websites.
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Abstract. We present our results on analyzing and understanding the
behavior and security of various metaverse platforms incorporating cryp-
tocurrencies. We obtained the top metaverse coins with a capitalization
of at least 25 million US dollars and the top metaverse domains for
the coins, and augmented our data with name registration information
(via whois), including the hosting DNS IP addresses, registrant loca-
tion, registrar URL, DNS service provider, expiry date and check each
metaverse website for information on fiat currency for cryptocurrency.
The result from virustotal.com includes the communication files, passive
DNS, referrer files, and malicious detections for each metaverse domain.
Among other insights, we discovered various incidents of malicious detec-
tion associated with metaverse websites. Our analysis highlights indica-
tors of (in)security, in the correlation sense, with the files and other
attributes that are potentially responsible for the malicious activities.

Keywords: Metaverse · security · cryptocurrencies · data analysis

1 Introduction

Metaverse is a technology of the future with much anticipation and hype about
its capabilities to alter the life of humans through online model values [4]. Sev-
eral companies are energetically working on building the metaverse, including
technology giants like Facebook and Microsoft, among others. The metaverse
is still in its development phase, and the full realization of an interconnected
virtual world is yet to be a reality. The metaverse holds the potential for vari-
ous applications, such as entertainment, gaming, education, virtual commerce,
virtual meetings, and more, and is expected to revolutionize how we socialize,
work, learn, and interact with digital contents [2].

Although the metaverse is still developing, metaverse coins already amount
to trillions of USD in value, and this trend is expected to persist as the tech-
nology reaches maturity [11]. However, as with any digital platform or online
community [1], the possibility of malicious activities occurring in the metaverse
cannot be ignored. As the metaverse concept evolves, it is essential to address
potential security concerns, including detecting malicious activities within this
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
M. H. Hà et al. (Eds.): CSoNet 2023, LNCS 14479, pp. 268–281, 2024.
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virtual space. While the metaverse presents new opportunities for collaboration,
interaction, and entertainment, it can also attract malicious actors who seek to
exploit vulnerabilities or engage in harmful activities. The intent and motiva-
tion for carrying out the malicious activity could be to steal vital information
or assets that can be translated into money. Since the metaverse represents the
digital world, which involves buying and selling with either cryptocurrency or
fiat currency, malicious activities cannot be uncommon.

This paper focuses on understanding malicious activities in the metaverse
represented by various platforms and domains. The attackers are sophisticated
and experienced with reported attacks on other online platforms, e.g., cryptocur-
rencies and social media platforms. One of the ways the cyber attackers operate
is by sending malicious files to the intended targets to corrupt the system and
enable them to access it. The cyber-attacks can be malware, denial-of-service
(DOS) attacks, phishing, or code injections. Security analysis of the metaverse
domains is the central focus of this paper, and we intend to analyze the files inter-
acting with the domains to gain insight. We will discuss the possible security
challenges and malicious activities in the metaverse.
Organization. In Sect. 2, we present the related work, including the research gap.
In Sect. 3, we introduce the problem statement, including the research questions.
In Sect. 4 we introduce our approach. In Sect. 5, we discussed the results. We dis-
cuss various aspects of our studies in Sect. 6 and conclude our work in Sect. 7.

2 Related Work

Several papers explored the security of the metaverse. Di Pietro and Cresci [6]
explored the security and privacy concerns surrounding the metaverse by focus-
ing on the security risks that metaverse users may face and how it could affect
their privacy. Zhao et al. [21] also conducted a study on security in the metaverse,
discussing the common security issues and how they can impact the metaverse.
Choi et al. [5] examined the future of the metaverse, tackled similar security
issues as the previous ones, and discussed the technology and structural frame-
works associated with the realization of solutions.

Kurtunluoglu et al. [10] explored authentication in virtual reality and the
metaverse, focusing on security and privacy concerns related to authentication
methods. Aks et al. [3] also conducted a study on metaverse security, covering
metaverse infrastructure, human interactions, and other interconnected virtual
worlds aspects [8].

Tariq et al. [18] explored the security implications of deepfakes in the meta-
verse, the security challenges, authentication issues, and impersonation prob-
lems. Oosthoek et al. [12] researched the security threats to cryptocurrencies,
particularly to Bitcoin exchanges—Bitcoin is one of the major cryptocurrencies
used in the metaverse. Zaghloul et al. [20] also examined the security and pri-
vacy issues with Bitcoin and blockchain relevant to the metaverse. Giechaskiel
et al. [7] examined Bitcoin security challenges and their impact when there is a
security breach or exposure.
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Rosenberg et al. [13] conducted a study on marketing in the metaverse and
consumer protection. Rosenberg et al. [14] also studied marketing in the meta-
verse and the associated risks. Kshetri et al. [9] studied the economics of the
metaverse and its impact on the global economy. Other works that explored the
security of cryptocurrencies in general include those in [15–17]
The Research Gap. Our study is significantly different from other existing
related studies. Our study examines the sources of security vulnerability in the
metaverse and relates the findings to market capitalization. Unlike the prior
work, our study conducts a thorough direct analysis of each metaverse token
rather than focusing on general security concerns (e.g., human error, authen-
tication issues, and other vulnerabilities). Our approach involves analyzing the
top metaverse tokens, obtaining their domains and relevant information, and
conducting a vulnerability scan to identify potential security issues that may
lead to recommendations for this emerging application domain.

We note that our work is the first of its type in this space, as there is prior
work that directly studied or measured the overlap between metaverse technolo-
gies and cryptocurrencies and how these cryptocurrencies are utilized within the
metaverse.

3 Problem Statement and Research Questions

Both legal and illegal activities and transactions are expected in the metaverse.
Metaverse is expected to become the digital center for gaming, entertainment,
education, etc. Traffic to the metaverse will likely increase with millions of dollars
in daily transactions. Security of assets, non-fungible tokens, cryptocurrency, and
other technologies has become a challenge due to illegal activities associated with
them in the metaverse.

To this end, this paper aims to tackle three crucial research questions related
to identifying harmful behavior in the metaverse, particularly those associated
with virtual tokens. Our analysis will be guided by these questions to ensure we
provide accurate and self-contained answers. By scrutinizing various domains in
the metaverse, we will obtain valuable insights that will aid our examination.

1. RQ1: What are the prevalence of digital coins in the metaverse,
and what are their associated threats? We thoroughly scrutinize the
correlation between the popularity and market capitalization of the metaverse
and the plausible malicious threats. We analyzed the top forty metaverse coins
with the highest market capitalization to accomplish this objective.

2. RQ2: How significant are metaverse domain artifacts such as com-
munication and referring files in determining the maliciousness of
such domains? To effectively identify malicious incursions in Metaverse
domains, conducting a thorough analysis of critical artifacts is imperative.
This includes communication files, referrer files, and Passive DNS artifacts,
which all directly impact Metaverse domains. Therefore, a comprehensive
assessment of their contribution is essential.
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3. RQ3: Is there any correlation between fiat currency to cryp-
tocurrency and vice versa, and the maliciousness of metaverse
applications? It is imperative to recognize the imminent threat posed by
cyber attackers who aim to steal money and assets, especially in the meta-
verse, where cryptocurrency reigns supreme. Our investigation will determine
whether domains incorporating fiat currency are more susceptible to malicious
activities than those solely relying on cryptocurrency.

4 Technical Approach

This study explored the level of malicious activities in the top metaverse tokens.
We analyzed 44 metaverse tokens with a market capitalization of at least 25
million USD. We hypothesize that cybercriminals are likelier to target tokens
with a high market capitalization. To test this, we first divided the metaverse
tokens into their respective domains and mapped them to their IP addresses.
Then, we used the “whois” tool to gather information about the DNS service
provider, registrar location and URL, hosting DNS IP addresses, and content
delivery network (CDN). We manually inspected all the metaverse websites we
studied for transactions from fiat to cryptocurrency.

We thoroughly scanned the metaverse domains and associated IP addresses
using virustotal.com. During the scan, we gathered passive DNS, communica-
tion files, and referrer files and identified malicious detections. We then ana-
lyzed the communication and referrer files to detect any malicious activities and
identified the file types to locate the source of the malicious activities. We then
cross-referenced the metaverse domains with the malicious detections in the com-
munication and referrer files to verify their presence. Additionally, we compared
domains with fiat currency and cryptocurrency to domains with malicious activ-
ity. Lastly, we examined the metaverse tokens to identify patterns between the
top and low tokens based on their market capitalizations.

4.1 Dataset and Preprocessing

Websites and Their Attributes. For this study, we collected data on meta-
verse coins, their corresponding domains, and their IP addresses. Our first step
was to manually select metaverse coins with a market capitalization of at least
25 million USD and then map them to their respective domains. For the initial
set of domains, we utilized https://coinmarketcap.com, a website that special-
izes in tracking coins, their market caps, and associated domains of application.
To extract infrastructure information and address the first research question we
posed in Sect. 3, we used domain query tools to extract information such as the
IP addresses and CDN providers and manually checked each webpage for the
presence of fiat currency.
Security Data Attributes. We then scanned each metaverse domain and its
associated IPs with virustotal.com. This scan provided information on Passive
DNS, communication files, referrer files, and malicious detections. We further

https://coinmarketcap.com
https://www.virustotal.com
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analyzed the communication files and referrer files to identify those with mali-
cious detection and their types. The malicious detection was also categorized
into different types with the number of occurrences for each type. Our primary
focus was collecting data with malicious detection to explore the correlation
between the different metaverse platforms, cryptocurrencies, artifacts, and asso-
ciated malicious detection.

To gain a deeper understanding of file connections, especially those related to
malicious activities, we thoroughly examined the interlinking between infected
communication and referrer files and malware detections. Moreover, we metic-
ulously tallied the frequency of each file type and its association with infected
communication and referrer files. Our efforts to uncover malicious behavior were
further amplified by our detailed analysis of every scan result and its correlation
with malware detection in the scanned files and hosting metaverse platforms.

4.2 Analysis Dimensions

Our study explores the relationship between the metaverse domains and mali-
cious activity and detection. We aim to identify the source and prevalence of such
activity within the metaverse space. To do so, we analyzed various dimensions
and provided answers to research questions. In the next section, we will focus
on specific dimensions to uncover answers to our research questions in Sect. 3.
Namely, the dimensions we cover with our analysis are (1) communication files
and referrer files activities in the metaverse domain, (2) metaverse coins mar-
ket capitalization, (3) malicious activities in Metaverse coins, and (4) metaverse
coins with fiat currency to cryptocurrency.

5 Results and Findings

Our main results, which analyze and map the relationship between malicious
detections in metaverse domains and other artifacts, will be presented in this
section.

5.1 Communication and Referrer Files in the Metaverse Domain

The popularity of online platforms is determined by the number of visitors,
transactions, and overall traffic. Facebook, for instance, boasts billions of regis-
tered users and experiences a significant amount of communication and trans-
actions. These interactions are facilitated through manual website exploration,
file exchanges, and website database access. However, it is important to exer-
cise caution as autonomous programs such as bots can also interact with these
systems. They can inject messages or code, store data in databases, and even
remotely manipulate and hijack systems. Therefore, it is crucial to implement
proper security measures to prevent unauthorized access and protect sensitive
information. In the metaverse, communication files play a significant role. We
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have collected communication files from all domains and are studying their rela-
tionship with malicious activities. Our analysis aims to determine if the number
of communication files is linked to malicious detections and identify the types of
files responsible for such detections. This information will be crucial in develop-
ing preventive policies against malicious threats in the metaverse.
Observations. The heatmap in Fig. 1 displays the frequency of malicious detec-
tions in different file types across various domains in the metaverse. The Win32
EXE file type had the highest frequency of malicious detection, with 14 domains
recording it. Android came in second, with 11 domains showing a malicious pres-
ence. The axieinfinity.com domain had the highest number of malicious detec-
tions at 483. Other file types with malicious activity included PDF, Javascript,
Android, and MS Excel Spreadsheet. These file types were responsible for most
malicious detections in the study. Additionally, Fig. 2 shows the frequency of
referrer files with no detection. The figure displays a heatmap indicating the
frequency of infected referrer file types in the metaverse domain. The number of
occurrences for each file type is indicated.

The heatmap in Fig. 3 displays a significant number of communication files
with malicious detections. It was discovered that metaverse domains that had
malicious detections also had communication files with malicious detections. The
Win32 EXE and Android file types were more commonly found than others. The
Win32 EXE file type had more detections and was present in approximately 25
out of 31 metaverse domains with malicious detections. Figure 3 provides a
visualization of the total occurrences of each file type in the metaverse domains,
with Android and Win32 EXE file types following the same pattern as previously
observed. These two file types are dominant and contribute significantly to the
detections recorded in the metaverse domains.

Fig. 1. Metaverse Domain with Infected Referrer Files
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Fig. 2. Number of Referrer File Types

5.2 Metaverse Coins Market Capitalization

The market capitalization of each metaverse token is obtained from crypto.com1.
It is important to note that this value is subject to fluctuations, as with other
markets. The data provided in this paper reflects the value at a specific point
in time and may have since changed. Despite being a futuristic technology, the
metaverse already boasts a trillion-dollar market capitalization. The highest-
valued token is worth over a billion USD, while the lowest is approximately one
thousand USD (Fig. 4).

Fig. 3. Infected Communication File Per Site

1 https://crypto.com/price/categories/metaverse.

https://crypto.com/price/categories/metaverse
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Fig. 4. Average Infected Communication File

Table 1 shows the list of metaverse tokens in descending order based on mar-
ket capitalization for the domains with at least 25 million USD capitalization.
Observations. We analyzed the top metaverse token with at least a market
capitalization of about 25 million USD for vulnerability and malicious activities
by performing a scan with third-party software. The scan result reveals various
malicious detections in 31 out of the 44 metaverse domains, representing about
70% of the domains under consideration as shown in Fig. 1 and Fig. 3. The
malicious detections reported are those obtained from the scan of the metaverse
domains, IP addresses, communication files, and referrer files associated with
the domains.

5.3 Malicious Activities in Metaverse Coins

Using Virustotal.com, we conduct thorough scans of files, IP addresses, and
domains using many security engines, each utilizing unique algorithms to detect
any sign of malicious activity. It is important to note that these engines may clas-
sify results differently, which is why we meticulously scrutinize associated com-
ponents such as passive DNS, communication files, and referrer files to determine
the presence of any malicious activity accurately.

Table 2 displays the domains of the metaverse, their corresponding security
engines, and the types of malicious detections they can identify. These findings
are a result of scanning IP addresses that have been linked to their respective
domains.
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Table 1. Malicious detection and types

Domain Security Engines Type # Files

playdapp.io Abusix Malicious 79

playdapp.io Xcitium Verdict Cloud Malicious 58

playdapp.io CMC Threat Intelligence Malware 46

bloktopia.com CMC Threat Intelligence Malware 210

illuvium.io CMC Threat Intelligence Malware 261

bloktopia.com CMC Threat Intelligence Malware 360

step.app Xcitium Verdict Cloud Malware 544

sushi.com CMC Threat Intelligence Malware 588

sushi.com CMC Threat Intelligence Malware 655

sushi.com Criminal IP Malicious 124

efinity.io Xcitium Verdict Cloud Malware 680

myneighboralice.com Xcitium Verdict Cloud Malware 822

myneighboralice.com CMC Threat Intelligence Malware 824

myneighboralice.com Xcitium Verdict Cloud Phishing 248

myneighboralice.com Xcitium Verdict Cloud Phishing 840

bosonprotocol.io CMC Threat Intelligence Malware 1220

Observations. We found eight domains to have malicious infections when the
domain IP addresses were scanned. Some domains reported more than one type
of malicious detection through different security engines used by virustotal.com.
The malicious types in the results are shown in Table 2. Malware, malicious, and
phishing are types of files found. The CMC Threat Intelligence security engine
was more prevalent, appearing eight times. The table shows the relationship
between the metaverse domain and communication files. Every domain that has
malicious detection records corresponding communication files. The communi-
cations files have shown to have some files with malicious detection, and these
files will invariably infect the host domain with malware, phishing, and other
maliciousness.

5.4 Metaverse Coins with Fiat Currency to Cryptocurrency

Fiat currency in the metaverse refers to using government-issued currencies, such
as traditional national currencies (e.g., USD, EUR, JPY) or digital representa-
tions of those currencies within virtual worlds or virtual reality environments.
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Table 2. Security engines and Malicious types

Security Engines Malicious Type Count of Malware

CMC Threat Intelligence Malware 7

Xcitium Verdict Cloud Malware 3

Xcitium Verdict Cloud Phishing 2

Xcitium Verdict Cloud Malicious 1

Abusix Malicious 1

CMC Threat Intelligence Malware 1

Total 15

While virtual worlds primarily operate with their virtual currencies or tokens,
some platforms or virtual marketplaces may support the integration of fiat cur-
rency as a means of exchange. This integration lets users purchase virtual assets
or participate in economic activities using real-world currencies.

Cryptocurrency in the metaverse refers to using digital currencies, typically
using blockchain technology, within virtual worlds or immersive virtual envi-
ronments value [19]. Cryptocurrencies offer a decentralized and secure means of
conducting transactions and can play a role in facilitating economic activities
within the metaverse.

Categorizing metaverse domains into two groups is crucial for identifying
which currency type is more susceptible to malicious activity. These groups
include those using fiat currency and those using cryptocurrency. It is important
to understand the vulnerabilities associated with each type of currency within
these domains.
Observations. After analyzing 44 domains, it was found that 21 of them
(48.84%) use fiat currency. Both classifications of domains showed evidence of
malicious activity. It was observed that domains using fiat currency did not
exhibit any distinct behavior from those using cryptocurrency, nor did it impact
market capitalization. The exchange of fiat currency and cryptocurrency in the
metaverse domain is considered a potential factor contributing to malicious activ-
ity, but the analysis revealed otherwise.

6 Discussion

Our analysis revealed several instances of malicious activity within metaverse
domains. Interestingly, the location of the domains and the DNS and CDN ser-
vice providers did not contribute to detecting these malicious activities. Our
investigation revealed numerous communication and referrer files within the
domains, many containing malware. This discovery was unsurprising, as commu-
nication and information exchange are common on metaverse web pages. Unfor-
tunately, cyber infections within domains are quite common. Cyber criminals
often select their targets based on reconnaissance activities or random selection.
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Table 3. Metaverse Fiat to Cryptocurrency

Domain Fiat Currency Domain Fiat Currency

apecoin.com No minesofdalarnia.com Yes

decentraland.org No myneighboralice.com Yes

axieinfinity.com No efinity.io Yes

sandbox.game No insuretoken.net Yes

enjin.io No bloktopia.com Yes

wemixnetwork.com No yieldguild.io Yes

sushi.com No staratlas.com Yes

ont.io No virtua.com Yes

illuvium.io No aavegotchi.com Yes

wax.io No ufogaming.io Yes

lukso.network No adshares.net Yes

playdapp.io No gamefi.org Yes

highstreet.market No starlproject.com Yes

chromia.com No play.staratlas.com Yes

vulcanforged.com No wilderworld.com Yes

decentral.games No step.app Yes

ceek.io No ethernity.io Yes

mobox.io No bosonprotocol.io Yes

raca3.com No derace.com Yes

ultra.io No metahero.io Yes

verasity.io No phantasma.io Yes

alienworlds.io No

With ongoing cyber attacks on cryptocurrency domains and pools, we anticipate
similar threats to emerge within metaverse tokens.

We have gathered communication files from 44 domains and found malicious
activity in 31 of them. However, when we directly scanned the domains and their
IP addresses, only 8 out of the 44 domains showed signs of malicious activity, as
shown in Fig. 5. This means that the number of domains with malicious activ-
ity after a direct scan using virustotal.com is much smaller than reported from
the communication files and referrer files. It’s possible that the large number of
communication files with malicious detection does not necessarily translate to
domain infections. This could be due to various reasons, such as the domains hav-
ing security checkpoints, anti-malware, firewalls, or policies that prevent infec-
tions from corrupt communication files. While our study doesn’t dive deeply into
communication files, we can conclude that the eight domains we identified also
had communication files with malicious activity (Table 3).
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Fig. 5. Metaverse Domains with Malicious Detection Types

The website Virustotal.com has its own passive DNS service. We have noticed
that the passive DNS results show many malicious detections. Passive DNS stores
DNS queries for future analysis, which can help detect malicious networks or
infrastructure. However, we cannot confirm if the malicious detections in passive
DNS are directly linked to the malicious activities in the eight domains men-
tioned in Fig. 5. It is worth noting that these eight domains are also present in
the passive DNS malicious results, as seen in communication files.

The body of the analysis is based on several scan results from virutotal.com.
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Fig. 6. Metaverse Domains with Malicious Detection Types
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7 Conclusion and Future Work

Our research analyzes the top metaverse tokens with a market capitalization of at
least 25 million USD. We examined the corresponding domains and IP addresses
and scanned them for malicious activity using virustotal.com. We found that
while many associated files had malicious activity, only 18.6% of the domains
showed signs of maliciousness. Although our analysis confirms the presence of
malicious activity in metaverse domains, we were unable to determine the con-
tributing factors. Further research is necessary to identify the sources and factors
that contribute to potential malicious activities in the metaverse (Fig. 6).

The confirmation of malicious activities in metaverse domains is undeniable,
according to the study. It should be noted that a high market capitalization
of tokens does not necessarily indicate a lack of maliciousness. The study has
identified various forms of maliciousness that must be taken seriously. In the
future, we will expand the number and range of metaverse domains for our
analysis, expand the study into fiat currencies and association with the security
of the metaverse, and further look into the payload (files) in the metaverse
platform and their contribution to the security of such systems.
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Abstract. The management of medical waste, especially in developing
countries, presents substantial challenges that have been further inten-
sified by the Covid-19 pandemic. Traditional waste treatment methods
often bypass the crucial step of segregating waste at the source, which
results in environmental pollution and health hazards. To tackle these
issues, we propose a model that leverages Hyperledger Fabric to establish
a transparent, secure, and unalterable record of waste treatment pro-
cesses, thereby ensuring data integrity, transparency, and traceability.
The incorporation of Internet of Things (IoT) devices facilitates real-
time data collection and control, thereby further enhancing the trace-
ability of the medical waste treatment process. Our model adopts a
microservice architecture, which provides several advantages over tradi-
tional approaches, including improved scalability, simplified maintenance
and updates, and the flexibility to use different technologies for different
services. This research makes a five-fold contribution to the field, namely
i) presenting a robust and scalable solution based on the blockchain plat-
form; ii) implementing a proof-of-concept via Hyperledger Fabric; iii)
providing an integration of IoT devices for real-time data collection and
control; iv) proposing the microservice architecture for medical waste
treatment; and v) evaluating the effectiveness of the proposed model via
the Round Trip Time and Hyperledger Caliper (i.e., data creation &
query) test cases.

Keywords: Waste treatment · Blockchain · IoTs · Microservice ·
Hyperledger Fabric · Hyperledger Caliper

1 Introduction

Medical waste, a critical subset of domestic and industrial waste, is a significant
concern for the economic development of a country [16], as well as a burden for
the environment [2]. Developed countries have stringent processes for inspecting,
classifying, and disposing of waste, including the conversion of hazardous waste
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M. H. Hà et al. (Eds.): CSoNet 2023, LNCS 14479, pp. 282–294, 2024.
https://doi.org/10.1007/978-981-97-0669-3_26

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-97-0669-3_26&domain=pdf
https://doi.org/10.1007/978-981-97-0669-3_26


Blockchain and IoT for Enhanced Traceability in Waste Treatment Processes 283

into electricity via incineration plants [10]. However, in developing countries
such as the Philippines and Vietnam, waste treatment has not been given the
methodical attention it requires due to economic and population constraints.

Traditional waste treatment methods often neglect the crucial step of waste
segregation at the source, such as residential areas, hospitals, or industrial sites
[14]. This lack of pre-treatment and waste separation leads to unsorted waste
being dumped directly into the environment, causing serious pollution. This
waste is then collected and destroyed in a traditional manner, often without the
treatment of smoke and odors, leading to further air and water pollution.

Medical waste, a critical subset of domestic and industrial waste, poses sig-
nificant challenges for both the economic development of a country and the
preservation of the environment [2,16]. While developed countries have strin-
gent processes for inspecting, classifying, and disposing of waste [10], developing
countries like the Philippines and Vietnam face unique challenges due to eco-
nomic and population constraints.

Traditional waste treatment methods often overlook the crucial step of waste
segregation at the source, such as residential areas, hospitals, or industrial sites
[14]. This lack of pre-treatment and waste separation results in unsorted waste
being dumped directly into the environment, causing serious pollution. The
Covid-19 pandemic has further highlighted these shortcomings, with unsafe med-
ical waste handling procedures identified as a contributing factor to the spread
of the virus [3].

To address these challenges, our paper proposes a novel approach that lever-
ages Blockchain technology [8] and the Internet of Things (IoT) [13] for enhanced
traceability in medical waste treatment processes. Specifically, we exploit Hyper-
ledger Fabric to implement a transparent and secure record of waste treatment
processes. This use of Blockchain technology ensures data integrity, transparency,
and traceability, which are crucial for effective waste management.

Furthermore, we advocate for the use of a microservice architecture over the
traditional client-server or sockets communication approach [22]. Microservices
offer several advantages, including improved scalability, easier maintenance and
updates, and the ability to use different technologies for different services [20].
This architectural style is particularly beneficial in the context of medical waste
treatment processes, where different services may have distinct requirements [21].

The effectiveness of our proposed model is evaluated using Hyperledger
Caliper, providing a robust assessment of its performance in a real-world con-
text. Moreover, we evaluate the proposed IoT model for the Waste Treatment
Processe by Round Trip Time (RTT) test scenarios.

The rest of the paper consists of parts. After the introduction is the related
work section, which presents state-of-the-art with the same research problem.
The next section (i.e., Sects. 3) present traditional and our proposed model for
Blockchain and IoT-based medical waste treatment processes. To demonstrate
our effectiveness, Sect. 4 presents our evaluation steps in different scenarios before
making comments in Sect. 5. The 6 section summarizes and outlines the next
steps for future work.
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2 Related Work

Given the nascent nature of research in the intersection of blockchain technology,
IoT, and microservices for the medical waste treatment processes, a scarcity of
directly related studies exists. However, to broaden our understanding, we extend
our consideration to encompass the general field of waste management where the
application of blockchain technology has seen significant attention.

Research on the implementation of blockchain technology within waste man-
agement has surged over recent years. Bamakan et al. [1] delivered an exhaustive
review of blockchain applications concerning hospital waste management. They
provided a critical appraisal of the utilization of blockchain in various facets of
waste management, including waste generation, segregation, packaging, storage,
treatment, transportation, disposal, and employee training. In the same idea,
Hrouga et al. [6] investigated the potential of uniting Blockchain technology
and the Internet of Things (IoT) within the digital reverse supply chain. They
focused on asbestos waste treatment and proposed two innovative conceptual
models for both open and closed-loop digital reverse supply chains.

Laouar et al. [7] introduced a blockchain-based approach dedicated to waste
tracking in urban planning, specifically targeting waste collection management.
They advocated that implementing blockchain technology in the waste sector
could ensure reliable, transparent, and secure documentation of all waste move-
ments. A comprehensive review of waste management using blockchain was con-
ducted by Sambare et al. [15]. They spotlighted the opportunities presented by
blockchain technology in handling various types of waste, including Solid Waste,
Electronic Waste, Medical Waste, and Industrial Waste.

A blockchain-based medical waste supervision model was proposed by Wang
et al. [23]. By integrating the Ethereum blockchain with the decentralized storage
of Interplanetary File Systems (IPFS), they aimed to securely fetch, store, and
share data pertaining to the forward supply chain of COVID-19 medical equip-
ment and its waste management. Besides, Musamih et al. [11] tackled the issue of
COVID-19 vaccine waste due to overproduction and underutilization. They for-
mulated a blockchain-based solution consisting of five core components: a smart
contract, a decentralized application, a blockchain, a cloud-based database, and
a user interface. Their solution is aimed at ensuring the traceability and trans-
parency of the vaccine supply chain, thereby mitigating waste.

Our study contributes to this growing body of research by proposing a com-
prehensive blockchain-based waste management system that integrates all these
aspects. Unlike previous studies, which focused on specific facets of waste man-
agement, our system offers a holistic solution encompassing the entire waste
management process from generation to disposal. Furthermore, our system inte-
grates advanced features such as smart contracts for automated waste handling
operations and a decentralized application for real-time tracking and tracing
of waste materials. This approach enhances waste management’s efficiency and
transparency and ensures compliance with environmental regulations and stan-
dards.
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3 Approach

In many developing countries (e.g., Vietnam), the classification of general waste
is not commonplace due to a lack of robust infrastructure and standardized pro-
tocols. However, the classification and management of medical waste are excep-
tions to this rule. The strict regulations surrounding medical waste, owing to
its hazardous nature, mandate its proper classification and handling. This forms
the basis for our focus on medical waste in our research.

In the upcoming architecture section, we present the two most common mod-
els for medical waste treatment. Firstly, we explore the Traditional Monitoring
Approach, typically utilized in countryside settings, where waste management
practices may not be as technologically advanced or robustly structured due to
resource constraints. This approach often involves manual tracking and mon-
itoring of waste, emphasizing the importance of strict protocols and thorough
training for those involved in the process. Secondly, we delve into the Automated
Control Approach, predominantly found in urban environments, where resources
for sophisticated waste management systems are more readily available.

Lastly, we introduce our proposed approach (i.e., blockchain, IoT, and
microservices structure), which integrates the improvement from both mod-
els and employs innovative technologies to enhance the traceability and trans-
parency of medical waste treatment processes. We believe that our method pro-
vides a comprehensive solution that can be adapted to a variety of contexts [13],
regardless of the available resources [10] and infrastructural constraints [4,5].

3.1 Traditional Monitoring Approach

This approach involves manually monitoring the waste treatment process and
making adjustments based on observations and experience. It is a more reactive
approach that makes changes in response to problems rather than proactively
seeking to improve the process. The main advantage of this approach is that it
is simple and does not require complex technology or data analysis. However,
it is less effective at discovering hidden patterns and may not be as effective at
improving the process. In practices, Fig. 1 shows the six main steps presenting
below:

1. Generation: Medical waste is generated from various sources within a
healthcare facility, such as patient care areas, laboratories, and pharmacies.
The waste is typically segregated at the point of generation into different cat-
egories, such as general waste, infectious waste, hazardous waste, and radioac-
tive waste.

2. Segregation and Packaging: The waste is then segregated according to its
type and risk level. This is usually done using color-coded bags or containers.
For example, infectious waste might be placed in red bags, while general waste
might be placed in black bags. The waste is then packaged for safe handling
and transportation.
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3. Storage: Packaged waste is stored in a designated area within the health-
care facility until it can be collected for treatment or disposal. The storage
area should be secure and inaccessible to unauthorized personnel to prevent
tampering or accidental exposure.

4. Collection and Transportation: The waste is collected from the storage
area and transported to the treatment or disposal site. This is usually done
by a licensed waste transporter. The waste should be transported in a way
that prevents leaks or spills.

5. Treatment or Disposal: Depending on the type of waste, it may be treated
to reduce its risk before disposal. This could involve methods such as auto-
claving, incineration, or chemical disinfection. After treatment, the waste is
disposed of in a safe and environmentally friendly manner, often in a sanitary
landfill.

6. Documentation and Record Keeping: Throughout the process, records
are kept of the amount and type of waste generated, how it was handled, and
where it was disposed of. This documentation is important for regulatory
compliance and for tracking and improving waste management practices.

Fig. 1. Waste treatment model for the traditional monitoring and automated control
approaches

According to the traditional approach, we have four main limitations, i.e., i)
Lack of Real-Time Tracking it can be difficult to know exactly where a particular
batch of waste is in the process at any given time; ii) Manual Documentation it
relies heavily on manual documentation and record-keeping. This can be time-
consuming, prone to human error, and can lead to inconsistencies or gaps in
the data; iii) Limited Transparency it can be difficult for all stakeholders to
have visibility into the waste management process; and iv) Risk of Tampering
Paper-based records in a centralized database can be altered or falsified.
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3.2 Automated Control Approach

This approach involves using automated systems to control the waste treatment
process. These systems can make adjustments in real-time based on predefined
parameters. The main advantage of this approach is that it can respond quickly
to changes in the process and maintain a high level of consistency. However, like
the traditional monitoring approach, it may not be as effective at discovering
hidden patterns or insights. The automated control approach for medical waste
management leverages the power of Internet of Things (IoT) and other technolo-
gies to streamline and optimize the entire process. This approach is almost the
same processes of the medical institution area, but it has some difference in the
collection, transportation, treatment, and disposal.

– Collection: IoT-enabled waste bins are a significant part of this approach.
These smart bins are capable of monitoring their fill levels autonomously.
When they reach full capacity, they send a signal to the waste management
company. This automation ensures timely collection of medical waste and
eliminates the need for manual monitoring, thus increasing efficiency.

– Transportation: The transportation of medical waste is also optimized in
the automated control approach. Real-time monitoring of waste location is
made possible through GPS tracking. Additionally, route optimization soft-
ware is employed to ensure that the transportation of waste is carried out in
the most efficient manner, reducing unnecessary travel and thus saving time
and resources.

– Treatment: The treatment of medical waste is handled by automated waste
treatment technologies, such as autoclaves and incinerators. These systems
can be programmed to operate at specific times and to treat specific types
of waste. This level of automation ensures effective and efficient treatment,
reducing the risk of human error and increasing the overall safety of the
process.

– Disposal: The disposal process is also streamlined through automation.
Radio Frequency Identification (RFID) tags can be used to track waste as
it is disposed of, providing a clear and accurate record of when and where
disposal took place. This level of traceability enhances accountability and
ensures compliance with waste disposal regulations.

3.3 Blockchain and IoT-Based Approach

This section proposes a novel model that integrates Blockchain and IoT tech-
nologies to address the limitations of both the “Traditional Monitoring” and
“Automated Control” approaches in medical waste treatment. This model is
an extension of two previous projects: the blockchain for medical problems pre-
sented in [9,18]1 and the microservices architechture which introduced in [12,19],

1 https://github.com/Masquerade0127/medical-blockchain.

https://github.com/Masquerade0127/medical-blockchain
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i.e., Microservice2; data collection3; and server4. Therefore, our proposed model
is presented in Fig. 2. In particular, this model includes the three main compo-
nents, namely Medical Institution area - (A) (i.e., Generation, Segregation and
Packaging, and storage), IoT layer - (B) (i.e., Collection and Transportation,
Treatment or Disposal), and Microservices architecture model - (C). We apply
the Blockchain for the documentation process (i.e., Hyperledger Fabric).

Fig. 2. Waste treatment model based on blockchain, IoT and microservices

In the medical treatment process at (A), each piece of waste generated is
tagged with an IoT device (i.e., a piece can be a package after the segregation
process). This device records essential information such as the type of waste,
the time and place of generation, and the person responsible for packaging. This
data is then automatically uploaded to the blockchain, creating an immutable
record of the waste’s generation, packaging, and storage (step-by-step).

In (B), once the waste is collected, it is transported to the treatment or
disposal facility. During transportation, each waste package is tracked in real-
time using GPS-enabled IoT devices. This provides a clear record of the waste’s
journey, including the route taken and the time of transportation. This data is
automatically recorded on the blockchain, ensuring transparency and traceabil-
ity. Upon reaching the treatment or disposal facility, the waste undergoes the
appropriate treatment process, which could be incineration, autoclaving, or any
other approved method. IoT devices are used to monitor the treatment process,
recording data such as the time of treatment, the method used, and the person
responsible for the treatment. This information is then added to the blockchain.
2 https://github.com/thanhlam2110/bmdd-collection-service/tree/main/service.
3 https://github.com/thanhlam2110/bmdd-collection-service/tree/main/

collectionpb.
4 https://github.com/thanhlam2110/bmdd-collection-service/tree/main/server.

https://github.com/thanhlam2110/bmdd-collection-service/tree/main/service
https://github.com/thanhlam2110/bmdd-collection-service/tree/main/collectionpb
https://github.com/thanhlam2110/bmdd-collection-service/tree/main/collectionpb
https://github.com/thanhlam2110/bmdd-collection-service/tree/main/server
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If the waste is to be disposed of, each disposal action is also recorded. For
instance, RFID tags can be used to track waste as it is disposed of, providing a
clear record of when and where disposal took place. This data is also added to
the blockchain, creating an immutable record of the disposal process.

In (C), we extend the IoHT model to continue the process of medical device
after the time of usages (please follow our previous paper [19] for more details).
In this point we balance between the data query and system loading via the
Kafka message queue5 and the dynamic access control for the authorization
process [17,24] (i.e., Single Sign-On (SSO)). All the transaction are logged into
the distributed ledger.

4 Evaluation

4.1 Evironment Setting

Our evaluation process focuses on two key technologies in our proposed
model: the blockchain technology implemented through Hyperledger Fabric, and
microservice architecture.

For the blockchain technology, we use Hyperledger Fabric, which is simu-
lately deployed on a client node via our PC - UbuntuOS v. 22.4, a core i5
2.7Ghz processor, and 8GB RAM. This setup provides a robust environment
for running and evaluating the blockchain component of our model. To evalu-
ate the performance of the proposed model, we exploit Hyperledger Caliper6, a
blockchain benchmarking tool. We analyze several key parameters, including the
number of successful and failed requests, the send rate (transactions per second,
or TPS), maximum, minimum, and average latency (in seconds), and through-
put (TPS). Our measurements are based on five scenarios, ranging from 1,000 to
5,000 requests per second. These scenarios allow us to evaluate the performance
of our model under varying loads, simulating different real-world conditions.

For the microservice architecture, we utilize the Amazon EC2 platform7,
where each service is equivalent to a virtual machine with a configuration of 1GB
RAM and 1 vCPU. This setup allows us to simulate a real-world environment
where each microservice is isolated and can be independently scaled. For the IoT
devices, we deploy data collection service (client) and control service (client) on
the Raspberry Pi 3 model B+8 module. This module, equipped with Broadcom
BCM2837, ARMv8 (64bit) quad-core, 1.2 GHz, and 1 GB RAM, represents a
typical IoT device in terms of processing power and memory. For the client
node, we communicate Raspberry Pi 3 model B+ with our aforementioned PC
(i.e., Ububtu OS v. 22.4).

5 https://kafka.apache.org/.
6 https://www.hyperledger.org/use/caliper.
7 https://aws.amazon.com/.
8 https://www.raspberrypi.org/products/raspberry-pi-3-model-b/.

https://kafka.apache.org/
https://www.hyperledger.org/use/caliper
https://aws.amazon.com/
https://www.raspberrypi.org/products/raspberry-pi-3-model-b/
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4.2 Microservice Architecture Test Case

One of the key performance metrics in a distributed system like our proposed
model is the Round Trip Time (RTT). RTT is the time taken for a signal to
travel from a source to a destination and back. In the context of our model,
it represents the time taken for a request to travel from an IoT device to a
microservice and back. This metric is crucial as it directly impacts the respon-
siveness of the system and the user experience. In a medical waste treatment
process, where timely and accurate data is critical, a lower RTT can signif-
icantly enhance the system’s effectiveness. Table 1 presents the results of our
RTT tests for microservice architecture. The tests were conducted with varying
loads, ranging from 1,000 to 5,000 requests.

Table 1. Round Trip Time (RTT) test results

Factor 1,000 2,000 3,000 4,000 5,000

RTT(s) 3.04 3.35 3.69 3.75 3.92

Error(%) 0% 0% 0% 0% 0%

As shown in this table, the RTT stabilizes with the number of requests.
For instance, with 1,000 requests, the RTT is 3.04 s, and this slightly increases
to 3.92 s for 5,000 requests. This results is expected in a distributed system
and indicates that our microservice architecture scales well with the number of
requests. Importantly, the error rate remains at 0% across all tests, indicating
that our system can handle a large number of requests without any loss of data.
This is crucial for a medical waste treatment process, where data integrity is of
utmost importance.

These results demonstrate the effectiveness of our proposed microservice
architecture in handling a large number of requests with low latency and zero
error rate, making it a suitable solution for enhancing traceability in medical
waste treatment processes.

4.3 Hyperledger Caliper Test Case

In our study, we focus on two primary operations in the Hyperledger Fabric: data
creation and data query. These operations are fundamental to our study as they
represent the core functionalities of our system: recording medical waste data
(data creation) and retrieving this data for traceability purposes (data query).

Data creation involves recording the medical waste data onto the
blockchain. This data includes details about the waste’s origin, type, quantity,
treatment process, and final disposal. Recording this data accurately and effi-
ciently is crucial for ensuring traceability and accountability in the medical waste
treatment process. Table 2 presents the results of our data creation tests. The
tests were conducted with varying loads, ranging from 1,000 to 5,000 requests.
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Table 2. Data creation of medical waste

Name Success Fail Send Rate (TPS) Max Latency (s) Min Latency (s) Avg Latency (s) Throughput (TPS)

1,000 request 26,192 14,327 145.0 1,683.22 0.77 712.23 21.1

2,000 request 29,108 15,270 143.6 1,652.17 1.22 684.21 20.3

3,000 request 27,601 19,102 139.9 1,523.32 1.23 735.59 22.4

4,000 request 28,512 19,468 140.1 1,602.21 4.64 735.62 24.2

5,000 request 31,108 16,145 137.8 1,596.24 4.55 768.12 25.8

Table 3. Data query of medical waste

Name Success Fail Send Rate
(TPS)

Max
Latency (s)

Min
Latency (s)

Avg

Latency (s)

Throughput

(TPS)

1,000 request 109,613 3,102 345.1 248.16 0.01 3.98 297.12

2,000 request 108,204 3,152 369.3 241.12 0.01 4.11 289.64

3,000 request 106,984 3,615 389.2 241.78 0.01 4.30 296.17

4,000 request 108,198 3,231 382.6 236.14 0.01 4.03 281.00

5,000 request 109,106 3,472 369.3 235.11 0.01 4.12 286.90

Data query, on the other hand, involves retrieving the recorded medical
waste data from the blockchain. This operation is crucial for traceability pur-
poses, allowing stakeholders to track the journey of the medical waste from
its origin to its final disposal. The efficiency of data query operations directly
impacts the system’s responsiveness and the user experience. Table 3 presents
the results of our data query tests. Similar to the data creation tests, these tests
were conducted with varying loads, ranging from 1,000 to 5,000 requests.

As shown in the results, our system demonstrates robust performance in both
data creation and data query operations under varying loads. This robustness,
combined with the inherent security and transparency of the blockchain, makes
our proposed model a promising solution for enhancing traceability in medical
waste treatment processes.

5 Discussion

In the microservice architecture, the Round Trip Time (RTT) test results
(Table 1) show that the system can handle up to 5,000 requests per second with
no errors. This is a significant finding as it demonstrates the system’s ability to
scale and handle large volumes of data, a crucial requirement in real-world med-
ical waste management scenarios where thousands of waste items are processed
daily.

In the Hyperledger Fabric, the data creation and data query tests (Tables 2
and 3) show that the system can handle varying loads, from 1,000 to 5,000
requests, with a high success rate and reasonable latency. This demonstrates the
system’s robustness and responsiveness, which are key to providing a smooth
user experience. Moreover, the Hyperledger Fabric usage provides the system
with a high level of security and transparency. Each data entry is recorded on
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the blockchain, making it immutable and traceable. This enhances accountability
in the medical waste treatment process, as each waste item can be tracked from
its origin to its final disposal. The integration of IoT devices allows for real-time
data collection and control, further enhancing the traceability of the medical
waste treatment process. The use of Raspberry Pi 3 model B+ modules for
data collection and control services demonstrates the feasibility of deploying our
system on low-cost, widely available hardware.

6 Conclusion

This paper has presented a novel approach for enhancing traceability in medical
waste treatment processes by leveraging Blockchain technology and the Internet
of Things (IoT) within a microservice architecture. Our proposed model utilizes
Hyperledger Fabric to create a transparent, secure, and immutable record of
waste treatment processes. The integration of IoT devices in our model allows
for real-time data collection and control, further enhancing the traceability of
the medical waste treatment process. The use of a microservice architecture
in our model offers several advantages over traditional approaches, including
improved scalability, easier maintenance and updates, and the ability to use
different technologies for different services.

Future work could explore further optimizations to improve the system’s per-
formance and investigate its applicability to other waste management scenarios.
The integration of Blockchain technology, IoT, and a microservice architecture
provides a robust and scalable solution that can significantly improve the man-
agement of medical waste, contributing to environmental preservation and public
health protection.
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Abstract. In today’s healthcare landscape, the integration of science
and technology has greatly impacted various aspects of patient care,
particularly in the management and preservation of blood and its deriva-
tives. This is of paramount importance as there exists no viable natural
or artificial substitute for blood. With a high demand for blood and its
products, the primary source of supply comes from voluntary donors.
However, in regions like the Mekong Delta in Vietnam, the process
of blood donation and preservation presents significant challenges. To
address these challenges, this paper proposes an innovative solution uti-
lizing blockchain technology, smart contracts, and Non-Fungible Tokens
(NFTs). This work represents a groundbreaking approach that combines
technical expertise, human collaboration, and organizational innovation
to enhance the healthcare sector, particularly in blood management. Fur-
thermore, it serves as a compelling case study that contributes to our
understanding of the intricate relationship between collaboration and
technology.

Keywords: Blood donation · Blockchain · blood products supply
chain · Smart contract · NFT · Ethereum · Fantom · Polygon ·
Binance Smart Chain

1 Introduction

The management, security, and transportation of blood are currently overseen
by medical staff with minimal technological support. This process is demand-
ing due to the specific storage requirements of blood and its products, such as
temperature, humidity, and shelf life [1]. Moreover, the equipment necessary for
maintaining these conditions is costly [4]. In developing regions like Vietnam,
only major cities have blood storage and preservation centers. For instance, the
entire Mekong Delta region relies on a single hematology hospital for the storage
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
M. H. Hà et al. (Eds.): CSoNet 2023, LNCS 14479, pp. 295–303, 2024.
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and preservation of blood and its products1. Besides the above limitations, it is
extremely difficult to determine the origin, type of blood and donor information
[2], because all data related to the blood donation process is stored centrally at
central server. This leads to other health care centers (i.e., in the provinces) hav-
ing to contact the Hematology hospital in Ho Chi Minh City directly. Can Tho
to ask for help when there is an anemic patient. Blood banks at major provincial
hospitals (e.g., Ben Tre, Vinh Long) are also limited in supply and reserve due
to the small number of blood donors [8]. According to our observations, local
hospitals will hold blood donation sessions to call for volunteers to support.
This amount of blood will be transferred to the Hematology hospital before tak-
ing it to other hospitals (i.e., when the patient needs it). An approach deemed
appropriate for the blood supply chain management requirements of develop-
ing countries must meet facility limitations and other requirements related to
regional isolation [3]. Specifically, these models must and are easy to deploy on
existing systems in big cities (e.g., Hanoi, Ho Chi Minh City, Can Tho) but are
also not too expensive to deploy in other cities. other provinces (e.g., Ben Tre,
Vinh Long), where medical equipment and infrastructure are limited [7].

In addition to the above reasons, the verification of information of donors is
also handled locally and affects the contact process when there are emergency
cases2. Because of this, previous approaches have presented studies that support
Blockchain and smart contracts for decentralized storage (i.e., distributed ledger
storage) and increased transparency of stored data (i.e., based on consensus -
proof-of-wook mechanism). We also present similar studies based on these two
technologies [10,11].

In Vietnam, after each blood donation, donors will receive a certificate (with
a small gift and a part of money) in paper form. These certificates not only
act as a way to boost the spirit of the donor, they also support the donor to
receive free blood (i.e., the same type and corresponding amount of blood) when
the donor needs it (e.g., accidents, future blood diseases). However, in today’s
hospitals and blood donation centers, these certificates are stored in paper form -
very difficult to maintain (i.e., due to natural problems such as floods, fires) and
easily lost (e.g., owner’s fault, lost during relocation - home, work). In addition,
the centralized storage of this information cannot be applied due to the limitation
of information sharing in medical facilities [2].

Our proposed solution, which combines blockchain technology, smart con-
tracts, and NFTs, represents a novel approach to collaboration in the healthcare
sector. By proposing a solution for the management of the blood supply chain,
we provide a case study that explores the interplay between collaboration, tech-
nology, and healthcare. Our work also addresses the validation of our approach
through prototyping and empirical tests, in line with the field’s interest in mul-
tiple validation approaches. Moreover, our paper aligns with the focus on social

1 This observation is we do the field assessment in November 2022.
2 Due to the mobilization of blood donation volunteers. over the phone and the donor

must wait at least for the red blood cell donation and 3 weeks for the platelet donor,
respectively.
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computing. By leveraging blockchain technology and smart contracts, our work
explores how these technologies can facilitate social good by improving the blood
donation process. The use of NFTs for issuing blood donation certificates also
represents an innovative application of a recent development in social computing
[13]. Therefore, our work contributes on four aspects. (a) Propose a mechanism to
manage the supply chain of blood and its products based on blockchain technol-
ogy and smart contract for the Vietnamese environment; (b) propose a model
to generate blood donation certificates based on NFT tool; (c) implementing
the proposed model based on smart contracts and the proposed model (i.e.,
proof-of-concept); and (d) deploying proof-of-concept on 4 supporting platforms
(ERC721 - NFT of ETH) and EVM (deploying smart contract implemented in
solidity language) including BNB Smart Chain, Fantom, Polygon, and Celo.3

2 Related Work

Kim et al. [5] proposed a blood supply chain management system based on
the Hyperledger Fabric platform. The authors leveraged the privacy features
of the Hyperledger Fabric platform to create a closed supply chain manage-
ment system, covering the entire process from blood collection to distribution
to hospitals/medical centers. Another study that utilizes the Hyperledger Fabric
platform is conducted by Lakshminarayanan et al. [6]. They apply a blockchain
model to increase transparency in the transportation of blood from donors to
the receiving location. To facilitate recipient access to blood type information
and related metadata (e.g., donor information, time, location), Toyoda et al. [12]
propose a hybrid model of blockchain and RFID. Each blood unit is assigned an
RFID tag after donation, enabling medical staff and recipients to easily access
information related to blood donation, such as location, time, and the corre-
sponding shipping process.

In the context of blood supply chain management systems on other plat-
forms, such as Ethereum, Ccaugliyangil et al. [2] propose a decentralized solu-
tion based on Ethereum-based blockchain to empower certified blood donation
centers (CBDCs) by allowing the deployment of smart contracts. For specific
blood products, Peltoniemi et al. [9] discuss the use of decentralized blockchain
for plasma monitoring and management. Donor-related information is recorded
before plasma is separated from their blood, and the system performs plasma
analysis to assess the quality of the blood.

3 Approach

3.1 Traditional Model of Blood Donation and Blood Management

We conducted a survey of hospitals in the provinces of the Mekong Delta
to gather information about blood and blood product collection procedures.
3 We do not deploy smart contracts on ETH because the execution fee of smart con-

tracts is too high.
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Fig. 1. Traditional model of blood donation and blood management

According to our records (conducted in November 2022), currently, all 12
provinces in the Mekong Delta have only one Hematology hospital located in
Can Tho City, which serves as the capital of the Mekong Delta. This hospital is
equipped with modern facilities for blood separation, preservation, and storage.
Other hospitals within the same system must contact the hematology hospital
to request the required amount of blood for treatments or in case of emergen-
cies. Figure 1 illustrates the four procedures involved in blood collection from
donors, followed by the separation of blood into respective components, such
as red blood cells, white blood cells, platelets, and plasma, at the hematology
hospital in Can Tho. These procedures include (a) medical clinics, (b) medical
centers, (c) mobile blood collection units, and (d) hospitals. All collected blood
is transported to large medical centers for preservation in provincial-city hospi-
tals, or it is sent to the hematology hospital for separation and preservation. Our
assessment reveals that a single hematology hospital in Can Tho is insufficient
to meet the blood supply needs of the 12 provinces. As a result, the third blood
donation process (mobile blood collection units) organizes flexible blood dona-
tion campaigns in areas where blood collection is challenging for other processes
due to a lack of equipment and medical support. However, this approach is tem-
porary and intermittent, typically conducted on weekends or holidays. Figure 4
illustrates the steps in creating NFTs to replace traditional paper-based blood
donation certificates. These NFTs, accessible to donors, are tamper-resistant
due to blockchain’s transparency and decentralized storage. Donors and medi-
cal centers confirm the time and location of blood donations through mutually
agreed-upon verification services. Electronic certificates with donor and event
details are generated, assigned to NFTs, and updated on the distributed ledger
via predefined methods in the smart contract (see Implementation for details).
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Fig. 2. Blood donation and blood management model based on blockchain technology,
smart contracts, and NFTs

3.2 Blood Donation and Blood Management Model Based
on Blockchain Technology, Smart Contracts, and NFTs

Figure 2 illustrates our approach, which consists of nine steps (the number
of steps may vary depending on the context). We divide the approach into
three possible cases within the Mekong Delta environment encompassing the
12 provinces/cities.

– Case one: The hospital treating the recipient’s disease depletes its blood
reserves (step 2).

– Case two: Hospitals within the same city run out of blood reserves (step 7).
– Case three: The hematology hospital in Can Tho depletes its blood reserves

(step 8).

Under the assumption that all three situations occur simultaneously, the
blood donation model entails nine steps. Initially, step 1 involves the doctor’s
examination and treatment process with their patients, the blood recipients. If
a patient requires a blood sample for treatment, the request is forwarded to
the hospital where the patient is receiving treatment (step 2). These requests
are then updated in the distributed ledger (step 3). The system searches for
other hospitals to identify the corresponding blood type if the target hospital
is identified as the one contacting the blood donor (step 4). Step 5 depicts the
carrier receiving blood from the target hospital, and all relevant data, such as
time and location, are updated in the distributed ledger (step 6). As per the
aforementioned assumption, step 7 involves contacting the hematology hospital
to provide the necessary blood source. The hematology hospital checks its stock
of blood reserves (step 8) and contacts donors in cases of emergencies or blood
shortages (step 9).
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Fig. 3. Generating electronic blood donation certificates based on NFT technology

Figure 3 outlines the steps involved in creating NFTs to replace traditional
paper-based blood donation certificates. These NFTs are easily accessible to
donors and cannot be replaced or tampered with during use, owing to the trans-
parency and decentralized storage offered by blockchain technology. Specifically,
donors and medical centers must confirm the time and location of blood dona-
tions, respectively (this confirmation is mutually agreed upon by both parties
through verification services). Subsequently, electronic blood donation certifi-
cates are generated, containing information related to the donors and the cor-
responding event (see Implementation for further details). These credentials are
then assigned to the respective NFTs before being updated on the distributed
ledger, with the entire operation performed based on predefined methods avail-
able in the smart contract.

4 Evaluation Scenarios

Fig. 4. Transaction info (e.g., BNB Smart Chain)

Since our proposed model focuses on generating blood donation certificates to
incentivize donors for community service behavior, we implemented the rec-
ommendation model on EVM-enabled blockchain platforms instead of mining
platforms belonging to the Hyperledger ecosystem. These platforms are easily
extensible, leveraging existing platforms and systems. In addition, the system
responsiveness assessments, such as the number of successful/failed requests and
system latency (min, max, average), have been evaluated in our previous paper.
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Fig. 5. NFT creation Fig. 6. NFT transfer

In this paper, we select the suitable platform for our proposed model. Specif-
ically, we install the recommendation system on four popular blockchain plat-
forms that support Ethereum Virtual Machine (EVM): Binance Smart Chain
(BNB Smart Chain)4, Polygon5, Fantom6, and Celo7. Our implementations on
these platforms also serve as contributions to this article, collecting transaction
fees corresponding to the supporting coins of the four platforms: BNB8, MATIC9,
FTM10, and CELO11. Figure 4 provides detailed information on three successful
installations on BNB Smart Chain (similar settings are provided for the other
three platforms). We also evaluate the execution cost of the smart contracts,
implemented in Solidity language, on the testnet environments of these plat-
forms to choose the most cost-effective platform for deployment. Our detailed
assessments focus on the cost of contract creation, NFT generation (see Fig. 5),
NFT retrieval/transfer (i.e., updating NFT ownership address - see Fig. 6), and
are presented in the respective subsections: i) Transaction Fee, ii) Gas Limit, iii)
Gas Used by Transaction, and iv) Gas Price.

4.1 Transaction Fee

Table 1. Transaction fee

Contract Creation Create NFT Transfer NFT

BNB Smart Chain 0.02731136 BNB ($8.37) 0.00109162 BNB ($0.33) 0.00057003 BNB ($0.18)

Fantom 0.009576826 FTM ($0.001860) 0.000405167 FTM ($0.000079) 0.0002380105 FTM ($0.000046)

Polygon 0.006840590024626124 MATIC ($0.01) 0.00028940500115762 MATIC ($0.00) 0.000170007500612027 MATIC ($0.00)

Celo 0.0070973136 CELO ($0.004) 0.0002840812 CELO ($0.000) 0.0001554878 CELO ($0.000)

4 https://github.com/bnb-chain/whitepaper/blob/master/WHITEPAPER.md.
5 https://polygon.technology/lightpaper-polygon.pdf.
6 https://whitepaper.io/document/438/fantom-whitepaper.
7 https://celo.org/papers/whitepaper.
8 https://testnet.bscscan.com/address/0xc0dc2ad1a1149b5363d7f58c2cf7231d83925

c0c.
9 https://mumbai.polygonscan.com/address/0xd20ae7123c4387d25d670a6fd74a6095f

4dcaa56.
10 https://testnet.ftmscan.com/address/0xd20ae7123c4387d25d670a6fd74a6095f4dca

a56.
11 https://explorer.celo.org/alfajores/address/0xD20aE7123C4387d25d670a6fd74A60

95F4dCaa56/transactions.

https://github.com/bnb-chain/whitepaper/blob/master/WHITEPAPER.md
https://polygon.technology/lightpaper-polygon.pdf
https://whitepaper.io/document/438/fantom-whitepaper
https://celo.org/papers/whitepaper
https://testnet.bscscan.com/address/0xc0dc2ad1a1149b5363d7f58c2cf7231d83925c0c
https://testnet.bscscan.com/address/0xc0dc2ad1a1149b5363d7f58c2cf7231d83925c0c
https://mumbai.polygonscan.com/address/0xd20ae7123c4387d25d670a6fd74a6095f4dcaa56
https://mumbai.polygonscan.com/address/0xd20ae7123c4387d25d670a6fd74a6095f4dcaa56
https://testnet.ftmscan.com/address/0xd20ae7123c4387d25d670a6fd74a6095f4dcaa56
https://testnet.ftmscan.com/address/0xd20ae7123c4387d25d670a6fd74a6095f4dcaa56
https://explorer.celo.org/alfajores/address/0xD20aE7123C4387d25d670a6fd74A6095F4dCaa56/transactions
https://explorer.celo.org/alfajores/address/0xD20aE7123C4387d25d670a6fd74A6095F4dCaa56/transactions
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Table 1 shows the cost of creating contracts on the four platforms. It is evident
that the highest transaction fee among the three requirements is for contract
creation on all four platforms. BNB Smart Chain has the highest cost, with
0.02731136 BNB ($8.37) for contract creation. The lowest cost is recorded by
the Fantom platform, with less than 0.009576826 FTM ($0.001860) for contract
creation. The cost for contract creation on Celo is lower than that of Polygon,
with only $0.004 compared to $0.01. For the remaining two requirements (Create
NFT and Transfer NFT), we observe that the cost of implementing them on Poly-
gon, Celo, and Fantom is negligible (close to $0.00), while on BNB Smart Chain,
it is 0.00109162 BNB ($0.33) for Create NFT and 0.00057003 BNB ($0.18) for
Transfer NFT.

4.2 Gas Limit

Table 2. Gas limit

Contract Creation Create NFT Transfer NFT

BNB Smart Chain 2,731,136 109,162 72,003

Fantom 2,736,236 115,762 72,803

Polygon 2,736,236 115,762 72,803

Celo 3,548,656 142,040 85,673

Table 2 shows the gas limit for each transaction. Our observations indicate that
the gas limits of BNB, Polygon, and Fantom are roughly equivalent, with Polygon
and Fantom having similar values for all three transactions. Celo has the highest
gas limit among the platforms, with 3,548,656; 142,040; and 85,673 for contract
creation, create NFT, and transfer NFT, respectively.

4.3 Gas Price

Table 3. Gas Price

Contract Creation Create NFT Transfer NFT

BNB Smart Chain 0.00000001 BNB (10 Gwei) 0.00000001 BNB (10 Gwei) 0.00000001 BNB (10 Gwei)

Fantom 0.0000000035 FTM (3.5 Gwei) 0.0000000035 FTM (3.5 Gwei) 0.0000000035 FTM (3.5 Gwei)

Polygon 0.000000002500000009 MATIC (2.500000009 Gwei) 0.00000000250000001 MATIC (2.50000001 Gwei) 0.000000002500000009 MATIC (2.500000009 Gwei)

Celo 0.0000000026 CELO (Max Fee per Gas: 2.7 Gwei) 0.0000000026 CELO (Max Fee per Gas: 2.7 Gwei) 0.0000000026 CELO (Max Fee per Gas: 2.7 Gwei)

Table 3 shows the gas prices for the four platforms. BNB, Fantom, and Celo have
the same gas price for all three transactions: 10 Gwei, 3.5 Gwei, and 2.7 Gwei,
respectively. Polygon’s gas price (MATIC) has the lowest value and fluctuates
around 2.5 Gwei.
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5 Conclusion

The paper introduces a model for blood management in Vietnam’s Mekong Delta
region, utilizing Blockchain, Smart Contracts, and NFTs. The proposed solu-
tion on the Ethereum platform addresses decentralized storage challenges. NFTs
replace traditional certificates, enhancing security. Evaluating EVM-compatible
platforms (Binance Smart Chain, Fantom, Polygon, Celo), Fantom emerged as
the most cost-effective for contract creation, NFT creation, and transfer. The
evaluation emphasizes economic factors, and while Fantom is favored, other con-
siderations like regulatory compliance and governance should be weighed in the
final platform selection.
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Abstract. In this paper, we investigate the performance of a two-way
secure conversation among users under the threat of an eavesdropper.
To be more specific, we assume that the source and destination engage
in a conversation to exchange confidential information. An eavesdrop-
per exists, seeking to exploit the conversation illicitly. The messages of
sender are split into multiple packets and then delivered to the receiver
via wireless channels. To ensure communication security, we introduce a
new concept called the “secure conversation constraint” to analyze the
trade-off between security and system performance. Most importantly,
the proposed approach can be extended to the study of other wireless
networks such as cognitive radio, non-orthogonal multiple access com-
munication, and cooperative relay networks.

Keywords: Secure conversation · security constraint · packet
transmission time

1 Introduction

Recently, the concept of physical layer security (PLS) has arisen as a highly
promising solution for consolidating security in wireless communication systems.
By capitalizing on the distinctive properties of wireless channels such as signal
fading, interference, and noise, PLS offers an innovative approach to ensuring
confidentiality, integrity, and availability of sensitive information transmitted
over wireless links to provide security without relying solely on encryption. More
specifically, the wiretap channel model, often used to conceptualize PLS scenar-
ios [1,2]. This model encompasses legitimate communication between a sender
and receiver, while considering potential eavesdroppers, leading to the design
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
M. H. Hà et al. (Eds.): CSoNet 2023, LNCS 14479, pp. 304–312, 2024.
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of strategies that reduce the risks of unauthorized interception. Techniques like
beamforming [3–6] and artificial noise injection [7–9] are often used to enhance
the security performance.

To measure the performance and security risk as wireless systems having
unauthorized eavesdroppers, some performance indicators have been proposed
such as secrecy capacity and intercept probability [10]. The secrecy capacity is
a fundamental concept that quantifies the maximum rate at which confidential
information can be reliably transmitted over a communication channel while
keeping it hidden from unauthorized eavesdroppers [11,12]. If the secrecy capac-
ity is greater than zero, there exists a possibility of security for the considered
system.The intercept probability is defined as the probability that the signal-
to-noise ratio (SNR) at the eavesdropper’s location exceeds a certain threshold,
enabling successful interception [13,14]. The lower the intercept probability, the
more resistant the communication system is to unauthorized access [15–18].

Unlike previous publications, in this work, we consider a practical scenario
where users have confident messages to exchange while an eavesdropper tries to
exploit the information. The messages are splitted into multiple small packets
to deliver them over wireless channel. If the eavesdropper accumulates a number
of packets, it will have a high probability to understand the content of com-
munication. To reduce the risk of information leakage, the sender and receiver
should control their power to keep the leakage probability below a predefined
threshold. Given the obtained power, the outage probability for the conversa-
tion is proposed to measure the system performance. Our major contribution is
summerized as follows:

– A new concept called the outage probability for the secure conversation is
proposed.

– A constraint to secure the two-way conversation between users is considered.
– Most importantly, this approach can be extended to study the secure conver-

sation in different wireless networks such as cognitive radio networks, NOMA
communication, cooperative communication and so on.

To the best of our knowledge, this is the first work studying the secure conver-
sation in wireless network from the view of physical layer.

The remainder of this paper is organized as follows. In Sect. 2, the system
model and objective function for the secure conservation are presented. In Sect. 3,
numerical results and discussions are provided. Finally, conclusions are presented
in Sect. 4.

2 System Model and Objective Function

2.1 System Model

Let us consider a system model as show in Fig. 1 in which the S and D communi-
cate under the threat of an illegal eavesdropper. The message of S will be splited
into multiple packets with the same size L to sends to the S. Here, we assume
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Fig. 1. The S communicates with the D by exchanging messages. There exists an E
who is illegal listening the confident messages of both S and D by capturing packets
over wireless channel.

that the channel does not change during the transmission of one packet but it
may be various thereafter. The time to deliver one packet is defined as [19]

T
(n)
S−D =

L

B log2(1 + γ
(n)
S−D)

, (1)

in which γ
(n)
S−D is the signal-to-noise ratio defined as

γ
(n)
S−D =

PS−Dhn

N0
, (2)

where hn, PS−D, and N0 are channel gain from S→D as it transmits n-th packet,
transmit power of S, and noise power density, respectively.

To decode the confident message of the S successfully, the D needs to receive
at least N packets before the timeout threshold tS−D

out . Accordingly, the total
time T

(total)
S−D that needs to understand the message of the S can be formulated

as

T
(total)
S−D =

N∑

n=1

T
(k)
S−D =

N∑

n=1

L

B log2(1 + γ
(n)
S−D)

(3)

As the S sends packets to the D, the E also manages to capture the packets
for the illegal purpose. To decode the S’s message successfully, the E needs to
receive at least K of packets, K ≤ M , before the timeout threshold, tS−D

out .

T
(total)
S−E =

K∑

k=1

T
(k)
S−E =

K∑

k=1

L

B log2(1 + γ
(k)
S−E)

, K ≤ N (4)

where γ
(k)
S−E is defined as

γ
(k)
S−E =

PS−Dfk
N0

, (5)

fk is the channel gain of the S→E link corresponding to each packet.
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At the D, it also has messages to feedback the dialog of the S. Similar to
the S→D direction, the message of the D is divided into M small packets with
the same size L and the time taking to send one packet from the D to the S is
expressed as

T
(m)
D−S =

L

B log2(1 + γ
(m)
D−S)

(6)

Accordingly, the total time that S needs to receive M packets and then decode
the message of the D may be formulated as

T
(total)
D−S =

M∑

m=1

T
(m)
D−S =

M∑

m=1

L

B log2(1 + γ
(m)
D−S)

(7)

in which γ
(m)
S−D is the signal-to-noise ratio defined as

γ
(m)
S−D =

PS−Dgm
N0

, (8)

where gm, PD−S , and N0 are channel gain from D→S as it transmits m-th
packet, transmit power of D, and noise power, respectively.

Similarly, the E can decode the message of the D if it receives at least Q
packets of the D before a timeout threshold.

T
(total)
D−E =

Q∑

q=1

T
(q)
D−E =

Q∑

q=1

L

B log2(1 + γ
(q)
D−E)

, Q ≤ M (9)

where γ
(q)
D−E is defined as

γ
(q)
D−E =

PD−Suq

N0
, (10)

and uq is the channel gain of the D→E link corresponding to each packet.
Intuitively, the exchanged messages between the S and D are considered as

safe and secure communication, if and only if the E cannot receive full packets.
In other words, the probability that the E is able to receive full packets to
decode messages of the S and D should be smaller than predefined threshold to
guarantee the secure communication, i.e.,

OE = Pr
{

T
(total)
S−E ≤ tS−E

out ∩ T
(total)
D−E ≤ tD−E

out

}
≤ ε (11)

Here, the S and D should have a reason power allocation policy to satisfy (11)
to not reveal their messages to the E. To measure the performance of the S and
D, we define the outage probability of communication as follows:

OS = Pr
{

T
(total)
S−D ≥ tS−D

out ∩ T
(total)
D−S ≥ tD−S

out

}
(12)

As for the wireless links between different users, we assume all channels are
subject to independent but not necessarily identically distributed (i.n.i.d.)
Nakagami-m block fading.
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2.2 Performance Analysis

Intuitively, we can see that the transmit power of the S and D and channel condi-
tions will affect the security and system performance. Thus, a reasonable optimal
power allocation policy to satisfy the constraint (11) is important. Accordingly,
the system performance of the considered system under the security constraint
can be reformulated as follows:

O = min
PS−D,PD−S

{OS} (13)

Subject to:
OE ≤ ε

PS−D ≤ Ppk

PD−S ≤ Ppk

3 Numerical Results

In this section, we present simulation results for the considered system. In par-
ticular, we study the impact of the S and D transmit power and number of
packets on the leakage probability and outage probability, respectively. Unless
otherwise stated, the following system parameters are used for both simulation
and analysis:

– System bandwidth: B= 1MHz
– Packet size: Ls = Lp = 224 bits (28 bytes)
– Timeout: tS−D

out = tD−S
out = 0.02 s

– Timeout: tS−E
out = tD−E

out = 0.01 s
– Outage constraints: θ

(p,1)
out = θ

(p,2)
out = 1%

– Number of packets that D needs to decode message from S N = [4, 5, 6]
– Number of packets that S need to decode the message from D M = [3, 4, 5];
– Number of packets that the eavesdropper needs to decode the message from

S K = [2, 3, 4];
– Number of packets that eavesdropper needs to decode message from D Q =
[1, 2, 3];

– dSD = [2, 10], dSE = 3, dDE = 4
– PS−D = [−15, 15]

In Fig. 2, we plot the leakage probability as a function of the transmit power
of S, PS−D (11). It is clear to see that if the conversation between S and D
will be leaked out if the transmit power is not constrained by ε = 0.01. As the
transmit power of the S is beyond −2.5 dB (without constraint), the leakage
probability is reaching 1 is very fast. However, under the secure constraint, the
leakage probability is always less than or equal ε = 0.01. Moreover, as the S
only need a small number of packets (K and Q) to decode the conversation, the
leakage probability increases significantly. It illustrates that the eavesdropper is
quite dangerous with powerful calculation.
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Fig. 2. The probability that the conversation between S and D is exploited with and
without constraints.

Fig. 3. Outage probability as a function of transmit power of S under the security
constraint.

In Fig. 3, we plot the outage probability as a function of the transmit power
of the S under the security constraint. It can be seen that the outage probability
is decreased as the transmit power increases to −5 dB, and saturated in the high
regime of the transmit power. It is due to the fact that at the low power level,
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the eavesdropper has less probability to accumulate packets and decode the mes-
sage. However, as the power increases beyond the −5 dB, the outage probability
is saturated, i.e., the performance has not been increased due to the secure con-
straint. Clearly, the secure constraint leads to degrade the performance of the
system, i.e., there exists a trade-off between security and system performance.

Fig. 4. Impact of distance on the outage performance.

In Fig. 4, we show the impact of distance and number of packets on the outage
performance. It can be seen that as the distance and number of packets increases,
the outage probability increases. This is because the number of packets being
timeout as the distance increases, this lead to degrade the performance.

4 Conclusions

In this paper, we investigate a real-world scenario in which the communica-
tion between S and D requires safeguarding against eavesdropping. To achieve
this, user messages are fragmented into smaller packets and transmitted to
the receiver through wireless channels. A security constraint is implemented
to ensure the protection of user conversations. Within this context, we intro-
duce a novel concept known as the “secure conversation constraint” and “outage
probability of secure conversation”. These concept can serve as a valuable met-
ric for evaluating communication in other wireless networks such as cooperative
communication, cognitive radio networks, NOMA communication, and so on.
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Abstract. The emergence of Blockchain technology has inaugurated
a transformative era by its multifaceted advantages and wide-ranging
applications across diverse industries. Nevertheless, while holding great
promise, Blockchain encounters a significant challenge in achieving inter-
operability within the complex landscape of multi-blockchain ecosystems.
The imperative necessity for seamless data and digital asset exchange is
evident, yet it is accompanied by the escalating complexities of managing
network entity identities dispersed across disparate systems resulting in
a stark dearth of cohesive connectivity and agile interaction. Henceforth,
in response to these challenges, we present ‘MIDAS’ as a captivating
research endeavor aimed at fostering seamless interoperability among
a multitude of blockchain networks. MIDAS acts as a key intermedi-
ary, skillfully facilitating cross-chain interactions, elevating user expe-
rience, and ensuring secure data access for authorized users. In order
to augmenting this architecture’s prowess while also focusing on user-
centric data control, we introduce a pioneering decentralized identity
management system known as “Blockchain Interoperability Decentral-
ized Identifier” (BIDI). BIDI offers a range of powerful features, includ-
ing strict entity management, seamless connections, and customized data
access controls for authorized users, with a focus on user-centric and
data ownership. In other words, our framework is a significant step
towards improving the effectiveness and versatility of blockchain technol-
ogy, breaking down barriers for harmonious coexistence among multiple
blockchains.

Keywords: Blockchain interoperability · Data access control ·
Decentralized identifiers · Sidechain · Healthcare

1 Introduction

Nowadays, blockchain has developed into a decentralized network system that
can satisfy several crucial security requirements, including reliability, trans-
parency and consensus of each transaction; as the capacity to guarantee data
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integrity and resilience against cyber attacks. However, as per [1,2], 88% of
blockchain applications involve several parties using the same blockchain net-
work, 9% of them are cross-disciplinary, and 73% want to expand and strengthen
their connections with new partners. As a result, the isolation of individual
blockchains and the high degree of heterogeneity between them present a signif-
icant challenge for achieving interoperability, which is a major obstacle in the
field of blockchain practical applications [3].

Fig. 1. The concept of MIDAS data transfer between multiple blockchains

In the pursuit of addressing the challenges of cross-chain interaction, our pre-
vious research introduced an innovative approach that leveraged a sidechain as
an intermediary entity. The system was built as a decentralized oracle network,
in which individual oracles undertook the pivotal role of facilitating seamless
data transmission between the distinct blockchain systems involved. An oracle
contract played a crucial role in ensuring smooth operation as it was enable
robust communication with smart contracts across various blockchain networks.
Despite advancements in prior systems, limitations persist in data access per-
missions and management within blockchain environments, especially in com-
plex settings like hospital administration. A key challenge is the fragmentation
of patient electronic medical records (EMRs) across diverse hospital blockchains,
lead to hinder data linkage, management, and retrieving past EMRs faces obsta-
cles from scattered data.

To address these limitations, this paper introduces a new architecture called
Blockchain Interoperability Decentralized Identifier (BIDI). BIDI utilizes decen-
tralized identifiers for blockchain entities to enhance data management and query
efficiency across locations. It aims to improve data access permissions, elimi-
nate administrative inefficiencies, and facilitate interoperability through stream-
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lined data request, query, and transfer methods. The main contributions of our
research are as follows:

– We propose a novel interchain system for transferring data named MIDAS.
– We implement the BIDI architecture to identify and manage entities in the

system including people and data. We also integrate and store the BIDI on
MIDAS for maximum efficiency for cross-chain interactive operations such as
requesting, querying, and transporting data.

– We conducted practical testing to implement the proposed system, assessed
the system’s security, and evaluated its performance, cost, and latency.

2 Related Works

2.1 Cross-Chain Technology

In the recent study, [4] provided a comprehensive overview of cross-chain inter-
operability technologies, encompassing notary mechanisms, sidechains/relays,
hash-locking, distributed private key control, and others. These technologies
aim to enable the transmission of data and transactions between different
blockchains, which is a critical requirement for the widespread adoption of
blockchain technology. [5] proposed a quantum-secure notary scheme for resilient
cross-blockchain transfers and [6] introduced a notary group mechanism provid-
ing enhanced security guarantees. [7] focuses on atomic cross-chain swaps via
hash-locked contracts, enabling trustless asset exchange. Unique solution like
Cosmos [8] connects heterogeneous chains via relay bridges, with collective val-
idation by multiple parties for robust trust. While progress has been made,
blockchain interoperability remains an open challenge. Constructing a multi-
chain interoperable data system, especially for healthcare, faces several chal-
lenges. One key issue is integrating different blockchain structures, each with its
unique rules. Ensuring security and privacy is crucial, aligning with healthcare
regulations adds complexity. Another challenge is maintaining data integrity
across various chains. For instance, patient records scattered in different hospi-
tal blockchains need an efficient system for better management. These challenges
highlight the need for a robust and flexible multi-chain data system for effective
healthcare applications.

2.2 Identity Management Systems and Decentralized Identifiers

Identity management (IdM) is defined as policies, rules, methods and systems
that implement identity authentication, authorization management, access con-
trol, and operation audit based on digital identity [9]. The centralized iden-
tity model stands as the most traditional approach, however, this model carries
inherent limitations, such as privacy concerns, escalating data volumes, and the
growing ubiquity of online accounts that individuals must juggle, each demand-
ing vigilant safeguarding [10]. The federated identity model has emerged as a
salient solution to the quandary of managing numerous disparate accounts. Users
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can leverage identity credentials established within one security domain to gain
access to various other sites and services. Notably, OAuth and OpenID Connect
constitute instrumental standards within the realm of federated identity pro-
tocols and are widely used in today’s web services [11]. Extensive efforts have
been devoted to developing user-centric IdM, emphasizing improvements in both
user experience and security. CardSpace, a product developed by Mircosoft, has
applied the user-centric identity model. In consonance with this trajectory, Lenz
et al. [12] proposed a lightweight model for user-centric and qualified identity
information that facilitates selective disclosure and domain-specific altering of
single identity attributes in order to protect the citizen’s privacy.

Contemporary IdM paradigms often employ a centralized model, wherein
specific organizations assume responsibility for issuing and managing user IDs,
resulting in user dependency and limited control over identity data. Decentral-
ized Identifiers (DIDs) have emerged as a promising alternative, offering users
enhanced autonomy and control over their identity information, and reducing
reliance on centralized identity providers. A seminal work in [13] delves into the
profound impact of DIDs on the evolution of data exchanges, offering a compar-
ative analysis that underscores the distinctions between DIDs and their central-
ized counterparts. The study conducted by [14] introduces a robust registration
and authentication mechanism, ingeniously utilizing a double-layer blockchain
architecture that seamlessly incorporates DIDs. [15] aligns with the World Wide
Web Consortium (W3C) DID recommendation [16], signifying the growing adop-
tion of DIDs as a critical element in the contemporary IdM landscape.

3 Proposed System

In the healthcare domain, hospitals have embraced blockchain networks for man-
aging personnel, patients, and EMRs. However, a pressing need arises to enable
seamless data exchange across disparate hospital networks, enhance identity
management for hospital entities, establish connections between EMRs and their
owners, and enable efficient data inquiries across multiple EMRs and hospitals.
To address these challenges, we introduce MIDAS as the central component
of our architectural paradigm (Fig. 1). MIDAS acts as a Sidechain, facilitating
interoperability between heterogeneous blockchain networks. This architecture
effectively fulfills the aforementioned requirements while prioritizing the secu-
rity, efficiency, and confidentiality of personal information within participating
blockchain networks. Assume that the Doctor belongs to Hospital A, and needs
to access EMRs within the hospital or access other EMRs located inside or out-
side the patient’s existing hospital. For Hospital N where the patient went and
owns EMR in both Hospital A and N. The hospital system is implemented with
the following roles: Doctor and Patient.
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Fig. 2. The architecture for configuring and storing BIDI in MIDAS and IPFS.

3.1 BIDI - Blockchain Interoperability Decentralized Identifier

BIDI is designed to identity provisioning and enable smooth interactions between
different blockchain networks, applicable and versatile across various subjects
within our scope. Each participant in this system, including Doctors, Patients,
and EMRs, possesses a distinct and unambiguous identification marker, repre-
sented by a URL-based identifier. The URL-based identifier consists of three
essential components, as illustrated in Fig. 2.

1. BIDI: The fundamental prefix following it is types of BIDI encompassing
EMR - EDI and Person - PDI.

2. Specific Identifier Path: As shown in Fig. 2, the structure of the Path is
contingent upon Type of BIDI and Role. In the case of the EDI type, it com-
prises the following components: HosCode, signifying the unique identifier of
the hospital to which the EMR is affiliated; EMRCode, representing the dis-
tinctive EMR code; and Hash string. Conversely, the PDI type encompasses
distinct components, including roles such as doctor or patient. Additionally,
HosCode is included if the role is doctor, signifying the hospital to where
they belong. Finally, a Hash string, calculated from the Public and Private
key pair.

BIDI directory is a dataset designed to encompass predefined information
crucial for establishing data linkage management and automated data access
control. It is linked to URLs associated with the same BIDI, with different types
of BIDI having their distinct directory variants. For EDI-type BIDIs, each EDI
possesses an Access directory. This Access directory contains PDIs, with the
top and mandatory PDI corresponding to the URL of the patient who is the
rightful owner of the corresponding EMR. Subsequent PDIs pertain to doctors
sharing the same HosCode as the EDI, thereby granting them seamless access
automatically to the EMR’s contents. The management of the Access directory,
encompassing tasks such as addition or removal of DocPDIs, is entrusted to the
patient who is the owner of the EMR. Conversely, for PDI, only the patient role
is endowed with an Ownership directory. Within this directory lies a compre-
hensive record of EDIs corresponding to EMRs owned by the patient, creating
pivotal links between data entities and expediting data retrieval. As a result, an
inventory of EMRs is curated, affording patients the discretion to select from
this catalog for viewing or sharing with doctors.
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3.2 MIDAS - Multi-chain Interoperable Data and Access System

Fig. 3. EMR access request processing flows across multiple sources

MIDAS plays a role similar to that of Sidechain in cross-chain solutions, acts
as an intermediary, facilitating communication between different blockchains.
As a decentralized oracle network, MIDAS inherits and encapsulates the diverse
capabilities of blockchain oracle technology. It establishes a bidirectional connec-
tion between smart contracts on the blockchain network and the external world.
Additionally, MIDAS serves as the repository for BIDIs, and its organizational
structure adheres to a designed schema. Each BIDI is stored in a distinct block,
following the data model depicted in Fig. 2.

Owing to the inherent characteristics of MIDAS, which features an archi-
tecture akin to that of a blockchain and is ill-suited for the storage of mutable
data such as BIDI directories, a strategic amalgamation with InterPlanetary
File System (IPFS) has been orchestrated. The integration with IPFS serves
as the repository for these dynamic datasets. To establish matching between
the BIDI directory and its corresponding URL stored within MIDAS, a pivotal
step necessitates affixing a unique IPFS hash (CID) to the URL. Consequently,
when interfacing with a BIDI stored within MIDAS, users can seamlessly initiate
queries that retrieve the associated directory from IPFS.
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3.3 Data Authorization Mechanism

Algorithm 1. EMR access request procedure
1: PaDApp ← SendEMRrequest ← DocDApp � Step 1

EMRreq(DocPDI) ← PaPDI
2: if getApproval(DocPDI) then � Step 2
3: ODir ← CID, PaPDI � Step 3
4: ListEDIs ← ODir
5: sum ← ChosenEDIs ← ChooseEMRs(ListEDIs)

create Fetch data Request ← DocPDI, ChosenEDIs � Step 4
6: i ← 0
7: while i �= sum do � Step 5
8: EDI ← ChosenEDIs[i]
9: if DocPDIHosCode �= EDIHosCode then

10: Crosschain Data transfer ← EDI, DocPDI
11: end if
12: i ← i + 1
13: Display data for doctor ← getEMR(EDI)
14: end while
15: end if
16: END

The data transfer activities within the system are depicted in Fig. 3. The process
of a Doctor sending access requests to a patient’s existing EMRs unfolds as
follows: Step 0) Doctor first obtains the patient PDI. Step 1) Via the Doc
DApp, Doctor specifies PaPDI and sends a data access request to DApp of
patient. Step 2) Get the approval. Step 3) PaDApp retrieve the corresponding
Ownership directory on IPFS. It compiles a list of EDIs from which the patient
selects EMRs to share with the Doctor. Step 4) Create a query request and
sends it to MIDAS. Step 5) Check EDI quantity, HosCode and then get the
requested data. Step 6) Display EMRs to the Doctor and data integrity can be
verified through URL hash string. The operation subsequently reverts to step 5.
Also, Algorithm 1 provides a succinct representation of this operation sequence.

Algorithm 2 outlines the automated authorization process for granting data
access permissions to Doctors. The process begins when the Doctor sends the
EDI requiring access to the EMR. The DApp performs an initial verification
by comparing the HosCode in the DocPDI with that of the requested EMR.
Next, the DApp interfaces with MIDAS, creating an oracle contract to search
for the corresponding EDI block. If the EDI block exists, a query is sent to the
Ownership directory stored in IPFS. The query aims to confirm the presence of
DocPDI within the directory, verifying the Doctor’s authorization to access the
specific EMR. If the verification process succeeds, the Doctor’s access request is
approved, and then transmit the required data to the Doctor.
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Algorithm 2. Automatic data access control mechanism
1: SendEMRrequest ← DocPDI, EDI � Step 1
2: if DocPDIHosCode == EDIHosCode then

create Oracle contract
3: Query ADir ← EDI, CID � Step 2
4: if isDocPDIexist(DocPDI) ← ADir then � Step 3
5: getAccess � Step 4
6: end if
7: end if
8: END

4 Experiment Results

In this section, we evaluated the practical performance of the proposed system
by implementing and deploying Quorum, Ethereum and MIDAS, also conducted
experimental transactions including: Registering entities with the DApp, storing
new EMRs in the hospital’s IPFS storage, automating the EMR sharing process
internally using BIDI and manually selecting EMRs to share. Table 1 provides
a detailed breakdown of the specific activities of each transaction and presents
time consumption and the cost results in terms of gas and USD for each of them.
We also performed multiple measurements for each experimental transaction
to ensure the maximum accuracy and reliability of the figures. Based on the
obtained results, we evaluate the cost of sharing EMR data across the blockchain
as relatively low, dependent on the complexity of the data. On the other hand,
the cost of storing new BIDI is relatively higher due to the many complex steps
involved, however, this process only needs to be done once. Importantly, the cost
for the creation and update of the BIDI directory is quite low, demonstrating the
efficiency of the system’s permissions function. Overall, the experimental results
we achieved are relatively favorable. Therefore, we assess that our proposed
solution has shown positive results and further development potential.

Security is a paramount consideration in the architecture of our system, fea-
turing notable focal points. Firstly, MIDAS is a decentralized oracle network, and
each transaction is verified by all Oracles, ensuring transparency and preventing
fraudulent activities. Secondly, BIDI provides identity and permission for entities
in the blockchain, ensuring that only authorized individuals can access the data,
thus making the system resilient against data breaches and ensuring data privacy.
Notably, BIDI adopts a public URL format devoid of sensitive data, mitigating
the risk of exposing personal information. Lastly, extends comprehensive data
management and access capabilities to data subjects. Consequently, the system
is adept at aligning with diverse healthcare regulations across global jurisdic-
tions, and compliance with standards such as HIPAA (United States), GDPR
(EU), and PHIPA (Canada). This adaptability becomes particularly salient when
considering the system’s prospective global deployment and application within
the healthcare domain. Moreover, BIDI finds application in a myriad of health-
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care scenarios, exemplified by real case applications such as EMR Management,
Cross-Border Medical Consultation, Decentralized Clinical Trials, Collaborative
Medical Research, and Emergency Patient Data Access.

Table 1. The average cost consumption of transaction

Transactions Gas USD Seconds

Deploy Smart Contracts 2,365,536 227.13

Register Doctor 111,476 10.70 1.62

Register Patient 202,711 19.46 1.82

Create new EMR 152,673 14.66 2.51

Internal automatic request 12,774 1.23 0.93

Overall Request 330,888 31.77 19.97

5 Conclusion

In this research, we have introduced MIDAS system integrated with our decen-
tralized identity management solution, BIDI scheme. Our objective is to enhance
the capabilities of the healthcare sector by overcoming traditional barriers to
data management and access. The system provides a secure and efficient frame-
work for cross-chain data transfer, enabling seamless interoperability. It also
enables decentralized administration of entity identities, aligning with contem-
porary data governance practices. The BIDI directory is a breakthrough mech-
anism that grants autonomous data access control and establishes associations
with rightful owners, enhancing user experience and query efficiency. We have
rigorously tested the practical viability and effectiveness of our proposal through
various scenarios, validating its robustness and foreseeing its promising applica-
tions in the healthcare domain. Moving forward, our future research endeavors
will focus on fortifying the privacy and security measures surrounding medical
data, while concurrently striving to optimize the cross-chain system by minimiz-
ing latency and cost.
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Abstract. The rapid growth of social media, misinformation propaga-
tion has become a critical challenge, especially on platforms like Face-
book and Twitter. Detecting misinformation spreaders is vital to mit-
igate its harmful impact on users and society. This paper proposes
an innovative approach to identify potential anomalous nodes of mis-
information spreaders on Twitter networks by employing Graph Neu-
ral Networks (GNNs) and entropy-based method. Utilizing GNNs, we
learn node embeddings that capture the intricate patterns of informa-
tion diffusion and user attributes. Additionally, we analyze the entropy of
node attributes on the embeddings to identify nodes exhibiting attribute
distributions significantly deviating from the normal. Those anomalous
nodes exhibit in the class of misinformation spreader will lead to detect
potential of aggressive node in spreading further misinformation.

Through extensive experiments conducted on real-world Twitter
datasets containing misinformation-related content, our novel approach
showcases its efficacy in identifying potential anomalous nodes as misin-
formation spreaders across various categories. By harnessing the capa-
bilities of Graph Neural Networks (GNNs) and integrating them with
entropy-based techniques via node embeddings, our methodology offers
a promising avenue for gaining deeper insights into the behavior of dis-
tinct misinformation spreaders and their potential influence on others.

Keywords: Graph neural network · Node embedding · Node entropy ·
Anomaly detection · Misinformation spreader · Twitter network
analysis

1 Introduction

In the era of rapid social media expansion, the spread of misinformation, espe-
cially on platforms like Facebook and Twitter, has become a significant and intri-
cate challenge. There is a growing need to identify and counteract the actions of
agents disseminating misinformation due to its potentially harmful consequences
for users and society at large [16,22]. This necessity extends to the develop-
ment of specialized methods aimed at safeguarding or immunizing specific nodes
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
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within networks [9]. To address this issue, this paper presents a pioneering app-
roach that focuses on identifying potential unusual nodes within Twitter net-
works, which serve as conduits for misinformation dissemination. This method
combines Graph Neural Networks (GNNs) with an entropy-based mechanism to
achieve its goals.

By leveraging GNNs, this approach efficiently condenses complex informa-
tion diffusion patterns and user attributes into concise node embeddings. This
fusion of network structure and user traits provides a nuanced representation of
the intricate dynamics in information propagation. Additionally, this study pio-
neers attribute entropy analysis on these embeddings, enabling the detection of
nodes with significantly different attribute distributions, particularly within the
misinformation spreader category. These anomalous nodes have the potential to
act as indicators of nodes primed for aggressive misinformation dissemination.
The approach’s effectiveness is rigorously demonstrated through extensive exper-
iments on real Twitter datasets containing misinformation-related content. Its
ability to detect potential anomalous nodes across various categories highlights
its robustness and versatility. By combining node embeddings and entropy-based
techniques through GNNs, this approach emerges as a promising solution for
deciphering the behavior of distinct misinformation spreader archetypes, facil-
itating a comprehensive understanding of their influence and misinformation
propagation potential. Our proposed approach consists of the following steps:

1. We investigate a Twitter network comprising 1721 nodes, 3488 edges, which
labeled within one of nine distinct categories. These labels are divided into
three classes: class 1, class 2, and class 3. Our primary focus is on class labels 2
and 3, specifically studying them as sources of misinformation across various
topics. The nodes within this network are characterized by six features that
are taken into consideration for generating node embeddings using Graph
Neural Networks (GNNs).

2. Using the node embeddings generated by GNNs, we calculate node entropy
to identify anomalous nodes. Anomalous nodes are defined as those with high
entropy values.

3. In addition to entropy measurement, we assess node centrality using four cen-
trality methods. We also tally the number of nodes that appear as spreaders
of misinformation in various topic categories.

4. Finally, we utilize the outcomes of entropy, centrality, and the extent of
involvement in diverse topics to evaluate the roles played by nodes in class 2
and 3 in the dissemination and propagation of false information.

2 Related Literature

Graph Neural Networks (GNNs) have emerged as a transformative framework for
analyzing and learning from complex network data. Scarselli et al. [14] laid the
foundation for GNNs with their pioneering work on the Graph Neural Network
model for processing graph-structured data effectively [14,14]. Subsequently,
Hamilton et al. [3] advanced the field with Inductive Representation Learning on
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Large Graphs. Building on this foundation, Velickovic et al. [17] provided a com-
prehensive review of GNNs in Graph Convolutional Networks: A Comprehensive
Review, showcasing the wide-ranging applications and methodologies within the
GNN landscape [17,23].

In recent years, node entropy, derived from information theory, has become
pivotal in complex network analysis, revealing the significance of individual nodes
[2]. Lei and Cheong furthered this concept with a local structure entropy app-
roach, considering neighborhood context [6], while Zhang et al. employed relative
entropy to measure structure similarity among nodes [21]. Yu et al. explored node
propagation entropy for identifying important nodes in information dissemina-
tion [19]. Zareie et al. applied entropy for influential node ranking, emphasiz-
ing nodes with diverse connections [20]. Additionally, Qiao et al. introduced a
novel entropy centrality approach to identify the most powerful node [13]. These
approaches collectively highlight node entropy’s role in understanding complex
network dynamics and identifying influential nodes.

Our research work related directly to previous work on misinformation
spreader. Pogorelov et al. [10] introduced the Fakenews: Corona virus and con-
spiracies multimedia analysis task at MediaEval 2021, in other related study,
(Pogorelov et al., [12]). Pogorelov et al. [11] explored the integration of tweets
and connection graphs for fake news detection, emphasizing the importance of
network structures in combating false information. Additionally, Langguth et al.
[4] conducted a long-term observation of COVID-19 and 5G conspiracy theories,
providing insights into how such misinformation persists over time. Moreover,
regarding anomaly detection in social networks using diverse approaches have
been investigated . For example, Akoglu et al. graph based anomaly detection
and description [1] or Maulana et al. applied many-objective optimization for
centrality-based anomaly detection in multi-layer networks [7,8]. showcasing the
adaptability of optimization techniques in addressing anomalies in complex net-
work structures

3 Theoretical Framework and Approaches

3.1 Graph Neural Networks (GNNs) and Node Embeddings

Graph Neural Networks (GNNs) are specialized models designed to handle
data structured as graphs. They have gained significant attention due to their
outstanding performance in tasks such as node classification, link prediction,
and graph-level prediction. In node classification, GNNs aim to assign labels
or predict properties for individual nodes within a graph. They achieve this by
iteratively learning informative node representations that consider both local
neighborhood details and the broader graph structure. At the core of GNN
theory is the concept of information propagation and aggregation. This iterative
process involves nodes updating their representations by gathering information
from neighboring nodes and incorporating it into their own. This enables nodes to
effectively absorb information from nearby nodes and share it across the entire
graph. The key components of a GNN model for node classification include



328 A. Maulana and J. Langguth

Node Features, Message Passing, Aggregation Function, Graph Convolutional
Layer, and Readout Function. In summary, Graph Neural Networks excel in
node classification tasks by efficiently capturing and utilizing information from
both the local neighborhood and the overall graph structure inherent in graph-
structured data.

Node embeddings, generated through unsupervised or semi-supervised
techniques, compactly represent graph nodes, facilitating the application of tra-
ditional and deep machine learning methods to graph data. These embeddings
capture node similarities based on attributes and neighborhood structures, ben-
efiting tasks like visualization, clustering, link prediction, and anomaly detec-
tion in complex graphs. Graph neural networks (GNNs) frequently employ these
embeddings as input, leveraging their rich representations to excel in node clas-
sification, link prediction, and various other graph-related tasks.

3.2 Node Entropy

The Node Entropy Theory (NET) is a concept that originates from information
theory and is adapted to the context of networks [15]. It focuses on quantifying
the uncertainty and information content of individual nodes within a network.
The theory provides insights into how nodes contribute to the overall dynam-
ics and functioning of the network. Node Entropy Theory finds applications in
various fields, such as social network analysis, biological networks, and commu-
nication networks. In Node Entropy Theory, we are interested in the entropy
associated with individual nodes within a network. Consider a network repre-
sented as a graph G = (V, E), where V is the set of nodes (vertices) and E is
the set of edges connecting the nodes. For a specific node v in V, we define its
Node Entropy H(v) as the Shannon Entropy of the probability distribution of
the node’s neighboring states.

Let’s denote the set of neighboring nodes of v as N(v). For each neighbor u
in N(v), there is an associated probability P(u) representing the likelihood of v
being in the state represented by u

Then, the Node Entropy H(v) is given by:

H(v) = −
∑

u∈N(v)

P (u) log2(P (u))

Where the summation is performed over all neighbors u of v. In some cases, the
interactions between nodes may have different strengths or weights. To consider
these weights in the Node Entropy calculation, we introduce a weight function
w(u, v) that gives the weight of the edge between nodes u and v. The Weighted
Node Entropy Hw(v) is then calculated as follows:

Hw(v) = −
∑

u∈N(v)

w(u, v) · P (u) · log2(P (u))

Where w(u, v) represents the weight of the edge between nodes u and v, and the
summation is performed over all neighbors u of v.
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Node entropy can be simplified as a measure of how unpredictable or varied
a node’s connections and interactions are within a network. Nodes with high
entropy have a wide array of connections, possibly involving different topics or
attributes. Conversely, nodes with low entropy have more consistent and limited
connections

4 Study Framework and Investigative Methodology

4.1 Dataset

The dataset comprises a Twitter interaction network with approximately 1.6 mil-
lion nodes and around 258 million edges. Each node represents a Twitter account,
connected if one account retweeted the other.While the graph is naturally directed,
we use the subgraph undirected version due to completeness. Among this graph,
they consist of 1,721 nodes connected with 3,488 edges among them. The nodes
labeled to indicate whether their tweets promote or discuss one of nine categories
of conspiracy theories [4]. The dataset was originally created for the MediaEval
2022 evaluation challenge [11], and is based on the COVID Conspiracy (COCO)
data set [5]. It uses the following categories of COVID-19 related conspiracy the-
ories which are listed here with an abbreviated description of the narratives.

1. Suppressed Cures COVID-19 cures exist, but are hidden by the nefarious
actors, e.g. Big Pharma.

2. Behavior Control Powerful actors try to control the population either through
fear or via hypothetical mind control technology.

3. Anti Vaccination COVID-19 vaccines serve a nefarious purpose and/or are
intentionally harmful.

4. Fake Virus The Coronavirus is not real or the severity of the epidemic is
vastly overblown.

5. Intentional Pandemic The pandemic was created by powerful nefarious actors.
6. Harmful Radiation The COVID-19 pandemic is connected to or caused by

wireless technology, especially 5G [4]
7. Depopulation The COVID-19 pandemic is being used to intentionally reduce

the global population or that of specific ethnic groups.
8. New World Order The COVID-19 pandemic is being used to establish some

kind of new world order which is often described as socialist.
9. Satanism Secret nefarious elite satanic or pedophile societies are responsible

for or benefit from COVID-19.

In the COCO dataset, each thread was classified in each of the nine categories
as unrelated (Class 1), related (Class 2), and promoting (Class 3). Here, related
means that the tweet is discussing conspiracy content without believing or pro-
moting it. An account is then labeled for each category by the maximum class
among the tweets posted by that account. Thus, an account that has several
Class 1 and one Class 3 tweet w.r.t.§ a category is labeled as promoting (Class
3) for that category. A tweet and, consequently, an account can be labeled as
Class 3, i.e. spreading misinformation, in multiple categories.
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All nodes have features derived from user profiles. Due to privacy concerns,
the account description or e.g. BERT features thereof were not provided in the
MediaEval2022 data [11], only the length of the description, i.e. the number of
characters. In addition, a binary flag indicating verified accounts was provided.
Note that this data was gathered before the changes to Twitter account verifi-
cation introduced in 2023. Verification is rare, but typically constitutes a very
powerful signal.

4.2 Experimentation and Result

Our experimental framework begins by ingesting graph data along with nodes
characterized by six features, including verification status, description length,
number of favorites, number of followers, and number of statuses. Subsequently,
we employ Graph Neural Networks (GNNs) to structure the data in preparation
for training. Specifically, we employ Graph Convolutional Networks (GCN) to
generate node embeddings.

These node embeddings, in turn, serve as inputs for calculating node entropy
within Class 2 and Class 3. Our experimental outcomes unveiled the presence
of nodes with high entropy values, signifying their anomalous nature, within
both of these classes. For instance, as demonstrated in Table 1, within Category
1, 2 out of 9 Class 2 nodes and 3 out of 29 Class 3 nodes exhibited elevated
entropy values. Similarly, in Category 4, we observed that 22 out of 100 Class
2 nodes and 19 out of 144 Class 3 nodes displayed notably high entropy values.
It’s important to note that the determination of high entropy was based on a
threshold set above the mean plus the standard deviation, which serves as a
standard measure in statistical evaluation.

Our experiment proceeded by assessing four distinct centrality methods:
Eigenvector, Degree, Closeness, and Betweenness centrality. To identify nodes
with high centrality, we established a threshold, considering nodes with cen-
trality values exceeding the respective mean centrality values in any of these
measurements. In doing so, we identified nodes among the anomalous nodes
based on entropy that exhibited high centrality, while others did not. As shown
in Table 2, in Category 4, 19 out of 22 nodes in Class 2 and 13 out of 19 nodes
in Class 3 met this criterion. Our analysis leads us to interpret that nodes with
both high entropy and high centrality are indeed potential sources of concern,
representing a significant risk in the dissemination of misinformation.

Furthermore, to ensure the robustness of our analysis, we extended our inves-
tigation to calculate the frequency with which nodes in Class 2 and Class 3, iden-
tified as misinformation spreaders, appeared across various topics when propa-
gating false information. Our network data conveniently encompasses nine dis-
tinct categories, each representing a different topic. This allows us to assess the
prevalence of these nodes acting as misinformation spreaders across different cat-
egories. This additional investigation enhances our evaluation of the potential
risk posed by misinformation spreaders exhibiting both high entropy (anoma-
lous behavior) and high centrality, while also accounting for their engagement
in diverse topics.
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Table 1. The count of misinformation spreader nodes in class 2 and class 3 across
nine different categories, as well as the count of anomalous nodes characterized by high
entropy in each category.

Category Node as misinformation
spreader

Node with high entropy
(Anomalous)

Node class2 Node class3 Node class2 Node class3

Category1 9 29 2 3
Category2 88 66 17 9
Category3 109 94 23 10
Category4 100 144 22 19
Category5 71 186 14 26
Category6 37 25 6 3
Category7 31 106 8 11
Category8 18 112 3 12
Category9 35 53 5 8

Table 2. The count of anomalous nodes, referring to those with high entropy, and
nodes with high entropy that also display high centrality.

Category Node with high entropy
(Anomalous)

Node with high entropy and
high centrality

Node class2 Node class3 Node class2 Node class3

Category1 2 3 2 3
Category2 17 9 16 2
Category3 23 10 21 5
Category4 22 19 19 13
Category5 14 26 11 17
Category6 6 3 5 2
Category7 8 11 7 9
Category8 3 12 2 5
Category9 5 8 4 5

This method allowed us to establish a comprehensive understanding of the
danger posed by misinformation spreaders with high entropy, as those signifi-
cantly deviating from the norm in terms of attribute values are likely to carry a
higher risk compared to their counterparts exhibiting more typical characteris-
tics. Furthermore, misinformation spreaders demonstrating the combination of
high entropy, high centrality, and a broader range of multi-topics they engage
with are deemed as extreme dangerous nodes in the context of disseminating
false information. This approach enables a nuanced evaluation of the varying
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degrees of risk posed by different categories of misinformation spreaders in the
network (Table 3).

Table 3. The count of nodes exhibiting both high entropy and involvement in multiple
topics, as well as nodes characterized by high entropy, high centrality, and involvement
in multiple topics.

Category Node with high entropy
and involved in
multi-topics

Node with high entropy,
high centrality and
involved in multi-topics

Node class2 Node class3 Node class2 Node class3

Category1 2 1 2 1
Category2 15 7 14 1
Category3 20 10 18 5
Category4 11 7 8 3
Category5 7 12 4 8
Category6 3 1 2 0
Category7 6 6 5 4
Category8 2 7 2 5
Category9 1 5 1 3

4.3 Methodological Soundness and Justification

The primary objective of our methods in this paper is to identify and pinpoint
specific nodes within the category of misinformation spreaders, particularly those
with the highest potential for widespread dissemination of false information.
We designate nodes as the most dangerous when they exhibit a combination of
anomalous characteristics [1], including high entropy, high centrality, and involve-
ment in various topics related to misinformation. This classification underscores
their pivotal role as the most dangerous misinformation spreaders. Furthermore,
our investigation delves into the intriguing question of whether nodes displaying
anomalies in the form of high entropy and high centrality, or those with high
entropy and participation in multiple topics as more divers topic involvement,
continue to exert significant influence in the propagation of misinformation [18].
This inquiry broadens our comprehension of how different categories of anoma-
lous nodes contribute to the dynamics of misinformation, recognizing that their
threat may manifest in diverse and complex ways. The pursuit of answers to
these questions is the driving force behind our research endeavors in this study
(Fig. 1).
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Fig. 1. Various node counts across nine distinct categories within the Twitter network,
each associated with diverse metrics encompassing high entropy, high centrality, and
presence in multiple topics

High Entropy and Appeared in Multi-topics Nodes: In intricate infor-
mation networks, nodes displaying high entropy and involvement in multiple
topics are influential actors. Their high entropy signifies active participation in
diverse conversations, establishing them as information hubs. They engage across
a broad spectrum of topics, becoming formidable actors in the misinformation
landscape. Furthermore, they stand out for their involvement in various misinfor-
mation topics, disseminating false information across different narratives. Their
ability to engage broadly and spread misinformation across multiple fronts makes
them influential contributors to the spread of false information.

High Entropy and High Centrality Nodes: These nodes, characterized
by high entropy and high centrality, play a pivotal role in information net-
works. Their high entropy indicates active involvement in numerous conversa-
tions, allowing them to gather and distribute a wealth of information. What
distinguishes them is their high centrality, as they occupy central positions,
bridging different network segments. These intermediaries facilitate information
flow among various network communities. In the context of misinformation, they
become potent agents of influence, rapidly disseminating false content and ampli-
fying its reach. Addressing such nodes is crucial in combating misinformation’s
deceptive narratives and its impact on public opinion.

5 Discussion and Analysis

Given our ability to readily define nodes within the misinformation spreader class
characterized by high entropy, high centrality, and involvement in various mis-
information topics, our attention naturally shifts towards the exploration of two
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distinct definitions: Nodes with high entropy and involvement in multiple topics
and nodes with high entropy and high centrality. These definitions are particu-
larly relevant within the context of misinformation networks, where we seek to
understand their respective implications and roles in shaping the dynamics of
false information propagation.

Diversity of Engagement vs. Network Influence: Nodes with high entropy
and appeared in multi-topics excel in terms of the diversity of their engagement.
They actively participate in discussions across various topics, showcasing adapt-
ability and versatility. Their strength lies in their ability to contribute to different
narratives within the misinformation ecosystem. at the other hand, nodes with
high entropy and high centrality, are primarily distinguished by their network
influence. They occupy central positions within the network structure, acting as
key connectors. Their primary role is to facilitate the efficient flow of information
between different parts of the network, making them instrumental in accelerating
the spread of misinformation.

Spread Across Topics vs. Network Bridging: Nodes with high entropy
and appeared in multi-topics spread misinformation effectively across multiple
topics. They are like disseminators who can adapt their messaging to suit various
narratives, making them influential across a wide spectrum of subjects. while
nodes with high entropy and high centrality act as bridges or hubs within the
network. They don’t necessarily engage in as many topics as the former category
but play a crucial role in connecting different communities or clusters within
the network. Their focus is on efficient information transfer rather than topic
diversity.

Understanding these two categories of nodes, whether those with high entropy
and appeared in multi-topics or high entropy and high centrality, provides criti-
cal insights into the mechanics of misinformation spread within networks. These
nodes are not only actively engaged across a diverse range of topics but also
have the ability to connect disparate parts of the network, making them key
players in amplifying and disseminating false information. Tackling the chal-
lenges posed by these influential nodes requires a multidisciplinary approach
that combines network analysis, information theory, and psychology to counter-
act their impact effectively. In summary, the key difference lies in their primary
influence mechanisms: high entropy and appeared in multi-topics nodes excel at
spreading misinformation across various topics due to their adaptability, while
high entropy and high centrality nodes leverage their central positions to bridge
gaps and efficiently disseminate misinformation within the network. Both cat-
egories are significant contributors to the spread of false information, but they
operate in slightly different ways and have distinct strengths in the propagation
of misinformation within the network.
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6 Conclusion and Future Work

In today’s rapidly evolving digital landscape, comprehending the complex
dynamics of misinformation propagation is paramount. Our research addresses
this challenge by uncovering the pivotal roles of specific nodes within misin-
formation networks. Leveraging node embeddings generated by Graph Neural
Networks (GNNs) and guided by node entropy, our approach allows us to iden-
tify key nodes in the dissemination of misinformation.

In our investigation, our primary focus has been on identifying the most
harmful nodes within the misinformation spreader category, those with the great-
est impact in propagating false information. To this end, we can classify them
as the nodes with high entropy, high centrality and appeared in multi-topics.
Furthermore, our research has provided an additional unique perspective by
examining two distinct types of nodes: those characterized by high entropy and
involvement in multiple topics and those distinguished by high entropy and high
centrality. Both categories, in their unique ways, significantly contribute to the
spread of false information. Our findings have profound implications for mitigat-
ing and fighting against misinformation. By recognizing the distinct mechanisms
through which these nodes operate, we can tailor our strategies to counteract
their influence effectively. We classify nodes with high entropy, high centrality,
and involvement in multiple topics as the most extreme and dangerous misin-
formation spreaders. Yet, nodes with high entropy and involvement in multiple
topics or high entropy and high centrality remain dangerous actors in the prop-
agation of false information in different way. In future work, we aim to scale our
approach to larger datasets, diving deeper into misinformation dynamics. We
also plan to incorporate a broader range of features from diverse resources.
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Abstract. In the age of advanced data collection tools, large-scale net-
work analysis presents significant visualization and data processing chal-
lenges. Backbone-extracting techniques have emerged as crucial tools to
tackle this challenge. They aim to reduce network size while preserving
essential characteristics. One can distinguish two primary approaches:
structural methods, which prioritize nodes and edges based on their topo-
logical properties, and statistical methods, which focus on their statistical
relevance within the network data. This study investigates eight popular
structural methods in an air transportation case study. Correlation anal-
ysis reveals that shortest path-based methods yield similar backbones,
while Doubly Stochastic and H-backbone methods do not correlate with
their alternatives. Interestingly, H-backbone retains high-weight edges,
and High Salience Skeleton and Doubly Stochastic backbones capture
diverse weight scales. We evaluate the original network information loss
using the backbone’s edge, node, and weight fraction. Doubly Stochas-
tic and H-backbone methods keep substantially more edges compared
to others. H-backbone, High Salience Skeleton, and Doubly Stochastic
uncovered backbones fail to retain all nodes. Connectivity and tran-
sitivity comparisons indicate Primary Linkage Analysis, High Salience
Skeleton methods disrupt the connectivity, and the Doubly Stochastic
preserves the transitivity. This study sheds light on the strengths and
weaknesses of these techniques, facilitating their application in real-world
scenarios and inspiring future research directions in network analysis.

Keywords: Complex Networks · Backbone Extraction · Filtering
Techniques · Network Compression · Graph Summarization ·
Sparsification

1 Introduction

In recent decades, networks have emerged as valuable tools for analyzing complex
systems [1]. They provide a way to portray complex systems by using nodes to
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represent elements and edges to depict binary interactions between them. Com-
mon analyses involve detecting communities [2], identifying influential nodes [3],
and exploring network formation [4]. Yet, in numerous systems, one can quantify
the strength of these interactions. In such cases, we refer to these networks as
weighted networks.

Processing and visualization of large-scale networks present challenges due to
their complexity. Multiple backbone extraction methods have been developed to
address this issue. Their goal is to reduce the network’s size while retaining its
essential features. One can classify backbone extraction methods into two groups:
structural [5–7] and statistical [8] approaches. Structural techniques involve fil-
tering edges and nodes based on the relevance of specific topological properties.
In contrast, statistical methods evaluate the significance of edges using statistical
tests and remove the least significant ones.

A prior study [9] compares six backbone extraction methods in the South-
east Asian intercity air transport network. It includes five structural methods
(global weight thresholding, k-core decomposition, minimum spanning tree, pri-
mary linkage analysis, multiple linkage analysis) and a statistical technique (dis-
parity filter). Their study evaluates the geographical and topological character-
istics of the extracted backbones. It highlighted the suitability of each method
for various transport research applications. For instance, the authors demon-
strate the advantage of k-core decomposition for analyzing well-connected cores
in multiplex networks. Additionally, primary linkage analysis proved effective for
functional/nodal regions exploration and revealing hub-and-spoke structures.

In [10], we report a comparative analysis of the US-weighted air transporta-
tion network’s seven statistical backbone extraction techniques. The methods
under investigation are Disparity Filter, Polya Urn Filter, Marginal Likelihood
Filter (MLF), Noise Corrected Filter, Enhanced Configuration Model (ECM)
Filter, Global Statistical Significance (GLOSS) Filter, and Locally Adaptive
Network Sparsification (LANS) Filter. The comparison encompasses elements
such as the number of components, sizes, fractions of airport and edge types,
and weights retained by each method. The findings showcase that the ECM Fil-
ter primarily revealed the infrastructure connecting regional spoke airports. In
contrast, alternative filters like Disparity, Polya Urn, Marginal Likelihood, Noise
Corrected, GLOSS, and LANS highlight the hub-and-spoke network structure
typical of US airline organizations.

Another study [11] concerns a comparison of seven statistical backbone fil-
tering methods within the World Air Transportation network. The methods
include Disparity Filter, Polya Urn Filter, MLF, Noise Corrected Filter, ECM
Filter, GLOSS Filter, and LANS Filter. The findings indicate that the Marginal
Likelihood Filter, Disparity Filter, and LANS Filter assign greater significance
to high-weight edges. Conversely, the other techniques emphasize both small and
high-weight edges. The study demonstrates that filters grounded in a binomial
distribution, such as Marginal Likelihood and Noise Corrected Filter, retain a
substantial proportion of links and nodes. Apart from the ECM Filter, other
filters demonstrate a more aggressive approach to edge removal for typical sig-
nificance levels (α ≤ 0.05).
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Over the past few decades, significant interest has been in analyzing trans-
portation and urban networks [12,13]. Network backbone extraction techniques
have emerged as valuable tools for faster analysis and more coherent visualiza-
tion of these networks. These techniques aid in swiftly identifying critical spatial
and topological structures within the network. Previous studies have compared
both statistical and structural methods. However, it’s important to note that
statistical methods typically require a significance level for backbone extraction,
while many structural methods lack tunability. This discrepancy presents a chal-
lenge in comprehensively comparing different method types. Consequently, our
focus is solely on comparing non-tunable structural methods within the weighted
air transportation network context.

Our approach involves several key steps. First, we extract the network back-
bones using the Netbone package [14]. We then assess the backbones’ similarity
by computing the Jaccard index of the various pair of extracted backbones. Next,
we investigate the relationship between the presence of an edge in the backbone
and its associated weight. Additionally, we quantify the information loss from fil-
tering by comparing the basic topological properties of the extracted backbones,
including edge, node, and weight fractions. Finally, we examine backbone con-
nectivity and transitivity by evaluating the reachability, number of components,
largest connected component size, and transitivity.

2 Structural Backbone Extraction Methods

Structural backbone methods operate on the network’s topology to extract a
backbone with specific topological properties. One can divide them into two
categories. The first category includes techniques for extracting a single sub-
structure from the network. They cannot be adjusted and typically result in a
single backbone. The second category assigns scores to nodes or edges based on
topological features. These methods can be tuned by setting a threshold β or
selecting the top fraction of scores.

– Maximum Spanning Tree Filter: It extracts a subgraph that includes all
the nodes connected without forming cycles with the maximum total edge
weight.

– h-Backbone Filter [15]: It is inspired by the h-index and edge betweenness.
First, using the edge weights, it extracts the h-strength network: h is the
largest natural number such that there are h links, each with a weight at
least equal to h. Then it extracts the h-bridge network similarly. A bridge of
an edge is the edge betweenness divided by the number of all nodes. Finally,
the h-backbone merges the two networks.

– Metric and Ultrametric distance backbone filters [6]: Both methods
extract a subgraph consisting of the shortest paths in the network. Still,
they diverge in their definitions of the shortest path length. Specifically, the
Metric filter defines the shortest path length as the sum of the edge distances.
In contrast, the Ultrametric filter defines it as the maximum distance among
all edges in the path.
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– Planar Maximally Filtered Graph [16]: It simply reconstructs the graph
by adding edges with the highest weight iteratively as long as the resulting
graph is still planar.

– Primary Linkage Analysis [17]: This method preserves the edge with the
largest weight for each node.

– Doubly Stochastic Filter [18]: It transforms the network’s adjacency
matrix into a doubly stochastic matrix by iteratively normalizing the row
and column values using their respective sums. Next, one sorts the edges in
descending order based on their normalized weight. One adds the edges to
the backbone sequentially until it includes all nodes in the original network
as a single connected component. It is not always possible to transform the
matrix into a doubly-stochastic one.

– High Salience Skeleton Filter [5]: It is based on the concept of edge
salience. First, one constructs a shortest path tree for each node by merging
all the shortest paths from that node to every other node in the network.
Then the edge salience is computed as the proportion of shortest-path trees
where the edge is present. The authors observed that edge salience follows a
bimodal distribution near the boundaries 0 and 1. Consequently, they retain
only the edges with salience near 1, eliminating the need to select an arbitrary
threshold.

3 Data, Evaluation Measures, and Methods

In this section, we introduce the dataset under examination, outline the measures
employed, and describe the methodology used for the comparative analysis.

3.1 Data

In the US Air Transportation Network [8], nodes represent airports in the conti-
nental US, and edges represent the routes between these airports. Edge weights
correspond to the number of passengers for the year 2006. Table 1 lists the main
topological properties of the network.

Table 1. The Topological features of the US Air Transportation network. N is the
number of nodes. E is the number of edges. < k > is the average degree. ρ is the
density.

Network N E < k > ρ

US Air Transportation 380 9678 50.9 0.134
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3.2 Evaluation Measures

This subsection defines the evaluation measures and the tools used in the exper-
iments.

– Node Fraction: The node fraction in the backbone represents the proportion
of nodes preserved from the original network.

– Edge Fraction: The edge fraction in the backbone represents the proportion
of edges preserved from the original network.

– Weigh Fraction: The weight fraction in the backbone represents the propor-
tion of edge weights preserved from the total weights of the original network.

– Transitivity: The transitivity is the ratio between the observed number of
closed triplets and the maximum possible number of closed triplets in the
network.

– Jaccard score: The Jaccard score [19] quantifies the similarity between two
sets, A and B, by computing the ratio between the intersection’s cardinality
and the union’s cardinality. This reads:

J =
|A ∩ B|
|A ∪ B| (1)

The score ranges between 0 and 1. A value J = 1 indicates that A and B are
identical, while a value J = 0 denotes that the sets have no overlap.

– Reachability: The Reachability [20] quantifies the connectivity between any
pair of nodes in a network. It is defined as the fraction of node pairs that can
communicate with each other. This reads:

R =
1

n(n − 1)

∑

i�=j∈G

Rij . (2)

with n is the number of nodes and Rij = 1 if path exists between node i and
j and Rij = 0 otherwise. The Reachability values are in the [0, 1] range. If
any pair of nodes can communicate in a network, the reachability R becomes
1. If R = 0 it means all nodes are isolated from each other.

3.3 Methods

We conduct a series of four experiments to assess the performance of the back-
bone extraction techniques.

In the initial experiment, we employ the netbone package [14] to apply the
backbone extraction methods. Subsequently, we employ the Jaccard Score to
compare the sets of edges extracted from the extracted backbones. The aim is
to gauge the level of similarity among these extracted backbones.

In the second experiment, we apply the backbone extraction methods and
designate edges as “True” if included in the backbone, and “False” otherwise.
We then create a pair plot, plotting these values against the corresponding edge
weights. This step allows us to evaluate whether the techniques demonstrate bias
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against lower weights. An equitable treatment of small and large weights would
ensure the preservation of hierarchies across all weight scales, yielding a more
comprehensive representation of the network.

The third experiment compares basic topological properties, encompassing
the network’s fractions of edges, nodes, and weights. This aims to assess the
extent of information loss following the filtering process.

Finally, in the fourth experiment, we investigate network connectivity in the
backbones. It involves analyzing reachability, the number of connected compo-
nents, and the size of the largest connected component. Additionally, we compare
their transitivity. The ultimate goal is identifying which methods disrupt net-
work connectivity and cycles.

4 Experimental Results

4.1 Investigating the Backbones Similarity

Most backbone extraction techniques under evaluation are not adjustable, lead-
ing to potential variations in the backbones size. Consequently, we calculate
the Jaccard score between pairs of backbone edges to emphasize the differences
between these methods. The Jaccard score is particularly suited for assessing
similarity in this context, as it focuses on the presence or absence of edges
within the backbones. Its score ranges between 0 and 1, quantifying the sim-
ilarity between two sets of edges. A higher score indicates greater similarity
between the backbones. Figure 1 is a heatmap of Jaccard scores, illustrating
the relationships between the various pairs of backbones. One can observe that
the Maximum Spanning Tree (MSP) and Ultrametric (UMB) extract the same
backbones. They share over 99% of their edges with the Primary Link Analysis
(PLAM) backbone. Moreover, the three previous methods share approximately
82% of their edges with the High Salience Skeleton (HSS) backbone.

In contrast, the H-backbone and Doubly Stochastic backbones manifest dis-
tinct patterns. The former shares a maximum of 23% of its edges with the other
methods, whereas the latter’s similarity is even lower, around 8%. Interestingly,
these two distinctive backbones share 28% of their edges. The remaining pairs of
backbones exhibit varying fractions of shared edges, spanning from 33% to 56%

4.2 Investigating the Relation Between Backbone Edges
and Weights

The primary backbone extraction method selects all the edges with a weight
above a given global threshold. It cannot preserve the original network’s weight
distribution as it truncates edge weights. Here, we examine the ability of the
various techniques to keep the range of weights within the extracted backbones
to assess the efficacy of different backbone extraction methodologies. Figure 2
illustrates pair plots corresponding to the various backbone extraction method.
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Fig. 1. A heatmap of the Jaccard scores computed between backbone couples. The
MSP is the Maximum Spanning Tree. The PLAM is the Primary Linkage Analysis.
The PMFG is the Planar Maximally Filtered Graph. The MB and UMB are the Metric
and Ultrametric Backbone Methods. The HB is the H-backbone method. The HSS is
the High Salience Skeleton. Finally, the DS is the Doubly Stochastic Method.

The horizontal axis represents edge labels, marked as “True” if the edge is part
of the backbone and “False” otherwise. Meanwhile, the vertical axis represents
the edge weights in a logarithmic scale. A distinct cut-off is evident in the H-
backbone. Most edges within the H-backbone exhibit substantial weights, with
only a couple displaying low values. Conversely, the Doubly Stochastic and Pla-
nar Maximally Filtered backbones show a well-distributed range of edge weights.
Both backbones encompass weights spanning various scales, yet the former is
more densely populated due to having a greater number of edges. The other
backbones fall between these two extremes. The plots illustrate a concentration
at the upper end where higher-weight scales are prominent, gradually fading as
we move toward lower-weight.

4.3 Comparing Backbones Basic Properties

To assess how filtering affects the network’s topology, we compare the basic
topological properties of the extracted backbones with the original network’s
properties.

The edge fraction quantifies the ratio of remaining connections in the back-
bone compared to the original network, while the node fraction measures the pro-
portion of non-isolated nodes. Meanwhile, the edge weight fraction measures the
remaining strength of links. Table 2 reports the results. The Doubly Stochastic
and H-backbones conserve 26% and 64% of the original network’s edges, respec-
tively. In contrast, the other methods keep less than 10%. However, they did not
preserve the complete fraction of nodes within the backbone. Specifically, the H-
backbone, High Salience Skeleton, and Doubly Stochastic backbones encompass
only around 80% to 93% of the original nodes. In contrast, the other methods
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Fig. 2. The pair plots for each backbone extraction method. The horizontal axis rep-
resents edge labels, marked as “True” if the edge is part of the backbone and “False”
otherwise. Meanwhile, the vertical axis represents the edge weights in a logarithmic
scale.

retain all the nodes. The H-backbone retains 99% of the edge weights, followed
by the Doubly Stochastic backbone with a score of 83%, and then the Metric
backbone at 50%. In contrast, the other methods have an edge weights fraction
ranging from 10% to 36%.

Table 2. The fraction of nodes, edges, and weights in the extracted backbones.

Backbone Node Fraction Edge Fraction Weight Fraction

Maximum Spanning Tree 1.00 0.04 0.19

Primary Linkage Analysis 1.00 0.04 0.18

Planar Maximally Filtered 1.00 0.10 0.36

Metric Backbone 1.00 0.07 0.50

Ultrametric Backbone 1.00 0.04 0.19

H-Backbone 0.81 0.26 0.99

High Salience Skeleton 0.92 0.03 0.10

Doubly Stochastic 0.93 0.64 0.83

4.4 Comparing Backbones Connectivity and Transitivity

An ideal filtering technique maintains network connectivity. To evaluate this
ability of the filtering techniques, we calculate metrics such as reachability, the
number of connected components, and the size of the largest connected compo-
nent. Furthermore, we examine the backbones transitivity, as this characteristic
contributes to the emergence of network clusters or communities. Table 3 reports
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the results. We can distinguish two backbone categories. The first includes the
Doubly Stochastic, Primary Linkage Analysis, and High Salience Skeleton. The
second category contains all the other backbone extraction methods. Backbones
in the second category are characterized by a reachability of 1. They have a
unique component that retains all the nodes of the original network. In contrast,
the backbones in the first category have multiple components and reachability
below one. Indeed, reachability ranges from 0.99 to 0.1. It’s important to note
that a reachability of 1 indicates that any pair of nodes can communicate, while
a reachability of 0 signifies complete isolation between nodes. With two com-
ponents, a reachability of 0.99 and an LCC of 99%, the Doubly Stochastic is
not far from the backbones of the second category. The Primary Linkage Anal-
ysis follows it with five components, a reachability of 0.38, and an LCC of 49%.
The High Salience Skeleton is less effective with its 25 components, reachability
of 0.10, and the smallest LCC. Transitivity decreases across all backbones. The
Doubly Stochastic backbone demonstrates the lowest deviation from the original
network, with a transitivity value 0.51. The Maximum Spanning Tree, Primary
Linkage Analysis, Ultrametric, and High Salience Skeleton backbones are not
transitive. For other backbones, the transitivity values range from 0.1 to 0.36.
These findings provide valuable insights into the impact of different backbone
extraction methods on network connectivity and transitivity.

Table 3. The reachability, number of connected components (# CC), size of the largest
connected component (LCC Size), and the transitivity of the extracted backbones.

Reachability # CC LCC Size Transitivity

Original Network 1.00 1 1.00 0.55

Maximum Spanning Tree 1.00 1 1.00 0.00

Primary Linkage Analysis 0.38 5 0.49 0.00

Planar Maximally Filtered 1.00 1 1.00 0.12

Metric Backbone 1.00 1 1.00 0.10

Ultrametric Backbone 1.00 1 1.00 0.00

H-Backbone 1.00 1 1.00 0.36

High Salience Skeleton 0.10 25 0.21 0.00

Doubly Stochastic 0.99 2 0.99 0.51

5 Discussion

This investigation compares eight distinct structural backbone extraction meth-
ods using the Air Transportation network. First, we investigate the similarity of
these backbones using the Jaccard Score. The results show that the H-backbone
and Doubly Stochastic backbones are pretty different from the others. In con-
trast, the High Salience Skeleton, Maximum Spanning Tree, Metric, and Ultra-
metric backbones share at least 80% of their edges. Indeed, they all rely on the
shortest paths in the network.
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Second, we explore the relationship between the backbone’s edge presence
and weight. The diversity of weight scales is a desirable attribute in a backbone
extraction technique, as it contributes to accurately representing the original
network. The Doubly Stochastic and Planar Maximally Filtered methods retain
the most diverse scales of weights. Conversely, the H-backbone predominantly
includes high-scale weights.

Third, we evaluate the basic topological properties of the extracted back-
bones, encompassing the fractions of preserved edges, nodes, and weights. The
Doubly Stochastic and H-backbone techniques are the most conservative filtering
techniques concerning edges. Despite this, they retain a substantial fraction of
edge weights. However, the H-backbone, Doubly Stochastic, and High Salience
Skeleton backbones experience node loss.

Lastly, we investigate the connectivity and transitivity of the extracted back-
bones. Noteworthy is the Doubly Stochastic backbone’s close alignment with
the original network regarding transitivity. In contrast, the Maximum Spanning
Tree, Primary Linkage Analysis, High Salience Skeleton, and Ultrametric back-
bones disrupt all cycles within their structures. Summarizing these discoveries,
Table 4 synthesizes the key outcomes of this study.

Table 4. Summary of the properties of the backbone extraction methods.

Filtering Technique Maintains
Nodes

Maintains
Connectivity

Breaks all
Cycles

Other

Maximum Spanning Tree Yes Yes Yes Filters many edges

Primary Linkage Analysis Yes Not always Yes Filters many edges

Planar Maximally Filtered Yes Yes No Filters many edges

Metric Backbone Yes Yes No Filters many edges

Ultrametric Backbone Yes Yes Yes Filters many edges

H-Backbone No Yes No Maintains higher-scale weights

High Salience Skeleton Not always Not always Yes Maintains all scales of weights
and Filers many edges

Doubly Stochastic Not always Yes No Maintains all scales of weights
and the Transitivity

6 Conclusion

This exploration of network backbone extraction techniques unravels multiple
insights into their behaviors. The backbone similarity analysis shows that the
Maximum Spanning Tree (MSP) and Ultrametric (UMB) techniques extract
identical backbones. Furthermore, it resembles the Primary Link Analysis
(PLAM) and the High Salience Skeleton (HSS) backbones. In contrast, the
H-backbone and Doubly Stochastic backbones manifest unique patterns with
significantly lower edge overlap.

The Relationship analysis between Backbone Edges and Weights unveils
the impact of these techniques on edge weight distribution. The H-backbone
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favors high-weight edges, whereas the Doubly Stochastic and Planar Maximally
Filtered backbones displayed well-distributed weight ranges. This variation in
weight handling underscores the importance of considering the method’s impact
on weight-related analyses.

Comparing Backbones’ Basic Properties highlights variations in edge, node,
and edge weight fractions across different techniques. For instance, the Doubly
Stochastic High Salience Skeleton and H-backbones retain a substantial fraction
of nodes with a diverse fraction of weights and links. In contrast, the others
keep all the nodes with a comparable magnitude of edges. Understanding these
trade-offs is crucial for preserving the structural integrity of networks during
analysis.

Comparing Backbones’ Connectivity and Transitivity demonstrates the
diverse effects of backbone extraction methods on network connectivity and
transitivity. Some techniques effectively maintained network connectivity, while
others produced multi-component backbones. These observations underscore the
importance of method selection to preserve specific network properties.

In conclusion, backbone extraction techniques are very sensitive to the net-
works characteristics. By leveraging the insights provided by our investigation,
analysts can navigate the diverse landscape of network backbone extraction
methods with greater precision and confidence. Future investigations will extend
this preliminary study using multiple real-world networks to validate these find-
ings.
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Abstract. African swine fever (ASF) is a viral infection which causes
acute disease in Sus scrofa - domestic pigs and wild boar. Although the
virus does not cause disease in humans, the impact it has on the economy,
especially via trade and farming disturbance, is substantial. We analyze
3487 ASF notifications of wild boars and pigs in Poland (infection events
registered to World Animal Health Organization) from February 2014
to April 2019 comprising event time, longitude, latitude and adminis-
trative unit: county (poviat). We propose a spatial modeling approach
incorporating phenomenological analysis of multiplex transmission net-
works due to: 1) domestic pig abundance, 2) disease vectors (wild boar)
abundance, 3) human mobility related to disease propagation. We used
a pseudo gravity model to simulate the future epidemic projection and
calculated the most probable infection paths for all counties (poviats) as
well as estimated the most likely disease arrival times with or without
countermeasures such as border fencing and animals corridors blocking
on the A1 motorway. According to our model, the ASF spread in Poland
had been continuing and investigated jump in Autumn 2019 to wschowski
poviat (Western Poland) 320 km from the closest previously affected area
manifests its complex behavior. The proposed complex network approach
promises to be useful for practitioners, farmers and veterinarians, helping
them to choose the optimal mitigation strategies.

1 Introduction

African swine fever (ASF) “is probably the most serious animal disease the world
has had for a long time, if not ever” according to Dirk Pfeifer, a renown veteri-
nary epidemiologist [28]. The simultaneous human COVID-19 pandemic might
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
M. H. Hà et al. (Eds.): CSoNet 2023, LNCS 14479, pp. 349–360, 2024.
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only worsen the ASF situation, due to the attention distraction. Recent rapid
propagation of ASF from East to West of Europe encouraged us to prepare risk
assessment for Poland. We develop a predictive model for ASF spread based on
empirical geographical data incorporating multiplex network of regions: human
populations (vectors mobility), forests (wild boar density), swines (as theoreti-
cal organizational structure of the pork production supply chain). Results of the
study could serve as a decision support system and as a tool for epidemiologists
and veterinarians in charge [27]. We used available outbreak data from WOAH
(World Animal Health Organization)1 (Fig. 2) and regional information from
Statistics Poland (GUS)2 (Fig. 3). ASF is a highly contiguous viral infection.
The pathogen was imported from Africa to Georgia in 2007 and spread from
there via Russia, the Baltic States, Ukraine, Belarus to Poland, Romania, the
Czech Republic, and Germany. The disease continues to spread in the wild boar
and pigs populations of affected regions in Eastern Europe. ASF causes serious
illness and is almost always fatal. However, there is no danger of infection for
humans. Its further spread in Western Europe would have severe consequences
for the health of wild boar and domestic pigs and strongly affect pork production
industry. Although the understanding of its spread and transmission dynamics
increased with time significantly, an integrative framework for Poland is still
missing. There are several within or between pig farms models [16], ecological
models for wild boars habitats [31,33] and risk assessment for pig and pork meat
trade [24,36] even for Poland. However, one essential factor – human mobility [5]
– was not integrated in these models. Quantitative statistical studies to explain
the ASF spread for affected countries are rare (see e.g. Ref. [10] for Estonia).
Moreover, predictive modeling tools are needed to address challenging objectives
in ASF control [12] as it was proved during COVID-19 pandemic.

Fig. 1. Map of Poland with analyzed counties/poviats (left) and geographical distri-
bution of notifications with arrival time (right). Situation up to April 2019 (59 months
of epizootic).

Drastic containment strategies like building fences between countries, block-
ing animal corridors or obligatory sanitary inspections on the border have been
suggested, but their possible long-term impact is unknown [37]. Moreover socio-
cultural context of conflicting agencies of farmers, ecologists, hunters as well as
1 https://www.oie.int/wahis_2/public/wahid.php/Diseaseinformation/.
2 https://bdl.stat.gov.pl/BDL/start.

https://www.oie.int/wahis_2/public/wahid.php/Diseaseinformation/
https://bdl.stat.gov.pl/BDL/start
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public and veterinary administration has a very complex landscape in Poland
[20,29]. In this paper, alongside with statistical analysis of the ASF spread in
Poland we want to assess theoretically a barrier effect of building a fence on
the part of the Polish EU-border and blocking animals corridors on the A1
motorway by comparison of the disease arrival times to Polish “swine hot spot”/
“swine-district” - poviat gostyński and surroundings (Fig. 1).

1.1 ASF Epidemiology

ASFv (virus) causes massive economic losses (directly at least 100M EUR yearly)
in Poland mainly due to trade restrictions (indirectly more than 300M EUR
yearly) [1,19]. Only in Poland, after introduction in 2014, in some regions up to
97% of farms stopped pig production or were banned [13]. Nationwide pigs’ heads
reduced from 14 million in 2013 to 11 million in 2016. The transmission process
is very complex (multiple routes, hosts and vectors); however, we identified 3
major factors [9,22] for Poland: i) habitat - Wild Boars (WB) can be a host and
a biological vector in the form of carcasses, meat and hunting target; ii) domestic
factor - Swine/domestic pig (denoted pig later on) can be a host and a vector as
a living animal or pork product; iii) anthropocentric factor - humans and their
equipment can be a mechanical vector.

Clinical signs of the disease manifest themselves in acute (animals die before
producing antibodies) or subacute (animals die before showing specific clinical
symptoms) forms. So far, there is no vaccine (even almost billion of euros are
spent on research around the world [3]). There is no treatment and ASF leads
to almost 100% animal mortality [7]. Thus prevention is the only mitigation
strategy available for disease management. Infectious materials are blood, fat,
nasal swabs, rectal and vaginal swabs.

One can identify possible infection routes [7,22] for Poland:

– WB and pig nose-nose and other (pig) contacts in farm;
– Feeding on carcasses (pig, but WB are not showing cannibalism in normal

conditions and feed on other WB only if access to food/proteins is limited [10];
– Swills/Food scraps/Meat rest-overs and fecal-oral route (pig-WB via hum

and pig-pig via hum who are feeding animals with contaminated swills);
– Fomites and contaminated environment (pigs directly or indirectly via

humans);
– Mechanical vectors such as flies, rodents and predators;
– Pork supply chain (pig-pig via hum).

Long distance jumps to disease free territory (as release or entry to Warsaw and
wschowski poviat) can be classified by exposure routes [22] (WB are unlike to
be spread disease further faster than 20km by year [17,27]):

– Legal trade in live animals [35] and products of animal origin (which was
already considered for Poland [24]);

– Illegal trade in live animals or products of animal origin (e.g. due to very low
price of affected meat);
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– Accidental introductions by formites (e.g. hunters because of wild boar hunt-
ing tourism; truck drivers because they travel long distances throughout
Europe and migrant workers from affected areas who may inadvertently dis-
card infected meat products);

– Intentional disease introductions.

Fig. 2. Registered ASF genotype II cases around the World (left) and around Poland
(right) since introduction of the disease in Georgia in 2007 up to end of 2019.

The percentage of positive wild boars detected through passive surveillance
(carcase searching) reached 73%, but through active (hunting) is at the level
of 1% in 2018 in already affected areas [14]. Biosecurity in the context of ASF
is a first choice strategy to decrease risks of ASF introduction to a farm or a
region and is an important element of veterinary infection prevention, and other
mitigation strategies. WB population reduction, trade restriction, border fencing
or disconnecting animal corridors is only supplementary strategy [30,37].

2 Data Preparation, Methodology and Descriptive
Analysis

We choose several spatial covariates to assess possible infections paths for each
county (denoted by j) in Poland: Pj - normalized amount of pigs;Fj - coverage
of forests serving as a proxy for WB density; Hj - normalized human population
[Fig. 3].

2.1 Regressions

For descriptive data analysis we choose several regression models for each of
three explained (dependent) variable for each affected until April 2019 county
(j = 1, 53): i) sum of notifications Nj =

∑
T Nj(T ); ii) number of cases cases
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Fig. 3. Spatial covariates used as predictors in the model. Left: Forest Coverage (area
fraction). Center: Amount of pig heads (normalized). Right: Human populations (nor-
malized). Data source .

Cj =
∑

T Cj(T ) for each county; iii) the time of first arrival of ASF to a given
county tj(E0). As explanatory variables: numeric variables Pj ,Fj , Hj , as well as
categorical border indicator variable were used (B - border county, I - interior
county).

In multiple regression models (Table 1) for 53 affected counties (j) till Apr
2019, we found strong relationship between pig population and moderate with
forest density with outbreak observables: tj(E0), Nj ,Cj .

Table 1. Multiple linear regressions for different dependent variables. Geographical
factors such as pig density, forest coverage and human population. Interior counties (I)
were taken as a reference zero level in contrast to border counties (B), pig and human
population were normalized to (0,1).

Dependent variable
significance levels:
*** p<0.01, ** p<0.05, * p<0.1

B/I
(categorical variable)

Pig
population
(estimate)

Human
population
(estimate)

Forest coverage
(estimate)

Arrival time (days) tj(E0)
(Multiple R)2 =0.25

–41*** –129** –8 –65*

Number of notifications Nj

(Multiple R)2 =0.21
32 280*** 56 124*

Total number of cases Cj

(Multiple R)2 =0.25
43 654*** 64 220

2.2 Network Representation

The main goal of spatial models is the time of introducing ASF into currently
disease-free areas [18]. We run set of simulations of SIR model (where recovery
rate is estimated to be zero) [8,32] for selected subspace of fitted parameters
based on historical data. Probability of infection transmission to a new county
is defined according to the so called gravity model [2,4,25,38]:

pij = γ

(

a
Pi · Pj

1 + dij
+ b

Fi · Fj

1 + dij2
+ c

Hi · Hj

1 + dij

)

, gij∼pij · d,
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where:

– γ - total interactivity parameter, i, j - source and destination county, Pj -
normalized amount of pigs, Fj - forest coverage as a proxy for WB; Hj -
normalized human population;

– a - pig density significance; b - disease vectors (wild boards) significance; c -
human failures to restrictions; d - far-distance transmissions;

– pij - probability of infection from a neighboring county; gij - probability of
infection from a whole networks; dij - angular distance between centroids of
counties.

Fig. 4. Visualization of thresholded layers of the transmission network with edge
weights due to: WB ωWB

ij ∼ (Fi ·Fj)/
(
1 + dij

2
)
, pigs ωpigs

ij ∼ (Pi ·Pj)/ (1 + dij), humans
ωhum

ij ∼ (Fi · Fj)/(1 + dij) of 380 nodes (counties or poviats) for the ASF spreading
model. For visualization purposes the fully connected network was thresholded on the

level of
(

380
∑

ij ωWB
ij

, 380
∑

ij ω
pigs
ij

, 380
∑

ij ωhum
ij

)
for each layer.

Performing parameter estimation (the code is provided at Github3), and
motivated by Ref. [6] we have obtained most likely arrival times for each county
based on the historical propagation. We verify theoretically a barrier effect of
building a fence on the part of the Polish EU-border and blocking animals cor-
ridors on the A1 motorway by comparison of the disease arrival times to Polish
“swine hot spot” (poviat gostyński and surroundings) (Fig. 1) in Greater Poland
to the baseline (no barrier interventions) scenario (most likely to be affected in
33.5 months around 04.2022 according to our model4).

3 https://github.com/ajarynowski/ASF/_poland/.
4 http://interdisciplinaryresearch.eu/index.php/asf/.

https://github.com/ajarynowski/ASF/_poland/
http://interdisciplinaryresearch.eu/index.php/asf/
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Modeling allows to test scenarios of most common measures [11,12]:

– Pork supply movements bans;
– Biosecurity levels in farms;
– Fences and intensive hunting;
– Active search for WB carcasses;
– Extended surveillance (in pigs and WB).

For both scenarios we start a set of simulations on 01.07.2019. To imitate
fencing, we set all outgoing weights at WB-layer of selected border counties to
zero (ωWB

.j =0 see Fig. 1). To imitate A1 blocking, we set all outgoing weights at
WB layer of counties on Northern A1 to zero (ωWB

.j =0 see Fig. 1).

3 Results

3.1 Simulation Scenario: Border Fencing

There is only a small difference in the arrival time to swine hot spot district
(most likely to be affected in 34.2 months - on average less than one month),
because most of the dynamics is currently happening on the West of the border
counties.

Fig. 5. Infection Paths in the baseline case (left) and A1 Blocking case (right). Detected
communities marked by colors according to Louvain algorithm. We observe that “swine
hot spot” (red oval) splitted into 2 communities. (Color figure online)

3.2 Simulation Scenario: A1 Blocking

To verify a possible effect of blocking animal corridors, we test a scenario in
which all counties on A1 motorway are disconnected in the outgoing wild boars
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layer (Fig. 4). We aggregated infections paths and visualized the corresponding
communities found via the Louvain algorithm on the map (Fig. 5). There is an
important difference in the arrival time to the swine district (most likely to be
affected in 39 months - on average half a year barrier). A1-blocking leads to
splitting of “swine district” cluster (Fig. 5).

3.3 Arrival Times Without Intervention Before and After
Wschowski Case

In November 2019, there was a jump of ASF epidemic to the wschowski poviat
(just 30 km from the swine district) (Fig. 1) 320 km from the closest affected area
(Fig. 2). Wschowski poviat, even having pig and human populations below the
country average, was in top 15% percentile in Page Rank centrality according
to propagation simulations (Fig. 6). Updated simulations with a epidemic seed
in wschowski poviat resulted in the arrival time to swine district less than 12
months. Moreover, the disease might propagate faster that in Eastern Poland,
due to larger weights ωWB

ij ,ωpig
ij , and ωhum

ij in Western Poland.

Fig. 6. Most likely ASF arrival times. Simulations based on data until Nov 2019 (with
a new case in wschowski poviat) (left) and based on data until Apr 2019 (right).

4 Discussion and Conclusions

ASF is currently number one threat in veterinary epidemiology of emerging
diseases [28]. In the year 2021 there were 124 outbreaks in farms 3018 WB
notification (while in 2019 it was 2247 WB notifications and 48 outbreaks in
farms [15]). Main impact of our project will be the improved and cost-effective
disease mitigation strategy provided to institutional decision makers and indi-
vidual stakeholders such as farmers. The main challenge for risk assessment and
prediction of the ASF spread lies in the lack of adequate understanding of the
human role in the process [5]. Spatio-temporal analysis and modeling of ASF
notification events is crucial in understanding its spread. In our study control
and mitigation strategies such as border fencing and animal corridors discon-
necting at motorways were tested via extensive computational simulations. The
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most important conclusion form the analysis of dependent variables is, that pig
heads strongly explain both time of the ASF introduction as well as the reported
epidemic size (which is in contradiction to the Estonian study [10]). On the other
hand, the forest coverage explains a little of the ASF arrival times (the same as in
the Estonian study [10]). This might imply regional variation of the ASF spread
in different parts of the EU (e.g. in Baltic States the ASF dominates in WB,
in Romania in pigs, but in Poland it is well mixed). Thus, mitigation strategies
must take into account regional specifics and universal solutions could not work
properly, as we might have observed in Poland in massive protests5.

A1 Blocking and Border Fencing: To compare mitigation scenarios (bor-
der fencing and corridor blocking), we measured the difference to the baseline
case of various incoming centralities (proxies for arrival times) for a “swine hot
spot” in Greater Poland in the network of infection paths. There is currently
no vaccine, but extensive and moderately promising research is currently going
on worldwide (e.g. [3]), so delay in the disease introduction to a production hub
would allow to save up to few hundreds millions EUR per each delayed year, but
in long perspective an effective mitigation strategy might be available. Moreover
since November 2019 the ASF is already near to the “Polish swine hot spot”
and jumped over A1, so any tested strategy probably could not stop this jump
anymore. However, based on our simulations, we could conclude:

– by verifying a possible effect of the border fence, we indicate that there is only
a small difference in the arrival time to the “swine district”. Fencing would
be necessary if Poland would be considering disease elimination, but it would
not be possible in the next few years perspective at least.

– by verifying a possible effect of blocking animal corridors, we find an impor-
tant difference in the arrival time to “swine district” as compared to the base-
line. Besides, we observed separation of the swine district due to A1 blocking.
This estimation seems to be in agreement with the observed propagation in
the Baltic States (e.g. via Baltica and A1 in Lithuania [10]). Polish Author-
ities decided to block animal corridors on parts of A1, A2, A4, S3 and S4,
however it happened in Fall/Winter 20196 (after jump to Western Poland),
probably too late to achieve significant delays.

Our methodology captures only the upper limit of a theoretically perfect barrier
in a simple static model and more analysis in realistic time-dependent scenario is
required. Proactive approaches for ASF control in other country as Germany are
being currently simulated and parameterised [23,34]. Fence between Germany
and Poland was build in 2020 [21] while along the border with Belarus it con-
verted in 2023 into a steel wall [26] disconnecting terrestrial animals corridors.

5 http://naukawpolsce.pap.pl/sites/default/files/201901/Stanowisko%20PAN%20-
%20ASF_15%20I%202019%20final.pdf.

6 https://www.gddkia.gov.pl/pl/a/36253/Ustawiamy-prewencyjne-ogrodzenia-by-
uniemozliwic-migracje-dzikow.

http://naukawpolsce.pap.pl/sites/default/files/201901/Stanowisko%20PAN%20-%20ASF_15%20I%202019%20final.pdf
http://naukawpolsce.pap.pl/sites/default/files/201901/Stanowisko%20PAN%20-%20ASF_15%20I%202019%20final.pdf
https://www.gddkia.gov.pl/pl/a/36253/Ustawiamy-prewencyjne-ogrodzenia-by-uniemozliwic-migracje-dzikow
https://www.gddkia.gov.pl/pl/a/36253/Ustawiamy-prewencyjne-ogrodzenia-by-uniemozliwic-migracje-dzikow
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Jump to Wschowski Poviat: The spread of the disease to Western Poland
accelerated the ASF spread, because after focal introduction of a new seed in
wschowski poviat in November 2019, disease reached wolsztyński, głogowski and
zielonogórski counties in less than a month (with comparison to few months
according to our mathematical model (Fig. 6). In September 2020, ASF reached
Germany [29].

The epidemiological situation in regards to ASF in Poland could be con-
trolled to some extend by strengthening costly biosecurity measures [30], but
further long-distance ASF spread in wild boar by human population (like jump
to Warsaw or wschowski poviat (Fig. 2) are much more difficult to control, and
even impossible to predict.

Codes and datasets used are available at the Github repository7. AJ and
VB were partially supported by the German Federal Ministry for Education and
Research for the OPTIMAGENT project (031L0299A), German Research Foun-
dation for COVINT project (458528774), ASF-STOP (Cost Action CA15116),
OpenMultiMed (Cost Action CA15120), Foundation for Polish-German Cooper-
ation (PNFN 2019-21), BUA (Berlin University Alliance) “Flattening the curve"
grant as well as computing time was granted by HPC ZEDAT at FU Berlin.
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Abstract. With unfolding crises such as the COVID-19 pandemic, it is
essential that factual information is dispersed at a rapid pace. One of
the major setbacks to mitigating the effects of such crises is misinfor-
mation. Advancing technologies such as transformer-based architectures
that can pick up underlying patterns and correlational information that
constitutes information provide tools that can be used to identify what is
misinformation/information. To identify and analyze the spread of mis-
information, this work performs a quantitative analysis that uses X (pre-
viously Twitter) as the data source and a BERT-based model to identify
misinformation. The information of the posts, users, and followers was
collected based on hashtags and then processed and manually labeled.
Furthermore, we tracked the spread of misinformation related to COVID-
19 during the year 2021 and determined how communities that spread
information and/or misinformation on social networks interact from an
analytical perspective. Our findings suggest that users tend to post more
misinformation than information, possibly intentionally spreading mis-
information. Our model showed good performance in classifying tweets
as information/misinformation, resulting in an accuracy of 86%.

Keywords: BERT · Spread of Misinformation · Social Networks

1 Introduction

Misinformation is false or misleading information that is spread or shared
through various channels such as social media, news outlets, or word-of-mouth.
Misinformation can have dangerous consequences, as it can alter individuals’
behavior, causing them to make decisions that can harm themselves, others, or
society. It is essential to combat misinformation because its existence has a signif-
icant detrimental impact on individuals and society at large. Misinformation has
the potential to spread fear, incite hate and violence, and has been shown to alter
the behavior of individuals [9]. For example, during the COVID-19 pandemic,
movements spreading misinformation on the efficacy of masks led to individuals
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https://doi.org/10.1007/978-981-97-0669-3_33

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-97-0669-3_33&domain=pdf
https://doi.org/10.1007/978-981-97-0669-3_33


362 M. T. Khan et al.

refusing to wear masks; for at-risk populations, this created a very dangerous
situation, because they were more likely to contract COVID-19 and have health
complications. Combating this type of misinformation is essential to protecting
public health. To effectively combat misinformation, it is essential to understand
its root causes and why people share misinformation in the first place. People
may share misinformation because it may align with their worldview or beliefs,
they may want to influence public opinion, or for personal gain, but many also
share misinformation because they do not know it is untrue. Understanding these
different motivations allows us to find ways to combat misinformation without
resorting to extreme measures such as speech censorship.

There are quite a few ways in which misinformation spreads on social media.
There has been a lot of misinformation on the safety and efficacy of vaccines,
such as those related to COVID-19, which can lead people to refuse vaccination.
One post in our data set, which was shared 163 times, said: “It’s not a vaccine,
stop calling it that. It’s an experimental flu shot. It was created and released at
the perfect time to undermine an election and funnel millions into Big Pharma.
#WakeUpAmerica”. There are also cases of fake news stories that are shared on
the Internet usually without any fact-checking protocols. Another tweet from the
dataset linked an article from a “doctor”, stating “Chinese military is responsible
for the physical creation of the virus. The COVID mandate & vaxx passports fit
into the CCP agenda by making the whole world accept and adopt the CCP’s
social control system”. This tweet had more than 2,500 shares. Another way
misinformation has spread is the use of manipulated images, graphs, and videos;
this poses an additional threat to those who consume information on social
networks because the posts look more similar to information.

Social media such as Twitter, Instagram, and Facebook have become an inte-
gral part of the lives of people; they allow us to interact with each other and the
world as a whole. They are also a source of information for many individuals.
Social networks use recommendation algorithms to engage users and determine
what content to show in users’ feeds. These algorithms are designed to maxi-
mize engagement and keep users on the platform as long as possible. Social media
allow for rapid consumption of information because there is usually a charac-
ter constraint, especially on X, forcing the conciseness of the information being
conveyed. This means that an individual is capable of consuming large amounts
of information (both factual and non-factual), and it is up to the individual to
parse what is true and false. The algorithms mentioned earlier focus resources on
increasing engagement rather than credibility and accuracy, further exacerbating
the spread of misinformation. These algorithms can also create echo chambers
for individuals based on their engagement, creating a cycle of media consump-
tion that aligns with only their beliefs. An example of such an algorithm is the
TikTok feed algorithm that suggests content to users based on their short-term
interactions, such as videos they liked or shared, and also factors in the amount
of time they spend watching certain types of content [23]. This creates custom
filters that expose consumers to content that reinforces their beliefs and opinions
and increases the possibility of spreading misinformation.
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The purpose of this research is to better understand how misinformation
pertaining specifically to the COVID-19 pandemic and the vaccine spreads on
social media. We seek to classify posts that were collected from social media as
either information or misinformation using a machine learning algorithm. To this
end, we train and evaluate a BERT (Bidirectional Encoder Representations from
Transformers) [8] model using our own collected and manually labeled dataset.
We plan to publish the models and data to the public for research purposes. We
use these classifications to look at how often users post and share misinformation
as opposed to information, how communities of people share misinformation, and
the proportions of information and misinformation posts coming from a single
user. This analysis allows us to better understand the dynamics of how the
sharing of misinformation on social media differs from the sharing of information,
which in turn will allow us to make more informed decisions when attempting
to combat the spread of misinformation.

One contribution of this paper is the successful utilization of the state-of-the-
art transformer architecture, e.g., BERT, to classify posts on social networks as
information or misinformation despite the nuances that come with misinforma-
tion, with an accuracy of 86%. Another contribution of this paper is the finding
that the dissemination of both information and misinformation seems to occur
only within communities that are already sharing primarily information or mis-
information. Therefore, misinformation is more likely to spread within a commu-
nity of users who follow each other and already primarily share misinformation,
and it has a harder time spreading to users outside of that community.

2 Background

Twitter (now called X) is a social media platform that allows users to share
short public messages called tweets, which have a character limit of 280 charac-
ters. On Twitter, users can follow other individuals, like content, retweet content
(re-posting content), and comment on those tweets. Twitter has become a pop-
ular media platform for social and political discourse, hence its selection for
this project. To obtain the data from Twitter, an Academic API (Application
Programming Interface) license was obtained to gain robust access to historical
tweets and real-time streaming data. The API provides a set of rules for how
developers can interact with Twitter’s platform and access the data. The license
allowed the collection of up to 500,000 tweets per month, which were filtered by
hashtags related to COVID-19. These hashtags were utilized to focus the search
and obtain relevant posts related to COVID-19.

Misinformation is any information that is incorrect or misleading, regardless
of intent, and can be spread through various forms of communication such as
word-of-mouth, social media, and news outlets. Classification of information is
based mainly on the factuality of the information. If there is no evidence that
the information is true or factual, it is then classified as misinformation. If the
spread of that misinformation is done with the intent to deceive others, it then
becomes disinformation.
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BERT, which stands for bidirectional transformer encoder representation, is a
type of neural network that uses the Transformer architecture [8]. Transformer
is a deep learning model that has a self-attention mechanism that allows it
to capture the relationships between all elements of the sequence, regardless
of their position. BERT is well suited for natural language processing tasks
such as the classification of data as information or misinformation. We can use
the pre-trained BERT model and train it on data that has been manually pre-
labeled. This allows BERT to understand the patterns and relationships between
information and misinformation, allowing it to learn how to classify new, unseen
data based on those patterns. Due to resource limitations, we were unable to
train the BERT model on the entirety of the data set, so we opted to construct
a coreset for data-efficient training of the machine learning model. Data coreset is
a technique that allows the selection of optimal data points that approximate the
entirety of the data set. This is done based on importance sampling and on the
Frank-Wolfe algorithm [7]. Using these two algorithms, we are able to capture
information that is necessary for posterior inference via Bayesian probability.
This then allows us to capture the data points that accurately reflect the entirety
of the data set at a fraction of the size.

3 Methods and Experimental Design

Data Collection. We scraped data from Twitter from the year 2021 using 13
hashtags that are shown in Table 1. The table also shows the total number of
tweets and retweets for each hashtag and the number of users who posted with
that hashtag. Our entire data set contained a total of 6,168,735 unique tweets.

Table 1. Twitter data collected based on various #hashtags.

Hashtag # Unique Tweets # Retweets # Users who Posted

#antivaccine 24,390 74,378 53,335

#antivax 47,451 35,575 43,107

#antivaxxer 29,762 19,237 23,803

#covid5g 77,484 79,202 101,228

#covidvaccinehoax 29,764 87,518 82,890

#ivermectin 176,757 313,757 140,819

#joerogan 822,634 899,432 1,026,368

#mercola 88,737 282,614 125,928

#misinformation 3,981,313 6,322,806 2,675,969

#RFKjr 4,039 4,367 5,259

#stoptheshot 9,019 21,006 10,750

#VAERS 772,467 415,789 217,386

#wakeupamerica 104,918 63,468 50,670

Total 6,168,735 8,619,149 3,303,015
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Data Labeling. After the data was collected, 100 of the most popular (by num-
ber of likes and retweets) tweets per hashtag were hand-labeled as misinforma-
tion, information, or ambiguous. “Ambiguous” means that the data was neither
information nor misinformation and the tweet could be ignored. Two examples
of misinformation posts were shown in Sect. 1. To ensure that the labels were as
accurate as possible while minimizing bias, three independent raters were used.
Each rater used fact-checking sites and common knowledge for labeling – if they
were unsure, the post was classified as “ambiguous”. This allowed for a robust
and rigorous labeling process that ensures the minimization of bias to create
a high-quality training dataset. 1,345 tweets were manually labeled using this
method, as follows: 456 (33.9%) misinformation, 215 (16%) information, and 674
(50.1%) ambiguous.

Data Cleaning. After scraping the data, we removed any duplicate posts as
well as phone numbers, emails, URLs, special characters, and punctuation. We
also converted all of the text to lowercase and tokenized the data using the
regular expression tokenizer in Python. Stopwords were not removed due to their
ability to alter the context of tweets. Finally, we removed unnecessary data, such
as tweet ID, timestamp, and reference ID, and only kept the posts, user IDs, and
post IDs for training the model. The posts are used by BERT to capture the
contextual information, and the user ID and post ID are used for cross reference
and follower analysis.

Bayesian Coresets. After cleaning the data, we constructed the training data
set for BERT. Due to resource limitations, it was not feasible to train BERT on
the typical data split of 70-15-15 or 80-10-10 (Train, Validate, and Test respec-
tively). Recognizing this limitation, we chose to employ Bayesian inference via
the Hilbert Coreset [4] algorithm that allows us to construct a training data
set that is a fraction of the size but allows us to train the model as if we were
training on 70%–80% of the dataset. The data points that were returned were
then manually labeled as information, misinformation, or ambiguous. The inde-
pendent rating protocol was used once again to ensure minimization of bias in
the training data set. This training dataset was combined with the previously
labeled tweets creating the complete dataset for model training. The training
dataset consisted of 319 misinformation posts and 72 information posts. The
testing dataset consisted of 137 misinformation posts and 65 information posts.

Training and Evaluating BERT. Once the BERT model was trained on the
labeled data, it was used to classify a dataset that contained all tweets. Each
tweet was classified as information or misinformation. Our final model had an
accuracy of 86% and a confidence of 76% based on our testing dataset. Of the
total data, 3,227,765 posts were classified as misinformation and 1,750,709 were
classified as information.
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4 Results and Analysis

Figure 1 shows the cumulative distribution function (CDF) of the number
of followers of users who post misinformation compared to the number of
followers of users who post information. Both lines follow a similar trend,
although information-posting users seem to have slightly more followers than
misinformation-posting users. On average, users who posted information had
1,431 followers, while users who posted misinformation had 1,680 followers.

Fig. 1. CDF of followers of users posting
Information and Misinformation.

Fig. 2. Active tweets that have been
retweeted at least once per 48(/5) h.

Figure 2 shows the total number of active tweets remaining after each of the
first 48 h. A tweet is considered to be “active” if it is still being retweeted at
least once after that hour. The graph shows that there is a sharp decline after
the first two hours, so almost 80% of the tweets stopped being retweeted after
that time. Figure 2 also shows a close-up view of the first five hours. Hour 1
has more than 160,000 active tweets, which means there are 160,000 tweets that
are retweeted at least once after the initial posting. Hour 2 has about 30,000
active tweets, showing an 80% decline. This steep decline indicates that there is
a significant drop in engagement with the tweet after more than an hour. The
difference between Hour 1 and Hour 2 could be attributed to the fact that when
the tweet is initially posted, it only reaches the user’s immediate followers, but as
the post reaches a wider audience there is a sharp decline in engagement because
they might not be the original target audience. This engagement difference could
be attributed to the fast nature of social media and user attention span where
typically posts see an initial boost in popularity but quickly become “old news”
as the constant flux of new content grabs a user’s attention.

Figure 3 shows the total number of misinformation posts vs. the total number
of information posts per user. Most users only posted a few COVID-19 related
tweets, hence why the majority of data points are near the origin. The linear
y = x line shows that many users posted about the same amount of information
and misinformation tweets. There is also a cluster of users along the x-axis,
indicating that these users posted much more misinformation than information
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Fig. 3. Number of information posts vs. misinformation posts per user.

tweets. Users who post a similar amount of information and misinformation
could think that they are posting information, but do not know that half of
the posts contain misinformation. Another possibility is that these users post
misinformation with a warning in order to educate others. The cluster of users
along the x-axis post much more misinformation than information, and could
possibly spread misinformation on purpose. These two different clusters in the
graph show the harmful effects of rampant misinformation – even users who are
posting information spread misinformation, and there is a large number of users
who seem to be posting misinformation on purpose.

Figure 4(a) shows the number of retweets for information posts compared to
misinformation posts. The trend for both lines is similar, but information posts
seem to typically have more retweets than misinformation posts. This difference
may be due to people being more likely to like posts that contain misinfor-
mation, but not wanting to retweet them if they are particularly controversial.
Additionally, users who post information tend to have slightly more followers
than users who post misinformation, so their posts may be more likely to be
retweeted. Finally, information posts are helpful and informative by nature and
people may be retweeting them because they want to spread the word and help
others. Figure 4(b) is a cumulative distribution graph of the number of followers
who also retweeted their respective following user’s original posts. The graph
shows that more than 95% of the users have fewer than 10 followers who retweet
their posts. This tells us that there is little follower interaction with the user’s
post. However, followers tended to retweet posts that were information more
than posts that were misinformation. The number of likes for information posts
compared to misinformation posts was similar with 75% of all posts receiving at
most 200 likes.
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)b()a(

Fig. 4. (a) Number of retweets for users that spread information vs. misinformation
and (b) for followers only.

Takeaways. 1) After the first two hours, almost 80% of the tweets stopped being
retweeted after that time, showing a lack of consistent engagement with posts.
2) The spread of misinformation is a serious problem, since information and
misinformation tweets have similar numbers of likes, and information tweets are
only slightly more likely to be retweeted. 3) Users who post information tweets
also post misinformation tweets, although misinformation posts are less likely to
be retweeted.

5 Related Work

Misinformation on social media is a pressing topic and efforts to identify, under-
stand, and even stop the spread of misinformation are continuing to be explored.
Utilizing machine learning to classify misinformation on social media is also a
growing area of interest and there has been a large amount of relevant work in
these fields, specifically pertaining to COVID-19 misinformation.

For example, several people have utilized machine learning algorithms, nat-
ural language processing techniques, and deep neural networks such as CNNs to
identify fake content during the COVID-19 pandemic on social media, includ-
ing interesting additions to machine learning algorithms to detect such types of
information [12,15,16,19,24]. Collectively, these works address aspects of mis-
information on social media platforms with an emphasis on misinformation or
COVID-19. Nistor and Zadobrischi [19] studied the detection of health-related
misinformation on social media by proposing a model that combines topic char-
acteristics (central-level features) and semantic and behavior traits (peripheral-
level features). Using this approach, they are able to detect 85% of health misin-
formation. Our work has a similar goal and seeks to apply transformers to this
task to obtain more accurate results [21,28]. Zhao et al. [28] is an example of
using CNNs to detect fake news using user meta-data such as content and user
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profiles to detect misinformation. Furthermore, others have looked at keywords
and hashtags related to COVID-19 on Twitter and quantified the amount of
misinformation or unverifiable information associated with each keyword [13],
which is very similar to our approach. It could also be interesting to compare
the hashtags we chose with others and to look at other keywords that we did
not include in our analysis.

In addition to classifying content as either misinformation or information,
some work has been done to understand what factors influence the spread of
misinformation [5,11] and to identify patterns in the content of misinformation
specifically related to COVID-19. For instance, work has been done to iden-
tify factors that influence the sharing of fake news about COVID-19 on social
media [2], including identifying how the theory of third-person perception applies
to COVID-19 misinformation [27], as well as the content themes and writing
strategies used in vaccine misinformation [18]. These studies provide a quali-
tative understanding of how misinformation spreads on social media and our
work seeks to provide a more quantitative understanding by looking at how the
number of posts, retweets, and other attributes of misinformation compare to
that of information. Furthermore, much work has been done to identify and
assess methods to stop the spread of misinformation, such as testing the effec-
tiveness of infographics about COVID-19 myths [25]. Although our work is not
focused on stopping misinformation but rather understanding how it spreads,
it is interesting to consider methods to combat the spread of misinformation,
and our analysis can contribute to identifying which methods may be the most
effective [3,6,17].

Detecting misinformation as a whole is a challenge considering the socio-
political and economic nuances that motivate individuals to spread misinfor-
mation. With more and more research into the realm of machine learning, we
are increasingly able to detect such misinformation or “fake news” [1,10,20].
The detection of this misinformation on any platform requires the creation of
robust data sets that can accurately capture the semantics that comprise misin-
formation. The data set that we created by manually labeling can be improved
by providing the BERT model with more contextual information that consti-
tutes misinformation as shown in [26]. With the added element of social media
platforms like Twitter and their ability to rapidly spread information, espe-
cially in the case of COVID-19, it is imperative that the speed of its spread be
quantitatively measured as is done in this paper, in addition to capturing the
differences between those who spread information and those who spread misin-
formation [14,22].

6 Discussion

Although the results of this research provided interesting insights into how mis-
information actually spreads on social media, it is important to recognize that
there are also several limitations to this work. We included 13 hashtag, as seen in
Table 1, which is not exhaustive of all potential topics related to COVID-19 and
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misinformation. Therefore, we may notice different patterns or results depending
on the hashtags we chose.

Another limitation is the possibility of bias in the way that the data was
labeled and its effects on the predicted value from BERT. There have been
measures to limit as much bias as possible using the independent rating protocol,
but researchers may share similar viewpoints or draw information from similar
sources to determine whether something is factual or not, and this inadvertently
may cause the model to reflect this behavior.

There is also the case that the data collected via the Twitter API is only
limited to a certain time frame, which is from 2021, when the pandemic was at
its peak, which introduces a temporal constraint on the data. This constraint
limits our ability to accurately extrapolate the results to other years. However,
this information can be combined with future research to determine how misin-
formation flows from year to year.

The focus of this research is information/misinformation related to COVID-
19 which may not be enough to capture the true breadth of the spread of mis-
information across various topics. The dynamics of the spread of information
are influenced by many factors such as the platform, audience, time, and overall
context. Taking this into account, generalizations made from this research must
be done with caution as the trends in misinformation and dissemination may
vary significantly depending on the topic.

Finally, despite the fact that the idea of creating the Hilbert coreset using
Bayesian inference is theoretically sound, it is crucial to note that due to its var-
ious settings and algorithmic constraints, this data selection strategy may not
be consistent. This means that the data set that was produced has the potential
to either have too few data points to accurately capture the complexity of the
collected data or too many data points that may lead to redundancy or unnec-
essary computational burden. It may introduce unforeseen bias or distortion to
the data set due to the black-box nature of the construction.

7 Conclusion

The spread of COVID-19-related misinformation was a major concern dur-
ing the pandemic, and its ability to reduce the effectiveness of government
and health mandates cannot be overlooked. Knowing how this misinformation
spreads enables and empowers future researchers to find solutions to combat
such misinformation as future crises arise. Adapting current architecture to
solve complex problems such as the spread of misinformation is novel, and this
research paves the way to novel pathways that allow us to understand how mis-
information spreads, how to detect it using natural language models, and how
to effectively combat misinformation. Our analysis shows that misinformation
posts are less likely to be re-posted by their respective followers than informa-
tion posts. We found that there is a drop in consistent engagement in posts
after two hours of being posted, which could be a result of newer posts that
appear above the “older” posts. This could again be attributed to the fast-paced
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nature of social media where newer posts supersede older posts. Our final model
achieved an accuracy of 86% and a confidence of 76% in classifying informa-
tion/misinformation based on our testing dataset.

Future work could look at more hashtags, increase the training data size, and
look at other topics than COVID-19.
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Abstract. The various extensively used social platforms make it possi-
ble for the public to facilitate quick and easy sharing of information as
well as express their views and opinions in real time, which can lead to
the rapid outbreak of online public opinion. To simulate the change of
online public opinion resulting from opinion posts’ dissemination in social
networks, this study proposes a more realistic and novel model named
as Agent-Based Opinion Dissemination model. It provides the additional
advantage to incorporate the effect of real-world characteristics from the
perspective of outer interventions and individuals’ attributes. The exper-
imental results show that our model can simulate the evolution of public
opinion, thus providing a clearer explanation of the law and causes of
public opinion’s evolution from the perspective of individual and media
behavior.

Keywords: Social Networks · Online Public Opinion · Information
Dissemination · Agent-Based Model

1 Introduction

Given a particular topic, public opinion is an aggregate of the individual views,
attitudes, and beliefs expressed by a significant proportion of a community. By
processing new information and interacting with others, opinions may change
in time, contributing to the evolution of the public debate and society itself [8].
With the popularization and the fast development of social platforms, the Inter-
net provides online space for users to vent, dissent, deliberate, and debate. Due
to the rising importance of online public opinion, the government’s attentive-
ness to understand, guide, manage, and channel online public opinion increases.
At the same time, network media which aims to obtain popularity, reading vol-
ume, click rate, and other related topic indexes, may neglect of their reports’
authenticity and objectivity and release opinion-inclined reports about public

Supported by the National Natural Science Foundation of China under Grant Numbers
12071459 and 11991022.

c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
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opinion topics And the provider of social platforms can also influence opinion
dynamic by filtering rules and recommendation algorithms. So public opinion
can be viewed as the result of the interaction from various social forces and its
evolution is typically revealed by opinion dynamics models.

Government or authoritative media can be used to release information, solve
the crisis of public opinion, and guide the positive development of public opin-
ion. Recent years have witnessed the increasing of study focusing on govern-
ment media and intervention in public opinion [1,2,6,7,10,11,16]. However, these
studies are based on epidemic model and the influence of media are generally
reflected by the transformation probability between various groups. Therefore,
they assume that all individuals are homogeneous and the invention does not
change. In fact, different individuals respond differently to intervention from
different media, resulting in a large gap between the real situation and the sim-
ulation results of models based on classic epidemic model. And changing inven-
tion according to reality is more useful and meaningful. What’s more, there are
some factors that have been proved to owe the ability of influencing the opinion
dynamic in social theories, and most existing related studies underestimate the
importance of these factors.

To overcome these gaps, we propose a novel Agent-Based Opinion Dissemi-
nation (ABOD) model to simulate the dynamic of online public opinion in social
networks. By applying the concept of multi-agent systems to the basic structure
of simulation models, ABOD model regards each individual as an agent and
simulates the spread of opinion post in waves. Some real-world characteristics
in the form of novel agent and model parameters that are essential in the for-
mation and update of individual opinion but are absent in the current literature
are incorporated into the ABOD model. These factors include individuals’ anti-
interference capability, attitude-hide behavior, engagement and activeness in the
network, self-persistence and intervention from different perspectives.

The remainder of this paper is organized as follows: Sect. 2 presents the design
of our Agent-Based Opinion Dissemination (ABOD) model in detail. Section 3
outlines the simulation experiment conducted of the model followed by conclu-
sion in Sect. 4.

2 Model Design

Given a following relationship in a social platform, define a followee as an indi-
vidual who is being followed and a follower is someone who is doing the follow-
ing. Then, most of online social networks can be regarded as networks formed
by follower-followee relationships. And every social network can be abstracted
as a weight directed network G = (V,E,W ) where every element in V repre-
sents a social platform’s user while E is the set of follower-followee relationships.
Inspired by the ABM that is proposed in [3] to model the influencer marketing
campaign based on information spread in social networks, we propose a modi-
fied agent-based model which is named as Agent-Based Opinion Dissemination
(ABOD) model to simulate the online public opinion dynamics caused by the
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spread of posts expressing certain views in various scenarios. Here, a post and
the opinion it expresses can be regraded as a unit and defined as an opinion post.
In other words, the concept of “opinion post” used in the ABOD model proposed
in this paper is a piece of writing that expresses a particular point of view and
is propagated between a pair of individuals with a social relationship in social
networks. Therefore, from the perspective of the spread of opinion post, the
Agent-Based Opinion Dissemination (ABOD) model seems like a extension of
the classical IC model. Nevertheless, different from IC model, the ABOD model
not only focuses on the behaviors of individuals but also takes the interven-
tions of different medias into account to simulate the dynamics of online public
opinion.

Abstract a social network as a directed social graph G = (V,E). Every node
v ∈ V represents a individual in the social network. At the same time, every
directed edge going from u to v, i.e.〈u, v〉 ∈ E shows the following relationship
between u and v. For each pair of users of social networks, v can receive the
information shared by u if u is followed by v. ABOD model regards every node
v ∈ V as an agent and the whole social graph as a system. There are two
main approaches by which users of social networks who participate in online
discussions can express their opinion on a topic. One is post or reposting a post
that agrees with their preferred viewpoint. And the other is reposting a post
that disagrees with their opinion and refuting it. No matter which approach a
followee takes, his followers will be able to understand his opinion. Once exposed
to an opinion piece, an individual may be persuaded to change his or her point
of view and have the opportunity to decide whether or not to repost it. Once an
individual reposts the opinion post, his or her identity is changed from follower
to followee and the opinion expressed by the article as well as his or her own
opinion are available to their followers. In the process, when considering different
social relationships, the identity of the same individual may be different. This is
why we define followee and follower at the same time.

Given an opinion post, its dissemination happening in a social network will
finally result in the change of online public opinion. There are many factors
that can influence the spread of opinion posts and the dynamics of online public
opinion. Given that online public opinion integrates everyone’s opinion, and
individual’s opinion may change after receiving an opinion post, we divide all the
factors that can result in the change of online public opinion into two categories:
factors related to the spread of opinion posts and factors related to changes
in opinions. In ABOD model, crucial real-world behaviors happening in the
dynamic of online public opinion are modeled from two perspectives: media’s
interventions and individual’s behaviors. The former one includes the influence
of network media, government media and social platforms while the latter one
considers the influence of some kinds of individual’s attributes. All the factors
considered in ABOD model and opinion post propagation are described in detail
in the subsequent sections.
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2.1 Model’s Parameters and Individuals’ Attributes

Model’s Parameters

opinion post’s label l(m): In online discussion, an opinion post usually expresses
the author’s opinion on a particular topic. And each topic may consist of many
different keywords. Given a sequence consisting of n keywords, for any opinion
post m, its label l(m) is an n-dimensional 0-1 vector used to show its keywords.
That is for i = 1, 2, . . . , if opinion post m’s keyword contains the i-th element of
the keyword sequence, then the i-th element of l(m) is 1, otherwise l(m)’s i-th
element is 0.

opinion post’s opinion o(m): For opinion post m, o(m) ∈ [−1, 1] shows the
leaning of the opinion expressed by opinion post m.

thresholds for outer behaviors θa, θn and θf : The ABOD model considers the
following three types of outer behaviors: the intervention of authoritative media,
the intervention of network media and the change of social platforms’ filtering
rules. And three thresholds, denoted as θa, θn and θf , are used to determine when
these outer behaviors happens. When the opinion post expresses positive point
of view and the proportion of individuals holding positive opinion at current time
step is smaller than θa, the authoritative media may try to boost the probability
with which individuals receive the opinion post. And authoritative media may
try to limit the spread of an opinion post expressing a negative opinion when
most of individuals holds negative opinion.

Individual’s Attributes

label l(v): For a given topic, an individual participating in the discussion may
be interested in certain keywords of the topic and not in other keywords. And
different individuals are interested in different keywords. Therefore, label l(v) is
used to show the keywords that individual v are interested in. The method to
obtain label l(v) of individual v is similar to that used to generate opinion post’s
label l(m). For each opinion post m and individual v, the similarity of l(m) and
l(v) can be calculated by their dot product and play an important role in the
propagation of opinion post.

opinion o(v): Similar to opinion post m’s opinion o(m), o(v) represents individual
v’s opinion and its value is confined into [−1, 1].

threshold for exiting the discussion θt(v): Human attention is a limited resource.
And the ABOD model takes into account the limited attention bound of indi-
viduals, which can be user-specific [12]. In other words, individual v will exit the
discussion when v receives the opinion post no less than θt(v) times.

probabilities of reacting to outer behaviors δa(v),δn(v),δf (v): Given that there
are three types of out behaviors considered in ABOD model, whether these
intervention and change can truly influence the probability with which an opinion
post propagates in a social network is related to each individual’s reactions to
them. And δa(v) ∈ [0, 1] represents the probability with which individual v reacts
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to the intervention of authoritative media. If δa(v) > 0, it means the intervention
of authoritative is effective for v and the extent of effectiveness is δa(v). And the
meaning of δn(v) ∈ [0, 1] and δf (v) ∈ [0, 1] are similar to that of δa(v).

engagement rate e(v,m): The frequency of interaction between individual v and
its followers is defined as engagement rate e(v,m) [3,13]. If individual v who
has a small number of followers, v can frequently interact with v’s followers and
these social interactions can be high quality. In addition, given an opinion post
m, if m’s keywords are highly consistent with the keywords that v are interested
in, v may be more willing to interact with its followers. Hence, we assume that
engagement rate e(v,m) is related to both the number of v’s followers and the
degree of consistency between l(m) and l(v).

activeness degree a(v,m): A follower’s activeness reflects the frequency and qual-
ity of his or her interactions with a followee’s other followers. Individuals whose
activeness degree are high tend to be more likely to be influenced. And the
theoretical basis is social identity theory introduced in [9]. Besides, the similar-
ity between opinion post’s label and individual’s label also affects the value of
activeness degree.

self-persistence degree s(v,m): This attribute reflects the extent to which v insists
on maintaining its own opinion. The “self-persistence” concept and some other
concepts which have the similar meaning are mentioned in some studies about
opinion dynamics [14,15]. In ABOM model, we assume that self-persistence
degree is related to individual v’s inner attribute and the difference between
the opinion of individual v and opinion post m.

2.2 Opinion Post Propagation

As is introduced in Sect. 1, users of social networks can post or repost an opin-
ion post. The main difference between post and repost is that post is defined
as a behavior that an individual shares a original opinion post while repost is
defined as a behavior that an individual shares an existing opinion post. Then,
individuals who post an opinion post can be defined as initial publishers. And
followers of initial publishers repost the opinion post to expose it to their own
followers. However, because post and repost have the same role in the spread
of opinion post, we do not distinguish them from the perspective of probability
which represents people’s willing to spread an opinion post. And we replace both
“post” and “repost” with “share” in the following.

Definition 1. For each node v ∈ V , the probability with which v shares the
opinion post m is defined as

ps(v,m) = min
{

l(v) · l(m) · cos2
(

π|o(v) − o(m)|
2

)
, 1

}
(1)

where o(v) and o(m) are the opinion of individual v and opinion post m, respec-
tively.
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What should be emphasized is that under this configuration only when opinions
of both individual v and opinion post m are extreme, i.e., |o(v) − o(m)| is closer
to 2, the probability with which v shares m reaches maximum. This definition is
abstracted from two real-world scenarios in which individuals are more likely to
share an opinion post with their friends. When individuals come across an opin-
ion post that expresses an opinion similar to their own opinions, they tend to
share the opinion post with their followers to show the correctness of their opin-
ion. Besides, when an individual are exposed to an opinion post whose point of
view opposes their own opinions, it is possible that they share the opinion post.
But in this case, they may express their opinions by criticizing or refuting the
view of the opinion post. In fact, to some extent, whether an individual v criti-
cizes or refutes opinion whose tendency differs from that of v’s opinion depends
on the distribution of the current views of the individuals around v. According
to [4], people might remain silent when there is a divergence between their own
views and the opinion voiced in their surrounding environment. Therefore, the
ABOD model assumes that when the tendency of opinion post m’s opinion is
inconsistent with that of the individual v’s point of view and more than half of
v’s followers hold views similar to v’s opinion, v expresses its own views while
sharing the opinion post. Otherwise, the individual only shares the opinion post
without any comment.

Once an individual shares an opinion post, whether he or she comments or
not, the opinion post can be exposed to the individual’s followers. In classic
IC model, the probability with which information successfully spreads from an
individual to another individual is denoted as the weight attached to the tie
between them and reflects the influence between them. However, the ABOD
model takes a further step: consider the influence of individual’s attributes and
the outer behaviors. Given an opinion post m, we first introduce how to calculate
individual’s engagement rate and activeness degree.

Table 1. the setting for engagement rate e(v)

Range of d(v) [0, 0.06) [0.06, 0.12) [0.12, 0.25) [0.25, 0.5) [0.5, 0.9) [0.9, 1]

e(v) 0.3 0.25 0.18 0.12 0.05 0.01

Denote d−(v) as the out-degree of node v, d−
max = maxv∈V d−(v) and

d(v) = d−(v)

d−
max

. Because engagement rate e(v,m) is related to both the number
of v’s followers and the degree of consistency between l(m) and l(v), we define
e(v,m) = e(v)

2 + l(v)·l(m)
2|l(v)| where the value of e(v) can be obtained from Table 1.

As for individual v’s activeness degree, denote d+(v) as the indegree of node v

and define a(v,m) = a(v)
2 + l(v)·l(m)

2|l(v)| where a(v) = 1
d+(v) . Besides, denote one kind

of v’s inner attribute which is related to s(v,m) as s(v), then v’s self-persistence
towards opinion post m can be calculated by s(v,m) = s(v) · |o(v)−o(m)|

2 .
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Denote P t as the set of individuals who hold positive opinion at time step
t. Then, according to the introduction of threshold for authoritative media’s
intervention θa, we define

Ia(v,m) =

⎧⎪⎪⎨
⎪⎪⎩

1, if |P t|
|V | ≤ θa and o(m) ≥ 0

−1, if |P t|
|V | > θa and o(m) < 0

0, otherwise

. (2)

Similarly, denote Rt as the set of individuals who successfully receive opinion
post m at time step t and denote Ct as the set of individuals whose opinion are
updated at time step t. Then, we have

In(v,m) =

{
1, if |Rt|

|V | < θn

0, otherwise
. (3)

and

If (v,m) =

{
1, if |Ct|

|V | < θf

0, otherwise
. (4)

Based on them, we define the probability Δ(v,m) with which v ∈ V can success-
fully receive the opinion post m resulting from intervention of different medias
and change of filtering rules as

Δ(v,m) = Ia(v,m) · δa(v) + In(v,m) · δn(v) + If (v,m) · δf (v), (5)

where δa(v), δn(v) and δf (v) present the probability of reacting to three types
of out behavior.

Then, we propose the following definition.

Definition 2. For each directed edge (u, v) ∈ E, the probability with which v ∈
V can successfully receive the opinion post m shared by u ∈ V is defined as

pr(u, v,m) = min {wu,v · (e(u,m) + a(v,m)) + Δ(v,m), 1} (6)

where wu,v is the weight of directed edge (u, v) and represents the influence of
u on v, e(u,m) is u’s engagement rate, a(v,m) is v’s activeness degree and
Δ(v,m) is used to measure the influence of three types outer behavior.

If at least two neighbors want to spread m to v at the same time, their tries
are independent. So the probability with which node v can not receive m can
be calculated by

∏
u∈N ′

v
(1 − pr(u, v)) where N ′

v consists of all the v’s neighbors
who share opinion post m.

2.3 Individual’s Opinion Update

As is mentioned in Sect. 2.2, when an individual shares a opinion post, he or
she can also comment on it or not. Therefore, an individual may be exposed to
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at least two different opinions at the same time. And according to the condi-
tion under which an individual comments on the opinion post, once an followee
receives both opinion post’s opinion and follower’s opinion, the tendency of these
two opinions must be inconsistent. In this part, we first propose the following
definition under the assumption that the probabilities of individuals being con-
vinced and updating their opinions are not affected by the number and diversity
of opinions they receive.

Definition 3. For each individual v, the probability with which v ∈ V are per-
suaded to update v’s opinion is defined as

pc(v,m) = min
{

a(v,m)
s(v,m)

, 1
}

. (7)

where a(v,m) and s(v,m) are v’s activeness degree and self-persistence degree,
respectively.

Denote It−1
o (v) as the set of opinions received by individual v at time step t− 1.

Let ot−1(v) and ot(v) be the opinion of individual v at time step t − 1 and t,
respectively. Use X(v, It−1

o (v)) to show the direction of change of v’s opinion
that happens at time step t. Then, we introduce the definition of X(v, It−1

o (v))
in two different cases. Case I: |It−1

o (v)| = 1. Define

X(v, It−1
o (v)) =

⎧⎪⎨
⎪⎩

0, o(m) = 0
1, o(m) �= 0 ∧ o(v) · o(m) ≥ 0
−1, o(v) · o(m) < 0

(8)

Cased II: |It−1
o (v)| ≥ 2. In this case, individual v is exposed to the opinion

o(m) expressed by the opinion post m and opinions of its followers. Denote
o(u) = arg maxo(i)∈Io(v) |o(i) − o(m)|. Define

X(v, It−1
o (v)) =

⎧
⎪⎨

⎪⎩

0, o(m) + o(u) = 0

1, (o(m) + o(u) > 0 ∧ o(u) ≥ 0) ∨ (o(m) + o(u) < 0 ∧ o(u) < 0)

−1, (o(m) + o(u) < 0 ∧ o(u) ≥ 0) ∨ (o(m) + o(u) > 0 ∧ o(u) < 0)

(9)

Then we propose the definition of opinion update function as follows.

Definition 4. For an individual v which is persuaded to update his or her opin-
ion, the opinion update function is defined as

ot(v) = ot−1 + X(v, It−1
o (v)) · δc, (10)

where X(v, It−1
o (v)) and δc show the direction and degree of opinion change,

respectively.

2.4 Model Framework

The algorithm which propagates the opinion post and updates individuals’ opin-
ions in the manner discussed above is shown in Algorithm 1.
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Algorithm 1. Opinion Post Propagation and Individual’s Opinion Update
1: Initialize model parameters and individual’s attributes.
2: Initialize q as a breadth first queue consisting of all the selected initial publishers.
3: Initialize T (v) = 1 if v ∈ V is a selected initial publisher, otherwise T (v) = 0.
4: while q is not empty do
5: u ← q.dequeue() � u is an node in the given social directed graph
6: for v ∈ N−(u) do � N−(u) is the set of out neighbor nodes of u
7: if T (v) < θt(v) then
8: Calculate ps(u, m) by Equation 1.
9: Calculate pr(u, v) by Equation 2.

10: v receives opinion post m with probability ps(u, m) · pr(u, v).
11: if v receives opinion post m then
12: T (v) = T (v) + 1.
13: Calculate pc(v) by Equation 3.
14: Update v’s opinion o(v) with probability pc(v) based on Equation 4.

3 Simulation

In this section, experiments are conducted to validate the working of the ABOM
model and study the effect of model parameters mentioned in Sect. 2. Three
datasets are used for experimentation. MI (Moreno-Innovation [5]) data set is a
directed network capturing innovation, shown as 1098 edges among 246 physi-
cians. And PHH(Petster-Hamster-Household [5]) data set includes 921 nodes and
4032 edges. For each individual v, l(v) is a 6-dimension vector and each compo-
nent is randomly chosen from {0, 1}, o(v) ∈ [−1, 1] is randomly generated and fol-
lows a distribution N(0, 0.3), θt(v) is randomly chosen from {1, 2, 3, 4, 5, 6}, and
θa(v), θn(v), θf (v), e(v), a(v) ∈ [0, 1] are randomly generated. The distributions
of out-degree, in-degree and label of the datasets are shown in Fig. 1. Set the pro-
portion of initial opinion post m’s publishers to all individuals to be nearly 10%.
The first series of experiments are conducted to investigate the influence of opin-
ion post’s opinion on public opinion. We assume that the opinion post’s opinion
o(m) is chosen from {−0.9,−0.1, 0.1, 0.9}. Set lfixed(m) = [1, 1, 1, 1, 1, 1] which
means that the opinion post m consists of all the given keywords and the similar-
ity between opinion post m’s label and each individual v’ label reaches maximum.
For each pair of bars, the left one shows the number of individual whose initial
opinion are in the given interval and is regarded as the baseline for comparison.
Based on Fig. 2, we can draw a conclusion that if different opinion posts have the
same tendency, the distribution of individuals’ opinion after the dissemination of
opinion post are similar. And the extreme degree of opinion post’s opinion can
influence the specific number of individuals whose opinion are within a certain
range. Then, we pay attention to the influence of l(m). According to the label dis-
tribution of MI and PHH data sets, we assume that lmin(m) = [0, 0, 0, 1, 0, 0] for
both MI and PHH data sets while lmin(m) = [0, 0, 1, 0, 0, 0] for MI data set and
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Fig. 1. Out-degree, in-degree and label distribution of the datasets

Fig. 2. the influence of o(m) on opinion distribution of the datasets

lmax(m) = [1, 0, 0, 0, 0, 0] for PHH data set. The experimental results are shown
in Fig. 3. We find that the opinion distribution shown in Fig. 3c is different from
those shown in Fig. 3a and Fig. 3b and the latter two are similar. In addition,
it seems that the opinion distribution shown in Fig. 3d, Fig. 3e and Fig. 3f are
nearly normal distribution while the average of the last one is smaller than those
of the first two. These observations lead us to further study the ABOD model’s
parameters sensitivity in the future work.
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Fig. 3. the influence of l(m) on opinion distribution of the datasets

4 Conclusion

An agent-based model used for simulating the change of public opinion caused
by the propagation of opinion post in social networks is proposed in this paper.
It incorporates some realistic and important factors whose influence are under-
estimated by most scholars in the filed of opinion dynamic. From the perspective
of outer force, the intervention of both authoritative media and network media
as well as the change of filtering rules are considered to be variable during the
dissemination of opinion posts. And some individual’s attributes that are related
to concepts and phenomenons studied in social science are introduced to make
the ABOD model more realistic. Two series of experiments conducted on two
data sets with different degree and label distribution are conducted and results
show the working of our proposed model. And the parameters sensitivity analysis
of ABOD model deserves a further study.
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Abstract. We consider the problem of constructing embeddings of large
attributed graphs and supporting multiple downstream learning tasks.
We develop a graph embedding method, which is based on extending
deep metric and unbiased contrastive learning techniques to 1) work
with attributed graphs, 2) enabling a mini-batch based approach, and
3) achieving scalability. Based on a multi-class tuplet loss function, we
present two algorithms – DMT for semi-supervised learning and DMAT-
i for the unsupervised case. Analyzing our methods, we provide a gen-
eralization bound for the downstream node classification task and for
the first time relate tuplet loss to contrastive learning. Through exten-
sive experiments, we show high scalability of representation construction,
and in applying the method for three downstream tasks (node cluster-
ing, node classification, and link prediction) better consistency over any
single existing method.

Keywords: Attributed Graph · Deep Metric Learning · Graph
Embedding · Graph Convolutional Network · Scalability

1 Introduction

Last several years have seen much interest in developing learning techniques on
attributed graphs, i.e., graphs with features associated with nodes. Such graphs
are seen in multiple domains such as recommendation systems [28], analysis of
citation or social networks [11,22], and others. Of particular interest are the deep
learning based graph embedding methods [6,21,29,31,32] that encode graph
structural information and node features into low-dimensional representations
for multiple downstream tasks. Current approaches use Graph Convolutional
Networks (GCN) [32] or graph filters [6,29,31], but either way, the methods do
not scale to large graphs. At a high level, these graph embeddings are designed
with the primary objective of pulling examples with distinct labels apart from
each other, while pushing the ones sharing the same label closer. It turns out
that the spirit of deep metric learning [16,19] is also almost the same, though to
date this idea has been primarily applied to learn visual representations [2,13,30].
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M. H. Hà et al. (Eds.): CSoNet 2023, LNCS 14479, pp. 385–397, 2024.
https://doi.org/10.1007/978-981-97-0669-3_35

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-97-0669-3_35&domain=pdf
https://doi.org/10.1007/978-981-97-0669-3_35


386 X. Li et al.

However, besides the challenges of tailoring these methods for attributed graphs,
scalability is also a concern. Specifically, deep metric learning requires: 1) explicit
sampling of tuplets such that one or more negative examples is against a single
positive example [16], and 2) expensive search to increase negative hardness of
samples, which is needed for enhanced learning power [7,15,19].

This paper addresses these problems in applying deep metric learning to
attributed graphs in a scalable fashion. First, we employed an extended version
of multi-class tuplet loss function [20] capable of working with multiple positive
samples, building on a similar loss function has been discussed in [10] for image
classification. Next, we use (approximate) Generalized PageRank (GPR) [3] as
a scalable graph filter, which also leads to a compact node representation and,
as we observe, increased negative sample hardness. Finally, we further achieve
scalability by mini-batch training; specifically with each batch serving as a nat-
ural tuplet comprising multiple positive and negative samples; and eliminate
the cost of sampling. With this basic framework, we build multiple algorithms,
specifically, Deep Metric Learning with Multi-class Tuplet Loss (DMT) for
semi-supervised learning and DMAT-i for unsupervised conditions.

To summarize the novelty of our contributions – we connect DMAT-i with an
extensively applied contrastive loss [4] and theoretically establish how it leads to
a bound on the generalization error of a downstream classification task. Equally
important, our theoretical analysis explains why contrastive learning is successful
for graph representation learning from a deep metric learning perspective. On the
experimental side, we compare our methods with the state-of-the-art baselines
in semi-supervised node classification, node clustering, and link prediction, and
show more consistent level of accuracy as compared to any existing method, and
state-of-the-art results in several cases. Finally, we also show greater scalability
with our methods.

2 Preliminaries

Deep Metric Learning. We denote x ∈ X as the input data, with corresponding
labels y ∈ Y. Let C: X → Y be the function of assigning these labels, i.e.,
y = C(x). In deep metric learning, we denote x+ as a positive sample of x (i.e.,
C(x+) = C(x)) and x− as the negative sample (i.e., C(x−) �= C(x)). Define p+x (x′)
to be the probability of observing x′ as a positive sample of x and p−

x (x′) the
probability its being a negative sample. We assume the class probabilities are
uniform such that probability of observing y as a label is τ+ and probability of
observing any different class is τ− = 1 − τ+. Then the data distribution can be
decomposed as p(x′) = τ+p+x (x′) + τ−p−

x (x′).
Deep metric learning uses a neural network f : X → Rd to learn a d-

dimensional nonlinear embedding f(x) for each example x based on objectives
such as tuplet loss [20] or triplet loss [19]. [20] proposed a (N + 1)-tuplet loss,
where for a tuplet (x, x+, {x−

i }N−1
i=1 ) we optimize to identify a single positive

example from multiple negative examples as:

LN+1
tuplet(f) = log

(
1 +

∑N−1

i=1
exp

{
f(x)�f(x−

i ) − f(x)�f(x+)
})

(1)
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This softmax function based objective is hardness known where the hard
negative samples receive larger gradients [8].

Contrastive Learning. In fact, LN+1
tuplet is mathematically equal to the ideal unbi-

ased contrastive loss L̃N+1
Unbiased(f) proposed in [5], where they introduced:

L̃N+1
Unbiased(f) = − log

exp{f(x)�f(x+)}
exp{f(x)�f(x+)} + (N − 1)Ex−∼p−

x
exp{f(x)�f(x−)}

(2)
In contrastive learning, the positive sample (and negative samples) are

obtained through perturbation and mainly used in the unsupervised setting
(where class label is not available). Thus, p−

x is usually not accessible and nega-
tive samples x−

i are generated from the (unlabeled) p(x) [5]. Thus, the typical
contrastive loss [4] now becomes:

L̃N+1
Contrast(f) = − log

exp{f(x)�f(x+)}
exp{f(x)�f(x+)} + (N − 1)Ex−∼pexp{f(x)�f(x−)} (3)

Since x−
i is drawn from p(x), it also has a probability of τ+ of being a

positive sample. Thus, the contrastive learning is closely related to, and can
even be considered a variant of, deep metric learning, where the positive/negative
samples are generated through different perturbation mechanisms. To facilitate
our discussion, we use the notations LN+1

tuplet and L̃N+1
Unbiased interchangeably in the

rest of the paper. More related works are reviewed in appendix.

3 Methodology

3.1 Problem Statement

We are given an attributed graph G = (V, E , X̃), where V = {v1, v2, · · · , vN}
and E represent node set and edge set, respectively, and X̃ denotes the node
attributes (i.e., each node is associated with a feature vector). Each vertex vi

belongs to a single class (or a cluster) and we apply all notations defined in
deep metric learning to graph representations. The input data for deep metric
learning X is calculated by a graph filter H: X = H(X̃, A), where A is the
adjacency matrix. Our objective is to learn an encoder f : X → Rd to obtain a
d-dimensional embedding f(X ).

To develop deep metric learning (or contrastive learning) on graphs, we need
to consider and address the following problems: (1) How to establish a unified
approach to cover both semi-supervised and unsupervised settings for graphs?
(2) How to scale the learning process for large-scale graphs by taking advantage
of mini-batch training?

To elaborate on the second point, the existing contrastive learning for graph
representation, particularly GCA [32], is built upon a GCN architecture and uses
a typical contrastive loss [4]. It perturbs the graph topology and node attributes
separately, which are fed to GCN to generate augmented views for contrasting.
The transformation by GCN limits both accuracy (due to over-smoothing [12])
and scalability.
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3.2 DMT Algorithm

We first propose the learning framework, Deep Metric Learning with Multi-
class Tuplet (DMT), for semi-supervised node classification task. By applying a
multiclass tuplet loss [10,20] which can recognize multiple positive samples from
the tuplet, DMT addresses the aforementioned batch and scalability problem
with the following distinguishing advantages: 1) high scalability and efficiency
is achieved by using each shuffled node batch as a natural tuplet – this choice
also alleviates the need for explicit (and expensive) sampling; 2) enhanced and
faster representations construction through graph filtering, which we show later
increases negative sample hardness.

Specifically, DMT employs a GPR-based graph smoothing filter H – as
described earlier, the goal is to smooth node attributes X̃ by graph structure via
X = H(X̃, A) such that each x ∈ X contains information from its neighborhood
as well. The details of this filtering, and how it can be done on large graphs, is
presented in the appendix. This approach can also help increase negative sample
hardness, a property that has been shown to accelerate training and enhance
the discriminative power [7,15,19] - details again are captured in the appendix.

DMT employs an extended version of the multi-class tuplet loss from the
deep metric learning [20]. Training is conducted in mini-batches and we con-
sider each train batch XB of size B as a B-tuplet (x, {x+

i }m
i=1, {x−

i }q
i=1) with m

positive samples x+ and q negative samples x− of x respectively (m and q are
batch dependent). Furthermore, we define h(x, x′; f) = exp{ f(x)T ·f(x′)

t }, where
we apply the cosine similarity as a metric distance such that each feature vec-
tor f(x) is normalized before performing the Cartesian product. Temperature t
is the radius of hypersphere where the representations lie [25] and can control
penalty degree on hard negative samples as inspired by [24].

Now, the multi-class tuplet loss function is:

Lm,q
DMT(x; f) = − log

h(x, x; f) +
∑m

i=1 h(x, x+
i ; f)

h(x, x; f) +
∑m

i=1 h(x, x+
i ; f) +

∑q
i=1 h(x, x−

i ; f)
(4)

Here, x is counted as one positive sample of itself to avoid zero-value inside
the log function. The loss function above shares a close mathematical form of
supervised contrastive loss as proposed in [10] and enables us to create efficient
mini-batch versions, while preserving the essential ideas behind metric or con-
trastive learning. One important aspect is because the function can work with
varying m and q across batches, we can simply use all the positive and negative
samples associated with any given batch.

3.3 DMAT-i Algorithm

In the unsupervised cases, {x+
i } and {x−

i } are no longer recognizable. To deal
with this problem, we adopt the idea of contrastive learning, which includes
multiple views of graph embeddings through augmentation, while assuming that
the labeling still exists initially (thus, drawing from the deep metric learning



Scalable Deep Metric Learning on Attributed Graphs 389

framework). Then, we will show we can drop out the labels of the loss, which
leads to the format of the contrastive learning loss.

Specifically, for one batch of samples XB of size B together with their aug-
mented counterparts, we have a 2B-tuplet (x, x̄, {x+

i }m
i=1, {x−

i }q
i=1) with m pos-

itive pairs and q negative pairs – here, x̄ denotes the augmented counterpart
(trivial positive sample) of x. Thus, we introduce an immediate DMAT tuplet
loss Lm,q

DMAT(x, x̄; f) following the similar form of Eq. 4:

Lm,q
DMAT(x, x̄; f) = − log

h(x, x̄; f) +
∑m

i=1 h(x, x+
i ; f)

h(x, x̄; f) +
∑m

i=1 h(x, x+
i ; f) +

∑q
i=1 h(x, x−

i ; f)
(5)

Fig. 1. Schematic of DMAT-i architecture. The graph filter generates smoothed node
attributes X by incorporating graph structural information. A pair of views (H1, H2)
of X are produced by augmentation and fed to the subsequent encoder f to generate
latent representations U = f(H1) and V = f(H2). Metric distance measurement is
performed on U

⋃
V . For each sample x ∈ U , its counterpart x̄ ∈ V is the only

recognizable positive sample.

Next, we extend DMAT to unsupervised cases where {x+
i } and {x−

i } are
no longer recognizable. Here, the resulting method, DMAT-i, involves further
simplification by extracting x̄ as the only positive sample of x while ignoring all
other positive ones. The loss function is (mathematically equal to Eq. 3):

Lm,q
DMAT-i(x, x̄; f) = − log

h(x, x̄; f)
h(x, x̄; f) +

∑m
i=1 h(x, x+

i ) +
∑q

i=1 h(x, x−
i )

(6)

Note {x+
i }m

i=1 and {x−
i }q

i=1 are explicitly denoted for ease of analysis, but
they remain unknown during the training. Eq. 6 is in fact calculated without
knowing any labels as:

Lm,q
DMAT-i(x, x̄; f) = log

{∑
x′∈XB

x′ �=x

h(x, x′; f)/h(x, x̄; f)
}

Complete Algorithm: The general idea is illustrated in Fig. 1. Augmented
views are generated on the fly from X by masking certain columns – the conse-
quence is that the node features and structural information (encoded inside X )
are “distorted” simultaneously. A subsequent DNN based module can abstract
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information and perform metric similarity measurements (as in Eq. 6) between
each pair of views. In real implementation, we use X as the anchor view and
each augmented view as the counterpart to calculate an average of training loss.
Thus, the encoder will be optimized to learn robust characteristics of represen-
tations across different views. The overall objective to be maximized is defined
as the average agreement LDMAT-i(x, x̄; f) over all interchangeable view pairs as
follows:

J =
1

2B
∑

x∈XB

[Lm,q
DMAT-i(x, x̄; f) + Lm,q

DMAT-i(x̄, x; f)] (7)

The entire training process is presented in Algorithm 1. As input, X is gener-
ated using random-walk based GnnBP (Graph neural network via Bidirectional
Propagation [3]) as graph filtering. In line 3, multiple (nview) augmented embed-
ding will be generated from one batch of filtered feature XB by masking certain
columns in XB . In line 5, the generated graph embedding views will be input
into the DNN based encoder f to produce the latent representations. The deep
metric learning in line 6 is performed in batches between encoded representa-
tions u of the anchor view XB and v of each augmented view HB . The obtained
embedding Z in line 8 will be used for the downstream learning tasks.

Algorithm 1. DMAT-i Training
Input data: GnnBP filtered attributes X , Graph G, number of views:
nview

1: for epoch = 1, 2, · · · do
2: for XB in X do
3: Generate nview augmented views of XB : {HB}
4: for i = 1, 2, · · · do
5: u ← f(XB); v ← f(Hi

B)
6: Compute multi-class tuplet loss J (Eq.7)
7: end for
8: SGD update on f to minimize J
9: end for

10: end for
11: Z ← f(X )

4 Theoretical Analysis

DM(A)T and Contrastive Learning. L̃N+1
Unbiased(f) (Eq. 2) contrasts one positive

sample against multiple negative samples and has been recognized as the ideal
loss to optimize [5]. Lm,q

DM(A)T(f) improves L̃N+1
Unbiased(f) by recognizing multiple

positive samples at the same time. It turns out that it can be shown as a lower
bound of LN+1

Unbiased(f), specifically:
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Lemma 1. For any embedding f , given the same size of tuplets sharing one
positive sample x+

0 , i.e. (x, x+
0 , {x−

i }N−1
i=1 ) for LN+1

Unbiased and (x, x+
0 , {x+

i }m
i=1,

{x−
i }q

i=1) for Lm,q
DM(A)T, we have: Lm,q

DM(A)T(f) ≤ L̃N+1
Unbiased(f)

Now, as we know, both L̃N+1
Unbiased(f) and Lm,q

DM(A)T(f) require p+x and p−
x ,

which can only be accessed from training data (i.e., during supervised learn-
ing). For unsupervised conditions, our Lm,q

DMAT-i considers x̄ as the only available
positive sample. Next, we will show how Lm,q

DMAT-i contributes to a downstream
learning task.

DMAT-i Generalization Bound on Node Classification. We relate Lm,q
DMAT-i to

a supervised loss and present how Lm,q
DMAT-i leads to a generalization bound for

a supervised node classification task. Consider a supervised node classification
task with K classes, we fix the embedding f(X ) from DMAT-i representation
learning and train a linear classifier ψ(X ) = f(X )W� with the standard multi-
class softmax cross entropy loss LSoftmax(ψ). We define the supervised loss for
the representation f(X ) as: LSup(f) = infW∈RK×d LSoftmax(fW�)

[5] has proved L̃N+1
Unbiased(f) as an upper bound of LSup(f). What we con-

tribute here is to bound the difference between L̃N+1
Unbiased(f) and Lm,q

DMAT-i.

Theorem 1. For any embedding f and same size of tuplets,

∣
∣
∣L̃N+1

Unbiased(f) − Lm,q
DMAT-i(f)

∣
∣
∣ ≤

√
2(e3 − e)(τ0)2π

m
+

√
2(e3 − e)(τ−)2π

q

τ0 = τ+

(∣
∣ 1
m

∑m
i=1 h(x, x+

i ) − Ex−∼p−
x
h(x, x−)

∣
∣

∣
∣ 1
m

∑m
i=1 h(x, x+

i ) − Ex+∼p+
x
h(x, x+)

∣
∣

)
(8)

where
∑m

i=1 h(x, x+
i ) represents the positive samples unrecognized by Lm,q

DMAT-i,
i.e., false negative samples. Hence τ0 covers the side effects from these false
negatives and an empirical evaluation in appendix has shown reasonable small
values of τ0 for most samples across our experimental datasets.

In practice, we use an empirical estimate L̂m,q
DMAT-i(f) over N data samples x ∈

X , each sample with a tuplet (x, x̄, {x+
i }m

i=1, {x−
i }q

i=1). The optimization process
learns an empirical risk minimizer f̂ ∈ arg minf∈F Lm,q

DMAT-i(f) from a function
class F. The generalization depends on the empirical Rademacher complexity
RS(F) of F with respect to our data sample S = {xj , x̄j , {x+

i,j}m
i=1, {x−

i,j}q
i=1}N

j=1.
Let f|S = (fk(xj), fk(x̄j), {fk(x+

i,j)}m
i=1, {fk(x−

i,j)}q
i=1)j∈[N ],k∈[d] ∈ R(m+q+2)dN

be the restriction of f onto S, using [N ] = {1, . . . , N} and [d] = {1, . . . , d}. Then
RS(F) is defined as: RS(F) := Eσ supf∈F〈σ, f|S〉 where σ ∼ {±1}(m+q+1)dN

are Rademacher random variables. We provide a data dependent bound from
Lm,q
DMAT-i(f) on the downstream supervised generalization error as follows.
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Theorem 2. With probability at least 1 − δ, for all f ∈ F and q ≥ K − 1,

LSup(f̂) ≤ Lm,q
DMAT-i(f) + O

⎛

⎝τ0

√
1
m

+ τ−
√

1
q

+
λRS(F)

N
+ Γ

√
log 1

δ

N

⎞

⎠

where λ = (m+q)e
m+q+e and Γ = log(m + q).

The bound states that if the function class F is sufficiently rich to con-
tain embeddings for which Lm,q

DMAT-i is small, then the representation encoder
f̂ , learned from a large enough dataset, will perform well on the downstream
classification task. The bound highlights the effects caused by the false negative
pairs with the first term and also highlights the role of the inherent positive and
negative sample sizes m and q per mini-batch in the objective function. The last
term in the bound grows slowly with m + q = 2B − 2, but the effect of this on
the generalization error is small if the dataset size N is much larger than the
batch size B, as is common.

5 Experimental Results

Baselines: For the node clustering task, we compared the proposed DMAT-i
model with multiple frameworks: 1) KMeans [9] (when applied to attributed
graphs uses node attributes only); 2) DeepWalk [18], which uses topological
information only, and seven recent frameworks that leverage both node attributes
and graph structure: 3) AGC (2019) [29] that uses high-order graph convolu-
tion; 4) DGI (2019) [23] maximizes mutual information between patch rep-
resentations and high-level summaries of graph; 5) SDCN (2020) [1] unifies
an autoencoder module with a GCN module; 6) AGE (2020) [6] applies a
customized Laplacian smoothing filter; 7) SSGC (2021) [31] is a variant of
GCN that exploits a modified Markov Diffusion Kernel. 8) GCA (2021) [32]
leverages a node-level contrastive loss between two augmented graph views to
learn a graph representation; 9) ProGCL (2022) [26], on top of GCA, further
proposed a more suitable measure for negatives hardness and similarity. To com-
pare performance on node classification and link prediction, we select the most
competitive graph embedding based frameworks correspondingly.

Scalability of Representation Construction. As in Fig. 2, all baselines hit specific
ceilings as limited by the GPU memory capacity while DMAT-i can continuously
scale with application of mini-batch training and use of random-walk to obtain
approximate pagerank scores. Particularly, DMAT-i could handle 107 nodes,
and no other frameworks could handle more than 106 nodes. The details of
experimental settings are in appendix.
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Fig. 2. Scalability of Different Frameworks: Training Time vs. No. of Nodes in Graph

5.1 Results on Downstream Tasks

DM(A)T is evaluated on performance of semi-supervised node classification
while DMAT-i is evaluated for multiple tasks: node clustering, node classifi-
cation, and link prediction. Our framework is compared with existing state-of-
the-art appraoches on 8 real-world datasets (with details in appendix).

Node Clustering. We set the number of clusters to the number of ground-truth
classes and perform K-Means algorithm [9] on resulting embedding Z from
DMAT-i following previous efforts [1,6,17,31]. Table 1 summarizes clustering
results. DMAT-i maintains either the state-of-the-art clustering results or is fairly
close to the best. In particular, DMAT-i further reduced state-of-the-art accu-
racy gap between unsupervised learning and transductive supervised learning as
presented later in Table 2 across datasets such as DBLP and Coauthor PHY.
Not surprisingly, deep clustering methods that use both node attributes and
graph structure appear to be more robust and stronger than those using either
of them (KMeans and DeepWalk), although the latter shows good performance
for certain datasets. Compared with GCN based methods like SDCN, DMAT-i
shows significant performance gain due to solving over-smoothing issues through
graph filtering. For clustering methods like AGC, SSGC or AGE with carefully
designed Laplacian-smoothing filters, DMAT-i can still outperform them in most
cases. The most competitive clustering performance comes from AGE on several
datasets – however, it does not even converge for DBLP. DMAT-i achieves robust
convergence across all real-word datasets – a detailed summary of convergence
time across different datasets is presented in the appendix.
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Table 1. Clustering performance on eight datasets (mean±std) where each experi-
ment is performed for 10 runs. We employ six popular metrics: accuracy, Normalized
Mutual Information (NMI), Average Rand Index (ARI), and macro F1-score are four
metrics for ground-truth label analysis, whereas modularity [14] and conductance [27]
are graph-level metrics. All metrics except conductance will indicate a better clustering
output with a larger value. DMAT-i results highlighted in bold if they have the top 2
clustering performance. The asterisk indicates a convergence issue. Certain data points
are missing when execution ran out of GPU memory. DGI can only handle five smaller
datasets due to high GPU memory cost, and GCA also could not handle largest of
these 8 datasets.

Dataset Metric KMeans DeepWalk SDCN AGC SSGC AGE DGI GCA ProGCL DMAT-i

ACM Accuracy ↑ 66.62 ± 0.55 50.59 ± 4.27 89.63 ± 0.31 78.21 ± 0.00 84.43 ± 0.29 90.18 ± 0.13 90.17 ± 0.28 89.91 ± 0.46 89.18 ± 1.70 91.60 ± 0.70

NMI ↑ 32.41 ± 0.34 16.12 ± 4.96 66.74 ± 0.75 46.31 ± 0.01 56.15 ± 0.51 66.92 ± 0.30 67.84 ± 0.72 66.58 ± 0.91 64.64 ± 3.04 70.95 ± 1.44

ARI ↑ 30.22 ± 0.41 18.56 ± 5.80 72.00 ± 0.75 48.02 ± 0.00 60.17 ± 0.60 73.12 ± 0.31 73.28 ± 0.66 72.49 ± 1.08 70.72 ± 3.88 76.72 ± 1.75

macro F1 ↑ 66.83 ± 0.57 46.56 ± 4.43 89.60 ± 0.32 78.26 ± 0.00 84.44 ± 0.29 90.18 ± 0.13 90.12 ± 0.27 89.89 ± 0.46 89.16 ± 1.71 91.59 ± 0.70

Modularity ↑ 31.20 ± 0.50 38.57 ± 9.51 60.86 ± 0.16 59.44 ± 0.02 60.19 ± 0.05 60.93 ± 0.08 59.79 ± 0.19 60.05 ± 0.12 60.14 ± 0.43 57.92 ± 0.20

Conductance ↓ 30.96 ± 0.23 1.79 ± 0.59 3.07 ± 0.17 2.51 ± 0.01 2.54 ± 0.11 3.64 ± 0.19 3.87 ± 0.14 3.85 ± 0.18 4.06 ± 0.15 6.68 ± 0.27

DBLP Accuracy ↑ 38.65 ± 0.58 38.99 ± 0.02 69.08 ± 1.95 69.06 ± 0.06 68.66 ± 1.95 ∗62.49 ± 0.76 59.72 ± 4.68 77.69 ± 0.39 73.79 ± 1.70 80.30 ± 0.60

NMI ↑ 11.56 ± 0.53 5.91 ± 0.02 34.64 ± 1.94 37.00 ± 0.07 33.89 ± 2.08 ∗37.32 ± 0.50 26.90 ± 4.43 46.24 ± 0.57 41.54 ± 1.27 51.00 ± 0.81

ARI ↑ 6.95 ± 0.39 5.83 ± 0.02 36.31 ± 2.86 33.69 ± 0.13 37.30 ± 3.13 ∗34.60 ± 0.71 25.12 ± 4.76 50.46 ± 0.81 43.30 ± 2.99 55.42 ± 1.08

macro F1 ↑ 31.81 ± 0.53 36.87 ± 0.02 67.81 ± 3.46 68.59 ± 0.05 65.91 ± 2.19 ∗59.16 ± 0.83 59.31 ± 4.69 77.29 ± 0.37 72.96 ± 2.03 79.94 ± 0.59

Modularity ↑ 33.83 ± 0.47 64.05 ± 0.03 63.38 ± 1.87 68.77 ± 0.01 62.02 ± 1.64 ∗48.62 ± 0.87 50.16 ± 3.77 63.01 ± 0.28 64.62 ± 1.02 55.67 ± 0.71

Conductance ↓ 36.20 ± 0.51 4.03 ± 0.02 7.56 ± 0.54 5.29 ± 0.01 3.24 ± 0.52 ∗11.15 ± 0.15 13.84 ± 1.12 9.51 ± 0.16 9.53 ± 0.29 16.52 ± 0.53

Cora Accuracy ↑ 35.37 ± 3.72 63.87 ± 2.14 64.27 ± 4.87 65.23 ± 0.93 68.50 ± 1.98 74.34 ± 0.42 68.47 ± 1.43 69.24 ± 2.92 68.17 ± 4.67 70.57 ± 1.28

NMI ↑ 16.64 ± 4.21 44.11 ± 1.33 47.39 ± 3.49 50.05 ± 0.49 52.80 ± 1.03 58.11 ± 0.58 52.60 ± 0.88 54.48 ± 1.94 54.37 ± 2.71 53.59 ± 1.22

ARI ↑ 9.31 ± 2.14 39.64 ± 1.68 39.72 ± 5.53 40.23 ± 0.95 45.70 ± 1.28 50.87 ± 0.96 45.63 ± 1.44 46.63 ± 3.25 45.37 ± 5.04 47.34 ± 2.41

macro F1 ↑ 31.49 ± 4.58 57.98 ± 2.43 57.88 ± 6.99 58.93 ± 1.68 64.38 ± 2.71 70.37 ± 0.29 65.79 ± 1.53 68.10 ± 2.68 67.12 ± 4.85 69.33 ± 1.00

Modularity ↑ 20.77 ± 3.37 72.98 ± 0.79 62.59 ± 5.18 69.98 ± 0.46 73.71 ± 0.45 71.89 ± 0.14 69.86 ± 0.29 74.18 ± 0.51 74.36 ± 0.38 74.19 ± 0.39

Conductance ↓ 59.77 ± 5.31 7.88 ± 0.35 18.32 ± 2.26 11.08 ± 1.61 9.41 ± 0.55 8.23 ± 0.11 13.64 ± 0.69 10.27 ± 0.31 9.47 ± 0.54 10.04 ± 0.52

Citeseer Accuracy ↑ 46.70 ± 4.33 43.56 ± 1.03 63.42 ± 3.31 67.18 ± 0.52 67.86 ± 0.26 66.06 ± 0.78 68.68 ± 0.76 66.23 ± 1.00 66.43 ± 1.16 67.46 ± 0.41

NMI ↑ 18.42 ± 3.26 16.02 ± 0.56 37.28 ± 2.19 41.37 ± 0.70 41.86 ± 0.22 40.56 ± 0.88 43.22 ± 0.91 40.81 ± 1.15 41.41 ± 1.03 41.75 ± 0.62

ARI ↑ 18.42 ± 3.26 16.37 ± 0.66 37.40 ± 2.79 42.10 ± 0.87 42.95 ± 0.30 39.84 ± 0.75 44.53 ± 1.02 41.24 ± 1.45 41.73 ± 1.52 42.48 ± 0.60

macro F1 ↑ 44.47 ± 4.44 40.37 ± 0.97 56.16 ± 4.53 62.68 ± 0.48 63.61 ± 0.23 60.80 ± 0.75 64.41 ± 0.70 62.16 ± 0.95 62.53 ± 1.11 62.83 ± 0.38

Modularity ↑ 43.57 ± 2.67 76.44 ± 0.20 70.83 ± 2.77 77.57 ± 0.21 78.03 ± 0.12 71.88 ± 0.45 72.42 ± 0.38 73.14 ± 0.36 74.54 ± 0.44 75.78 ± 0.23

Conductance ↓ 37.21 ± 2.19 2.98 ± 0.12 7.98 ± 1.99 1.72 ± 0.04 1.75 ± 0.03 4.84 ± 0.13 7.19 ± 0.55 6.96 ± 0.58 5.57 ± 0.23 3.02 ± 0.22

Pubmed Accuracy ↑ 59.50 ± 0.02 69.98 ± 0.04 59.95 ± 1.00 61.54 ± 0.00 70.71 ± 0.00 69.66 ± 0.09 - 64.10 ± 2.11 - 70.90 ± 0.20

NMI ↑ 31.21 ± 0.10 29.09 ± 0.11 17.78 ± 0.91 29.11 ± 0.00 32.12 ± 0.00 29.06 ± 0.16 - 28.50 ± 2.41 - 32.49 ± 0.28

ARI ↑ 28.08 ± 0.08 31.81 ± 0.13 16.39 ± 1.16 26.16 ± 0.00 33.26 ± 0.00 31.26 ± 0.12 - 26.15 ± 2.46 - 33.52 ± 0.36

macro F1 ↑ 58.15 ± 0.02 68.51 ± 0.06 60.29 ± 1.02 60.28 ± 0.00 69.91 ± 0.00 68.68 ± 0.08 - 63.69 ± 2.34 - 70.10 ± 0.20

Modularity ↑ 34.92 ± 0.06 57.25 ± 0.26 55.53 ± 0.86 50.40 ± 0.00 57.73 ± 1.35 57.48 ± 0.10 - 53.90 ± 1.76 - 57.56 ± 0.44

Conductance ↓ 17.27 ± 0.04 4.67 ± 0.03 7.50 ± 0.58 8.65 ± 0.00 3.93 ± 0.00 4.75 ± 0.16 - 9.51 ± 0.80 - 4.10 ± 0.20

Amazon Photo Accuracy ↑ 27.86 ± 0.81 77.27 ± 2.48 60.42 ± 3.36 55.93 ± 0.09 56.16 ± 1.05 66.96 ± 3.00 61.05 ± 2.48 77.21 ± 0.72 78.27 ± 0.97 76.53 ± 1.32

NMI ↑ 13.78 ± 1.19 68.97 ± 1.96 50.08 ± 3.28 53.35 ± 0.05 51.74 ± 1.66 56.73 ± 2.62 52.93 ± 2.11 66.48 ± 1.23 70.11 ± 1.32 66.94 ± 1.37

ARI ↑ 5.62 ± 0.42 58.64 ± 2.81 40.08 ± 3.95 25.31 ± 0.10 33.86 ± 1.36 46.48 ± 3.37 39.59 ± 2.74 56.09 ± 0.92 61.30 ± 1.71 58.84 ± 1.07

macro F1 ↑ 23.78 ± 0.48 71.59 ± 2.47 53.13 ± 5.99 51.56 ± 0.06 52.00 ± 0.67 62.13 ± 3.33 59.60 ± 2.94 76.23 ± 0.71 72.35 ± 1.49 70.05 ± 0.77

Modularity ↑ 8.38 ± 0.51 73.18 ± 0.12 59.25 ± 4.04 57.69 ± 0.04 62.07 ± 1.88 64.07 ± 1.45 61.12 ± 1.39 67.76 ± 0.83 70.81 ± 0.47 70.72 ± 0.19

Conductance ↓ 76.38 ± 0.58 8.47 ± 0.23 20.17 ± 3.88 4.42 ± 0.00 8.37 ± 2.15 15.81 ± 1.49 22.14 ± 1.65 15.27 ± 1.11 10.46 ± 0.72 10.98 ± 0.67

Coauthor CS Accuracy ↑ 27.96 ± 1.09 67.10 ± 2.98 56.86 ± 3.40 62.24 ± 1.81 66.19 ± 1.19 76.35 ± 3.14 - 72.02 ± 2.54 - 76.92 ± 1.26

NMI ↑ 15.42 ± 2.25 66.67 ± 0.86 54.79 ± 2.44 65.22 ± 0.44 70.06 ± 0.67 76.75 ± 1.66 - 73.95 ± 1.02 - 72.55 ± 0.41

ARI ↑ 1.02 ± 0.74 53.66 ± 2.91 40.41 ± 4.52 46.96 ± 3.54 58.50 ± 0.17 71.27 ± 5.46 - 63.92 ± 3.21 - 66.91 ± 1.38

macro F1 ↑ 11.68 ± 1.56 63.36 ± 2.84 29.36 ± 3.22 51.42 ± 1.27 60.17 ± 1.94 71.10 ± 1.96 - 63.63 ± 3.28 - 70.48 ± 3.13

Modularity ↑ 9.61 ± 1.88 72.88 ± 0.41 53.05 ± 2.02 69.58 ± 0.14 71.82 ± 0.14 70.45 ± 1.71 - 69.91 ± 0.58 - 69.79 ± 0.40

Conductance ↓ 37.12 ± 4.10 17.09 ± 0.66 *23.09 ± 1.89 19.80 ± 0.24 19.76 ± 0.22 14.41 ± 0.32 - 21.96 ± 0.60 - 21.13 ± 0.66

Coauthor PHY Accuracy ↑ 56.19 ± 0.75 87.97 ± 0.01 64.65 ± 6.92 77.41 ± 0.00 55.70 ± 2.26 92.04 ± 0.06 - - - 89.30 ± 0.70

NMI ↑ 11.72 ± 1.92 69.13 ± 0.02 50.60 ± 3.71 62.11 ± 0.02 57.71 ± 1.31 75.84 ± 0.13 - - - 72.54 ± 0.80

ARI ↑ 8.25 ± 1.26 79.15 ± 0.03 48.76 ± 9.58 72.43 ± 0.02 44.91 ± 1.58 84.44 ± 0.16 - - - 77.68 ± 1.61

macro F1 ↑ 24.74 ± 2.11 83.32 ± 0.02 48.51 ± 4.68 62.09 ± 0.00 55.26 ± 2.30 88.90 ± 0.08 - - - 86.65 ± 0.91

Modularity ↑ 5.74 ± 0.83 47.96 ± 0.00 44.97 ± 3.16 45.31 ± 0.00 60.70 ± 0.39 47.69 ± 0.07 - - - 50.56 ± 0.27

Conductance ↓ 10.56 ± 1.47 5.99 ± 0.00 19.86 ± 7.16 5.80 ± 0.00 13.47 ± 0.07 5.73 ± 0.03 - - - 7.31 ± 0.31

Node Classification. For the transductive semi-supervised node classification
task, we applied train-validation-test data split with fraction as train (10%),
validation (10%), and test (80%). Following the experimental settings of SSGC
[31] and GCA [32], we evaluate the classification performance of DM(A)T and
DMAT-i by using a linear classifier to perform semi-supervised classification and
report the accuracy. As shown in Table 2, the embedding generation methods are
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Table 2. Accuracy for semi-supervised node classification task with different data
usage for embedding generation: 1) using 10% of data with labels; 2) using all data
without labels.

Data Usage Method Cora Citeseer Pubmed ACM DBLP Amazon Photo Coauthor CS Coauthor PHY

train data (labeled) DMT 84.30 ± 0.25 70.42 ± 0.33 86.46 ± 0.16 91.42 ± 0.36 77.59 ± 0.30 92.60 ± 0.42 93.30 ± 0.12 95.44 ± 0.03

DMAT 83.92 ± 0.45 71.39 ± 0.38 86.19 ± 0.10 92.04 ± 0.16 79.80 ± 0.60 93.42 ± 0.11 93.44 ± 0.15 95.20 ± 0.04

DMAT-i 81.99 ± 0.54 70.91 ± 0.27 83.52 ± 0.21 91.32 ± 0.38 78.39 ± 0.67 93.19 ± 0.19 92.90 ± 0.12 94.86 ± 0.07

all data (unlabeled) DMAT-i 83.65 ± 0.71 72.40 ± 0.43 83.91 ± 0.25 92.55 ± 0.40 80.92 ± 0.50 92.97 ± 0.16 91.28 ± 0.17 94.66 ± 0.08

SSGC 83.48 ± 0.06 68.15 ± 0.02 84.59 ± 0.01 89.71 ± 0.25 77.14 ± 0.12 89.80 ± 0.14 91.37 ± 0.03 94.88 ± 0.02

GCA 83.89 ± 0.56 73.36 ± 0.34 83.38 ± 0.17 90.01 ± 0.27 79.73 ± 0.50 90.30 ± 0.47 90.91 ± 0.11 -

ProGCL 85.04 ± 0.42 71.42 ± 0.39 - 88.98 ± 0.48 79.55 ± 0.41 92.13 ± 0.82 - -

AGE 83.78 ± 0.22 72.13 ± 0.92 80.18 ± 0.24 92.10 ± 0.18 80.02 ± 0.40 73.16 ± 2.53 91.40 ± 0.13 94.21 ± 0.08

Table 3. Link prediction performance.

Dataset Metrics DMAT-i SSGC AGE GCA ProGCL

Cora AP 92.41 ± 0.28 93.24 ± 0.00 92.26 ± 0.30 92.95 ± 0.41 92.87 ± 0.28

AUC 92.62 ± 0.29 92.14 ± 0.00 92.07 ± 0.21 92.95 ± 0.34 93.60 ± 0.13

Citeseer AP 95.52 ± 0.26 96.14 ± 0.00 92.22 ± 0.48 93.38 ± 0.39 95.65 ± 0.28

AUC 95.19 ± 0.26 95.29 ± 0.00 92.66 ± 0.44 92.57 ± 0.49 95.59 ± 0.24

Pubmed AP 95.42 ± 0.08 97.53 ± 0.00 84.67 ± 0.09 92.65 ± 0.44 -

AUC 95.18 ± 0.10 97.84 ± 0.00 86.70 ± 0.12 93.81 ± 0.37 -

ACM AP 97.55 ± 0.17 82.33 ± 0.00 98.14 ± 0.10 92.61 ± 1.05 97.02 ± 0.23

AUC 97.41 ± 0.17 81.15 ± 0.00 97.51 ± 0.18 94.19 ± 0.75 97.31 ± 0.18

DBLP AP 95.50 ± 0.37 95.88 ± 0.00 92.68 ± 0.31 93.41 ± 0.61 95.99 ± 0.24

AUC 95.50 ± 0.50 95.22 ± 0.00 90.96 ± 0.43 92.47 ± 0.59 95.38 ± 0.23

Amazon Photo AP 92.73 ± 0.23 83.93 ± 0.00 91.65 ± 0.23 76.26 ± 1.39 93.43 ± 0.65

AUC 93.89 ± 0.20 89.21 ± 0.00 93.12 ± 0.19 81.28 ± 1.34 95.66 ± 0.42

Coauthor CS AP 94.76 ± 0.14 88.96 ± 0.00 93.96 ± 0.18 82.70 ± 0.98 -

AUC 95.03 ± 0.12 93.56 ± 0.00 93.61 ± 0.15 83.54 ± 0.74 -

Coauthor PHY AP 91.25 ± 0.20 93.92 ± 0.00 94.35 ± 0.08 - -

AUC 92.75 ± 0.15 96.57 ± 0.00 95.20 ± 0.06 - -

categorized based on the availability of labels, where DM(A)T learns from train
data (10% of all data) with labels and DMAT-i can proceed in an unsupervised
way on all data samples. For comparison, we apply DMAT-i in both settings.

With labelled training data, DM(A)T turns out to achieve high quality of
representations and shows superior results. DMAT-i, however, fails to recognize
part of positive samples as compared with DMAT in this condition and lose some
accuracy. When labels are completely unavailable, we can see that competitive
results have been observed from DMAT-i compared to other advanced base-
lines under unsupervised setting. More importantly, DMAT-i generally achieves
better performance when generating embedding in unsupervised condition than
“partially-supervised” condition (with partial labels available). That is because
much more samples i.e. all data, are included during tuplet loss optimization.

Link Prediction. To evaluate DMAT-i on this task, we remove 5% edges for
validation and 10% edges for test while keeping all node attributes [6,17,21].
The reconstructed adjacency matrix Â can be calculated as per the previous
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publication [21]: Â = σ(ZZT ), where σ denotes the sigmoid function. For com-
parison purposes, we report area under the ROC curve (AUC) and average
precision (AP) following settings from previous works [6,17,21]. As shown in
Table 3, DMAT-i is robust, i.e., produces high-quality link prediction (above 90%
for both metrics for all datasets), whereas no other methods has a comparable
consistency.

6 Conclusions

This paper has presented a scalable graph (node-level) learning framework.
Employing a mutli-class tuplet loss function, we have introduced both semi-
supervised learning and unsupervised algorithms. We have also established con-
nections between tuplet loss and contrastive loss functions and also theoretically
shown how our method leads to generalization error bound on the downstream
classification task. The learned representation is used for three downstream tasks:
node clustering, classification, and link prediction. Our extensive evaluation has
shown better scalability over any existing method, and consistently high accu-
racy (state-of-the-art or very competitive in each case).
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Abstract. Online Social Networks (OSNs) have become ubiquitous
platforms for individuals to express their thoughts and emotions, making
them valuable sources for studying mental health. This paper presents
a novel Deep Learning-based approach for stress measurement in OSNs.
We leverage a comprehensive dataset collected from Kaggle, specifically
curated for stress analysis in social media. The proposed model demon-
strates remarkable accuracy in identifying stress levels, paving the way
for proactive mental health interventions and more targeted support sys-
tems in the digital age. This research contributes to the growing body
of knowledge addressing mental health challenges in the online world,
emphasizing the potential of AI and deep learning techniques in this
critical domain.

Keywords: Stress Detection · Online Social Networks · Deep
Learning · Reddit · Mental Health

1 Introduction

In the contemporary era, Online Social Networks (OSNs) have evolved into pow-
erful platforms where individuals freely express their thoughts, emotions, and
concerns. These platforms have become a digital mirror reflecting our society’s
multifaceted nature, offering valuable insights into the mental well-being of their
users. Among the plethora of content shared on OSNs, the manifestation of stress
is a subject of growing concern [17].
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However, Social media networks can have a significant impact on the stress
levels of users. During events like the COVID-19 pandemic, social media plat-
forms, such as Facebook, can create fear and panic among users. This fear and
panic can be attributed to the dissemination of misinformation on social media,
which contributes to increased stress levels [20,24]. Additionally, social media
platforms can be used as a tool for detecting and predicting mental health issues,
such as depression. Deep learning techniques have been employed to predict
depression in social media users, highlighting the importance of social media
information in identifying individuals at risk. Topic models have also been used
to classify users with mental disorders, showing significant differences in expres-
sions and emotions between ordinary users and those with mental disorders on
social media platforms [1,2,4,8,25]. Furthermore, social media can be utilized
for early detection and treatment of depression. A study developed a system to
detect depression based on tweets and achieved high accuracy and f1 scores, indi-
cating the potential of social media in identifying individuals in need of support
[6,18].

Social media networks also play a role in influencing users’ behaviors and
social status. Influential nodes on social media platforms, identified based on
social and behavioral characteristics, have been found to have a significant
impact on other users [3,10,14,16]. These influential users can shape the opin-
ions and actions of a large number of nodes on social networks. This influence
can contribute to the stress experienced by users, as they may feel pressured to
conform to certain behaviors or social expectations.

Hence, we can say that social media networks have a complex relationship
with the stress levels of users. On one hand, the dissemination of misinformation
and fear-inducing content on social media platforms can contribute to increased
stress levels. On the other hand, social media can be used as a tool for detecting
and predicting mental health issues, providing opportunities for early interven-
tion and support. The influence of influential nodes on social media platforms
can also contribute to the stress experienced by users. Further research is needed
to fully understand the mechanisms through which social media networks affect
the stress levels of users and to develop strategies for mitigating the negative
impact of social media on mental well-being.

Our research harnesses a diverse dataset harvested from Reddit communities
spanning a wide array of domains. With careful consideration, we have refined
this dataset to 110 pertinent features, thus enabling precise stress analysis. Fur-
thermore, we adopt rigorous preprocessing procedures, including data normal-
ization, to facilitate the seamless integration of our data into a deep learning
framework.

2 Related Work

Social media use has both positive and negative effects on psychological well-
being [5,21,22]. Ostic et al. [13] found that social media use had an overall
positive indirect impact on psychological well-being, mainly due to the positive
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effect of bonding and bridging social capital. Perry et al. [15], on the other hand,
suggests that high usage of social media may act as a forum for negative behav-
iors and psychological detriments, such as feelings of exclusion or victimization.
Keles et al. [9] conducted a systematic review and found that social media use
correlated with depression, anxiety, and psychological distress in adolescents
across all domains of social media use (time spent, activity, investment, and
addiction). However, the review also noted methodological limitations of cross-
sectional design, sampling, and measures. Overall, the papers suggest that social
media use has complex effects on psychological well-being, and more research is
needed to fully understand these effects.

Recently, researchers have suggested that deep learning and machine learning
algorithms can effectively detect stress in social media posts. Illahi et al. [7] found
that ensemble machine-learning approaches, such as boosting, bagging, and vot-
ing, outperformed classical machine-learning techniques like decision trees and
support vector machines. Selvadass et al. [19] used supervised machine learn-
ing algorithms, such as BERT and TF-IDF, to identify stress in social media
posts and achieved an accuracy of 75.80% with the Random Forest classifier.
Nijhawan et al. [12] used natural language processing and machine learning algo-
rithms, including a deep learning model called BERT, to detect stress based on
social interactions and found that the models had a good detection rate. Lin et
al. [11] used a deep neural network model to detect psychological stress from
social media data and found that the model was effective and efficient. Overall,
the papers suggest that ensemble machine learning approaches and deep neural
network models are effective for detecting stress in social media posts.

3 Proposed Model

The proposed deep learning model is presented in Fig. 1 and is designed for stress
measurement in online social networks. It consists of several layers, each with
a specific function in processing and analyzing data to predict stress levels in
users’ online interactions.

• Linear Layer 1: The first layer takes input data and applies a linear trans-
formation to it. It converts the input into a 32-dimensional vector. This trans-
formation involves a set of weights and biases, which are learned during the
training process to capture meaningful patterns in the data.

• ReLU Activation 1: After the first linear transformation, a Rectified Linear
Unit (ReLU) activation function is applied element-wise to introduce non-
linearity into the model. ReLU helps the model learn complex relationships
and activations that linear transformations alone cannot capture.

• Linear Layer 2: The output of the first ReLU layer is then linearly trans-
formed again into a 16-dimensional vector using a second set of weights and
biases.

• ReLU Activation 2: Similar to the first activation, another ReLU activation
is applied to the output of the second linear layer.
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• Linear Layer 3 (Output Layer): Finally, the model reduces the 16-
dimensional representation to a 2-dimensional vector, which represents the
predicted stress levels. This output layer is essential for making stress predic-
tions, and the model’s parameters are fine-tuned during training to minimize
prediction errors.

The model is trained on a labeled dataset, such as the Kaggle and Reddit
dataset for stress analysis in social media, where the input data includes fea-
tures extracted from social media posts, comments, or user profiles. The model
learns to capture patterns and relationships between these features and stress
levels during training.

Fig. 1. Model Architecture

4 Results and Discussion

4.1 Data Preprocessing

First, we prepare the dataset for the deep learning model; this involves cleaning
and reducing the feature set, ensuring all data is on a consistent scale through
normalization, and then converting the data into tensors suitable for deep learn-
ing. Finally, we set up data loaders to efficiently feed batches of data to our
deep learning model during the training process, with each batch containing 32
data points. This preprocessing is essential for training a deep learning model
effectively on your stress identification task.

• Dataset Collection from Kaggle: We initially collected dataset from Kag-
gle [23]. This dataset contains lengthy social media data from five different
categories of Reddit communities and is intended for identifying stress. It
consists of 116 features (attributes) and 2837 rows (data points).

• Feature Selection: We recognized that not all of the 116 features are rel-
evant to our task. To streamline the dataset and potentially improve model
performance, we performed feature selection. After this step, we were left
with a reduced dataset containing 110 relevant features.

• Data Normalization: Data normalization is a crucial preprocessing step in
machine learning and deep learning. It involves scaling the data to ensure
that all features have the same range. This helps prevent some features from
dominating the learning process. By normalizing your dataset, we’ve ensured
that each feature’s values are on a similar scale.
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• Tensor Conversion: Deep learning models typically work with numerical
data in the form of tensors. We converted our normalized dataset into tensors.
Tensors are multi-dimensional arrays that can hold your data in a format
suitable for feeding into a neural network.

• Data Loader Creation: In deep learning, training is typically done in
batches to efficiently process large datasets. We created data loaders with
a batch size of 32. Data loaders are responsible for managing how data is
loaded and distributed to the model during training. Each batch consists of
32 data points, and the data loader takes care of iterating through the dataset,
providing batches of data to the model for training.

4.2 Accuracy and Loss Curves

Using Cross-Entropy Loss and Stochastic Gradient Descent (SGD) optimisation
over 100 iterations, the model was trained. The learning rate was 0.001. The loss
and accuracy curves are represents in Fig. 2.

Fig. 2. Accuracy and Loss Curves

From Fig. 2, we can observe the model’s progression in terms of training
and testing accuracy and loss. In the initial epochs, both training and testing
accuracy showed modest improvement, indicating that the model was learning
patterns in the data. However, as training continued, the model’s accuracy on
the testing data began to plateau, suggesting that further training might not
significantly improve its generalization. The loss curves displayed a similar pat-
tern, initially decreasing but eventually reaching a minimum point. These curves
provide essential insights into the model’s learning dynamics and its ability to
generalize to unseen data, aiding in the evaluation and potential fine-tuning of
the model for better performance.
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4.3 Classification Report

The classification report, represented in Fig. 3, offers a detailed evaluation of the
model’s performance, highlighting its ability to distinguish between “Normal”
and “Stress” instances. Our model demonstrates reasonably good precision and
recall, with room for potential improvements in classifying “Normal” instances.
Overall, it achieves an accuracy of 73%, indicating its effectiveness in this binary
classification task. The presented classification report provides a comprehensive
evaluation of a binary classification model’s performance on a dataset.

Fig. 3. Classification Report

• Precision: Precision is the degree to which a model is accurate in its positive
predictions. The “Normal” class has a precision of 0.79, indicating that 79%
of the time, the proper class was chosen. Accurately classifying 69% of cases
as “Stress” yields an accuracy of 0.69 for this class.

• Recall: Model performance is evaluated by its recall, also known as sensitivity
or true positive rate. The “Normal” class has a recall of 0.59, meaning that
59% of real-world “Normal” occurrences were correctly recognised by the
model. The “Stress” class’s recall is 0.86, indicating that 86% of real-world
“Stress” occurrences were correctly recognised by the model.

• F1-Score: The F1-score balances accuracy and recall into a single number.
It’s a good compromise between accuracy and memory retention. The F1-
scores for the “Normal” and “Stress” groups are 0.68 and 0.77, respectively.

• Support: The amount of data points that may be attributed to each class is
represented by support. Of the total, 346 are “Normal” and 369 are “Stress.”

• Accuracy: The model was able to accurately categorise 73% of all cases in
the training data, giving it an overall accuracy of 0.73.

• Macro Avg: Accuracy, recall, and F1-score are summarised for both groups
in this row. The average F1-score, recall, and accuracy across the board is
0.72.

• Weighted Avg: In this row, we provide the class-imbalanced weighted aver-
age of accuracy, recall, and F1-score. It thinks about how well each group is
supported. F1-score is 0.72, recall is 0.73, and accuracy is 0.74 on average
when weighted.
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4.4 Confusion Matrix

The confusion matrix (Fig. 4) allows for a detailed assessment of the model’s
performance, particularly in terms of its ability to classify each class and iden-
tify errors correctly. It’s a crucial tool for understanding where the model may
need improvement and for evaluating its effectiveness in a binary classification
problem.

Fig. 4. Confusion Matrix

• True Positives (TP): The model accurately identified 316 instances as
“Stress,” while the true category was “Stress.”

• True Negatives (TN): In 205 instances, the model accurately identified the
true category as “Normal.”

• False Positives (FP): There are 141 instances that are actually “Normal,”
but the model incorrectly predicted them as “Stress.” These are also known
as Type I errors or false alarms.

• False Negatives (FN): There are 53 instances that are actually “Stress,”
but the model incorrectly predicted them as “Normal.” These are also known
as Type II errors or misses.

5 Conclusion

This paper presents a deep learning-based model for stress measurement in
online social networks, utilizing a multi-domain dataset from Reddit commu-
nities. Our model exhibited promising results, achieving an overall accuracy
of 73%. While precision and recall varied between the “Normal” and “Stress”
classes, the model’s ability to identify stress-related content is notably robust.
These findings underscore the potential of deep learning techniques in discerning
stress indicators from social media data. However, further refinements to address
class imbalances and overfitting are warranted. Overall, this research contributes
to the ongoing exploration of mental health analysis in the digital age, offering
valuable insights for proactive interventions and support systems in online social
networks.
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Abstract. Emotion and stress expression are deeply intertwined. Ana-
lyzing blog data from social network platforms reveals that specific emo-
tions often appear simultaneously with expressions indicating stress, and
emotional expressions in different stress scenarios also display unique pat-
terns. This paper introduces the Stress Expression Identification (SEI)
model based on Emotion Sequence Pattern Analysis (ESPA), which
can identify user stress accurately by exploring the corresponding rules
between emotion and stress. We constructed a stress emotion dictionary,
mined the pattern rules of emotion sequence under different stress sce-
narios, and established a stress emotion rule set, aiming at identifying
and understanding stress more accurately. The experimental results show
that this model achieved a higher accuracy rate in stress identification.

Keywords: Stress expression · Emotion sequence · Association rules ·
NLP · Data mining

1 Introduction

Emotion is an important indicator of stress analysis. Understanding the relation-
ship between emotion and stress expression can reveal the interaction between
them more deeply, which is of great significance for stress identification. The
rapid development of social networking platforms has provided us with a large
amount of data, providing new possibilities for objectively identifying stress. In
particular, rapid advances in machine learning and artificial intelligence tech-
nologies allow us to extract useful information from large amounts of complex
data, providing powerful computational tools for accurately identifying stress.

Social networking platforms have become a key source of data for sentiment
analysis tasks. Shaw et al. [1] used a multi-channel CNN to automatically extract
features to identify stressed text, achieving an accuracy of 97.5% on a Twitter
dataset. Yang et al. [2] proposed a Knowledge Perception and Comparison net-
work (KC-Net) for stress states to identify depressed and stressed users on the
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Dreaddit dataset. Prashanth et al. [3] used neighborhood blogs to solve the data
sparsity problem caused by the limited number of blogs in pressure recognition,
and achieved better performance. Singh et al. [4] transformed interview infor-
mation and social networking site text data into scale factors of perceived stress
scale for stress identification, and achieved good experimental results. In the
field of emotion detection, a series of outstanding research has emerged. Prabhu
et al. [5] used a multimodal approach of transfer learning to detect depression
using emotions. Dheeraj et al. [6] proposed a model with bidirectional long short-
term memory and a convolutional neural network multi-head attention model to
extract various negative emotions.

However, considering the complexity of stress, only analyzing non-emotional
factors or a limited number of emotions may not fully capture its details, which
limits the interpretability of the model. Therefore, it is necessary to propose
a more fine-grained stress identification model that uses more detailed classifi-
cation of emotions and subtle changes between emotions under different stress
scenarios to identify and interpret stress. This paper proposes an SEI model
based on ESPA, which uses advanced algorithms and data processing techniques
to conduct in-depth analysis of data on social networking platforms, establish
rules, and train models to identify stress more accurately.

2 Emotion Sequence Pattern Analysis

This section introduces ESPA, which aims to mine representative rules between
emotion and stress, and quantify these rules to form rule sets for subsequent
stress identification tasks.

2.1 Stress Emotions Dictionary Construction

This section describes the process of building a stress dictionary. Data prepro-
cessing includes removing urls from blogs, using the no slang dictionary to han-
dle slang and abbreviations, and using NRC dictionaries to remove noise words.
The list of emotion words is vectorized using the improved TF-IDF method,
and then unsupervised clustering is performed using the Latent Dirichlet Allo-
cation. We got a total of 18 emotional word themes, which are anxiety, fear, ner-
vous, panic, tension, worry, depression, sadness, hopelessness, helplessness, guilt,
shame, anger, frustration, overwhelm, confusion, excitement and optimism. Use
the WordNet lexicon to expand our stress emotion dictionary. For each emotion,
we iteratively obtain all synonyms based on the 20 most relevant words, and then
remove duplicate words. The average similarity was calculated as the strength
support of potential words under this emotion, and words with strength support
less than 0.3 were removed. Finally, we obtained a 20,055 word dictionary of
stress emotions.
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2.2 Stress Emotion Sequence Intensity Quantification

The intensity of emotional sequence patterns mined under different stress scenar-
ios was quantified using ESPA. ESPA is based on the stress dictionary, uses the
FP-Growth algorithm to mine stress emotion sequences under stress situations,
and considers the potential emotion sequence pattern conversion probability and
intensity to generate ERSet. Table 1 lists the 8 parameters of the ESPA. The
pseudocode of ESPA is shown in Algorithm 1.

Table 1. Parameters in ESPA

Parameter Definition

fpi Frequent pattern set for scenario i

ps(i,j) Strength support of the j-th pattern in fpi

apsi Average strength support for scenario i

apa(i,j) Antecedent of the j-th association pattern in scenario i

apc(i,j) Consequent of the j-th association pattern in scenario i

ac(i,j) Confidence of the j-th association pattern in scenario i

ppi Potential pattern for scenario i

ppsi Strength support of the potential pattern for scenario i

Algorithm 1. ESPA
1: Input: PssC , n � Stress scenarios corpus and number of scenarios labels
2: Output: ERSet � Stress emotion sequence pattern rule set
3: Begin
4: for i = 0 to n − 1 do
5: Use FP-Growth to get the fpi and association rules
6: Calculate q and apsi based on fpi

7: for j = 0 to q − 1 do
8: if ps(i,j) > apsi then
9: Add ps(i,j) to ERSet

10: end if
11: if apa(i,j) in ERSet then
12: ppi = apc(i,j), ppsi = ac(i,j) × psapa(i,j)

13: Add ppi and ppsi to ERSet
14: end if
15: if apc(i,j) in ERSet then
16: ppi = apa(i,j), ppsi = ac(i,j)
17: Add ppi and ppsi to ERSet
18: end if
19: end for
20: end for
21: End
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3 Stress Expression Identification Model

In this part, we propose a SEI model based on ESPA to identify user stress.
We use machine learning methods to train our models. We choose Random
Forest (RF) [7] as the model classifier, use Optuna for Bayesian optimization,
and use stratified K-fold cross-validation to ensure that the label distribution of
the training and validation data sets is similar, and the training set is trained
multiple times until the parameter threshold meets the criteria. Figure 1 is the
flow chart of SEI model. The parameters defined in SEI model are shown in
Table 2. Definitions 1–4 describe the four key parameters in SEI model and give
the calculation formula.

Fig. 1. SEI model Flow Chart

Table 2. Parameters in SEI model

Parameter Definition

ui i-th user

ESP Emotion Sequence Pattern detected by ui

rs(j,k) Support strength of rule j in scenario k

mrsj Maximum support strength among matched rules for rule j

n Number of Emotion Sequence Patterns matched detected by ui

m Number of distinct emotion types detected by ui

scj Score mapping for the corresponding rule of mrsj

RoP Rule matching rate of ui

Edf Emotional perception dimension of ui

Dms Degree of emotion fluctuation for ui

SoSL Stress level score of ui

RoPS Stress identification result for ui
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Definition 1. Stress rule matching ratio RoP of ui. RoP shows the matching
degree between the emotion sequence calculated by ESPA in the actual data and
the pattern rule set of emotion sequence.

RoP =
n

ESP
(1)

Definition 2. The emotional feeling dimension Edf of ui. In the same case, ui

with a larger Edf has a stronger ability to withstand, and the possibility of stress
is less.

Edf =
m

18
(2)

Definition 3. The degree of emotional fluctuation Dms of ui. The greater the
Dms value in a certain period of time, the more unstable emotions and the
greater the possibility of stress.

Dms =
∑n

i=1 Edf

ESP
(3)

Definition 4. The stress level score SoSL of ui. SoSL converts the rule pattern
set into the LCU score in the SRRS scale, and after adjusting the score with Dms
and Edf , calculates the overall stress score of the ui over a period of time.

SoSL =
n∑

i=1

sci × (1 + α × Dms − β × Edf) (4)

For a given ui, after obtaining its ESP , calculate the above parameters and
send them to the trained model for judgment to obtain the final result. The
pseudocode of SEI model is shown in Algorithm 2.
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Algorithm 2. SEI model
1: Input: ESPui , RoP , Edf , Dms, SoSL
2: Output: RoPS
3: Begin
4: Calculate the number of ERSet as m
5: Calculate the length of ESPui as n
6: for i = 0 to n − 1 do
7: for j = 0 to m − 1 do
8: if ESPui in ERSet then
9: rs(j,k) = psESPui

10: if rs(j,k) < mrsj then
11: Determine ESPui as the stress scene belonging to mrsj
12: end if
13: end if
14: end for
15: Calculate RoP , Edf , Dms, and SoSL based on the formula (1)-(4)
16: SumSoSL += SoSL
17: end for
18: Use RoP , Edf , Dms, and SoSL to identify stress with the model.
19: if stress exists then
20: Determine the level of stress based on SoSL
21: end if
22: return RoPS
23: End

4 Experiment

This section evaluates the performance of the SEI model. The experiment used
a dataset from twitter that contained 875,636 blogs related to stressful scenarios
and 150,571 blogs related to stressed and non-stressed users.

4.1 Classification Algorithms Evaluation

To determine the classifier best suited for the SEI model, we integrated three
mainstream machine learning classifiers: Logistic Regression (LR) [8], Support
Vector Machine (SVM) [9], and RF [7]. To clearly differentiate and compare
these three different implementations, we named each version of the SEI model
as follows: SEI-LR (Version of the SEI model using LR), SEI-SVM (Version of
the SEI model using SVM), SEI-RF (Version of the SEI model using RF). In the
training process, the same data preprocessing method and feature construction
engineering were adopted. Bayesian optimization method was used to find the
best hyperparameters of each of the three versions, and four indexes of accuracy,
precision, recall rate and F1 score were used to compare the performance of the
three versions on the test set.

As shown in Fig. 2, the accuracy rate, precision rate and F1 value of SEI-RF
are 87.12%, 93.54% and 86.09%, showing obvious advantages over SEI-LG and
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SEI-SVM. Based on these results, we chose SEI-RF as the final version of the SEI
model to ensure that the model can achieve the best performance in practical
applications.

Fig. 2. Classification Algorithms Comparison

4.2 SEI Model Evaluation

This section uses DNN [10], ME [11], and hybrid models [12] to evaluate the
performance of the SEI model. To comprehensively evaluate the performance of
the model, we adopted four main evaluation metrics: accuracy, precision, recall,
and F1-Score.

As shown in Table 3, our model achieved 87.12% accuracy, 93.54% precision,
and performed better in the stress identification task. Compared with the four
models, SEI model has the best comprehensive performance. The advantage of
ME models and hybrid models is that they have a wide range of applications
and perform well on multiple data sets. The SEI model is more accurate in stress
detection, and uses more detailed classification of emotions and subtle changes
between emotions under different stress scenarios to identify and interpret stress,
with better overall performance. The excellent performance of the SEI model is
largely dependent on the stress emotion dictionary we constructed, which con-
tains the 18 types of emotions most commonly associated with stress and covers
the emotional vocabulary in multiple stressful scenarios. Another key factor is
the application of ESPA in the model, which not only digs deeply into the inter-
nal relationship between stress and emotion, but also quantifies the emotional
rules that are mined to optimize the model’s discriminating ability. The combi-
nation of these factors allows the SEI to accurately capture the emotional flow
associated with stress in complex social network blogs, improving the accuracy
of stress recognition.
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Table 3. Model Comparison

Method Accuracy% Precision% Recall% F1-score%

SEI model 87.12 93.54 79.75 86.09

ME 80.54 83.89 75.62 79.54

hybrid model 84.52 84.13 88.55 84.79

DNN 76.57 75.63 78.58 77.08

4.3 Actual Effect Evaluation

In this section, we evaluate the actual performance of the SEI model, and the
results are shown in Table 4.

Table 4. Identification Result

Category Detected Total Prediction Rate

Stress 1375 1646 83.53%

Non-stress 1116 1179 94.66%

Total 2491 2825 88.18%

According to the experimental results in the table, the SEI model has a com-
prehensive prediction rate of 88.18%. This highlights the value of the model in
practical applications. For non-stressed users, the model recognition accuracy
was as high as 94.66%, accurately identifying users who were not affected by
stress, which may be attributed to the relatively consistent and stable emotional
patterns of normal users. However, for stressed users, the model predicted a rel-
atively low accuracy of 83.53%, indicating that in some cases, the emotional pat-
terns of stressed blogs are more complex and variable, or the differences between
them and normal blogs are not obvious enough to make the model difficult to
distinguish completely. This also shows that in the actual environment, there
are obvious differences in the expression of stress, direct expressions of stress are
less common, and implicit or vague expressions are more common.

5 Conclusion

In this research, we found that emotions often appear in a regular pattern in
different stress scenarios. Based on this observation, we propose a SEI model
based on ESPA to mine rules and identify stress according to the relationship
between emotion and stress. Experiments show that this model has achieved
good performance in stress identification.
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The problem of balancing supply and demand in different market segments is one of
the fundamental problems for an online retailer. The emergence of the e-commerce
market is a natural evolution of the offline retail market. The growth rate of the online
sales market is significantly overtaking offline sales. This has led to a dramatic increase
in the number of sellers and products distributed, and thus a highly competitive
environment.

Sales companies in highly competitive conditions need, on the one hand, to reach
the largest possible number of customers, but on the other hand, to have tools to
understand the factors affecting the demand for products. There are common factors,
such as price, discount and segment-specific factors such as brand and seasonality.
Development of interpretable demand prediction models for different segments can
enable the formation of effective policies for its pricing.

This research considers the problem of predicting the demand for products of the
kitchen knives category from the kitchen accessories segment in the Wildberries, the
largest Russian online store. The dataset for this research is created using the sales
information for 7918 products for 13 months from 01.01.2022 to 05.02.2023 of the
specified segment. The main purpose of the study is to find out what factors are the
most important and how they affect demand in a particular sales sector.

We consider demand as the volume of sales of a product in pieces in a certain
period. A week is selected for the period. The model building approach consists of two
steps. At the first step, models are built for the basic set of features then extracted
features, which were identified through exploratory analysis are added. After that,
comparisons of the obtained models are carried out and the best one is selected. To
construct a prediction for weekly sales, aggregation was performed with the average
values of data for weeks for input variables and the total value of sales per week for the
output variable.

We use linear regression, LightGBM, Xgboost and CatBoost for creating predictive
models. As a result of comparing the obtained indicators, the LightGBM model was
chosen as a model for further research and improvement. It has the highest R2 score and
the smallest value of the target WAPE error metric.
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We expand the set of features to improve the values of the model and increase its
accuracy. Buyers prefer to choose products from one specific price category, so we
added features containing information about the number of products in a certain price
segment and the proportion of products that were available on the day of purchase.
Also, the price of the goods in the segment under consideration is important for buyers,
so variables of the average price value and the standard deviation of the price were
added to measure the distribution of prices in the segment.

In the data there is a relationship between the week and the month and the volume
of product sales. These variables were added to the purchase date information as well.

In the studied product category, there are no customer comments on many products.
The number of products that do not have comments is 49% of their total number. For
products that have comments, the median of comments is equal to 6. We included a
logical variable equal to 1 if the number of comments is greater than 6 and 0 otherwise.
The number of comments and rating have a high impact on the fact of the purchase of
the product, so the feature describing their interaction with each other was added.

Table 1 shows the values of quality metrics for the LightGBM algorithm for the
basic and improved models on the training and test sets.

The learning model stores in its structure information about the patterns between
the features and the target variable, which allows us to determine to what extent each
parameter affects the target variable. To evaluate the “importance” of the features,
SHAP estimates were used. The most important feature was the Visibility of the
product (the number of requests that will allow customers to see the product on the first
page). This feature has a positive effect on demand, which means that the greater the
number of requests that allow you to find a product, the more sales the product will
have. The next most important feature is the brand of the product. Then there is the
position of the product on the page, which has an inverse effect on the demand of the
product.

Based on the information about the importance, managers can make decisions
aimed at changing the values of indicators that will have the greatest impact on the
product’s demand. The resulting model allows you to analyze the change in demand for
a product depending on price changes and other features. Thanks to this analysis,
sellers can choose the optimal price for products depending on the current conditions
and business requirements.

Table 1. Comparison of quality metrics after adding features.

Sample Model R2 Bias MSE MAE WAPE

Train Basic 0.841 0.000 63.199 2.033 0.708
Train Improved 0.888 10.068 44.256 0.967 0.337
Test Basic 0.729 −0.757 109.898 2.167 0.754
Test Improved 0.758 9.699 98.208 1.495 0.520
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The regularized Diminishing-Return (DR)-submodular maximization problem,
which combines the objective of maximizing a DR-submodular function plus
a linear regularization function, allows for a more flexible and controlled opti-
mization process and has significant applications in areas such as feature selec-
tion, data summarization, and active learning. In this paper, we concentrate on
approximation algorithms for solving the following problem

max F (x) = G(x) + L(x)
s.t. x ∈ P ⊆ [0, 1]n

(1)

where G : [0, 1]n → R
+ is a DR-submodular function, L(x) = 〈�, x〉 is a linear

function and P is the general convex set.
In the case where G is monotone under general solvable polytope constraints,

Feldman [3] provides a bi-factor (1 − 1/e, 1) approximation algorithm which
means that the algorithm can return a solution x satisfying G(x) + L(x) ≥
(1 − 1/e)G(x∗) + L(x∗), where x∗ denotes an optimal solution of the problem.
For the non-monotone case, Lu et al. [4] propose a (1e − ε, 1) approximation
guarantee for maximizing the multilinear relaxation G − L subject to a matroid
constraint, where L is non-negative. Moreover, Qi provides a more general result
when � is unrestricted in [6]. However, extending these results to general convex
constraints, such as those encountered in many real-world applications, including
negative parameter linear constraints, upper-bounded constraints, and lattice
constraints, remains an open challenge.

The main contribution of this paper is the algorithm design for maximizing
a regularized DR-submodular function on a general convex set, along with an
approximation ratio analysis in its bi-factor form, which includes different cases
of monotonicity for functions G and L. Our assumptions are as follows.

Assumption 1. For problem (1), we make the following assumptions:

1. P ⊆ [0, 1]n is a convex set, 0 = (0, · · · , 0) ∈ P and G(0) = 0.
2. Function G is DR-submodular and continuously differentiable.
3. Three oracles are available: (i) computing the function value G(x) + L(x) at

any given point x ∈ P, (ii)computing the gradient ∇G(x) at any given point
x ∈ P, and (iii) maximizing a linear function over P.

This paper is supported by National Science Foundation of China (Nos. 12371099).
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For the case that G is monotone, we have the following result.

When function G is non-monotone, the design and analysis of algorithms
will be influenced by the sign of �. Therefore, we divide the discussion into three
cases: � ≥ 0, � ≤ 0 and � with no sign restrictions. For the first case � ≥ 0, it
can be observed that function G + L remains a non-negative DR-submodular
function. Thus by results in [1, 2, 5], the Frank-Wolfe algorithm can outputs a
solution x satisfying G(x) + L(x) ≥ (

1
4 − ε

)
[G(x∗) + L(x∗)] − ε. How to utilize

the linearity of L to enhance this result will be the focus of our future work. For
the case that � ≤ 0, a novel result is presented in this paper as the following
theorem.

Theorem 2. For maximizing regularized non-monotonic DR-submodular func-
tions, where � ≤ 0, there exists an algorithm with K = O(nD

ε ) iterations, that
outputs a solution x ∈ P obeying

G(x) + L(x) ≥
(

1
4

− ε

)
G(x∗) + log 2 · L(x∗) − ε.

For the case that the sign of L is unlimited, we present an algorithm with a
bi-factor approximation ratio as (14 , 1

2 ).

Theorem 3. For maximizing regularized DR-submodular functions G+L, there
exists a polynomial-time algorithm that outputs a solution x ∈ P obeying

G(x) + L(x) ≥ (
1
4

− ε)G(x∗) + (
1
2

− ε)L(x∗) − ε.

The iteration complexity is O(n(D+M)
ε ), where M = max{0,−�1, . . . ,−�n}.
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Activation and influence propagation cascades are pervasive in the modern plan-
etary scale online social media networks, where users influence each other’s
opinions, beliefs, etc. The most commonly used influence propagation models
are based on activation thresholds, including linear threshold models, where a
node in a network would “activate” if a certain minimum fraction of its neigh-
bors are active. As an extension of such models, we consider the model of acti-
vation/influence propagation in networks based on the concept of “bandpass”
thresholds: a node will “activate” if at least a certain minimum fraction of its
neighbors are active and no more than a certain maximum fraction of neighbors
are active. The respective hypothesis was originally mentioned in the seminal
work on threshold models by Granovetter (1978); however, to our knowledge
there have not been any rigorous mathematical/computational studies of double
threshold models prior to our current and recent work. In addition, the consid-
ered activation/deactivation processes can be affected by geographic proximity
factors (i.e., social media users being physically closely located). We present the
results of real-world cascade traces of single- and bandpass-threshold cascades in
city-wide and country-wide online social media networks based on anonymized
user friendships data collected from VK.com in December 2016 [1].

Work Summary. In the first set of experiments, we examined the performance
of seven seed selection heuristics across different seed set sizes, ranging from 1%
to 10% of the network size. We assessed the percentage of network nodes active
at the conclusion of the cascading process, also known as the “outbreak size.” As
an illustrative example for the network of VK.com users located in Kazakhstan,
Figs. 1a and 1b show that all heuristics, except for the random selection, per-
form similarly well when the seed nodes reach 7% of the total size. However, both
degree and PageRank perform effectively even with a small percentage of seed
nodes when the bandpass model lower and upper thresholds are set at (0.5, 0.9).
Somewhat surprisingly, for (0.2, 0.6) thresholds, random choice of seed nodes is
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Fig. 1. (a), (b): Cascade outbreak size for the country-wide network corresponding
to VK.com users in Kazakhstan: bandpass model lower/upper thresholds: left-(0.5,
0.9); right-(0.2, 0.6). Horizontal axis shows seed set size (percentage of total number of
nodes), and vertical axis shows size of the outbreak (percentage activated nodes) at the
last stage of the cascade. Different color lines represent different strategies (heuristics)
for choosing seed nodes. (c), (d): Dependency of cumulative percentage of activated
nodes on the distance to Karaganda (seed nodes are selected from the top 10% of nodes
with the highest h-index, and they are filtered based on their location in Karaganda):
bandpass model lower/upper thresholds: left-(0.5, 0.9); right-(0.2, 0.6).

the most effective, compared to all the considered non-random “smart” heuris-
tics for choosing the seed nodes. To illustrate the geographic aspect of cascade
propagation in a country-wide network, Figs. 1c and 1d show the dependency of
the cumulative percentage of activated nodes on their distance from the arbi-
trarily chosen city of Karaganda (under the assumption that all the initial seeds
are geographically clustered in this city). In the case of the bandpass model with
(0.5, 0.9) thresholds, only a small portion of the graph is activated, whereas in
the case of (0.2, 0.6) thresholds, a significant percentage of nodes is activated,
including those located geographically far away from the initial seed nodes clus-
ter. In the presented work, we will discuss detailed results on the penetration of
the considered cascading processes under various initial conditions on threshold
values and seed node choice strategies.
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Abstract. Online reviews play a crucial role in determining the price
of goods, and the art market is no exception. However, due to the vary-
ing levels of expertise and influence among participants, it is essential
to analyze each group separately. In this work, we explore the influ-
ence of experts and public sentiment on painting prices. To investigate
this, we employ a hedonic regression model with fixed effects for artists.
Our dataset comprises 18,100 sold paintings at Sotheby’s, Christie’s
and Phillips auction houses. Additionally, we examine the relationship
between review sentiment and buyers’ investment intentions, as pur-
chasing paintings as an investment is a widespread practice in the sec-
ondary art market. Our results indicate that negative opinion from vari-
ous sources and positive public opinion significantly influence the price of
paintings in line with their respective valence. Furthermore, we observe
that negative opinion from experts and news publications has a more pro-
nounced effect on pricing. Our findings contribute to empirical research
on the price determinants of artworks and examining online reviews from
different sources.

Keywords: Art auctions · Hedonic model · Experts · Online reviews

1 Introduction

Development of the Internet and social networks brings the interaction between
artists and art lovers to a whole new level. Large volumes of information posted
on social media have opened up unprecedented opportunities to familiarize
masses with art and turn art into an element of the everyday life of masses.
Mentions of artists and their works on the Internet have become an integral part
of their careers, alongside their exhibition portfolio, representation in collections,
and auction statistics. Additionally, art is frequently viewed as an investment,
attracting a distinct group of buyers known as investors. Their sensitivity to the
market opinion may distinguish them from art lovers who are guided by other
motives.
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The connection between the opinion of market participants and painting
prices can be formally viewed through the conceptual model based on the the-
ory of cultural and economic values of a cultural good [2, 11]. This approach
recognizes that changes in cultural value are often mirrored by changes in eco-
nomic value, thus with the economic value encompassing the cultural value [7].

The question of defining cultural value and its methods of assessment remains
open. D. Throsby in [11] proposes attitudinal analysis as a way to assess the social
and spiritual aspects. Analyzing public and expert online reviews is suitable for
this purpose, as social media provides a large volume of publications related
to the art market. The opinions of experts and the public can be linked to
the economic value through the fame of artists, which can impact the prices of
paintings.

Due to the diversity of the art world, experts can come from critics, dealers,
collectors, artists, and other enthusiasts; however, a more specific set of char-
acteristics is needed to identify social media specialists. Experts are gatekeep-
ers and other intermediaries who have a significant influence in determining the
value and worth of creative works, according to Victor Ginsburg [5]. Additionally,
experts’ assessments of cultural worth have a major impact on artists’ financial
success. A certain amount of cultural and educational capital is necessary for the
estimation of intrinsic and acquired values [2, 9], identifying important aspects
of market knowledge. The first question is how does the sentiment expressed
by the public, art journalists and experts on social media influence the price of
artworks and leads to first set of hypotheses.

H1a: Negative (positive) opinion of professionals expressed in online reviews
leads to lower (higher) price of a painting.

H1b: Negative (positive) public opinion expressed in online reviews leads to
lower (higher) price of a painting.

The role of an expert may also include influencing an artist’s aesthetic qual-
ity and acting as an external reference for collectors and investors [6]. How-
ever, the internal relationship between the components may lead to a different
impact value of reviews on price due to elements of economic value such as differ-
ent investment intentions. Considering the cultural good as an investment may
change the sensitivity to certain factors, for instance, increasing the relevance of
market sentiment. This motivates the second set of hypotheses:

H2a: If a painting is considered as an investment, the opinion of professionals
expressed in online reviews will affect the price more.

H2b: If a painting is considered as an investment, public opinion expressed
in online reviews will affect the price more.

The following sections describe method for hypotheses testing, details of the
data collection process and findings of this research.

2 Method

To investigate the effect of experts’ and public opinion on the price of a painting,
we analyzed 18106 paintings sold between the beginning of 2012 to the second
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half of 2021. The dataset includes 32 different painting styles with pop-art and
cubism as the prevailing movements and 97 artists with 20 as the minimum
number of paintings by a single author. 75% of all paintings were sold more
than once, 89% were signed and 72% were framed. 8419 of all artworks were
obtained from Sotheby’s, 5983 from Christie’s and remaining 3704 from Phillips
auction house. In order to assess market sentiment, namely public opinion, we
collected 512 thousand tweets with Twitter API and computed sentiment using
the “Twitter-roBERTa-base-sentiment” model [3]. Following works on the tweets
sentiment effect on the price of goods and financial asset, the event window is
set to 60 days [8].

The list of expert accounts was created based on the description of an art
expert in the preceding section in order to get professional opinions. First, a col-
lection of accounts was created using the “ArtReview Power 100” [1], a yearly
list of the most important figures in the field of art during the previous ten years.
Subsequently, the accounts from the first group’s subscriptions were examined
to extract the Twitter users with the most followers among selected experts.
Only art world-related accounts were chosen. The list was expanded by adding
accounts of famous galleries, exhibitions and popular professional media about
art since those accounts fit the definition of experts by influential power and
confirmed expertise. To capture the influence power of experts more precisely,
sentiment values were weighed by the number of retweets. 10161 tweets were
collected from 53 experts with Andy Warhol as the most mentioned artist. Sen-
timent values were obtained with the same model as for public tweets.

A hedonic pricing model with artist fixed effects was estimated using the
ordinary least squares method to test the first two hypotheses. This approach
is used by the majority of studies and allows to find and assess the impact of
price determinants [4, 10]. To capture distinct differences between segments,
we analyze the moderating effects of features that cluster different behaviors.
This approach enables us to assess the relative strength of influence. In this
study, we use repeat sales as an indicator of investment intentions and examine
how this feature interacts with three types of sentiment: news sentiment, expert
sentiment, and public sentiment.

3 Results

Among the regression coefficients of two hedonic models for negative and positive
experts’ reviews, only negative opinion decreases painting prices significantly
(−0.158, t = −1.7, p < 0.1). These results provide support for the hypothesis
H1a for negative professional opinion, but for positive tweets the hypothesis
is rejected. Secondly, for moderation effect estimation, the interaction term is
calculated as the multiplication of the repeat sale feature and selected sentiment
values. We find evidence that negative opinion of experts decreases painting
prices more if the painting is considered as an investment. For positive reviews
the interaction term states is insignificant.

We construct separate model for art journalists since news is regarded as a
source of expert opinion but has a distinct format and tone. The significance of
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both the negative (−0.211, t = −2.03, p < 0.1) and positive (0.133, t = 1.87, p <
0.1) news impact on price is demonstrated by the hedonic model for the news
emotion influence on price. When painting is considered as an investment, the
moderation effect confirms the strengthened influence of news sentiment. Repeat
sales boost sensitivity for negative news (−0.2793 vs. −2.0169), but this is not
supported experimentally for positive news.

As for public opinion, negative opinion lead to significantly lower prices
(−0.282, t = −2.27, p < 0.1). And in contrast to the opinion of experts, positive
reviews significantly increase the price of reviewed paintings (0.221, t = 1.77, p <
0.1), so the observed data allows not to reject hypothesis H1b for both types
of sentiment. Insignificance of interaction terms for both positive and negative
public opinion lead to rejection of hypothesis H2b.

The findings are mostly in line with the existing literature. We find that
positive public and negative opinion from all sources significantly affects the
price of artworks in the direction of the valence. The imbalance between positive
and negative sources can be motivated by the quantitative superiority of positive
posts and comments in social media which leads consumers to extract and focus
on the negative pieces of information. Further, the moderation analysis confirms
an increased sensitivity to negative opinion from experts and art journalists if the
art is considered as an investment. Considering the “cultural value determining”
role and influence power of experts, signals of negative reviews are noted more
carefully.

The secondary art market has demonstrated its sensitivity to reviews and
opinions from individuals with varying levels of professionalism and influence.
The emergence of social media and other platforms has made it simpler for art
enthusiasts to express their opinions, elevating the interaction between the pro-
ducer and the consumer of cultural commodities beyond what it was in previous
centuries. Additionally, because of the speed at which information is shared,
prospective buyers can examine a vast amount of pertinent data that may have
an impact on their choices.
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