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Artificial Intelligence and Big Data
Application in Oil and Gas Fields



Application of Remote Sensing Intelligent
Monitoring Technology for Oil and Gas Well

Exit and Ecological Restoration

Hong-ying Zhou1,2(B), Yu-kun Guo3, Qian Ye2, Yuan-long Li4, and Zhi-guo Ma1

1 Research Institute of Petroleum Exploration and Development, PetroChina, Beijing, China
zhouhys@petrochina.com.cn

2 Beijing Normal University, Beijing, China
3 China University of Geosciences Beijing, Beijing, China

4 PetroChina International Co., Ltd., Beijing, China

Abstract. Green Sustainable Development of Oil and Gas Fields considers oil
and gas exploration as well as environmental conservation. Currently, national
ecological protection requires that oil and gas exploration wells be shut down
and closed when they withdraw, and that oil and gas facilities be demolished to
restore the surrounding geomorphology and ecology. As a result, the condition of
ecological restoration of oil and gas sites withdrawal is an essential component
to evaluate the ecological protection of oil and gas fields. In this article, multi-
temporal high-resolution satellite remote sensing big data is employed to achieve
intelligent monitoring and assessment of green recovery at oil and gas sites. The
technical process of remote sensing intelligentmonitoring of oil and gaswell with-
drawal and ecological restoration includes three steps: 1. Determine the different
types of well sites. Identify well sites where oil and gas facilities depart using
high-resolution remote sensing oil and gas well site interpretation markings; 2.
Detect well site modification. 3. Evaluate well site recovery by using the GRNDVI
vegetation growth index into the well site vegetation change over time. To evalu-
ate well site recovery, set a threshold value based on change detection data. Using
Dabusu in Jilin Oilfield and Liaohekou in Liaohe Oilfield as experimental areas,
remote sensing monitoring results show that 18 well sites in Dabusu experimental
region were withdrawn in 2019 and all achieved vegetation restoration; 15 well
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sites in Liaohekou experimental region were withdrawn from April to Novem-
ber 2018 to achieve natural restoration; and PetroChina has achieved results in
ecological restoration of oil and gas well site withdrawal; remote sensing intel-
ligent monitoring technology of oil and gas well site withdrawal and ecological
restoration can realize large-scale and large-quantity well site withdrawal as well
as efficient and accurate vegetation restoration monitoring. This technology ought
to be used and popularized.

Keywords: Ecological restoration · Oil and gas well sites · Remote sensing
monitoring · Change detection · GRNDVI

1 Introduction

In recent years, the state has accelerated the promotion of ecological environment restora-
tion and management, as well as the construction of green mines, promoted the green
and sustainable development of energy and resource exploitation, practiced the devel-
opment concept of “Clear waters and green mountains are as good as mountains of gold
and silver,” and required energy enterprises to consider environmental protection while
exploring and developing, in order to achieve the goals of the Kyoto Protocol. When oil
and gas exploration and development wells exit, they must shut down the wells, disman-
tle the oil and gas facilities, avoid and reduce environmental pollution and land damage
in the mining area, and carry out landform restoration and ecological restoration of
the surrounding environment, according to the requirements of ecological environment
protection. As a result, the ecological restoration condition of oil and gas well exit is a
significant component of assessing the environmental protection of oil and gas fields.

Currently, ecological restoration monitoring in the exit region of oil and gas well
sites is mostly accomplished by recurrent field inspection, which is unsuitable for large-
scale monitoring due to its high cost and lack of timeliness. Remote sensing technology
provides the advantages of long-range monitoring, short return periods, cheap cost,
and the ability to do large-scale vegetation restoration monitoring and evaluation on
a regular basis. Because oil and gas well sites are small in scale, large in number, and
widely distributed, and their remote sensing image features differ by region and industry,
it is necessary to develop a set of oil and gas well exit and ecological restoration index
parameters, as well as a remote sensing intelligent monitoring technology process.

2 Remote Sensing Data and Evaluation Indicators

2.1 Introduction to Remote Sensing Data

GF2 is China’s first self-developed submeter civil optical remote sensing satellite, which
was successfully launched on August 19, 2014, from China’s Taiyuan Satellite Launch
Center. The satellite has two 1 m panchromatic/4 m multispectral cameras with a 45 km
imaging width. The revisit duration can be reduced to 5 days with the use of a side swing
(see Table 1).
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Panchromatic and multispectral pictures are among the GF2 data. Panchromatic
pictures have a spectral range of 450 nm to 900 nm with a spatial resolution of around
1m.The blue light band has a spectral range of 450 nm–520 nm, the green light band has
a spectral range of 520 nm–590 nm, the red light band has a spectral range of 630 nm–
690 nm, and the near-infrared band has a spectral range of 770 nm–890 nm. It has a
spatial resolution of around 4 m.

Table 1. GF2 satellite payload technical indicators

load Spectral
segment
number

Spectrum
range (um)

Spatial
resolution
(m)

Width (km) Side sway
capacity

Time of
revisit
(days)

Panchromatic
multispectral
camera

1 0.45 ~ 0.90 1 45
(combination
of 2 cameras)

± 35 5

2 0.45 ~ 0.52 4

3 0.52 ~ 0.59

4 0.63 ~ 0.69

5 0.77 ~ 0.89

2.2 Construction of Evaluation Indicators

The vegetation restoration evaluation index utilized in this article is the growth root
normalized differential vegetation index (GRNDVI), which is based on the classic nor-
malized vegetation index (NDVI) and has been enhanced to better the description of
vegetation growth.

The classic NDVI indicator is made up of a red light band and a near-infrared band
that can rise with vegetation development, although it is strongly influenced by high
vegetation covering, atmosphere, and soil backdrop. When the vegetation coverage rate
is low, the NIR/R is small, and the NDVI is obviously affected by the soil background,
resulting in a larger NDVI value than is actually the case; when the vegetation coverage
rate is high, theNIR/R is large, and the vegetation’s absorption ofR is gradually saturated,
but the reflection of NIR continues to increase, causing its value to change more slowly,
and the NDVI value is not sensitive to the response of vegetation changes.

NDVI = NIR − R

NIR + R
(1)

Because the NDVI value is larger than the actual situation when the NIR/R is small, and
the NDVI response is not sensitive enough when the NIR/R is large, multiplying the two
can combine the characteristics of the two to some extent to alleviate the shortcomings of
NDVI; however, the form of the product leads to the strengthening of the high value part
and the weakening of the low value part. To address this issue, we square the product
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result; at the same time, the NDVI value is theoretically between (−1,1). To prevent
negative values, multiply the NDVI by 1.

GRNDVI =
[(

NIR

R

)
∗
(
NIR − R

NIR + R
+ 1

)]0.5
(2)

NIR refers to the surface reflectance in the near-infrared band, and R refers to the surface
reflectance in the red band.

3 Technical Process

The technological process of remote sensing monitoring for oil and gas well withdrawal
and ecological restoration is divided into four stages: data acquisition and pretreatment,
establishment of interpretationmarks and interpretation, establishment and calculation of
vegetation growth indicators, change detection analysis, and restoration effect evaluation
(see Fig. 1).

The image data is preprocessed to provide surface reflectance data using distinct
time phase high-resolution remote sensing pictures (including red light and near-infrared
bands), and its geometric correctness fulfills the criteria of change detection. The inter-
pretation markings of well sites and distinct oil and gas facilities are established based
on the preprocessed pictures, and the well sites where oil and gas facilities depart are
recognized based on this. The GRNDVI vegetation growth index is introduced to quan-
titatively describe plant growth in the well site’s exit area. The change in plant growth
state in different times is assessed using the GRNDVI of distinct time phases, and the
vegetation restoration of the well site where the oil and gas facilities are extracted is
evaluated.

3.1 Data Pre-processing

Data pre-processing primarily consists of ortho-correction, radiometric correction, atmo-
spheric correction, geometric registration, picture fusion, and other similar operations.
During imaging, ortho rectification may minimize geometric distortion caused by ter-
rain variation, sensor side view angle, attitude, and azimuth. Image fusion may take into
account both the spatial resolution of a panchromatic image and the spectral resolu-
tion of a multispectral image, which is used to extract color and texture information for
interpretation marks. Radiation correction changes the DN value to apparent reflectance,
whereas atmospheric adjustment removes the impact of the atmosphere to convert appar-
ent reflectance to surface reflectance, which is used to construct the GRNDVI vegetation
growth index. Geometric registration guarantees that the spatial coordinates of several
temporal pictures are constant, and it offers a correct data foundation for detecting and
analyzing changes between various phases at different times.

3.2 Establishment of Interpretation Marks

Oil and gas well sites are distinguished by their modest scale, huge quantity, and
widespread dispersion within the context of oilfield exploration and mining rights. The
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Fig. 1. Technical flow chart

remote sensing interpretation indications are summarized in Table 3 based on the color,
geometric form, texture, azimuth relationship, size, and other features of oil and gas well
sites and oil and gas facilities on high-resolution remote sensing pictures.

3.3 Change Detection

Change detection is comprised of two components: qualitative classification of change
kinds and quantitative assessment of change degree.

Qualitative categorization of well site change types: based on the preprocessed pic-
ture, the vegetation growth indexGRNDVI is extracted, and thewell site area is classified
into “vegetation” and “bare land” by setting threshold values of 1 and 0, respectively.
Then, using varying time differences, three change types were obtained: “unchanged”,
“vegetation -> bare land”, and “bare land -> vegetation”.

Quantitative evaluation ofwell site change degree: based on the preprocessed picture,
the vegetation growth indexGRNDVI is retrieved, and quantitative change data is derived
by comparingGRNDVI values in different time phases. Threshold values are established



8 H. Zhou et al.

Table 2. Remote sensing interpretation marks of different types of well sites

7

Type GF2 image Description Field photos

(Well site in 
use)
Production 
well

Oil and gas well sites are generally 
square bare ground with light color and 
rectangular shape;Wired roads are con-
nected with it and interconnected with 
other well sites through roads,;There are 
different types of pumping units in the 
well site of the oil production well in use, 
and the common beam pumping units, 
due to the difference in imaging angles, 
have a "sickle" or "long strip" shape, and 
the pixels in the front of the strip are 
blurred;Under different lighting condi-
tions, dark shadows like "straight lines", 
"broken lines" or "lumps" will appear 
near some pumping units.

(Exited from 
the well site)
Completely 
naked

The shape of abandoned wells is mostly 
rectangular, occasionally with other 
irregular shapes;Its hue is mostly light, 
which is obviously different from the 
surrounding background;There are gen-
erally no oil and gas facilities inside, and 
sometimes a small amount of vegetation 
can be seen

(Well site 
under restora-
tion)
Seminaked

Most of the well sites under restoration
are rectangular in shape;There is no 
obvious difference between the restored 
vegetation area and the surrounding 
background tone;Generally, there are no 
oil and gas facilities inside, but some-
times there are cement bases for pumping 
units. The bases are mostly light colored 
rectangles, which are obviously different 
from the surrounding background.

Well site 
restore

The tone and texture of the recovered 
well site are completely consistent with 
the surrounding background;The bounda-
ries of a few well sites are indistinct and 
visible, and most of them have no fixed 
shape after full recovery, so it is almost 
impossible to distinguish them from the 
surrounding background.

for evaluating quantitative change data, and the modified well site regions are classified
as “growing better,” “growing worse,” or “growing without significant change.”

Calculate the proportion of “bare land -> vegetation” and “obviously growing bet-
ter” at the well site, and establish a threshold to split the well site into “recovered”,
“recovering (good recovery),” and “not recovered (general recovery).” When comput-
ing the percentage, the overlapping section of the two types of regions should be deleted
to avoid remeasurement.
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4 Method Experiment

According to the survey, Liaohe Oilfield gradually withdrawn oil wells from the nature
reserve from 2013 to 2019, and insisted on restoring the coverage of vegetation such
as reeds primarily through natural recovery supplemented by manual recovery; Jiaohe
Oilfield completed the withdrawal of oil wells from the Dabusu Nature Reserve in
2018, and carried out the ecological reclamation of the withdrawn oil wells. In this
paper, the demonstration areas of Liaohekou and Dabusu are chosen to conduct remote
sensing intelligent monitoring technology and method experiments for oil and gas well
withdrawal and ecological restoration, as well as to further evaluate the effectiveness of
Liaohe Oilfield and Jilin Oilfield in ecological reclamation.

Fig. 2. Location of Demonstration Area

4.1 Dabusu Experimental Region

Dabusu Lake is located in the south of Songnen Plain, with the geographical coordinates
of 123.60°–123.71° E and 44.75°–44.84° N. It was formed in the late Pleistocene, and
its water quality is strongly alkaline, with a PH of 10–11. The average temperature in
January in this area is about −14.5 °C, which is the lowest temperature in the whole
year; The average temperature in July is about 25 °C, the highest temperature in the
whole year; The average annual rainfall is about 400 mm, of which the proportion of
rainfall in June, July and August accounts for more than 70% of the total rainfall of the
year. The experimental area is located on the northeast bank of the Great Busu Lake.

4.1.1 Introduction to Remote Sensing Data

The remote sensing images of GF2 satellite were screened according to the three prin-
ciples of 2017–2019, the same period in summer and less than 5% cloud cover, and the
images of August 25, 2017 and September 4, 2019 were selected as the remote sensing
data of the study area (see Fig. 3 and Fig. 4).
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Fig. 3. Image of Dabusu on August 30, 2017 Fig. 4. Image of Dabusu on September 4, 2019

4.1.2 Change Detection Experiment

The experiment procedure is divided into three stages: theme information extraction of
the well site and GRNDVI, multi temporal remote sensing image change detection, and
well site vegetation restoration evaluation.

1. Extraction of thematic information

The two time phases’ remote sensing pictures are preprocessed with radiometric
correction, image fusion, and other techniques, and oil and gas wells are detected and
retrieved using the established remote sensing interpretation markers. At the same time,
the GRNDVI vegetation growth index for each time phase is computed.

2. Detection of Changes

The detection of change is separated into two parts: qualitative classification of
change kinds and quantitative evaluation of change degree.

The first is the identification of change kinds by qualitative categorization. The
GRNDVI criteria for the two stages are established. In the Dabusu experimental region,
the GRNDVI threshold of the remote sensing picture is set to 1.4. The well site area is
classified into “vegetation” and “bare land” based on the threshold segmentationfindings,
with values of 0 and 1, respectively. The categorization results were divided into two
time periods, and three forms of change were detected: “unchanged” “vegetation -> bare
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land” and “bare land -> vegetation” (see Fig. 5). Choose the “bare land -> vegetation”
type region, which is referred to as the “vegetation restoration area”.

The second step is a quantitative assessment and study of the degree of change.
The GRNDVI index of the two time phases is distinguished, and the difference result’s
threshold value is established. Following the experiment, the threshold is set to 0.2,
and the values are allocated to -1, 0, and 1. The well site is rated as “growing better”,
“growing worse” or “growing with no significant change” (see Fig. 6). Choose the
“growth recovery area”, which has a rating of “growing better”.

(a) 2017 GRNDVI map (b) 2019GRNDVI map (c) bare land ->vegetation 

Fig. 5. Qualitative detection results of change types in Dabusu region

3. Recovery Evaluation

Count the “vegetation restoration area” and “growth restoration area” within the
well site, calculate the proportion of the combined area of the two areas in the total
area of the well site, and set a threshold for this proportion to further evaluate the well
site’s vegetation restoration. In conjunction with the unique conditions of the Dabusu
region, the threshold value is established at 0.8, and the vegetation restoration of the
well site is graded as zero levels of “under restoration” and “restored”. Table 3 displays
the statistical data.

4.1.3 Analysis of Experimental Results

All oil wells in the Dabusu experimental region have completed the withdrawal of oil
and gas facilities, according to the evaluation results of vegetation restoration in Table 1.
According to the statistical data, each well site has two phenomena. Firstly, the “number
of vegetation restoration pixels” and “number of overlapping pixels” of all well sites are
very close, and in some cases equal, indicating that most areas in the well site have been
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(a) 2017 GRNDVI map  (b) 2019GRNDVI map  (c) GRNDVI change map

Fig. 6. Quantitative evaluation results of change degree in Dabusu region

restored from “bare land” to “vegetation” and their growth has also improved signifi-
cantly. Secondly, the “number of growth restoration pixels” of each well site exceeds the
“number of vegetation restoration pixels,” indicating that there was a significant amount
of vegetation in some areas of each well site prior to the withdrawal of oil and gas facil-
ities, but there is still much room for growth improvement. Finally, except for Well Site
1 and Well Site 4, where the recovery rate is around 72.4% and 75.6%, the recovery rate
of the remaining well sites is greater than 80%, implying that there are 16 “recovered”
well sites in the Dabusu experimental region.

4.2 Liaohekou Experimental Region

The Liaohe River estuary is located in Panjin City, Liaoning Province, at themouth of the
Liaohe River. Its geographical coordinates are 121.86°–121.88° E and 41.038°–41.045°
N, with an average altitude of about 2 m. The region belongs to temperate semi humid
monsoon climate, with four distinct seasons. The annual average temperature is about
8.5 °C, of which the average temperature in summer is about 23 °C, and the average
temperature in winter is about - 8 °C; The average annual rainfall is about 650mm, of
which heavy rainfall is easy to occur in June, July and August. The Liaohe River estuary
experiment is divided into two parts, north and south.

4.2.1 Introduction to Remote Sensing Data

In order to monitor the vegetation restoration in Liaohekou experimental region, GF2
satellite remote sensing images with cloud cover less than 5% in 2017–2022 and the
same period in summer were screened, and the images on August 30, 2017 and August
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Table 3. Results of Dabusu experiment and evaluation of vegetation restoration

Well Site
No

facilities
Exit
evaluation

Analysis of well site green restoration pixels Vegetation
restoration
evaluation

vegetation
restoration
pixels

growth
recovery
pixels

coincident
pixels

Restore
pixels
merging

pixels in
the well
site

Percentage
of recovered
pixels

1 Exited 26 49 25 50 69 0.724638 Recovering

2 Exited 81 116 81 116 135 0.859259 Recovered

3 Exited 94 124 94 124 149 0.832215 Recovered

4 Exited 61 90 55 96 127 0.755906 Recovered

5 Exited 67 101 66 102 118 0.864407 Recovered

6 Exited 173 225 173 225 244 0.922131 Recovered

7 Exited 52 78 52 78 96 0.8125 Recovered

8 Exited 135 157 135 157 161 0.975155 Recovered

9 Exited 68 107 68 107 122 0.877049 Recovered

10 Exited 25 58 25 58 69 0.84058 Recovered

11 Exited 157 198 159 196 219 0.894977 Recovered

12 Exited 66 88 66 88 107 0.82243 Recovered

13 Exited 118 159 118 159 180 0.883333 Recovered

14 Exited 84 143 84 143 176 0.8125 Recovered

15 Exited 90 97 77 110 136 0.808824 Recovered

16 Exited 89 83 73 99 119 0.831933 Recovered

17 Exited 53 52 51 54 64 0.84375 Recovered

18 Exited 103 101 100 104 108 0.962963 Recovered

14, 2020 were selected as the basic data of Liaohekou experimental south region (see
Fig. 7), The images on August 30, 2017 and July 14, 2022 are selected as the research
data of Liaohekou experimental north region (see Fig. 8).

Fig. 7. Image of Liaohekou south region (left: August 30, 2017; right: August 14, 2020)
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Fig. 8. Image of Liaohekou north region (left: August 30, 2017; right: July 14, 2022)

4.2.2 Change Detection Experiment

1. Extraction of thematic information

The remote sensing images of the two time phases are preprocessed by radiometric
correction, image fusion, etc., and oil and gaswells are identified and extracted according
to the established remote sensing interpretation marks. At the same time, the GRNDVI
vegetation growth index of the two time phases is calculated respectively.

2. Detection of changes

The detection of change is separated into two parts: qualitative classification of
change kinds and quantitative evaluation of change degree. The procedure is the same as
in the Dabusu experimental region. The threshold values for change detection fluctuate
due to the geographical environment and climate features of the Liaohekou region, as
well as the effect of the time equivalent components of the photos utilized.

The first is the identification of change kinds by qualitative categorization. The
GRNDVI threshold values in the south and north portions of the experiment are 1.6
and 1.4, respectively. The well site area is classified into “vegetation” and “bare land”
based on the threshold segmentation findings, with values of 0 and 1, respectively.The
classification results were divided into two time periods, and three types of changes were
detected: “unchanged”, “vegetation -> bare land” and “bare land -> vegetation” (see
Fig. 9 and Fig. 11). Choose the “bare land -> vegetation” type region, which is referred
to as the “vegetation restoration area”.

The second step is a quantitative assessment and study of the degree of change. The
GRNDVI index of the two time phases of the southern and northern experimental regions
is distinguished, and the difference result’s threshold value is determined. The southern
region of Liaohekou estuary’s threshold value is set to 0.3, while the northern region
of Liaohe estuary’s threshold value is set to 0.2, with the values assigned to −1, 0, and
1. The well site is graded as “growing better”, “growing worse” or “growing without
significant change” (see Fig. 10 and Fig. 12). Choose the “growth recovery area”, which
has a rating of “growing better”.

3. Recovery Evaluation

Count the “vegetation restoration area” and “growth restoration area” within the
well site, calculate the proportion of the combined area of the two areas in the total



Application of Remote Sensing Intelligent Monitoring Technology 15

(a) 2017 GRNDVI map

(b) 2020 GRNDWI map

(c) Bare land->vegetation map

Fig. 9. Qualitative detection results of change types in Liaohekou south region

(a) 2017 GRNDVI map

(b) 2020 GRNDVI map

(c) GRNDVI change map

Fig. 10. Quantitative evaluation results of change degree in Liaohekou south region

area of the well site, and set a threshold for this proportion to further evaluate the well
site’s vegetation restoration.In conjunction with the current situation of the Liaohekou
experimental region, the threshold values are set to 0.5 and 0.8, and the vegetation
restoration of the well site is evaluated as “average restoration”, “good restoration”
or “restored”, with “average restoration” and “good restoration” being the status of
vegetation restoration. Table 4 displays the statistical data.
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(a) 2017 GRNDVI map

(b) 2020 GRNDWI map

(c) bare land->vegetation map

Fig. 11. Qualitative detection results of change types in Liaohekou north region

4.2.3 Analysis of Experimental Results

All oil wells in the Liaohekou experimental region have completed the withdrawal of
oil and gas facilities, according to the evaluation findings of vegetation restoration in
Table 2. Similar to the situation in the Dabusu experimental region, the “number of
vegetation restoration pixels” and “number of overlapping pixels” of all well sites are
very close, and the “number of growth restoration pixels” of all well sites is greater than
the “number of vegetation restoration pixels,” indicating that most areas are recovered
from “bare land” to “vegetation” at the same time, according to the statistical data
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(a) 2017 GRNDVI map

(b) 2020 GRNDVI map

(c) GRNDVI change map

Fig. 12. Quantitative evaluation results of change degree in Liaohe north region

in Table 2. Its growth has also improved dramatically, indicating that there was a big
quantity of vegetation in some regions of each well site prior to the removal of oil and
gas infrastructure, and its growth still has a lot of potential to develop. However, unlike
the Dabusu experimental region, only five well sites have been found in the Liaohekou
experimental region, namely well sites 7, 8, 9, 13, and 14. There are another eight well
locations with strong recovery effects: 1, 3, 5, 6, 10, 11, 12, and 15. Finally, two well
sites, well sites 2 and 4, had moderate recovery effects.
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Table 4. Results of Liaohekou experiment and evaluation of vegetation restoration

Well
Site
No

facilities
Exit
evaluation

Analysis of well site green restoration pixels Vegetation
restoration
evaluation

vegetation
restoration
pixels

growth
recovery
pixels

coincident
pixels

Restore
pixels
merging

pixels
in the
well
site

Percentage
of
recovered
pixels

1 Exited 61 128 59 130 208 0.625 good

2 Exited 30 56 30 56 135 0.414815 general

3 Exited 72 163 68 167 238 0.701681 good

4 Exited 44 134 39 139 321 0.433022 general

5 Exited 43 52 41 54 74 0.72973 good

6 Exited 194 281 182 293 421 0.695962 good

7 Exited 69 124 69 124 140 0.885714 Recovered

8 Exited 145 185 149 181 197 0.918782 Recovered

9 Exited 149 230 141 238 288 0.826389 Recovered

10 Exited 56 97 56 97 151 0.642384 good

11 Exited 146 245 142 249 342 0.72807 good

12 Exited 39 82 31 90 133 0.676692 good

13 Exited 142 262 134 270 328 0.823171 Recovered

14 Exited 272 325 271 326 351 0.928775 Recovered

15 Exited 32 102 28 106 148 0.716216 good

5 Conclusion

Given the characteristics of small, large, and widely distributed oil and gas well sites,
in order to carry out large-scale oil and gas well site exit and vegetation restoration
monitoring efficiently, accurately, and intelligently, this paper proposes an intelligent
remote sensingmonitoring technology for oil and gaswell exit and ecological restoration
based on multi temporal high-resolution satellite remote sensing data, and chooses GF2
satellite remote sensing images. Using Liaohekou and Dabusu as experimental places,
the technological procedure is used tomonitor and analyze the removal of oil and gaswell
sites as well as vegetation restoration. The results show that remote sensing intelligent
monitoring technology for oil and gas well withdrawal and ecological restoration is
effective in monitoring and counting the vegetation restoration of oil and gas facility
withdrawal well sites, and has low cost and high efficiency advantages that traditional
methods do not have.
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The experimental area’s statistical data show that the vegetation restoration effect of
the well sites with oil and gas facilities withdrawn in Liaohekou experimental region is
good, compared to that of the well sites with oil and gas facilities withdrawn in Dabusu
experimental region, the vegetation restoration effect of the well sites with oil and gas
facilities withdrawn in Dabusu experimental region is more significant.
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Abstract. A large number of major oil fields in China have entered the late stages
of development, and the decreasing production is increasingly unable to meet
the continuously growing demand for energy. Therefore, it is crucial for oilfield
production to accurately and rapidly predict the effects of production-increasing
measures based on existing data. This paper comprehensively considers three
types of data: geological static parameters, production dynamic parameters, and
process parameters of measures. Advanced machine learning algorithms such as
random forest (RF), support vector regression (SVR), and extreme gradient boost-
ing (XGBoost) are separately used, together with data augmentation techniques
andBayesian optimization algorithms to construct the different enhancing produc-
tion through measures prediction model. The best prediction model is optimized
by comparing the scores of each model. The results of a comprehensive compar-
ison of various models based on the mean absolute error (MAE), mean squared
error (MSE), and coefficient of determination (R2) indicate that the model based
on the extreme gradient boosting algorithm performs the best. The application of
data augmentation and optimization algorithms significantly improves the model
performance. The accuracy of predicting the oil production enhancement effect
for a given measure can reach over 90%. Compared with traditional methods for
predicting the effects ofmeasures, this paper addresses the issues of long computa-
tional time in numerical simulations and difficulty in exploring the mechanism of
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oil production enhancement measures in depth, and achieves a rapid and accurate
predictionof themultidimensional effect ofmeasures for increasingoil production.
This paper employs machine learning algorithms to fully explore the relationship
between three types of data and oil production enhancement effects, accurately
predicting the effect of measures for increasing oil production. It provides a tech-
nical foundation for selecting reasonable measures to increase oil production in
oilfields and has certain guiding significance for actual production.

1 Introduction

As an irreplaceable strategic resource, petroleumplays a critical role in a country’s power
and economic development. Maintaining and increasing oil production has always been
an important energy goal for nations. However, due to China’s rapid economic growth
over the past few decades, the country’s consumption of petroleum has been steadily
increasing. Nevertheless, as most of China’s major oil fields have entered the middle and
late stages of development, issues such as increased water content and reservoir damage
have resulted in a decline in production capacity that is no longer sufficient to meet
current energy demands [1]. This has led to a severe dependence on foreign oil and gas
resources, with China’s external oil dependency exceeding 70% in 2020. Large-scale
oil imports could easily subject China to geopolitical risks, significantly threatening the
country’s energy security [2]. Therefore, implementing reasonable measures to increase
oil production is imperative for China to address its energy gap, stabilize domestic
economic development, and alleviate its energy crisis. However, with a wide variety of
measures available and varying effectiveness, accurately predicting the effectiveness of
such measures is crucial for oil field production.

In the field of measure effectiveness prediction, conventional methods such as the
water flooding characteristic curve method and the Weng cycle method have limitations
in their applicability due to various assumptions and complex formulas [3]. Although
numerical simulations have been attempted to predict the effectiveness ofmeasures, their
applicability is restricted due to the complex mechanisms of measures to increase oil
production and the expensive computations involved [4]. Research onmachine learning-
based measure effectiveness prediction is still in the exploratory stage, with a primary
focus on production forecasting. There has been limited consideration of including pro-
cess parameters in the evaluation of measures, as the limited sample size of measure
wells restricts research in this direction to primarily fracturing methods [5].

In recent years, the revolutionary development of artificial intelligence (AI) tech-
nology has attracted widespread attention from various industries due to its powerful
generalization ability and rapid response speed [6]. The petroleum industry has also accu-
mulated a large amount of historical data in production, and machine learning has shown
great potential in the field of petroleum engineering [7]. As an alternative data-driven
approach, machine learning can extract information from a large amount of historical
data and construct regression or classification prediction models [8]. Many supervised
machine learning methods, including linear regression, support vector machines, neural
networks, etc., have been used to predict production decline, optimize water injection
schemes, characterize reservoir permeability, and generate complex geological facies
[9].
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Based on the above content, in order to accurately and rapidly predict the effect
of oil recovery measures, this paper proposes a data-driven approach for predicting
the effect of oil recovery measures. Advanced machine learning algorithms, including
Random Forest (RF), Support Vector RegressionMachine (SVR), and ExtremeGradient
Boosting (XGBoost), are used to explore the influence of three types of data on the
effect of oil recoverymeasures, namely geological static parameters, production dynamic
parameters, and process parameters. A prediction model is built, and data augmentation
is employed to address the problem of insufficient samples, which improves the quality
of the sample dataset. In the hyperparameter tuning stage of the model, the Bayesian
optimization algorithm is introduced to solve the problem of difficult manual parameter
tuning and further improve the model accuracy. After comparative experiments, the
XGBoost algorithm-based oil recovery measure effect prediction model is selected, and
the accuracy in the test set can reach over 90%.

2 Methodology

2.1 Feature Engineering

Feature engineering is the process of taking the raw input data and creating new features.
To make the raw data more informative, it selects, extracts, and transforms meaningful
features from the raw data. Feature engineering involve various techniques, includ-
ing data cleaning, data normalization, data scaling, data augmentation, data encoding,
dimensionality reduction, and feature selection. The source data for this study is the
actual recorded data from the oil field, which has poor data quality. Therefore, feature
engineering is crucial in processing the data. In addition to common data cleaning, nor-
malization, and correlation analysis, this paper also employs the SMOTE oversampling
technique as a data augmentation method.

Synthetic Minority Over-Sampling Technique (SMOTE)
SMOTE [10] is an approach to the construction of classifiers from imbalanced datasets
is described. It is used to address the problem of imbalanced class distribution in data
by synthesizing data through a combination of over-sampling the minority class and
under-sampling the majority class [11]. The specific steps are as follows:

(1) For each sample x in the minority class, calculate its k-nearest neighbors to all
samples in the minority class using Euclidean distance as the metric. The formula is:

d(sl, sk) =
√∑m

j=1

(
slj − skj

)2 (1)

(2) Determine a sampling rate based on the imbalance ratio and set a sampling
multiplier N. For each minority sample x, randomly select several samples from its
k-nearest neighbors, denoted as xn.

(3) For each randomly selected neighbor xn, construct a new sample with the original
sample according to the following formula.

xnew = x + rand(0, 1) × (x̃ − x) (2)



24 L. Yang et al.

2.2 Regression Prediction Algorithm

Support Vector Regression (SVR)
SVR [12] is a type of machine learning algorithm used for regression analysis. It is based
on the Support Vector Machine (SVM) algorithm and is used to build models that can
predict continuous output variables. The basic principle of SVR is to find a hyperplane
in a high-dimensional space that best separates the data into different classes. In the case
of regression, the hyperplane is used to predict the value of the outcome variable based
on the input features. Therefore, the SVR problem can be formalized as:

min
w,b

1
2‖w‖2 + C

∑m
i=1 lε(f (xi), yi) (3)

In which, C is the regularization constant, lε is the ε-insensitive loss function. After
introducing slack variables and Lagrange multipliers and taking partial derivatives, the
formula of SVR can be expressed as:

f (x) = ∑m
i=1

(
α
∧

i − αi
)
κ
(
xTi x

) + b (4)

where κ
(
xTi x

)
=∅(xi)T∅

(
xj

)
is the kernel function.

Random Forest(RF)
RF [13] is a popular ensemble learning algorithm used for classification, regression, and
other machine learning tasks. The algorithm combines multiple decision trees to create
a “forest” of trees that work together to make predictions. In regression problems, the
output of each decision tree is averaged to obtain the final regression result [14]. The
specific idea is as follows:

(1) Assuming that the training dataset contains N data objects, a training dataset is
constructed by randomly sampling M samples with replacement using the bootstrap
method, where each sample is not completely identical to the others.

(2) Assuming that each sample data has X features, a subset of x (x < = X) features is
randomly selected from all the features, and the best splitting attribute is chosen as
the node to grow the CART decision tree, with k remaining constant during the tree
growing process.

(3) Repeat the above steps to build n CART trees, and obtain the final prediction by
averaging the outputs of these decision trees.

f
∧

= 1
B

∑B
b=1 fb

(
x

′)
(5)

eXtreme Gradient Boosting(XGBoost)
XGBoost [15] is a highly efficient gradient boosting decision tree algorithm that uses
the ensemble idea - the Boosting idea - to integrate multiple weak learners into a strong
learner through a certain method. Its algorithmic process is as follows:

(1) Set the model to begin with a constant value:

f
∧

(0)(x) = argmin
θ

∑N
i=1 L(yi, θ) (6)
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(2) Calculate the gradients and hessians:

g
∧

m(xi) =
[

∂L(yi,f (xi))
∂f (xi)

]
f (x)=f

∧

(m−1)(x)
(7)

h
∧

m(xi) =
[

∂2L(yi,f (xi))
∂f (xi)2

]
f (x)=f

∧

(m−1)(x)
(8)

(3) Train a base learner on the training set by solving the followingoptimizationproblem:

φ
∧

m = argmin
φ∈�

∑N
i=1

1
2h

∧

m(xi)

[
−g

∧

m(xi)

h
∧

m(xi)
− φ(xi)

]2
(9)

f
∧

m(x) = αφ
∧

m(x) (10)

(4) Modify the model:

f
∧

(m)(x) = f
∧

(m−1)(x) + f
∧

m(x) (11)

(5) Output:

f
∧

(x) = f
∧

(M )(x) = ∑M
m=0 f

∧

m(x) (12)

2.3 Optimization Algorithm

An optimization algorithm refers to the process of minimizing or maximizing an objec-
tive function, subject to given constraints, by finding one or more optimal or near-
optimal solutions. This paper introduces a tree-structured Bayesian optimization algo-
rithm to tune hyperparameters of the production enhancement effect prediction model.
This method solves the problem of obtaining the optimal prediction model through
manual tuning, providing a more efficient and effective approach.

Tree-structured Parzen Estimator(TPE)
TPE [16] uses two density functions to define p(x|y):

p(x|y) =
{
l(x) if y < y∗
g(x) if y ≥ y∗ (13)

In the above equation, l(x) is established using the observation space {x(i)} and the
corresponding loss f(x(i)) is less than y*, while g(x) is established using the remaining
observations. TheTPE-basedmethod relies on avalue of y*greater than the best observed
value of f (x), so that some points can be used to build l(x). TPE adopts expected
improvement (EI) as the acquisition function.However, since it is impossible to obtain the
posterior probability p(x|y), Bayesian formula is employed to transform the acquisition
function:

EIy∗(x) = ∫ y∗
−∞(y∗ − y)p(y|x)dy = ∫ y∗

−∞(y∗ − y) p(x|y)p(y)p(x) dy (14)

In this equation, y* represents a threshold value. Let γ = p(y < y*) denote a certain
quantile used in the TPE algorithm to partition l(x) and g(x). The value of γ is in the
range of (0, 1). The final simplified formula is:

EIy∗(x) = γ y∗�(x)−�(x)
∫ y∗

−∞p(y)dy

γ�(x)+(1−γ )g(x)
∝

(
γ + g(x)

�(x) (1 − γ )
)−1

(15)
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3 Experiment and Result

3.1 Introduction to the Dataset

This study collected data on all oil production enhancement measures implemented in
a certain block of an oilfield from 2017 to the present, including acidification, unclog-
ging, and water flooding. After selecting wells where the measures were effective and
conducting data cleaning and correlation analysis, the sample size of wells subjected
to acidification and unclogging measures was too small to support machine learning
analysis. Therefore, this study ultimately chose water flooding measures as an example
for oil production enhancement prediction. The sample database contains 147 wells that
achieved oil production enhancement after water flooding measures were implemented.
The input variables include eight geological static features, four production dynamic
features, and two measure process features, as shown in Table 1.

Table 1. Feature presentation table.

Feature category Feature name

Geological static features Porosity of injection well, Permeability of injection well,
Thickness of injection well, Oil temperature of injection well,
Viscosity of crude oil of injection well, Permeability of
production well, Porosity of production well, Distance between
wells

Production dynamic features Injection well pressure before the measure, Injection well daily
volume before the measure, Daily fluid production before the
measure, Daily oil production before the measure

measure process features Measure chemicals, Chemicals injection volume

According to statistics, there are three different chemical types A, B and C in 147
profile control measures samples, and the sample sizes of different classes of chemicals
are significantly different, among which 96 are of type A, 33 are of type B and 18 are of
type C. Unbalanced sample distribution has a great influence on the learning and pre-
diction of machine learning model. Therefore, this study adopted the data enhancement
method of oversampling to expand the data, so as to ensure the same sample size of the
three measures. Generate new 410 after SMOTE oversampling and screening and use
this new 410 as the data set for the forecast model.

3.2 Experimental Setting

To select the optimal predictive model for effects of oil-increasing measures, this study
compared three commonly used machine learning algorithms for regression problems
in petroleum engineering: Support Vector Regression (SVR), Random Forest (RF), and
XGBoost. Predictive models were constructed for each algorithm and their performance
was evaluated under multiple loss functions. The best-performing predictive model was
determined, and an optimization algorithm was introduced to fine-tune the model’s
hyperparameters, further enhancing its predictive accuracy.
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3.3 Result

Based on three different algorithms, data-driven predictive models were developed for
oil-increasing measures using geological static parameters, production dynamic param-
eters, and process parameters as inputs, and post-measure oil production as output. The
training and testing sets were divided in a 9:1 ratio. The prediction results of the different
algorithms are shown in Fig. 1. By comparing the performance of the models using the
same testing set, it can be observed that the predictive accuracy of XGBoost and RF
algorithms are significantly higher than that of SVR algorithm.

Fig. 1. The effect comparison of different algorithms

To conduct a precise analysis of the prediction performance of RF and XGBoost
algorithms, this study comprehensively evaluated their performance using three loss
functions: Mean Absolute Error (MAE), Mean Squared Error (MSE), and R-squared
(R2), as shown in Table 2. From the numerical results, it can be seen that XGBoost
algorithm outperforms the other two algorithms. Therefore, XGBoost was selected for
further research.
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Table 2. Evaluation of three algorithms

Algorithms MAE MSE R2

SVR 13.12 453.82 0.26

RF 7.09 136.76 0.78

XBGoost 4.39 68.22 0.88

The above model obtained the optimal results by manually adjusting the hyperpa-
rameters after determining their approximate range using grid search. However, manual
tuning of hyperparameters can hardly result in the best combination ofmodel parameters,
and there is still room for improvement in hyperparameter performance. Therefore, this
study introduced a Bayesian optimization algorithm based on Tree-structured Parzen
Estimator (TPE) to optimize the hyperparameters of the XGBoost prediction model.
The final optimization result returned the maximum value of R2, and the optimized
parameters are shown in Table 3.

Table 3. Hyperparameter optimization results

Hyperparameter optimization results Hyperparameter optimization results

max_depth 5 n_estimators 498

learning_rate 0.0581 gamma 6.1491

colsample_bytree 0.9185 subsample 0.5102

reg_alpha 0.0196 reg_lambda 1.5302e-07

The performance of the TPE-XGBoost model for predicting the effect of enhanced
oil recovery measures, incorporating the optimization algorithm, is shown in Fig. 2 and
Table 4. It can be observed that the introduction of the optimization algorithm improves
the performance of the predictive model, with the optimized model outperforming the
non-optimized model under all three loss functions. The final predictive accuracy (R2)
can exceed 90%.

Table 4. The effect after hyperparameter optimization

Algorithms MAE MSE R2

XBGoost 4.39 68.22 0.88

TPE-XGBoost 4.11 58.19 0.91
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Fig. 2. The effect after hyperparameter optimization

4 Conclusion

This article proposes a data-driven method for predicting the effects of oil-increasing
measures based on the TPE-XGBoost algorithm. This method first enhances the data
samples to some extent, which alleviates the problem of insufficient sample size. At
the same time, the model comprehensively considers three types of features: geological
static parameters, production dynamic parameters, and measure process parameters,
deeply mining their relationship with the effect of increasing oil, and automatically
optimizing the model hyperparameters to achieve the prediction of daily oil production
after the measures, which significantly improves the prediction accuracy compared with
other algorithms and can reach over 90%. However, the current research is still limited
by the insufficient quality of on-site data. In future research, in addition to obtaining
high-quality data from the source, high-level feature engineering will also be the next
research focus. In addition, incorporating economic indicators into machine learning is
also a future direction of research.

Acknowledgments. This work is supported by the National Natural Science Foundation of China
under Grant 52274057, 52074340 and 51874335, the Major Scientific and Technological Projects
of CNPC under Grant ZD2019–183-008, the Major Scientific and Technological Projects of
CNOOC under Grant CCL2022RCPS0397RSN, the Science and Technology Support Plan for
Youth Innovation of University in Shandong Province under Grant 2019KJH002, 111 Project
under Grant B08028.



30 L. Yang et al.

References

1. Chen, S.Y., Zhang, Q., Mclellan, B., et al.: Review on the petroleummarket in China: history,
challenges and prospects. Pet. Sci. 17, 1779–1794 (2020)

2. Gong, X., Sun, Y., Du, Z.: Geopolitical risk and China’s oil security. Energy Policy 163,
112856 (2022)

3. Alfarge, D., Wei, M., Bai, B.: Evaluating the performance of hydraulic-fractures in uncon-
ventional reservoirs using production data: comprehensive review. J. Nat. Gas Sci. Eng. 61,
133–141 (2019)

4. Zhang, Q., Zhu, W., Liu, W., Yue, M., Song, H.: Numerical simulation of fractured vertical
well in low-permeable oil reservoir with proppant distribution in hydraulic fracture. J. Petrol.
Sci. Eng. 195, 107587 (2020)

5. Hassan, A.M., Aljawad, M.S., Mahmoud, M.A.: Predicting the productivity enhancement
after applying acid fracturing treatments in naturally fractured reservoirs utilizing artificial
neural network. In: Abu Dhabi International Petroleum Exhibition & Conference. OnePetro
(2021)

6. Vaishya, R., Javaid, M., Khan, I.H., Haleem, A.: Artificial Intelligence (AI) applications for
COVID-19 pandemic. Diabetes Metab. Syndr. 14(4), 337–339 (2020)

7. Sircar, A., Yadav, K., Rayavarapu, K., Bist, N., Oza, H.: Application of machine learning and
artificial intelligence in oil and gas industry. Petrol. Res. 6(4), 379–391 (2021)

8. Koroteev, D., Tekic, Z.: Artificial intelligence in oil and gas upstream: trends, challenges, and
scenarios for the future. Energy AI 3, 100041 (2021)

9. Xue, L., Liu, Y., Xiong, Y., Liu, Y., Cui, X., Lei, G.: A data-driven shale gas production
forecasting method based on the multi-objective random forest regression. J. Petrol. Sci. Eng.
196, 107801 (2021)

10. Shorten, C., Khoshgoftaar, T.M.: A survey on image data augmentation for deep learning. J.
Big Data 6(1), 1–48 (2019)

11. Chawla, N.V., Bowyer, K.W., Hall, L.O., Kegelmeyer, W.P.: SMOTE: synthetic minority
over-sampling technique. J. Artif. Intell. Res. 16, 321–357 (2002)

12. Awad, M., Khanna, R.: Support vector regression. Efficient Learning Machines: Theories,
Concepts, and Applications for Engineers and System Designers, 67–80 (2015)

13. Breiman, L.: Random forests. Mach. Learn. 45, 5–32 (2001)
14. Grömping, U.: Variable importance assessment in regression: linear regression versus random

forest. Am. Stat. 63(4), 308–319 (2009)
15. Chen, T., Guestrin, C.: Xgboost: a scalable tree boosting system. In: Proceedings of the

22nd ACM SIGKDD International Conference on Knowledge Discovery and Data Mining,
pp. 785–794 (2016)

16. Bergstra, J., Bardenet, R., Bengio, Y., Kégl, B.: Algorithms for hyper-parameter optimization.
In: Advances in Neural Information Processing Systems, vol. 24 (2011)



Research on Stability Evaluation
and Adjustment Method of Concentrated

Casing Damage Area Based on Gradient Lifting
Algorithm

Bing-bing Yang1(B), Ji-yuan Lu1, You-chun Wang1, Peng-chao Xu2,
Shu-juan Zhang1, Xue-yan Jiang1, and Li-qiu Zhang1

1 Exploration and Development Research Institute of Daqing Oilfield Co. Ltd., Daqing,
Heilongjiang, China

524911612@qq.com
2 No. 1 Oil Production Plant of Daqing Oilfield Co. Ltd., Daqing, Heilongjiang, China

Abstract. Casing damage is a common problem faced in the development of old
oilfields. Some areas with weak mechanical properties of rock layers and other
unfavorable factors are prone to severe casing damage, such as time of occurrence
and plane distribution of casing damage wells. The stable state of damaged rock
formations is a prerequisite for the implementation of workover and remaining oil
tapping. Traditional stability evaluation of damaged areas often relies on qualita-
tive analysis through well condition investigation and engineering logging, with
incomplete considerations and a high rate of judgment errors, often leading to
secondary concentrated casing damage after treatment. Therefore, based on the
research and understanding of centralized casing damage mechanism, taking into
account the changes in casing damage situation and the control of inducing factors,
9 indicators are selected to establish an evaluation index system for stability of
casing damage areas. Gradient lifting algorithm is applied to achieve quantitative
grading evaluation of the stability, with a verification compliance rate of 83.3%;
meanwhile, classified adjustmentmeasures are implemented to overcome unstable
aspects, shorten the adjustment cycle, determine the timing of overall governance
as soon as possible, and ensure the oil recovery of casing damage areas. This
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method was applied in the X67 casing damage area, guiding the implementation
of various stability control workloads for 49 wells, and effectively improving the
stability of the casing damage area.

Keywords: concentrated casing damage area · comprehensive assessment ·
stability adjustment · gradient lifting algorithm

1 Introduction

The casing damage in old sandstone oilfields developed by water injection is severe.
There is a phenomenon of concentrated casing damage, in some areas with large dip
angles, complex fractures, and large pressure differences [1–5]. The time of casing dam-
age occurrence, the location of casing damage layers, and the plane distribution of casing
damage wells are concentrated, which poses great harm to oilfield development effec-
tiveness, cost reduction and efficiency improvement, as well as safety and environmental
protection. Due to a lack of scientific understanding of the stability of casing damage
areas, production sites often rely on operational surveys or engineering monitoring to
qualitatively analyze the stability of casing damage areas based on information such as
the number of newly discovered casing damage wells and changes in inner diameter
of damaged casing [6]. This has led to improper timing of governance determined in
some concentrated casing damage areas, resulting in a recurrence of concentrated casing
damage after governance, seriously affecting the oil recovery process of these blocks
and significantly increasing the cost of well repair operations [7–10]. At present, there
are still two concentrated casing damage areas in Daqing Changyuan Oilfield that have
not fully resumed production and urgently need further treatment. In order to scientifi-
cally determine the timing of casing damage area treatment and restore the production
of casing damage area as soon as possible, there is an urgent need for an accurate and
quantitative centralized casing damage area stability evaluation and adjustment method,
which comprehensively evaluates the stability status of the damaged layer in the casing
damage area, and implement adjustments against unstable factors and causes to promote
the stability of the casing damage area as soon as possible, ensure the comprehen-
sive treatment effect of the casing damage area, and avoid the occurrence of secondary
concentrated casing damage situations.

This article is based on the research and understanding of the mechanism of con-
centrated casing damage. Mainly from two aspects, the trend changes in casing damage
situation and the inducing factors that affect the stability of damaged formation layers,
a stability evaluation index system and thresholds for concentrated casing damage areas
are created. Gradient lifting algorithms are optimized, and comprehensive evaluation
of casing damage area stability is carried out. At the same time, adjustment measures
against unstable factors in casing damage areas are provided to improve the stability
of damaged rock layers, providing guidance for the reasonable timing determination of
well workovers and drillings.
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2 Mechanism of Concentrated Casing Damage

In Daqing Changyuan Oilfield, there were 23 concentrated casing loss zones during the
three casing loss peak periods, of which 22were concentrated casing loss zones of maker
bed as N_2 bottom. Through combing and comparing the causes of historical casing loss
in Table 1, the following characteristics were found in most of the concentrated casing
loss zones.

Table 1. Cause classification of concentrated casing damage zone

Geological Factors Development Factors Engineering Factors

complex structure
complicated fault
large dip angle
dense fossils

improper process before and after
drilling
uneven injection and production
large pressure differences
large pressure rise during flooding

poor cementing quality
renew with incomplete plugging
untimely casing leap discovery
abnormal water absorption at the
top of perforation

Firstly, in terms of geological factors, wells with casing damage are mostly located
in the area with large dip angle, the complex faults and the layers rich in fossil, especially
the oil shale in the maker bed of the N_2 bottom with well-developed horizontal joints
and micro-fractures, which are easy to crack. The Fig. 1 shows that micro-fractures
expand after water immersion, and the Fig. 2 shows that the rock strength decreases by
16.4%, which further weakens the shear resistance.

Secondly, in the development process, under the influence of unbalanced injection
and production adjustment or unreasonable drilling off and restoring, large regional
pressure difference or pressure change is generated, which leads to the sliding shear
along the bedding surface of the N_2 bottom oil shale, finally resulting in a large area
of concentrated casing losses.

At last, the engineering factors, due to some cementing with poor quality, untimely
casing leap discovery and incomplete well plugging, injected water get into the N_2
bottom along the channeling space, when there is abnormal water absorption at the
top section of the perforating, resulting in rock mechanical properties deteriorate, and
ultimately concentrated casing damage.

It can be seen from the above that the concentrated casing failure of theN_2 bottom is
caused by its mechanical properties, the influence of water immersion and the external
abnormal pressure. Therefore, the stability of the N_2 bottom maker bed is not only
affected by its own lithology and mechanical properties, but also affected by abnormal
development and water immersion factors.

3 Evaluation Method for Stability of Casing Damage Zone

Based on the understanding of the mechanism of concentrated casing loss, in addition
to the analysis of the current casing loss situation, the scientific and comprehensive
evaluation for the stability of the formation layer with concentrated casing loss, should
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a. Original sample b. Sample after water immersion

Fig. 1. Fracture extension induced by water immersion in the black shale
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Fig. 2. Changes in rock strength of N_2 bottom layer before and after immersion

focus on the development anomaly and the risk factors of water immersion that will
affect the stability of the rock layer in the future. Therefore, the stable state of the casing
loss area should be divided into two aspects. First, the casing loss situation is no longer
aggravated, which is mainly manifested as the area of the casing loss area does not
expand, the number of casing loss wells does not increase, and the casing loss degree
does not worsen. Secondly, the inducement factors of the centralized casing loss are
controlled or eliminated, including the water immersion risk of the N_2 bottom and the
abnormal development risk, to ensure that the secondary centralized casing loss will not
occur after the recovery of treatment.

3.1 Stability Evaluation Index System

Starting from the two aspects of stability evaluation in the cased damage area, 23 evalu-
ation indexes are selected preliminary, including 8 indexes related to the cased damage
situation, 10 for water immersion risk, and 5 for abnormal development risk.

Spearman correlation coefficient method was used to quantify the relationship
between 23 stability evaluation indexes and the occurrence of centralized casing loss.
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Among them, if the first correlation coefficient is greater than 0.7, it is strong correla-
tion; if the correlation coefficient is less than 0.4, it is weak correlation; and the rest are
medium correlation. Indicators with strong correlation are taken as alternative indicators.

Table 2. Preliminary design of stability evaluation index of casing damaged area

Classification Trend change index Inducing factors

Risk of water immersion Abnormal development
indexes

detailed index change rate of casing
damage area
rate of casing damage
found during jobs
annual casing damage
rate
annual casing loss rate of
N_2 bottom layer
ratio of leap wells
change rate of inner
diameter of casing
change in stress direction
of casing damage well
time interval between
discovery of casing
damage and last job

abnormal drilling
information
updated numbers of
incompleted abandon
injection well
proportion of poorly
cementing wells
proportion of water
immersion risk wells
water immersion area
proportion of producing
liquid
proportion of abnormal
testing
ratio of unloading wells
to water immersion wells
ratio of abnormal
injection wells
centralized investigation

risk level of block in
casing damage
proportion of wells with
casing damage risk
pressure increasing rate
in early stage of
chemical flooding
inject-pro pressure
difference in the middle
and later stages of
chemical flooding
injection rate of
chemical flooding

quantity 8 10 5

Spearman correlation coefficient method was adopted to calculate the correlation
coefficient among alternative indicators. If the correlation coefficient between the two
alternative indicators is greater than 0.4, the correlation coefficient between the two
alternative indicators and the casing loss rate should be referred to, and the one with the
larger first correlation coefficient should be selected as the stability evaluation index. If
the correlation coefficient between the two alternative indicators is less than 0.4, the two
alternative indicators are retained as stability evaluation indicators.

According to the above screeningmethods, eight evaluation indexes that are strongly
correlated with the occurrence of centralized casing loss and relatively independent of
each other are obtained, which constitute the evaluation index system of the stability of
the casing loss area (see Table 3).

3.2 Threshold of Stability Evaluation Index

An example is taken to illustrate the determination process of indicator thresholds by
the ratio of water unloading wells to immersion wells. Firstly, the scatter relationship
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Table 3. Optimized results of the evaluation index

Classification Index Unit Definition

trend change area variation rate change of
casing damage area

% the ratio of the area
difference between the
current and the
previous year to the
damaged area zone in
the previous year

wells variation rate of casing
damage found
during jobs

% the proportion of
newly discovered
casing damage wells
to the number of jobs

annual casing loss
rate of N_2 bottom
layer

% the proportion of
newly discovered
damage wells of N_2
bottom layer to the
total number of the
year

Degree variation rate change of inner
diameter of casing

% the proportion of
changes in the inner
diameter of casing
damaged compared to
the original average
inner diameter

inducing factors risk of water
immersion

proportion of water
immersion risk
wells

% the proportion of wells
that are scrapped and
not completely
renewed and have a
cementing quality less
than 60% in the total
number of water
injection wells

ratio of water
unloading wells to
immersion wells

1 the ratio of the number
of reperforated
producers and those
with casing leap to the
number of injectors
with casing leap

abnormal
development indexes

risk level of block
in casing damage

/ risk level of casing
loss in block

proportion of wells
with casing
damage risk

% the proportion of
injectors with casing
loss risk in the number
of injectors
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between index data and the casing loss rate was established. The casing loss rate of
3% was taken as the threshold, and the horizontal coordinate was divided into several
intervals with 0.4 step length (see Fig. 3). The proportion of blocks with casing loss
rate greater than 3% in different intervals was calculated, and the value corresponding
to the obvious inflection point on the curve was selected as the threshold of the index
(see Fig. 4). According to the above practices, the limits of other 7 evaluation indicators
are determined (see Table 4), which are mainly divided into two types: the first are
positive indicators, which the bigger the better; the second are reverse indicators, which
the smaller the better.
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Fig. 3. Scatter relationship between the ratio of water unloading to immersion wells
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Fig. 4. The proportion of blocks with casing damage rate > 3% in each well ratio interval

3.3 A Set of Stability Evaluation Methods

Grading Standards of Stabilities. According to the definition of casing loss zone
stability evaluation, the stability of casing loss zone is divided into three levels: stable,
understable and unstable.
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Table 4. Thresholds and controlling range of the index for stability evaluation

Classification Index Unit Control range

trend change change of area change rate of casing
damage area

% [0, 1.0]

change of wells rate of casing damage
found during job

% [0, 3.5]

annual casing loss rate of
N_2 bottom layer

% [0, 1.0]

change of degree change rate of inner
diameter of casing

% [0, 9.0]

inducing factors risk of water immersion proportion of water
immersion risk wells

% [0, 5.0]

ratio of unloading wells
to water immersion wells

1 (0.8, ∞]

abnormal development
indexes

risk level of block in
casing damage

/ medium to low

proportion of wells with
casing damage risk

% [0, 9.0]

Stability Classification of Historical Damage Area. According to the stability evalu-
ation index data of the area after the occurrence of centralized casing loss, the stability
grade of the casing loss area over the years is divided according to the stability grade
standard of the casing loss area in Table 5.

Spearman correlation analysis algorithm is used to calculate the correlation among
different levels. The weaker the correlation is, the clearer the classification is. If the
correlation between the two levels is strong (correlation coefficient greater than 0.4), the
block stability is regraded, until the correlation between grades is weak or no correlation
(correlation coefficient less than 0.4), in Fig. 5.
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Optimization of Stability Evaluation Methods. 75% of the casing loss area data
was taken as sample data and 25% as verification data. A variety of big data analysis
methods were used to carry out deep learning on the sample data respectively, forming
the evaluation model of each method, calculating the respective and the verification
coincidence rate, and selecting the method model with the model coincidence rate of
over 90% and the highest verification coincidence rate of over 80% as the optimal
evaluation model. In the end, the coincidence rate of 7 algorithms reached more than
90%. After the comparison and verification of the coincidence rate, the gradient lifting
algorithm was selected as the evaluation method for the stability of the casing loss area
(see Table 5).

Table 5. Comparison of coincidence rates of various evaluation methods

Evalution
Methods

Model Compliance Rate (%) Verification Compliance Rate (%)

Stable Understable Instable Overall Stable Understable Instable Overall

stochastic
gradient
descent

79.6 75.0 89.7 81.5 84.0 62.5 92.3 79.6

ridge
regression

68.4 76.0 83.3 75 72.4 50.0 84.6 70.4

logistic
regression

100 90.5 92.5 94.4 90.9 64.7 86.7 81.5

decision tree 100 100 100 100 90.9 54.6 90.0 75.9

extra trees 100 100 100 100 95.2 54.6 81.8 75.9

random
forest

91.3 91.7 90.5 91.1 95.5 64.7 80.0 81.5

gradient
boosting

95.5 92.7 97.4 95.2 90.9 68.4 92.3 83.3

adaboost
classification

81.3 67.4 96.7 79.8 90.9 59.1 90.0 77.8

support
vector
machine

100 100 100 100 100 30.0 0.0 35.2

naive_bayes 71.8 41.7 60.7 60.5 85.7 35.7 53.9 57.4

neural
networks

95.4 92.9 100 96.0 95.5 65.0 91.7 83.3
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4 Adjustment Measures for Stability

According to the principle of one countermeasure for one index, 12 personalized adjust-
ment measures are formulated according to the adjustable factors affecting the stability
of the damage zone, two risk factors of water immersion into N_2 bottom layer and
abnormal development, combined with the common injection and production adjust-
ment measures on the production site. In terms of immersion risk, the main way is to
reduce the water immersion area and prevent the water immersion area from further
expanding by the combination method of plugging and dredging. In the aspect of abnor-
mal development risk, the abnormal single well with casing loss risk can be restored
to the limit of casing loss warning by adjusting the formation plane and the pressure
difference between layers and treating them, according to Table 6.

Table 6. Stability adjustment measures of casing damage area

Classification Adjustment Measure

risk of water immersion water immersion control cementing quality reevaluation
and channeling plugging, injection
interval adjustment

plugging of incompletely
abandoned well or shut down the
replacement well

packer seal inspection

discharge storage perforating of the production well

maintaining production with
casing leap

abnormal development pressure differential adjustment adjustment of injection and
production parameters for regions,
well patterns, and well groups

abnormal well treatment adjust production indexes to a
reasonable range, conduct
inspection, leak detection

5 Method Application

X67 damage zone has an oil-bearing area of 20.6 km2 and geological reserves of 43.4
million tons. Concentrated damage occurred in the N_2 bottom of the tender in 2015.
By the end of July 2021, 137 wells and 18.7% of wells were lost. The well opening rate
was only 57.8%, the daily water injection accumulation decreased by 69.9%, and the
injection-production ratio was only 0.50, with an annual decline rate of 0.97%.

The above method was used to evaluate the stability, and the results showed that
the stability was unstable. In the aspect of sheath damage, it was found that the sheath
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loss rate of the N_2 bottom was higher. In terms of inducing factors of casing loss,
the main factors are the hidden danger of water channeling caused by a large number
of incomplete abandoned wells, and the high risk of secondary casing loss caused by
low injection-production ratio, continuous reduction of formation pressure and large
pressure difference.

In order to improve the stability of the casing damage zone, 49 adjustments were
implemented according to the principle of overall planning, coordination and classifica-
tion, aiming at the risk of water immersion into the N_2 bottom layer and the unstable
factors that could easily exacerbate the casing damage in terms of development, from the
perspective of improving the overall stability of the casing damage zone. Since it was
implemented for more than half a year, the risk of water immersion has been effectively
controlled, the difference of plane and inter-layer pressure has been reduced, no testing
and operation anomalies have occurred during this period, the casing damage situation
has been significantly improved, and the stability of the casing damage area has been
improved to a certain extent.

6 Conclusion

From the twoaspects, the situation of the damage zone and the control of inducing factors,
the stability evaluation index is designed and optimized to quantitatively characterize
the current situation of the damage zone and the potential risks in the future, which can
realize the scientific and comprehensive evaluation of the stability of the damage zone,
and provide a method to scientifically guide the comprehensive treatment of the damage
zone, determine the reasonable treatment time, and avoid the secondary concentrated
damage after treatment.

In view of the unstable factors of the casing loss area, timely adjustment measures
can effectively improve the stability of the casing loss area, shorten the treatment period,
and restore the production contribution as soon as possible.
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Abstract. The objective of this study is to analyze dominant controlling factors
of the EUR of shale gas wells and then to forecast the EUR precisely by employing
knowledge graph and automated machine learning techniques. First, an ontology
knowledge representation model and a set of classification system for shale gas
production are constructed, which include 13 shale gas objects such as basin,
shale gas play, shale gas field, shale gas reservoir, and shale gas well, and their
112 geological, engineering and production parameters, such as mineral brittle-
ness, fracturing section length, sanding intensity, and first-year production, and
so on. Subsequently, structured data from existing databases are transformed, and
loaded into the knowledge base. Large amount of unstructured data from papers,
presentations, professional books are extracted and loaded by using various natu-
ral language processing (NLP) tools. The final shale gas knowledge base contains
56 shale gas plays and more than 1,000 shale gas wells worldwide. Based on
the shale gas knowledge base, the graph embedding algorithm is used to convert
the graph into a vector in order to train the machine learning models. Various
automated machine learning frameworks such as TPOT, H2O, Auto-Sklearn, and
AutoGluon are implemented and the performances are compared. According to
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the model with best performance, the main controlling factors of the EUR of shale
gas wells are high-quality bed thickness, fracturing section length, and fracturing
fluid volume, etc., which are consistent with shale gas production practices. The
MSE and MAE of the best model on the testing dataset are 0.06 and 0.19, respec-
tively. The approach of knowledge base construction and application developed
in this paper can be extended to the entire life cycle of E&P process, which can
make full use of various documents, data and knowledge accumulated in the oil
and gas industry to conduct decision support.

Keywords: Knowledge Graph · Shale Gas Production · EUR Prediction ·
Automated Machine Learning

1 Introduction

Shale gas has become an increasingly important source of energy, and its production has
seen significant growth over the past decade. However, the production of shale gas wells
can be challenging to forecast due to the complex geological structures, engineering, and
production characteristics of shale formations. In recent years, many studies on shale
gas production forecasting have been carried out and there have been developed various
methods to forecast the production of the shale gas, which can be divided into three
categories, empirical formulas, analytical models, and numerical formulas [12]. Each
method has its advantage and can be applicable for a few shale gas wells in specific
areas. Therefore, new methods are needed in order to predict the production of shale gas
effectively and efficiently with high performance.

Knowledge graph and machine learning techniques have emerged as powerful tools
for collecting more data from both structured and unstructured data sources, analyz-
ing large amounts of data, and making accurate predictions. In this paper, we will
explore how these techniques can be used to forecast the production of shale gas wells.
Knowledge Graphs (KGs) have emerged as a compelling abstraction for organizing
the world’s structured knowledge, and to integrate information extracted from multiple
data sources. Knowledge graphs have started to play a central role in representing the
information extracted using natural language processing and computer vision. Domain
knowledge expressed in KGs is being input into machine learning models to produce
better predictions [3].

2 Shale Gas Knowledge Base Construction

2.1 Ontology Construction of Shale Gas Knowledge Base

First of all, it is necessary to construct a comprehensive shale gas knowledge base to
store production parameters and data such as shale gas geology, structure, drilling and
acid fracturing. The process can be divided into two steps. The first step is to create
shale gas ontologies, and the second step is to fill in shale gas entities according to the
structure of ontologies using various data sources. Ontology is an abstraction or concept
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of things in the real world. It usually refers to a collection of entities with the same char-
acteristics. To be specific, business experts abstract the process of shale gas exploration,
development, and production to identify shale gas ontologies such as basins, shale plays,
shale gas fields, shale gas reservoirs, shale gas wells, wellbores, and fracturing stages.
These objects contain many attributes or features. For example, a basin can be described
by attributes such as basin name, structure type, country to which the basin belongs,
maximum heat flow, minimum heat flow, oldest age of the basin, sedimentary thickness,
age of the stratum, and oil and gas prospects of the basin, while the attributes of shale gas
play include zone area, zone location, average reservoir burial depth, zone type, reserve
abundance, recovery factor, depositional environment, brittle mineral content, pressure
coefficient, reservoir thickness, permeability, porosity, ratio of adsorbed gas, gas con-
tent, TOC, gas saturation, etc. At the same time, there are various relationships between
each ontology in the shale gas knowledge base. For example, a basin may contain shale
gas plays, a shale gas well is located in a shale gas play, and a shale gas well includes
latitude, longitude, well type, fracturing formation, surface elevation, bushing elevation,
spud date, completion depth, completion date, completion formation, completion type,
depth of maximum well deviation, fracturing section length, effective porosity, mineral
brittleness, pressure coefficient, formation temperature, lateral length, cluster spacing,
fracturing fluid strength, sanding strength, TOC and other properties (see Fig. 1).

Fig. 1. A schematic diagram of shale gas ontologies, illustrating the attributes and relationships
of the ontologies.

Using knowledge graph technology to model shale gas development and production
process, compared with traditional relational database, the biggest advantage is the flex-
ibility and usability, which means shale gas professionals do not need to consider all of
entities, attributes, and the relationship among them in advance. The data model of the
knowledge graph can be maintained or updated at any time according to actual business
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requirements, and the application based on the database has little impact. According to
the actual business situation, the study sorts out and creates 13 types of ontologies with
112 attributes (see Fig. 1).

After the shale gas ontologies have been constructed, the shale gas entity can be
filled in. Entity refers to something that is distinguishable and exists independently in
the world. For example, Permian Basin, Eagle Ford Shale Play, MIP 3HWell, and so on
are entities in the field of shale gas exploration and production. Everything in the world
is composed of specific objects, that is, entities. Entities are the most basic elements
in knowledge graphs, and different entities have different relationships. Every entity
belongs to a specific ontology. For example, Permian Basin is a basin, which means the
entity of the Permian Basin belongs to the ontology of basin. This entity has various
attributes defined by the ontology, such as basin name, structure type, country to which
the basin belongs, maximum heat flow, basin, minimum heat flow, the oldest age of the
basin, sedimentary thickness, etc. Various shale gas entities, attributes, and relationships
between entities constitute the shale gas knowledge base.

2.2 Entity Extraction from Shale Gas Knowledge Base

Once the ontologyof the shale gas knowledgebase is constructed, it is necessary to collect
various types of data to fill in the knowledge base in order to expand the scale of the
knowledge base. Entity extraction includes steps such as entity extraction, relationship
extraction, and attribute extraction. This study collected a large amount of data, which
can be divided into structured data, semi-structured data, and unstructured data in terms
of data source types. Structured data refers to data that can be logically expressed in
two-dimensional tables, such as Excel data tables, tables in databases, etc.

Semi-structured data is a form of structured data that does not conform to the data
model structure associated with relational databases or other data tables, but contains
relevant tags to separate semantic elements and to classify records and fields. Layer, the
structure and content of the data are mixed, there is no obvious distinction, therefore, it is
also called a self-describing structure, simply speaking, semi-structured data is between
fully structured data and completely unstructured data. For example, HTML documents,
JSON, XML and some NoSQL databases are semi-structured data. Unstructured data
is data without a fixed structure, including various formats of office documents, text,
pictures, various reports, images, and audio/video information.

For structured data, the column name of the structured data is mapped to the attribute
name of the graph database entity through Mapping, and the value of the column name
is filled into the attribute value of the knowledge base entity. For unstructured data,
we used a rule-based, natural language model combined with manual review to extract
shale gas entities, relationships, and attribute values. The task of entity extraction is to
find named entities from unstructured documents. In this study, entities such as basins,
shale gas zones, shale gas reservoirs, shale gas wells, wellbores, and fracturing sec-
tions are mainly extracted. For example, the system uses the preset regular expression
“[AZ].{2,20}Shale[]{0,1}[Gas]{0,1}[]{0,1}[Play]{0,1}” will identify and extract “Ea-
gle Ford Shale Play”, “Bakken Shale Play”, “Barnett Shale”, “Fayetteville Shale”, “Hay-
nesville Shale”, “Marcellus Shale”, “SiChuan Shale” and other shale gas plays; for the
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relationship between entities, attributes and attribute values, this paper extracts knowl-
edge from unstructured documents through manual annotation. Shale gas professionals
marked the 7 types of shale gas entities, relationships, attributes and attribute values
involved in this research through the annotation tools (see Fig. 2). The marked results
can be directly imported into the shale gas knowledge base to form shale gas knowl-
edge triples. Meanwhile, it provides training corpus for the natural language processing
extraction model. Based on the annotation results, this study trains the Bert-BiLSTM-
CRF natural language processing extraction model [5, 9], and fine-tunes the parameters
according to the characteristics of the shale gas corpus. After the training is completed,
the accuracy rate of shale gas entity extraction on the testing dataset reaches 86%, and
the recall rate is 79%. The trained model can be applied to new shale gas documents
to extract entities, relationships, attributes, and attribute values automatically or semi-
automatically, which can be loaded into the shale gas knowledge base after manual
reviewing.

Fig. 2. A figure of shale gas knowledge annotation process, showing the annotated entities.

2.3 Knowledge Fusion of Shale Gas Database

There are many data sources in the shale gas knowledge base, including experimental
analysis data and reports, papers, databases, and shale gas production data and research
reports, in which the naming rules, units and languages may be inconsistent. In order
to reduce the ambiguity of the knowledge base, we refer to the industrial shale gas
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Fig. 3. General knowledge fusion process from both ontology and entity layers.

exploration and development data standards to realize the integration of knowledge
extracted from various data sources. The process is called knowledge fusion. The fusion
of shale gas knowledge includes the fusion of ontology layer and physical layer (see
Fig. 3). The fusion of concept layer is mainly based on the knowledge expansion of
shale gas recognition ontology, and the fusion of physical layer adopts entity linking
technology. Firstly, based on the shale gas system knowledge formed by knowledge
system classification, candidate entities are selected from various data sources through
search engines. Subsequently, the supervised learning method is applied to train the
candidate entity ranking model by manually labeling the training set, and the candidate
entities are sorted. Finally, the fusion of the entity layer is completed through the entity
similarity algorithm [6]. Knowledge fusion results need to be reviewed manually before
entering the shale gas knowledge base.

After the steps of ontology construction, knowledge extraction and knowledge
fusion, the shale gas knowledge base can be constructed. Compared with traditional
knowledge bases, shale gas professionals can easily retrieve and view shale gas-related
entities, attributes and relationships, and analyze them through visual and user-friendly
interface (see Fig. 4).

Fig. 4. A diagram of shale gas knowledge database with an interactive interface.
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3 Application of the Shale Gas Knowledge Base

After the construction of shale gas knowledge base, various intelligent applications such
as knowledge question-answering, search and recommendation systems can be imple-
mented. Knowledge base question answering (KBQA) is one of the typical applications
of knowledge base. It analyzes natural language problems, uses the knowledge base
for querying and reasoning, and finally generates answers (see Fig. 5). Comparing with
the current popular ChatGPT’s generative question answering system, the answers from
the KBQA system are more accurate since they come from the knowledge base. More
importantly, there is no ChatGPT’s incorrect or nonsensical answers to unknown ques-
tions. Reliability is usually the cornerstone of industrial question answering systems, so
a knowledge base can verify and supplement the answers generated by ChatGPT.

Based on the knowledge base, graph machine learning can also be performed. Graph
machine learning is similar to machine learning and can be used for tasks such as node
classification, relationship prediction, clustering, and regression [8]. However, conven-
tional machine learning and deep learning algorithms are not suitable for graph data,
so graph representation learning can be used to convert graphs into feature vectors for
traditional machine learning such as regression and classification. Common graph rep-
resentation learning algorithms include node2vec and GCN. This research takes shale
gas wells as the research object, and uses the feature engineering method to query
the attributes and related nodes of shale gas wells, forming the data of the subsequent
machine learning algorithm. Taking shale gas wells as the starting node, this paper sorts
out 424 shale gas wells with 32 attributes available in the shale gas knowledge base. The
Pearson correlation coefficient algorithm is used to generate the thermal diagram of shale
gas well productivity factors (Fig. 6). From the figure, it can see that the EUR of shale gas
wells is strongly correlated with the first-year production rate, the testing production,
fracturing section length, lateral length, and fracturing fluid volume. The correlation
coefficients on the five factors reach 0.91, 0.82, 0.54, 0.49 and 0.48, respectively.

3.1 EUR Predictions of Shale Gas Well

Based on the shale gas knowledge base, this study uses automated machine learning
algorithms to predict the EURof shale gaswells. The real EURvalueswere calculated by
RTA (rate transient analysis), which is a modern tool to better understand the production
and reserves of a reservoir or a well. Automated Machine Learning (Auto-ML) has
become a trending topic in industry and academic artificial intelligence (AI) research in
recent years. AutoML shows great promise in providing solutions for AI in regulated
industries in providing explainable and reproducible results. AutoML allows for greater
access to AI development for those without the theoretical background currently needed
for role in data science. Every step in the current prototypical data science pipeline, such
as data preprocessing, feature engineering, and hyperparameter optimization, can done
automatically by AutoML.

In this study, we employ AutoML frameworks such as AutoGluon, TPOT, H2O,
and Auto-Sklearn to conduct EUR prediction. Using AutoML for prediction tasks is
a common approach to streamline and automate the machine learning pipeline. These
frameworks provide automated solutions for various stages of the machine learning
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Fig. 5. Question-answering system based on shale gas knowledge base, showing the top 20
countries with potential for unconventional oil recoverable resources.

process, including feature engineering, model selection, hyperparameter optimization,
and model evaluation.

TheAutoGluon is an open-sourceAutoML framework fromAmazon,which requires
only a single line of Python to train highly accurate machine learning models on an
unprocessed tabular dataset [10]. TPOT (Tree-based Pipeline Optimization Tool) is a
popular open-source Auto-ML library in Python. It uses genetic programming to evolve
an optimal pipeline of pre-processing techniques andmachine learningmodels [11].H2O
is an open source, in-memory, and scalable machine learning and predictive analytics
platform that allows users to buildmachine learningmodels on big data and provides easy
productionalization of those models in an enterprise environment [7]. Auto-Sklearn is an
open sourceAutoML toolkit, which includes latest research on automatically configuring
the AutoML system itself and contains a multitude of improvements which speed up the
fitting the AutoML system. It automatically sets the Model selection, decides whether
it can use the efficient bandit strategy Successive Halving and uses meta-feature free
Portfolios for efficient meta-learning.

The production data of 424 shale gas wells are split into training and testing datasets
by a ratio of 0.85:0.15, which means there are 64 wells in the testing dataset. The
training data of 360 wells are used to train the AutoML models. The performances of
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Fig. 6. Thermal diagram of correlation coefficient of shale gas well productivity factors

these AutoML frameworks for the testing dataset are listed in the table below, which
shows the evaluation metrics of mean squared error (MSE), root mean squared error
(RMSE), mean absolute error (MAE), Mean Absolute Percentage Error (MAPE), and
the best model from each framework. The best model from TPOT, Auto-Sklearn and
H2O is ExtraTreesRegressor. The study chooses the TPOT model as the best suitable
algorithm for EUR prediction regression task after comprehensive comparison.

Table 1. The performance table of the four AutoML frameworks.

AutoML Framework MSE RMSE MAE MAPE Best Model

TPOT 0.0604 0.2459 0.1846 22.7571 ExtraTreesRegressor

Auto-Sklearn 0.0685 0.2617 0.1811 20.4362 ExtraTreesRegressor

AutoGluon 0.1078 0.3283 0.2454 33.6250 StackedEnsemble

H2O 0.0670 0.2589 0.2012 33.7756 ExtraTreesRegressor

4 Results

The ExtraTreesRegressor model from TPOT is employed to conduct training and testing
on the shale gas well data. The ratio of training and testing data is 0.85:0.15. TPOT tries
to fit the training data using a few algorithm models like LightGBM, RandomForest,
NeuralNetFast and so on. Meanwhile, it interpolates the missing values in the shale gas
well data and optimizes kinds of parameters for different models. The EURs calculated
by RTA and predicted from TPOT on both training and testing data are shown in Fig. 7.
The MSE andMAE on the testing data are 0.0604 and 0.1846, while the MSE andMAE
on the training data are 0.007 and 0.06, which implies somehow overfitting.
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Fig. 7. EUR predictions of shale gas wells, showing the predictions on training and testing data

In addition, ExtraTreesRegressor can compute the importance of features to the EUR
shale gaswells. A feature’s importance score represents the performance drop that results
when the model makes predictions on a perturbed copy of the data where this feature’s
values have been randomly shuffled across rows. A feature score of 0.01 would indicate
that the predictive performance dropped by 0.01when the featurewas randomly shuffled.
The higher the score a feature has, the more important it is to the model’s performance.
If a feature has a negative score, this means that the feature is likely harmful to the final
model, and a model trained with the feature removed would be expected to achieve a
better predictive performance. The top 5 most important factors to the EUR are high-
quality bed thickness, fracturing section length, fracturing fluid volume, Fragile mineral
content, Well Depth, respectively (see Fig. 8), which matches experts’ experiences in
shale gas well production very well.

In conclusion, the knowledge graph technology can be used to construct the database
of shale gas exploration and production, whichwill be able to extract data and knowledge
from various unstructured, semi-structured and structured data sources and then form
a comprehensive shale gas knowledge base. Intelligent applications such as question-
answering, search engine, EUR prediction can be subsequently built up based on the
knowledge base. The procedure and experience on knowledge base construction and
application by using cutting-edge technologies could be rolled out to other areas.
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Fig. 8. Importance chart of attributes to the EUR of shale gas wells
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Abstract. Based on the engineering technology data in the ultra-deep oil & gas
fields, this paper utilizes data insight tool to identify and extract information from
various types of data stored in documentswith text or tables, whichmeets the needs
of data governance project. If the document information is about text content, the
natural language processing (NLP) method is directly selected for recognition;
If the document information is a table, it is necessary to convert the table into a
heterogeneous data table with Date-Frame format first by Python language, and
then recognize and extract it. These two processing methods can successfully
convert unstructured data to structured data, solving the problem of low accu-
racy and low timeliness of extracting information from different documents. The
NumPy & Pandas learning with Python language and other algorithms/functions
play an important role in building metadata models, labeling fields, and training
backend algorithms of data insight tool structure. The target trained extraction
model is very crucial to the identification and extraction of various information.
Relying on this and later, the qualified data generated after steps of extraction
of target documents, selection of matching data for review and multi-level audit
evaluation will be marked with “EDG”, which is the main data source of vari-
ous professional databases of Tari Oilfield and the guarantee of the capacity and
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quality of the data lake. Examples show that the data insight tool has strong adapt-
ability, obvious optimization effects, and superior performance compared to other
extraction tools. The development and application of data insight tool have sig-
nificantly improved the identification and extraction ability for engineering data
of ultra-deep oil & gas fields, improved the identification accuracy and extraction
speed, and met the needs of data governance.

Keywords: Data insight tool · Information extraction and metadata

1 Introduction

With the development of computer technologies such as cloud computing and big data,
people from all works of life are gradually realizing the value of data. In the process
of ultra-deep oil & gas exploration and production, there is also a large amount of
data, which is generated in different ways at different times and stored in the form of
documents. There are not only geophysical, drilling and logging data, but also gas testing,
geological structure, and downhole operation data, as well as scientific research report
data. For documents from the same data source, there are also storage differences such
as text, horizontal tables, vertical tables, and two-dimensional tables. Overall, it appears
as a long collection and survival time, discontinuous, and mixed with other data, diverse
storage types, complex document structure, and large and disorderly data volume.

In order to make full use of these data, it is necessary to treat them as a whole
and convert all unstructured data into structured data, so as better serve the engineering
technology data governance project of ultra-deep oil & gas fields, which has practical
significance [1, 2].

Unstructured data refers to data with irregular or incomplete structure, no prede-
fined data model, and inconvenient to be represented by the two-dimensional logical
tables of the database, including office documents, text, images, HTML, reports, images,
and audio/video information in various formats, while structured data, also known as
row data, refers to data logically expressed and realized through the two-dimensional
table structure. It strictly follows data format and length specifications, mainly utilizing
relational databases for storage and management.

The conventional data structuring is achieved by constructing an information extrac-
tion model. The specific method is to manually mark the information to be extracted
in the sample to obtain the training sample set, then select the appropriate supervised
learning algorithm, train the model with the training sample set, and finally obtain the
model for information extraction.

This method may not always be effective. For example, the sample and text to be
extracted are in a fixed format, such as ID cards and invoices. When the format of
the text to be extracted is very consistent with the sample, this method can obtain a
model with high extraction accuracy. When there are differences in format between,
the accuracy of model extraction decreases, and the larger the difference, the lower
the accuracy. Although the accuracy of the model can be improved by increasing the
number of samples, but an increase in the number of samples often means an increase
in training difficulty. In the oil and gas industry, the processes of oil and gas exploration
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and production are complex, and the documents generated by different periods/methods
may have significant differences. Even increasing the number of samples cannot achieve
the accuracy value required for practical applications [3].

Data insight is a method that can efficiently extract information, the tool equipped
with corresponding devices and storage media, especially suitable for environments
where there are differences in the format of samples and documents to be extracted,
significantly improving the accuracy of information extraction models.

2 Features of Data Document in Ultra-deep Oil & Gas Fields

At the initial stage of data insight tool development, the unstructured data of engineering
technology in ultra-deep oil & gas fields was briefly classified according to the type of
data documents, and the following rules were summarized:

(1) The same type of data documents of different wells in different oilfields may have
large differences, and similarly, documents of different data types also have different
structures; (2) Within the same document, there may be both text and table content,
and table documents of the same type may also contain horizontal, vertical, or two-
dimensional tables; (3) The probability that data simultaneously exists in three types of
text, table, and image in a data document is high. Among the total data of all types of
documents, table data accounts for the largest proportion, reaching over 90%. The image
data is about 8%, and text data less than 2%. (4) Table documents mainly include basic
table, cross page table, two-dimensional table, and transposition table. Among them,
cross page table accounts for the largest proportion, reaching over 60% of the total table
documents. Transposition table is about 15%, while basic tables and two-dimensional
tables are about 20% and 5%, respectively.

In response to the features of data document in the ultra-deep oil & gas fields, the
key task of the data insight tool primarily solves the problem of extracting information
from table data documents, followed by image and text information extraction.

3 Integral Development of the Data Insight Tool

Thedata insight tool typically consists of twoparts: hardware and software. The hardware
includes mechanical and electronic apparatus /devices or storage media used to support
data conversion, storage, transmission, and communication responses such as comput-
ers, circuit boards, memories, and transceivers; The software includes corresponding
networks, algorithms, sample sets, training models, databases, and data communication
and control.

3.1 Hardware Composition and Network Architecture of the Data Insight Tool

Specifically, the data insight tool includes three functional blocks: data processing center,
database, and user terminal. Each function block contains hardware and software to
complete all functions one by one, that is, trigger user information extraction requests,
generate metadata and target documents, collect and call training sample sets, generate
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Fig. 1. Hardware composition and network architecture diagram of the data insight tool

information extraction models for target training, and extract the values of target fields.
The hardware composition and network architecture diagram shown in Fig. 1.

The user terminal (shown as client in Fig. 1) is the port where users make requests
and receive responses, and is the response center for data processing center exchange
with the outside world. It is equipped with information extraction application software,
which is used to receive information extraction requests triggered by users. Users can
access the operation interface of the client or enter the website to extract web pages,
sending information extraction requests to the data processing center.

The database (shown as database in Fig. 1) is the storage center of structured data,
target documents and training samples/training sample sets. The data processing center
calls the training samples from the database to form a training sample set according to
the user’s information extraction request.

The data processing center (shown as computer in Fig. 1) is the center for data
reception and transmission, algorithm collection, training models, and communication
control. It mainly includes various algorithms for constructingmetadatamodels, training
sample sets for completing data recognition and extraction, and executing instructions.
It is the most core part of the data insight architecture.

The data processing center adopts a modular design concept and is divided into
modules such as reception, training, determination, conversion, and acquisition. Briefly,
the receiving module receives extraction requests to form initial metadata and target
documents; The determination module obtains the training sample set corresponding to
the initial metadata; The training module generates a target initial information extraction
model and trains it to generate a target trained extraction model corresponding to the
initial metadata model; The conversion module is used to determine and convert the file
format of training samples; The acquisition module extracts target fields from the target
document using an information extraction model based on target training.
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3.2 Procedure of Information Extraction

The procedure of information extraction for data insight sequentially involves the
following steps:

(1) Receive user triggered information extraction requests, generate target fields to
be extracted based on their needs and selections, record the target documents to
which these target fields belong, their document types, and document locations, and
construct an initial metadata model.

(2) Select training sample documents that meet the conditions and convert their format
into a unified and recognizable format. Collect them together to form a training
sample set, and label the target fields and field values of all documents in the sample
set.

(3) Referring the metadata model and initial information of the target to build a target
initial extraction model, and configure the parameters in the model.

(4) Extract the labeled target fields and field values from each training sample in the
training sample set, and use them to train the target initial extraction model.

(5) Set the threshold for extraction recall and extraction accuracy. If the target initial
extraction model does not reach the threshold for extraction recall or extraction
accuracy, adjust the model parameters and keep training with the sample set until
these two thresholds are exceeded.

(6) Now the target initial extraction model can be considered as a target trained
information extraction model and shines upon the corresponding metadata model.

(7) Using the target trained information extraction model to extract the target fields in
the target document, the values of the target fields can be obtained.

4 Data Insight Analysis and Strategies

In order to accurately and quickly complete information extraction, specific analysis
and testing were conducted on each process and step, and corresponding strategies were
summarized.

Metadata and Training Sample Set Selection Strategy
A few of metadata and corresponding training sample sets are preconfigured in the
database, so that documents of different structural types correspond to differentmetadata.
When a user requests information extraction, appropriate metadata and training sample
sets are filtered out, and the types of samples are then distinguished. During the training
process of the target trained information extraction model, there is no need to filter the
training samples anymore, just learn all the samples in the selected training sample set.
Therefore, the target trained extraction model can have a high accuracy, and requires a
small number of samples, resulting in fast extraction speed.

Format Transformation Strategy for Training Sample Documents
Check the file header flag to clarify the format of the training sample. If the sample
is in PDF format, use common format conversion tools to directly convert the sample
format to Excel format; If it is a Word document, first convert the format of the Word
document to PDF format, and then convert it to Excel format. This strategy can unify
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the document format of training samples and ensure that the content in the document
will not be disordered after format conversion. Meanwhile, compared to other methods
such as converting each page of the sample document into images and then performing
image recognition, format conversion can improve the speed ofmodel training and usage,
especially when the number of pages in the document is large, the speed improvement
is more significant.

Extraction Strategies for Text and Table Documents
Using NumPy and Pandas in Python language, convert all data in the document into
Date-Frame format data, and separate the text content and table content in each training
sample by presetting the data length of heterogeneous data tables.

Various algorithms are set in the target initial information extraction model, such as
N-gram language model for table name query, cosine similarity algorithm for obtaining
similar table names, OCR for obtaining information in pictures, named entity recogni-
tion, short-term memory LSTM, conditional random field CRF and Glove algorithm,
etc. for DataGrid Cell segmentation.

If it is text content, use natural language processing NLP to extract text content.
Sequentially perform extractionmethods and strategies such asword segmentation,word
embedding, and named entity recognition, mark the extraction relationship between the
target field and its field values, and extract the feature values of the target field. If it
is a table content, use the concatenation function to concatenate the row data in the
worksheet into a string, use the judgment function to determine whether the tables in
each worksheet are continuation tables, and use the preset deletion function to delete
unmarked irrelevant items and items without data in the table.

These algorithms and functions have improved the efficiency of learning and training,
reducing the probability of errors.

Difference Sample Determination and Strategy
When there are difference samples in a training sample set, specific analysis pointing at
the target fields of the difference samples is necessary.

If the difference is only about in the text feature values of the difference target
field, it indicates that an error may have occurred during the text label process, and the
difference target field in the difference sample needs to be discarded. If the differences
happened both in position and contextual feature values, it indicates that the position of
the target field in the difference sample may be different from that in the other samples.
The feature values of the difference target field can be stored as the second feature values
of the target field in the target initial information extraction model, and keep going on
extracting target field and its field values from the training sample. This strategy can
store multiple feature values for the same target field, and then calculate the feature
value by the way of weight average or linear regression, which has a significant impact
on sample reinforcement. If the differences simultaneously appear in position, text, and
contextual feature values, it indicates that there may be errors in the selection of training
samples and the difference sample need to be discarded.

These strategies above could ensure that during the training process, the initial target
information extraction model has fewer training samples and the most types, making it
more accurate and faster.
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5 Application Examples

In order to verify the advantages of data insight tool in governance time, the data insight
tool and other popular extraction tools were selected to synchronously extract logging
data of ultra deep oil fields with “inclination” as the target field. The comparison of
extraction effects is shown in Fig. 2 and Fig. 3. 50Wells are selected in Fig. 2, while 500
Wells selected in Fig. 3 to demonstrate the extraction capability in more details. Here
are three extraction tools, namely: Data Insight Extraction in the first row, Baidu Table
Analysis Extraction in the second row, and Manual Extraction in the third row. In Fig. 2
and Fig. 3, blue represents the time for labeling samples, orange represents the training
time, and gray represents the extraction (governance) time. The horizontally distributed
numbers “0”, “200”, “400”, “600”, “800”, as well as “0”, “2000”, “4000”, and “6000”
in the figures represent the time expenditure for governance, in minutes. Their specific
values are related to the size of the “Inclination” data.

Fig. 2. The data insight tool and other popular extraction tools were selected to synchronously
governance the logging data of 50 Wells in ultra deep oil fields, with “Inclination” as a target field

From Fig. 2 we can see that when the number of Wells is small, such as less than 50
wells, the Manual Extraction is the fastest method due to the time expenditure for data
insights and other extraction tools to label samples. As the number of Wells increases,
such as 500 wells shown in Fig. 3, the advantages of artificial intelligence are reflected.
In Fig. 3, the governance time using Data Insight Extraction is the shortest, only half
of the time used by Baidu Table Analysis Extraction, and 1/5–1/6 of the time used by
Manual Extraction.



62 Q. Zhang et al.

Fig. 3. The data insight tool and other popular extraction tools were selected to synchronously
governance the logging data of 500 Wells in ultra deep oil fields, with “Inclination” as a target
field.

It can be foreseen that for the huge amount of data in the ultra-deep oil fields, data
insight tool will have significant advantages in governance time.

Fig. 4. The data insight tool and other popular extraction tools were selected to synchronously
governance the same number ofWells of the logging data in ultra deep oil fields, with “Inclination”
as a target field.

For the sake of verifying the advantages of data insight tool in governance accuracy,
data insight tool and other popular extraction tools were also selected to synchronously
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extract data in the same number of Wells in the logging data of ultra deep oil fields
with “Inclination” as a target field. The comparison of extraction effects is shown in
Fig. 4. Here the blue line represents extraction accuracy of Manual Extraction, orange
line represents extraction accuracy of Baidu Table Analysis Extraction, and gray line
represents the accuracy of Data Insight Extraction. The horizontal characters “50 wells”,
“100 wells”, “200 wells”, “400 wells”, “600 wells”, and “1000 wells” in the figure
represent the number of governance Wells, while the vertical characters represent a
sketch map of accuracy percentage. Likewise, their specific values are related to the size
of the “Inclination” data.

From Fig. 4 we can see that both Data Insight Extraction andManual Extraction have
an ideal information extraction accuracy (as shown by the gray and blue lines) of over
90%, regardless of whether the number ofWells is small (such as 50Wells) or large (such
as 1000 Wells). However, as the number of Wells, meaning the amount of governance
data increases, the extraction accuracy of Manual Extraction (as shown by the blue line)
slightly decreases. While using Baidu Table Analysis Extraction, regardless the number
of governance Wells large or small, the extraction accuracy (orange line) is below 50%.

The above examples indicate that the data insight tool has high extraction accu-
racy and fast extraction speed, and their information extraction ability far exceeds that
of other common products on the market, meeting the audit requirements of business
departments.

6 Conclusion

(1) The metadata of data insight tools covers a wide range, including different target
fields that will be extracted, different documents storing these target fields, and their
respective types and locations. These documents are all technical data generated
during the ultradeep oil & gas exploration and production. When users trigger infor-
mation extraction requests, multiple metadata can be generated simultaneously for
backup. The target trained model is trained using a training sample set, and the type
of samples in the training sample set is the same as that of the target document. All
training samples are labeled with the target fields and their field values. Therefore,
there is not much difference between the format of the target document and the
format of the samples, and a high accuracy information extraction model can be
quickly obtained.

(2) The data insight tool converts unstructured data into structured data by means of
establishing metadata models, marking fields, background algorithm training etc.,
which plays a key role in the construction of various professional databases in ultra
deep oil & gas fields. Qualified data generated after the steps such as extracting target
documents, selecting matching data for review and multi-level audit and evaluation
will be marked with “EDG”, which is the main source of the database of ultra deep
oil & gas fields and the guarantee of the capacity and quality of the data lake [4].

(3) The example verification shows that both the accuracy and speed of data insight
tool used for information extraction remain at a high level, which can meet the audit
requirements of business departments. It has strong adaptability, obvious optimiza-
tion effects, and superior performance, far surpassing other common extraction tools
in the market.
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(4) From design to development, the data insight tool absolutely conforms to the current
situation of technical data of ultra deep oil fields, and its accuracy and governance
speed meet the requirements of practical application. It is of great significance to
promote the implementation of engineering technology data governance project of
Ultra Deep Oil & Gas Fields.
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Abstract. The quality of cement bond is related to the safety of oil and gas well
production and the service life of casing. At present, acoustic variable density
logging (VDL) is the most widely used method for evaluating cementing quality
in oil fields. The data interpretation of VDL still needs to rely on manpower, and
the accuracy of interpretation results is restricted by human factors, and the work-
load is heavy. Oilfields have accumulated a large number of practically verified
VDL interpretation results. It is of great research value and application potential
to sort out these historical data and mine them with the help of deep learning
technology, and establish an intelligent analysis method instead of humans to
explain the cementing quality. In this study, the VDL cementing quality evalua-
tion reports of several oil wells were collected. Through data preprocessing, the
acoustic variable density images were standardized and segmented along the bore-
hole direction. The cementation conditions of the first interface and the second
interface corresponding to each segment of the acoustic variable density image
weremarked, and a sample set for cement bond quality evaluationwas established.
The cementing quality evaluation problem is transformed into an image classifi-
cation problem, and the convolutional neural network method is introduced. On
the basis of LeNet5, AlexNet and other classic image recognition architectures,
considering the characteristics of acoustic variable density images, a personal-
ized convolutional neural network (CBQNet) for cementing quality evaluation
is designed, including 28 layers and more than 32 million learnable parameters.
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Using historical cementing quality evaluation samples to train and analyze the
performance of convolutional neural network, the results show that: CBQNet has
a training accuracy rate of 95.9% and a verification accuracy rate of 95.4% in
the first interface cementing quality evaluation. In the cementing quality evalu-
ation of the second interface, the training accuracy rate reached 90.8%, and the
verification accuracy rate reached 88.1%. It shows that the convolutional neural
network realizes efficient and accurate interpretation of cementing quality bymin-
ing and learning the interpretation results of historical VDL data, and provides a
new method for cementing quality evaluation.

Keywords: Cement Bond Quality Evaluation · Convolutional Neural Network ·
VDL Logging · Pattern Recognition

Nomenclature

ak Output of the kth sample;
C Cross-entropy loss function;
i, j Number of neurons;
j Total number of neurons of layer;
k Number of sample;
n Total number of samples;
relui(x) ReLU function;
softmaxi(x) Softmax function;
x Vector of parameters for each neuron in a neural network layer;
xi, xj Parameter for the ith and jth neurons;
y Label value;
yk Label value of the kth sample

1 Introduction

Cementing is a key technology in the process of oil and gas field development, and
the quality of cement bond has a direct impact on the life and productivity of the well.
During the cementing process, it is difficult to ensure good cementing quality in the
entire well section due to the properties of the medium in the well, the cementing opera-
tion environment and various factors during the construction process [1–3]. Unqualified
cementing quality may lead to reduced well life and oil layer pollution. How to evalu-
ate the cementing quality reasonably, locate unqualified well sections in time, and give
reasonable remedial measures has become an important task of cementing.

Cementing quality evaluation is mainly based on the analysis of the cementation
of the two interfaces. Interface I is the cemented interface between the casing and the
cement sheath, and interface II is the cemented interface between the cement sheath
and the formation. No matter whether the cementation quality of the interface I or the
interface II does not meet the standard, it is easy to cause downhole oil-water channeling,
and even destroy the regional geostress balance, resulting in casing damage [4–6].
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In the 1970s, acoustic variable density logging (VDL) technology was developed
for cement bond evaluation. The VDL logging tool adopts the single-send and double-
receivemode. The soundwave is emitted from the transmitter, and the soundwave passes
through various interfaces in the well and is finally received by the receiver. There are
two source distances for receivers. The 3ft source distance receiver is used to measure
the casing wave sound amplitude, which is used for the evaluation of the interface I.
The 5ft source distance receiver is used to measure the full wave of the sound wave,
and the acoustic variable density image is obtained after processing, which can reflect
the cement bonding of the interface I and interface II. VDL logging technology has
become more and more mature and has become the most widely used cementing quality
evaluation technology. However, at present, the data interpretation of VDL still needs
to rely on manpower, and the accuracy of interpretation results is restricted by human
factors, and the workload is heavy [7–9].

Big data and deep learning technology are causing a new round of technological
revolution. Breakthroughs have been made in many fields such as image recognition,
voice processing, and unmanned driving [10]. Petroleum companies are also actively
introducing artificial intelligence technology to promote intelligent transformation and
upgrading [11, 12]. At present, the oil field has accumulated a large number of practically
verified VDL interpretation results. It is of great research to sort out these historical data
andmine themwith the help of deep learning technology, so that it can replace humans in
cementing quality interpretation. This has great research value and application potential.

In this study, we propose to apply convolutional neural network to the problem
of cementing quality evaluation. Firstly, a sample set of cementing quality evaluation
will be prepared based on the historical VDL data and the corresponding cementing
quality interpretation results. After that, a cement bond quality evaluation model will be
established based on convolutional neural network. The sample set will be mined and
learned, and the performance of the model will be analyzed.

The paper is structured as follows: Sect. 2 provides an description of the preparation
process for the cementing quality evaluation sample set. Section 3 discusses the design
concept and outcomes of the convolutional neural network architecture for cementing
quality evaluation. Section 4 presents the training process and performance analysis
results of the neural network for cementing quality evaluation. Finally, Sect. 5 concludes
the paper.

2 Preparation of Cement Bond Quality Evaluation Sample Set

2.1 VDL Logging Interpretation Image

VDL is a commonly used cementing quality detection method in the field. The principle
is to reflect the bonding quality between cement and casing, and between casing and
formation by using the large difference in acoustic impedance between cement and mud
(or water) on the attenuation of sound waves propagating along the axial direction of the
casing [2].

The VDL tool adopts the single-send and double-receive mode. The sound wave
is emitted from the transmitter, and the sound wave passes through various interfaces
in the well and is finally received by the receiver. There are two source distances for
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receivers. The 3ft source-distance receiver measures the sound amplitude of the casing
wave, which is used for the evaluation of the first interface of cementing. The receiver
with a source distance of 5ft is used to measure the full wave train of the sound wave, and
then the components and amplitude of the first arrival wave are extracted through data
processing, and the sound wave variable density map is obtained, which can reflect the
cement cementation of the interface I and interface II. There are black and white strips
on the acoustic variable density image, and the intensity of the signal is represented by
the color of the strips. In the acoustic variable density image, combined with geological
information and cementing slurry information, the cementing quality analysis can be
carried out according to the clarity of the full wave train strips [13].

Figure 1 illustrates a typical image of cementing quality interpretation results. The
figure presents six types of logging information, namely natural gamma ray logging
(GR), caliper logging (CAL), acoustic amplitude logging (AC), acoustic time difference
logging (CBL), magnetic positioning logging (CCL), and acoustic variable density log-
ging (VDL). Additionally, the image displays the cementing quality analysis results of
two interfaces, namely interface I and interface II, on the left side. The different tiles in
the image correspond to different cementing qualities, including five distinct interpreta-
tion results, namely good cementation, moderate cementation, poor cementation, mixed
mud zone, and mud zone.

Fig. 1. A typical image of cementing quality interpretation results.
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2.2 Sample Set Preparation

Cementing quality interpretation result images from oil fields were collected. The entire
interpretation result image was segmented along the borehole direction with a width of
1m, results many independent images for each meter, each with a size of 1886 × 41
pixels.

Each meter of the interpretation result image was further cropped to intercept the
VDL image part, the interpretation result part of the interface I, and the interpretation
result part of the interface II. Specifically, the VDL image part was cropped to a size
of 511 × 41 pixels, while the interpretation result parts of the first and second interface
sections were cropped to sizes of 73 × 41 pixels each. An example of resulting images
is presented in Fig. 2.

(a)

(b) (c)

Fig. 2. An example of resulting images cropped from an interpretation result image. (a) VDL
image part. (b) interface I interpretation result part. (c) interface II interpretation result part.

The VDL image in Fig. 2(a) is a black and white image that can be transformed into
a matrix of size 511 × 41, where each element in the matrix takes a value of either 0
or 1. In this matrix, 0 represents a white pixel and 1 represents a black pixel. Similarly,
the images in Fig. 2(b) and Fig. 2(c) are black and white and represent the interpretation
results of the first and second interfaces. During the preparation of the sample set, the
interpretation results of the wellbore interfaces were transformed into vectors using the
one-hot encoding method, as shown in Table 1.

Table 1. Interpretation results and corresponding one-hot code.

Image of interpretation results Description of interpretation results One-hot code

good cementation [1 0 0 0 0]

moderate cementation [0 1 0 0 0]

poor cementation [0 0 1 0 0]

mixed mud zone [0 0 0 1 0]

mud zone [0 0 0 0 1]
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The cement bond quality evaluation sample set was obtained by processing the
interpreted image for each meter of each well. A total of 3351 samples were prepared
in this study. Each sample contains an input image, and two labels representing the
cementing quality of the first interface and the second interface, respectively.

3 Architecture Design of Convolutional Neural Network
for Cementing Quality Evaluation

Given that the input for evaluating cement bondquality is theVDL image, a convolutional
neural network (CNN) with robust image feature learning and classification abilities was
chosen. CNN is the leading algorithm in computer vision research, especially in image
recognition, and has demonstrated a range of successful applications [14]. As a deep
learning algorithm, CNN is inspired by the visual cortex structure in animals that adap-
tively extracts spatial hierarchical information from images through layers of various
visual neurons. CNN typically includes three kinds of layers, namely, convolutional lay-
ers, pooling layers, and fully connected layers. The convolutional and pooling layers are
utilized for image feature extraction, where the former leverages different convolutional
kernels to scan the feature maps for extracting features from diverse perspectives, and
the latter reduces the dimensionality of the features. The fully connected layer maps the
extracted features to the final output.

For different problems, the number and logical relationship of convolutional layer,
pooling layer and fully connected layer are different, that is, the design of convolutional
neural network architecture is different. Due to the inexplicability of neural network
algorithms, the current neural network architecture design still lacks general standards
and specifications, and relies more on experience and trial and error. According to the
characteristics of the cementing quality evaluation problem, combined with the classic
network architectures such as LeNet-5, AlexNet, VGGNet, GoogleNet and ResNet in
the image recognition field [15], the architecture of the convolutional neural network
for cementing quality evaluation is designed and named as CBQNet. Its architecture
parameters are shown in Table 2.

The designed convolutional neural network, CBQNet, for evaluating the quality of
cementing contains a total of 28 layers, including 6 convolutional layers that all utilize
3 × 3 small convolutional kernels and 3 pooling layers that all use 2 × 2 maximum
pooling method. With the exception of the Softmax activation function used before
the classification output, all intermediate layers use the ReLU activation function. The
formulas of Softmax and ReLU activation functions are:

softmaxi(x) = exi
J∑

j=1
exj

(i = 1, 2, 3, · · · , J )
(1)

relui(x) = max(0, exi ) (i = 1, 2, 3, · · · , J ) (2)

The CBQNet has a total of over 32 million learnable parameters. To avoid issues
related to overfitting and lengthy training times, five dropout layers were added. Dur-
ing training, the dropout layers randomly select a certain proportion of neurons to stop
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Table 2. Architecture parameters of CBQNet.

Layer No. Layer Type Settings Dimensions Learnable Parameters

1 Image Input 511 × 41 × 1

2 Conv2D Size: 3 × 3
No.: 32
Stride: 1 × 1

509 × 39 × 32 Weights: 3 × 3 × 1 ×
32
Bias: 1 × 1 × 32

3 Activation Function: ReLU 509 × 39 × 32

4 Conv2D Size: 3 × 3
No.: 32
Stride: 1 × 1

507 × 37 × 32 Weights: 3 × 3 × 1 ×
32
Bias: 1 × 1 × 32

5 Activation Function: ReLU 507 × 37 × 32

6 Pooling Type: Max Pooling
Size: 2 × 2
Stride: 2 × 2

254 × 19 × 32

7 Dropout Ratio: 5% 254 × 19 × 32

8 Conv2D Size: 3 × 3
No.: 64
Stride: 1 × 1

252 × 17 × 64 Weights: 3 × 3 × 32
× 64
Bias: 1 × 1 × 64

9 Activation Function: ReLU 252 × 17 × 64

10 Conv2D Size: 3 × 3
No.: 64
Stride: 1 × 1

250 × 15 × 64 Weights: 3 × 3 × 64
× 64
Bias: 1 × 1 × 64

11 Activation Function: ReLU 250 × 15 × 64

12 Pooling Type: Max Pooling
Size: 2 × 2
Stride: 2 × 2

125 × 8 × 64

13 Dropout Ratio: 5% 125 × 8 × 64

14 Conv2D Size: 3 × 3
No.: 128
Stride: 1 × 1

123 × 6 × 128 Weights: 3 × 3 × 64
× 128
Bias: 1 × 1 × 128

15 Activation Function: ReLU 123 × 6 × 128

16 Conv2D Size: 3 × 3
No.: 128
Stride: 1 × 1

121 × 4 × 128 Weights: 3 × 3 × 128
× 128
Bias: 1 × 1 × 128

17 Activation Function: ReLU 121 × 4 × 128

18 Pooling Type: Max Pooling
Size: 2 × 2
Stride: 2 × 2

61 × 2 × 128

19 Dropout Ratio: 5% 61 × 2 × 128

(continued)
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Table 2. (continued)

Layer No. Layer Type Settings Dimensions Learnable Parameters

20 Fully Connected No.: 2 048 1 × 1 × 2 048 Weights: 2048 ×
15616
Bias: 2048 × 1

21 Activation Function: ReLU 1 × 1 × 2 048

22 Dropout Ratio: 5% 1 × 1 × 2 048

23 Fully Connected No.: 512 1 × 1 × 512 Weights: 512 × 2048
Bias: 512 × 1

24 Activation Function: ReLU 1 × 1 × 512

25 Dropout Ratio: 25% 1 × 1 × 512

26 Fully Connected No.: 5 1 × 1 × 5 Weights: 5 × 512
Bias: 5 × 1

27 Activation Function: Softmax 1 × 1 × 5

28 Output 1 × 1 × 5 28

participating in computations. This not only reduces computation time, but also trans-
forms a single large-scale model into a collection of relatively smaller models, which
effectively improves the model’s ability to generalize.

4 Neural Network Training and Performance Analysis

4.1 Training Parameter Setting

Neural network training is the process of finding the weights between the convolutional
kernels in the convolutional layers and the neurons in the fully connected layers, with
the aim of minimizing the difference between the calculated output of the output layer
and the true label given in the sample set. The selection and setting of the loss function
and optimizer play a critical role in neural network training. First, the data samples are
input into the neural network, then the current model performance is evaluated through
the forward propagation process and the loss function. Next, the optimizer updates the
weights of the learnable parameters in the neural network based on the size of the loss,
using the backward propagation process.

The loss function used for training CBQNet is the cross-entropy loss function, which
measures the distance between two probability distributions. Its expression is as follows:

C= −1

n

n∑

k=1

[
yk ln ak + (1− yk) ln(1− ak)

]
(3)
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In this study, the optimizer used is Adadelta, an improved and extended version
of the Adagrad algorithm. Compared with Adagrad, Adadelta no longer accumulates
all past gradients, but adjusts the learning rate based on the moving window updated
by the gradient, making it more robust. The main parameters for setting the Adadelta
algorithm include a learning rate of 1.0, a decay rate of 0.95 for the moving average of
gradient squares, a blur factor of 1 × 10–6, and a learning rate decay value of 0 after
each parameter update.

During the training process, 20% of the samples were randomly selected as the
validation set, and the remaining 80% of the samples were used as training data. The
total number of training epochs was set to 30, and 100 samples were fed into the neural
network for each training iteration. The training environment was set up using Keras and
TensorFlow. The workstation was equipped with an Intel Xeon E5-2673 v3 12C/24T
2.40 GHz processor and 64 G 2 400 MHz DDR4 ECC memory.

As each input image in the wellbore cementing quality evaluation sample set corre-
sponds to two labels, representing the cementing quality of the first and second interfaces,
respectively, two training processes are required during neural network training. The first
training process uses the cementing quality of the first interface as the output, resulting
in the CBQNet-1 neural network model for analyzing the quality of the first interface.
The second training process uses the cementing quality of the second interface as the
output, resulting in the CBQNet-2 neural network model for analyzing the quality of the
second interface.

4.2 Performance Analysis

The accuracy and loss of CBQNet-1 during training are shown in Fig. 3 and Fig. 4. It can
be seen from Fig. 3 that after the first training epoch, the model’s training accuracy and
validation accuracy were 78.5% and 84.2%, respectively, with a significant gap between
them, indicating that the training was not sufficient. With the increase of training epochs,
the training accuracy of the model showed a stable upward trend, with a fast-then-slow
increase rate, and the training accuracy had exceeded 99% after 20 epochs. The upward
trend of validation accuracy was consistent with that of training accuracy before the
12th epoch, and then validation accuracy showed some fluctuations without significant
improvement. After 12 epochs of training, the training accuracy and validation accuracy
of the model were 95.9% and 95.4%, respectively. Although further training could still
improve the training accuracy, the validation accuracy no longer improved significantly,
and the gap between the two began to increase, indicating that further training would
lead the model to overfitting. From Fig. 4 we can see that the trend of the training loss
and validation loss during training was basically the same as that of the accuracy, further
indicating that the ideal effect could be achieved after 12 epochs of training.

The accuracy and loss of CBQNet-2 during training are shown in Fig. 5 and Fig. 6.
It can be observed from Fig. 5 that after the completion of the first epoch, the model’s
training accuracy and validation accuracy were 40.3% and 46.7%, respectively, which
were relatively low, indicating that a single round of training was insufficient for the
neural network to fully grasp the rules between sample inputs and outputs. Similar to
CBQNet-1, the model’s training accuracy increased rapidly at first and then slowed
down as the number of training epochs increased. After 20 epochs, the training accuracy
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Fig. 3. The accuracy of CBQNet-1 during training.

Fig. 4. The loss of CBQNet-1 during training.

exceeded 99%. The trend of the validation accuracy was consistent with that of the
training accuracy before the 12th epoch. However, the validation accuracy showed a
certain degree of fluctuation thereafter, with no significant improvement. After 12 epochs
of training, themodel’s training accuracy andvalidation accuracywere 90.8%and88.1%,
respectively. From Fig. 6 we can see that the trend of the model’s training loss and
validation loss with respect to the number of training epochs was similar to the trend
of the accuracy, which further indicates that the desired effect can be achieved after 12
epochs of training.

Overall, the accuracy of CBQNet-2 is lower than that of CBQNet-1, indicating that
the analysis of the second interface bonding quality is more difficult than the analysis of
the first interface bonding quality, which is consistent with the traditional understanding
of manual analysis.
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Fig. 5. The accuracy of CBQNet-2 during training.

Fig. 6. The loss of CBQNet-2 during training.

The training time of CBQNet-1 and CBQNet-2 is shown in Fig. 7. From the figure, it
can be observed that the training time of the two neural networks follows a similar trend.
When the number of training epochs is small, the fluctuation in training time is stronger.
However, with the increase in the number of training epochs, the training time of each
epoch becomes more stable. The average training time per epoch is 188 s, indicating
that the model’s training efficiency is relatively high. If more samples are added in the
future, it is possible to complete the training of a new model in a relatively short time.

Overall, the trained CBQNet-1 and CBQNet-2 can achieve high accuracy and auto-
mated analysis of the first and second interface cementing quality. They can save a lot
of time spent on manual analysis, freeing petroleum engineers from simple and com-
plicated work and allowing them to devote more energy to higher-level intelligent tasks
such as operation management and anomaly handling.
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Fig. 7. The training time of CBQNet-1 and CBQNet-2.

5 Conclusion

A batch of historical cementing interpretation result images of oilfields were collected,
and the images were standardized to establish a cement bond quality evaluation sample
set. The sample set contains a total of 3351 samples, and each sample contains two labels
of the cementing quality of the first interface and the second interface.

Combined with the characteristics of the cementing quality evaluation problem, the
convolutional neural network was selected to carry out the personalized design of the
network architecture, and a CBQNet with 28 layers and more than 32 million learnable
parameters was constructed. After setting reasonable learning parameters, the CBQNet
was trained with the ementing quality evaluation sample set, resulting in two models:
CBQNet-1 for the cementing quality evaluation of the first interface and CBQNet-2 for
the cementing quality evaluation of the second interface, with validation accuracy rates
of 95.4% and 88.1%, respectively.

Future work will focus on expanding the cementing quality evaluation sample set,
addressing the problem of uneven sample distribution, introducing more evaluation
indicators, and further improving model accuracy.
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Abstract. China is rich in tight oil resources, with a wide distribution range and
a large amount of resources, making it one of the key areas for strategic replace-
ment of future oil reserves and production. In response to issues such as strong
heterogeneity of terrestrial tight oil reservoirs, difficulty in drilling high-quality oil
layers, large production differences, and unclear main control factors for produc-
tion capacity, a detailed analysis of dynamic and static data of production wells
was conducted to analyze production performance and decline patterns. Produc-
tionwellswere classified according to production characteristics, and development
indicators at different stageswere statistically analyzed based on actual production
days. Using a combination of principal component analysis and Pearson corre-
lation coefficient, based on multiple dynamic and static data such as geological
factors, fracturing factors, and development factors, and analyzing the correlation
between different single and combined factors and cumulative oil production at
different stages, the main control factors for different production stages of tight
oil were obtained. A production capacity prediction model for tight oil fracturing
horizontal wells was established based onmachine learning intelligent algorithms,
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A production capacity evaluation and prediction technology for tight oil fracturing
horizontal wells has been developed. By comparing with actual production data,
the accuracy of the predicted results canmeet production needs, providing a strong
technical foundation for precise prediction and guidance of tight oil production in
China.

Keywords: Tight oil · Production forecast · Data analysis · Analysis of main
control factors · Intelligent algorithms

1 Introduction

Rich tight oil resources have been discovered in terrestrial sedimentary reservoirs of
multiple basins in China, with a total resource volume exceeding 11 billion tons, mak-
ing tight oil a major development replacement field and a new strategic growth point for
crude oil production in China. Compared with North American marine tight oil, Chinese
terrestrial tight oil has the characteristics of “multiple types, low porosity, low fluidity,
and relatively poor oil properties”. The geological conditions of terrestrial tight oil in
China are complex, with multiple types and complex resource composition. The distri-
bution of sand bodies is scattered, the vertical and horizontal continuity of reservoirs is
poor, the reservoirs are dense and heterogeneous, and there are significant differences
in single well drilling rates. The source reservoir relationship is mainly dominated by
the intra source type, accounting for approximately 77.7%, the sub source type account-
ing for 18.2%, and the above source type accounting for 4.1%. The lithology is mainly
composed of sandstone, accounting for about 69%, carbonate rock accounting for about
29.8%, and sedimentary volcanic rock accounting for about 1.3%. The pressure coeffi-
cient is mainly high pressure, 64.8% of which is >1.2, 29.3% of which is 0.8–1.2, and
22% of which is <0.8. The physical properties of crude oil are mainly low viscosity
crude oil, with 41.2% having a viscosity of <2 mPa.s, 31.7% having a viscosity of 2–10
mPa.s, and 27.1% having a viscosity of >10 mPa.s.

Through the analysis of development effectiveness, domestic tight oil development
currently faces two challenges in terms of production and efficiency: firstly, the large
difference in single well production capacity, rapid decline, and low EUR of tight oil,
which poses challenges to the effective utilization of tight oil. The second is the high cost
and poor efficiency of using horizontal wells and volume fracturing for development.
In the current context of low oil prices, how to reduce costs and improve development
efficiency faces serious challenges. Through research, it has been found that the strong
heterogeneity of the physical properties and oil-bearing properties of tight oil reservoirs
is the fundamental reason for the significant productivity differences in horizontal wells.
The significant difference in the effectiveness of tight oil fracturing is an important factor
affecting production capacity. The production of tight oil in a single well depends on
the production of each fracturing section, which is mainly controlled by the oil-bearing,
physical properties, fluid properties, and fracturing effect of the reservoir; The organic
matching of high-quality reservoir drilling rate and effective fracturing interval number
is the main controlling factor for single well productivity. The strong heterogeneity of
the reservoir is an important factor affecting the drilling rate. The low drilling rate and
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low saturation of movable fluids in Class I high-quality reservoirs are the fundamental
reasons for the failure to achieve the expected production of horizontal wells.

In order to effectively predict the decline law of tight oil production, analytical
and numerical calculation methods are currently mainly used. Among them, analytical
calculation methods mainly include Arps decline curve method, typical decline curve
chart method, relative permeability curve method, etc. Numerical calculation methods
mainly refer to reservoir numerical simulation methods. However, each of these two
methods has its advantages and disadvantages: the analytical calculation method has a
fast calculation speed and can quickly provide a rough curve trend pattern. However, the
decline pattern of tight oil is complex, and a single decline pattern formula is difficult to
describe the overall decline process, and the calculation accuracy is not very accurate.
However, the reservoir numerical simulation method can accurately calculate numerical
solutions, but generally takes a long time and has high calculation costs.

With the gradual rise of artificial intelligence technology and the significant improve-
ment of computer computing power, artificial intelligence prediction technology has
emerged. From the perspective of big data analysis, this technology considers more
influencing factors and is more comprehensive compared to traditional analytical meth-
ods. At the same time, compared to reservoir numerical simulation methods, it does not
require global direct numerical simulation of the flow field values at each time step,
greatly improving the calculation speed. Hamid Rahmanifard [1] made a detailed com-
parative analysis of the performance of ML algorithms and statistical methods, and then
used two statistical methods (exponential smoothing and seasonal autoregressive com-
prehensive moving average) to make a comparative study of six kinds of modern ML
networks, including multilayer perceptron (MLP), long short-term memory (LSTM),
bidirectional LSTM (BiLSTM), convolutional neural network (CNN), long-term recur-
sive convolutional network (LRCN) and gated recursive unit (GRU). In order to deter-
mine the relationship between static and dynamic data of some development units in the
oilfield and the decline rate of oil production, Zhang Yan [2] used data-drivenmethods to
identify the correlation between post fracturing production and production influencing
factors by analyzing the geological properties and fracturing construction parameters of
tight sandstone inChangqingOilfield. Elastic networks, decision tree regression, support
vector regression have been used to establish prediction models from reservoir proper-
ties and fracturing construction parameters to production. Liang Tao [3] established an
initial cumulative oil production mixing model for Multi Fractured Horizontal Wells
(MFHWs) that considers both geological and volumetric fracturing factors. Based on
big data, a multi-level evaluation system has been established using Analytic Hierarchy
Process. Calculate theweighting factor to reveal the key factors affecting the productivity
ofMFHWs. Using fuzzy logic method to calculate Euclidean distance and quantitatively
predict the production of any horizontal well. Zainab Al Ali Hussain Al Ali [4] used
two deep learning models, namely, Long short-term memory (LSTM) and N-BEATS,
to predict the oil recovery data of two wells in Norway’s Norne Oilfield. The use of pre-
trained N-BEATSmodels overcomes the shortcomings of LSTMmodels that previously
required feature selection and rich training history, and the performance of N-BEATS
meta learning methods is superior to LSTM models. The LSTM neural network model
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has been used multiple times to predict the trend of monthly oil production and water
content in high water cut old oilfield blocks [5–11].

The eXtremeGradient Boosting (XGBoost) algorithm is a scalable distributed gradi-
ent boosting decision tree (GBDT) machine learning library. XGBoost provides parallel
tree enhancement function and is an advanced machine learning library for regression,
classification, and ranking problems.XGBoostwas initially initiated as a research project
byTianqi Chen as part of theDistributed (Deep)MachineLearningCommunity (DMLC)
group. It is an optimized distributed gradient enhancement library designed for efficiency,
flexibility, and portability. XGBoost is a tool for large-scale parallel boosting trees, which
is more than 10 times faster than common toolkits. In terms of large-scale data in the
industry, the distributed version of XGBoost has extensive portability, supporting run-
ning on various distributed environments such as Kubernetes, Hadoop, SGE,MPI, Dask,
etc., making it a good solution to the problem of large-scale data in the industry.

This paper adopts the XGBoost algorithm to establish a corresponding single well
production decline prediction model based on the characteristics of tight oil reservoirs
in China. Through practical application in a tight oil field in China, the superiority
and correctness of this method in predicting single well production capacity have been
confirmed,meeting the urgent needs of oilfield dynamic analysis, development planning,
and decision-making.

2 Analysis of the Declining Law of Tight Oil Production

Although the overall changes in production characteristics of horizontal wells in each
block are consistent, there are certain differences in the changes in daily liquid produc-
tion, daily oil production, water content, production casing pressure, and other char-
acteristics of each horizontal well based on the analysis of single well development
performance data. Through literature research, it was found that most tight oil reservoirs
are analyzed for production characteristics based on the variation of daily oil production
with mining time. Therefore, this article will classify and analyze the production and
mining characteristics of horizontal wells in the study area based on the variation of
daily oil production. According to the curve characteristics of the daily oil production
of a single well changing with mining time, the production and mining characteristics
of horizontal wells can be divided into four categories:

2.1 Type 1: Rapid Increase in Initial Production and Short Stable Production
Period

The overall performance is that the daily oil production capacity of horizontal wells
continues to increase in the initial stage of production, and reaches the highest daily
oil production level (10t–15t) within about 10 months. However, the stable production
period is relatively short, and after 1 year of production, the daily oil production begins
to decrease. After 2 and a half years, the daily oil production of a single well decreases to
about 5t; The change in daily liquid production is similar to that of daily oil production;
The water cut changes in the opposite direction and fluctuates within the range of 80% to
100%. The fracture network formed by horizontal well fracturing is the reason for high
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production in the initial stage of production, and the high production period is generally
maintained between the second month and the sixth month, after which it enters the
decreasing stage. The typical production curve is shown in Fig. 1(a).

(a)                                    (b)

(c)                                     (d)

Fig. 1. Curve of Daily Oil Production of a Single Well Changing with Production Time.

2.2 Type 2: High Initial Production and Rapid Decline in Later Stages

The overall performance is that the horizontal well has a high daily oil production
capacity in the early stage of production, but the stable production period is extremely
short. Generally, the daily oil production level starts to decrease within one month,
and the daily oil production in the first three months drops to about 50% of the initial
production, with a very fast decline rate. Generally, the daily oil production of the well
drops to below 5t within 2–3 years of production. The changes in daily liquid production
and production casing pressure of horizontal wells are similar to daily oil production.
The typical production curve is shown in Fig. 1(b).
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2.3 Type 3: The Fluctuation of Production is Large and Showing Multiple
“Peaks”

The performance is that the daily oil production capacity of horizontal wells gradually
increases in the initial stage of production, but the stable production period is short.
During the production time, the daily oil production continuously fluctuates up and
down. Overall, the daily oil production level is the strongest in the initial stage, and
the daily production in the later stage shows a downward trend fluctuation. Generally,
the daily production of wells decreases to below 5t after 4–5 years of production. The
typical production curve is shown in Fig. 1(c).

2.4 Type 4: No Significant Fluctuations in Production and Maintaining Stable
Production

The performance is that the daily oil production capacity of horizontal wells gradually
increases in the initial stage of production, reaching its maximum in about 3 months,
and the daily oil production is relatively stable throughout the entire production period,
maintaining between 5–10t/d; The changes in water content and daily liquid production
are similar to the daily oil production. The maximum daily oil production of this type
of horizontal well is within the range of 5–10t/d, which is at a moderate level. At the
same time, the production time is relatively short, mostly within two years. The daily
production is still in a stable period, so there is no significant fluctuation and stable
production has been maintained. The typical production curve is shown in Fig. 1(d).

3 Introduction of XGBoost Algorithm

XGBoost, as one of the Boosting algorithms, is a lifting tree model that integrates many
tree models. By adding a regular term to the loss function, the complexity of the model
is controlled to prevent overfitting. It can achieve parallel processing, which has greatly
improved the speed compared to GBDT. XGBoost is essentially k decision trees (k is
a positive integer), and the output of the regression tree is a real number (continuous
variable). Boostingmethod is to combinemultipleweak learners to give the final learning
results, and take the output results of eachweak learner as continuous values. The purpose
of this is to accumulate the results of each weak learner, and better use the loss function
to optimize the model.

Let f t(xi) is the output result of the t-round weak learner, y
∧(t)
i it is the output result

of the model, yi it is the actual output result, and the expression is as follows:

y
∧(t)
i =

∑t

k=1
f k(xi) = y

∧(t−1)
i + f t(xi) (1)

The objective function, that is, the loss function, builds the optimal model by min-
imizing the loss function. The loss function should add a regular term representing the
complexity of the model, and the model corresponding to XGBoost contains multiple
CART trees. Therefore, the objective function of the model is:

obj(θ) =
∑n

i
L
(
yi, y

∧(t)
i

)
+

∑t

k=1
�

[
f k(xi)

]
(2)
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The above formula is the regularization loss function. The first part on the right side
of the equation is the training error of the model, and the second part is the regularization
term. The regularization term here is the sum of the regularization terms of k trees. The
specific form is:

�
[
f k(xi)

]
= γT + 1

2
λ‖w‖2 (3)

where: T is the number of leaf nodes, ‖w‖ is the modulus of the leaf node vector, γ it
indicates the difficulty of node segmentation, indicates L2 regularization coefficient.

According to the expansion rule of the second derivative of the Taylor formula, the
training error is further deduced and expanded to obtain:

obj(θ)(t) =
∑T

j=1

[

Gjwj + 1

2

(
Hj + λ

)
w2
j

]

+ γT (4)

where: Gj represents the sum of the first derivative of all input samples mapped as leaf
node j, Hj represents the sum of second derivative of all input samples mapped to leaf
node j.

In summary, we have introduced the main algorithms of XGBoost, which lays a
theoretical foundation for subsequent prediction applications.

4 Workflow

For the prediction of well production in tight oil fields, first of all, data collection and pre-
processing should be carried out, including the static and dynamic data of the reservoir,
and the corresponding sample database should be established. Then, closely combining
with the field data of the oilfield, and making full use of geological, engineering and
development data, based on the production performance analysis and production decline
law analysis in the study area, Identify the relevant influencing factors that affect the
production capacity of horizontal wells for volume fracturing in tight oil reservoirs, cal-
culate the partial correlation coefficient between the two factors, screen out independent
influencing factors, and conduct single factor and multiple combination factor analysis
from three aspects: geological parameters, engineering parameters, and development fac-
tors. Through Principal Component Analysis (PCA) & Pearson Correlation Coefficient
Analysis method (PCCA) methods, comprehensively analyze multiple/single factors to
screen out the main controlling factors for production capacity; Establish a prediction
model based on XGBoost, which requires training and tuning the model to ultimately
form the optimal XGBoost tight oil field well production prediction model. The specific
process is shown in Fig. 2.
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Fig. 2. Technical workflow.

4.1 Data Collection and Preprocessing

Collection and Organization of Data. The production of a single well in a tight oil field
is influenced by various factors, mainly including reservoir parameter data, fracturing
engineering parameter data, and development and production parameter data. In terms
of reservoir parameter data, it also includes block basic data, drilling data, horizontal
section logging display data, horizontal section drilling rate data, horizontal section
reservoir evaluation data, geological reserve parameter data, etc. The specific relevant
parameters are shown in Table 1.
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Table 1. Collected dynamic and static parameters.

Data classification Related parameters

Reservoir parameter data Block basic data a) Block, well number, horizon,
sublayer, reference well,
interpretation layer, effective
thickness of each sublayer,
designed production capacity,
designed well depth, and
designed horizontal section
length

Drilling data b) First drilling time, completion
time, year of production,
completion method, cycle,
well depth, artificial bottom
hole, oblique depth of point A
during actual drilling, vertical
depth of point A during actual
drilling, length of horizontal
section, length of horizontal
section used

Horizontal logging display data c) The length of sandstone
encountered in horizontal
section logging, the length of
oil layer encountered in
horizontal section logging, the
drilling rate of sandstone
encountered in horizontal
section logging, the drilling
rate of oil layer encountered
in horizontal section logging,
the oil immersion length of
horizontal section logging, the
length of oil spot in horizontal
section logging, the length of
oil stains in horizontal section
logging, the fluorescence
length of horizontal section
logging, and the total length
of horizontal section logging

(continued)
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Table 1. (continued)

Data classification Related parameters

Horizontal logging drilling rate
data

d) The length of sandstone
encountered during horizontal
logging, the length of oil layer
encountered during horizontal
logging, the drilling rate of
sand-stone encountered
during horizontal logging, and
the drilling rate of oil layer
encountered during horizontal
logging

Horizontal reservoir evaluation
data

e) Horizontal Section I Reservoir
Length, Horizontal Section II
Reservoir Length, Horizontal
Section III Reservoir Length,
Horizontal Section IV
Reservoir Length, Horizontal
Well Classification Evaluation
Category, Horizontal Well
Classification Evaluation
Index

Geological reserve parameter
data

f) Production thickness, fracture
length, porosity, average
saturation, density, volume
coefficient, controlled
reserves, production reserves

Fracturing engineering parameter data g) Fracturing completion
structure, number of
fracturing segments, number
of fracturing clusters, average
interval spacing, average
cluster spacing, total
fracturing fluid volume, total
fracturing sand volume, fluid
intensity, sand intensity,
single stage fluid volume,
single stage sand volume,
fracturing completion time,
soaking time after fracturing,
single cluster fluid volume,
single cluster sand volume

(continued)
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Table 1. (continued)

Data classification Related parameters

Develop production parameter data h) Block, well number, well
pattern type, production time,
oil production method, pump
diameter, oil pressure, casing
pressure, dynamic liquid
level, production days,
cumulative production days,
monthly oil production,
monthly water production,
verification of monthly oil
production, verification of
monthly water production,
verification of cumulative oil
production, verification of
cumulative liquid production,
number of wells opened, daily
liquid production capacity,
daily oil production capacity,
water content, verification of
daily liquid production
capacity, verification of daily
oil production capacity, depth
of middle oil layer, flow
pressure, storage and
production coefficient Return
rate, deficit, recovery degree,
upward pumping time, and
number of months of
self-production

In addition to the single factor mentioned above, in order to highlight the impact
of different factors and have a greater correlation with production capacity, the follow-
ing multiple factors have been added according to the needs of the research problem,
including:

Among them, the effective length of the horizontal well Leh is

Leh = a1Loi + a2Losp + a3Lost+a4Lf (5)

And the oil-bearing Sob is

Sob = Leh
Loi + Losp + Lost + Lf

(6)

where: Loi stands for the length of oil immersion, m; Losp stands for the length of oil spot,
m; Lost stands for the length of oil stains, m; Lf stands for the length of fluorescence, m;
ai, i = 1, 2, 3, 4 stands for the weight.
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Table 2. Added multiple factor parameters.

Data classification Related parameters

Reservoir parameter multiple data a) Oil-bearing
b) Effective length of horizontal well
c) Permeability × Thickness used
d) Permeability × Thickness used × Effective

length of horizontal well
e) Utilized reserves × Permeability
f) Utilized reserves × Permeability/Viscosity
g) Oil-bearing × Production reserves ×

Permeability/Viscosity
h) Reservoir quality × Oil-bearing × Produced

reserves × Permeability/Viscosity

Multiple data of fracturing engineering a) Liquid strength × Sand strength
b) Liquid strength × Sand strength × Number of

segments
c) Liquid strength × Sand strength × Number of

segments × Effective length of horizontal well
d) The amount of liquid added in single stage ×

Effective length of horizontal well
e) The amount of sand added in single stage ×

Effective length of horizontal well

Note: Liquid strength equals to the amount of total liquid/Utilized reserves. Sand strength equals
to the amount of total sand/Utilized reserves

Data Preprocessing. For different types of data in tight oil well areas, data cleaning is
carried out based on their data volume, data type, data quality, etc., eliminating duplicate
well information, completing missing data, data integration, data transformation, and
other processes, and corresponding preprocessing is carried out for each data item.

(1) Correction of flowback period data: After fracturing construction, the production
during the flowback period is very low, which is not a normal industrial oil flow.
Therefore, it is necessary to remove the time period of the flowback period and the
oil production below a certain amount. The specific quantitative values vary from
different oilfields;

(2) Reorganize production data based on differences: Due to the cleaning of flowback
period data and time periods, it is necessary to recalculate the cumulative oil produc-
tion, cumulative liquid production, and water content for different production time
periods;

(3) Removal of abnormal well data: Based on expert experience and data analysis, iden-
tify wells with abnormally high or low production by drawing charts, and eliminate
them according to specific circumstances;

(4) Pre processing of specific data tables:
(a) Reservoir static data: porosity, formation pressure, and other data, with fixed

values for each block. Based on the collected data, these types of data are
supplemented in the data table.
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(b) Developing dynamic data: Dynamic data such as extraction degree and dynamic
liquid level vary, varies with production time, and need to be recalculated and
organized based on expert experience and specific formulas.

(c) The combination of dynamic and static data: Through difference calculation, the
production dynamic data has been reorganized and calculated. Merge the newly
generated development dynamic data into a static data table according to the
well name.

4.2 Data Correlation Analysis

After sorting out the influencing factors of production capacity and preprocessing the
data, it is necessary to conduct correlation analysis between the influencing factors and
production capacity, and screen out the main controlling factors of production capacity.
This article adopts a combination of principal component analysis (PCA) and Pearson
correlation coefficient, the method of combining PCA and Pearson is adopted.

Principal Component Analysis (PCA). The principal component analysis method is
to transform multiple existing indicators into a few well representative comprehensive
indicators, which can reflect most of the information of the original indicators and main-
tain independence between each indicator to avoid overlapping information. Principal
component analysis mainly plays a role in reducing dimensionality and simplifying data
structures.

(a) Standardize indicator data, collect p-dimensional random vectors X , n samples,

Xi = {
Xi1,Xi2, . . . ,Xip

}T
, (i = 1, 2, . . . , n) (7)

Construct a sample matrix and perform standardized transformation on the
sample matrix;

Zij = xij − xj
sj

, (i = 1, 2, . . . , n; j = 1, 2, . . . , p) (8)

(b) Calculate correlation coefficient matrix based on standardized matrix;

R = [
rij

]
pxp = ZTZ

n − 1
(9)

(c) Solve the characteristic equation of the sample correlation matrix R, obtain p
characteristic roots, and determine the principal components;

Uij = zTi b
o
j , (j = 1, 2, . . . ,m) (10)

(d) Convert the standardized indicator variables into main components;
(e) Perform a comprehensive evaluation of m principal components, sum them with

weights, and obtain the final evaluation value. Theweight is the variance contribution
rate of each principal component.
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Pearson Correlation Coefficient Analysis Method (PCCA). Pearson correlation
coefficient analysis is a method used to measure the degree of correlation between two
variablesX and Y, with values between−1 and+1. Defined as the quotient of covariance
and standard deviation between two variables.

ρX ,Y =
∑n

i=1

(
Xi − X

)(
Yi − Y

)

√
∑n

i=1

(
Xi − X

)2
√

∑n
i=1

(
Yi − Y

)2
(11)

By using the above method, the correlation coefficients between the factors in
Tables 1 and 2 and the cumulative oil production at different stages were obtained,
as shown in Table 3.

Table 3. Correlation analysis results of various factors and oil production.

Influence factor Correlation coefficient (Weight)

Effective length of horizontal section 0.304

Oil-bearing 0.212

Thickness used 0.152

Controlled reserves 0.152

Permeability × Thickness used 0.05

Controlled reserves × Permeability/Viscosity 0.05

Permeability × Thickness used /Viscosity 0.015

Number of fracturing segments 0.222

The amount of sand added in single cluster 0.14

Liquid strength 0.098

The amount of liquid added in single stage 0.091

Storage and production correlation coefficient 0.08

The amount of sand added in single cluster 0.079

Post-pressure soaking time 0.07

Total amount of sand added 0.05

Production pressure difference 0.048

Return rate before oil breakthrough 0.035

Sanding strength 0.023

Liquid strength × Sand strength 0.017

Number of fracturing clusters 0.017

(continued)
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Table 3. (continued)

Influence factor Correlation coefficient (Weight)

Bottom hole pressure 0.012

The amount of sand added in single stage 0.01

Total amount of liquid added 0.005

Water displacement before oil exposure 0.002

4.3 Selecting Main Controlling Factors for Tight Oil Production

Through the above data analysis and combined with expert experience, the following
parameters were ultimately selected as the main control factors (Table 4):

Table 4. Results of main control factors for tight oil production.

Classification Main control factors

Main control factors for geology a) Effective length of horizontal
section

b) Oil-bearing

c) Thickness used

d) Controlled reserves ×
Permeability/Viscosity

Main control factors for fracturing and development e) Number of fracturing segments

f) The amount of sand added in single
cluster

g) Liquid strength

h) The amount of liquid added in
single stage

i) The amount of liquid added in single
cluster

j) Total amount of sand added

k) Production pressure difference

4.4 Constructing a Typical Well Production Sample Library

Combining professional knowledge and expert experience, based on correlation analysis
results and combined with cumulative production data from different stages, a sample
library reflecting the changes in single well production was established. Through the
sample library, expert experience was reflected.
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4.5 Establishing a Multi Parameter Prediction Model for Well Production

Model Construction. Due to the fact that this article only involves three blocks of an
oil field with a small sample size, it belongs to the small sample problem. Therefore, in
the design of the prediction model, the concept of cyclic input is considered, which is to
establish production prediction models according to different stages. When predicting
the current stage of production, the cumulative output value of the previous production
stage is input, as follows (Table 5):

Table 5. Prediction model input and output values.

No. Input values Output value

1 Main control factors Q1

2 Main control factors, Q1 Q3

3 Main control factors, Q1,Q3 Q6

4 Main control factors, Q1,Q3,Q6 Q9

5 Main control factors, Q3,Q6,Q9 Q12

6 Main control factors, Q6,Q9,Q12 Q18

7 Main control factors, Q9,Q12,Q18 Q24

8 Main control factors, Q12,Q18,Q24 Q36

9 Main control factors, Q18,Q24,Q36 Q48

Note: Qi stands for the accumulated oil production until the ith month.

As shown in the above table, this article adopts the concept of “equal dimensional
replenishment”, which refers to the dimension of input data. Except for the initial three
stages as the initiation stage, all other stages use fixed four dimensional data input,
always using the latest stage production data as the input of the model, and establishing
a mapping relationship with the accumulated oil production in the next stage.

Model Training. Configure algorithm parameters and conduct model training.

(1) Max_depth: Themaximumdepth of each tree.When establishing each tree, achiev-
ing the expected accuracy or maximum depth will proceed to the next tree model
construction. The default value is 6.

(2) Learning rate: learning rate is one of the most important hyperparameter. After
each new tree model is established, the prediction results of the new model are
given based on the previous prediction results and the interaction between the leaf
output and the learning rate calculated this time. For different problems, the ideal
learning rate will fluctuate between 0.05 and 0.3.

(3) Booster model: There are two models to choose: gbtree and gblinear. Gbtree uses
a tree based model for lifting calculations, while gblinear uses a linear model for
lifting calculations. The default is gbtree.

(4) Gamma: The minimum “loss reduction” required for further splitting at leaf nodes,
with a default of 0.
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(5) Min_child_weight: It can be understood as the minimum number of samples for
leaf nodes, with a default of 1.

(6) Subsample: The sampling ratio of the training set. Before fitting a tree, this sampling
step will be performed, with a value range of (0, 1]. The default is 1.

(7) Colsample_bytree: Before fitting a tree each time, determine how many features to
use, with a value range of [0, 1], and the default value is 1.

(8) Reg_alpha: Tuning of regularization parameters. The alpha parameter can reduce
the complexity of the model, thereby improving its performance.

(9) Reg_lambda: Tuning regularization parameters. Lambda parameters can reduce
the complexity of the model and improve its performance.

(10) Random_State: Random seed, 0 by default.

Model Evaluation. Based on parameters such as the error and root mean square error
between the predicted and actual data of the model, model optimization is carried out
to provide the optimal model for predicting single well oil production. The calculation
method for model accuracy is:

(1) Calculate the data of individual well oil production over time for each well sample
in the test set;

(2) Calculate the average absolute percentage error between all predicted data points
and actual data points, which is the model prediction accuracy.

During the calculation process, the following error calculations were used [12–18].
Mean Absolute Error (MAE) and Mean Absolute Percentage Error (MAPE):

MAE = 1

n

∑n

i=1

∣
∣y′

i − yi
∣
∣ (10)

MAPE = 1

n

n∑

i=1

∣
∣y′

i − yi
∣
∣

yi
(11)

Coefficient Determination (R2):

R2 = 1 −
∑n

i=1

(
yi − y′

i

)2

∑n
i=1

(
yi − yi

)2 (12)

4.6 Using Optimal Intelligent Models for Indicator Prediction

In response to the problem of predicting single well oil production, the optimized and
trained XGBoost prediction model for single well oil production was used to carry out
prediction work, obtaining future trends of single well oil production that can be used to
guide actual production and conform to production laws. This plays a positive guiding
role in production operation scheduling and adjustment of work systems.
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5 Calculation Results and Analysis

5.1 Overview of FY Oilfield Work Area

TheFYoil layer is the earliest discovered,most abundant, andwidely distributed oil layer
in the southern part of the SL Basin. The FY oil layer is distributed in the CL depression,
HG terrace, and western region of the FX uplift zone in the central depression area. FY
oilfield includes three blocks: Q block, R1 block, and R2 block.

5.2 Establishing a Multi Parameter Intelligent Prediction Model for Single Well
Indicators

Model Construction. The XGBoost model for predicting single well oil production in
tight oil fields was constructed using the XGBoost model introduced in the previous
section. Establish models for different production stages.

Model Training. According to the basic content of the model training parameters men-
tioned in the previous section, parameter tuning tests were conducted with the accuracy
of the test set as the evaluation label. There are a total of 84 wells in the sample set,
with a ratio of 8:2 for training + validation sets, and testing set. This means that there
are a total of 67 wells in the training + validation set, and 17 wells in the testing set.
Compared through testing, max_depth is 15, learning rate is 0.1, boost model is gbtree,
gamma is 0, min_child_weight is 1, subsample is 1, colsample_bytree is 1, reg_alpha is
0, reg_lambda is 1, random_state is 0.

Model Evaluation. The prediction model is constructed based on different sample
types, and the final 12 to 48 months prediction model R2 has an average accuracy of
86%, an average MAPE value of 13%, and an average MAE value of 351t.

5.3 Model Prediction Results and Analysis Discussion

Based on the optimal oil production prediction model in this article, relevant prediction
workwas carried out for 17wells in three blocks of FYOilfield. The comparison between
the predicted results and actual production data of four wells is listed below, as shown
in Figs. 3 and 4.

Figure 3 shows the predicted results of cumulative oil production at different produc-
tion stages of wells WQ1 and WQ2. It can be seen that at the beginning of production,
the predicted results are in good agreement with the actual production curve. During the
production period of 20 to 48 months, the predicted values were slightly higher than the
actual production data. The predicted value of WQ2 well in the mid-term production
stage is slightly lower than the actual production data, and then the predicted value and
production value continue to increase by the same magnitude.

Figure 4 shows the results of cumulative oil production predictions for WQ3 and
WQ4wells at different production stages. It can be seen that the predicted value ofWQ3
well is generally lower than the actual production value, but the difference is relatively
small. However, in the early stage of production, the predicted value of WQ4 well
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Fig. 3. Comparison between the predicted and real cumulative oil production with wells WQ1
and WQ2.

Fig. 4. Comparison between the predicted and real cumulative oil production with wells WQ3
and WQ4.

increases alternately with the actual production data, and remains basically consistent
after 25 months of production.

From the comparison between the predicted results in Figs. 3 and 4 and the actual
production curve trend, as well as the model error evaluation results, it can be seen
that the prediction accuracy of the model in this paper is relatively high in predicting
the cumulative oil production over 48 months. This indicates that the prediction model
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established through a series of methods and techniques introduced in this article is more
effective in predicting the cumulative production of a single well, thus achieving multi-
dimensional tight oil single well production prediction, This provides a strong technical
foundation for precise prediction and reasonable optimization of tight oil production in
China.

6 Conclusion

Based on the XGBoost model, a typical tight oil well production sample library was con-
structed through data collection, organization, and preprocessing. Correlation analysis
of influencing factors was conducted, and amulti-parameter intelligent predictionmodel
for single well oil production indicators was established. The development indicators
were predicted, and the conclusion is as follows:

(1) Established a complete and effective method for predicting development indicators
of tight oil fields based on XGBoost model;

(2) The XGBoost cumulative oil production prediction model established is suitable for
predicting the trend of cumulative oil production in tight oil fields, and the established
model has a high accuracy in predicting single well production;

(3) The methods and techniques introduced in this article are not only limited to tight
oil fields, but can also be applied to the production prediction of unconventional oil
and gas fields.

In summary, the artificial intelligence model established in this article has achieved
multi-dimensional prediction of single well tight oil production, improved the dynamic
management level of oil well production, improved the accuracy of single well measure
decision-making, and improved the ultimate oil recovery rate and production efficiency
of the oilfield. This provides a strong technical foundation for precise prediction of tight
oil production and reasonable optimization of production allocation in China.
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1 Introduction

TheUltra-deep (>7000m) Permianmarine carbonate formation is a prospective conven-
tional gas exploration and development domain in Sichuan Basin, China, and in recent
years, significant breakthrough have been made in some appraisal wells with testing
gas rates above 1.0 MMm3/D fromMiddle Permian QX gas reservoir in Sichuan Basin,
China (hereinafter referred to as QX reservoir). To meet market needs for clean energy,
the full development of this reservoir is put on agenda.

The QX reservoir is structurally located at the LongmenMountain buried thrust front
zone, and containsmanyNE-SW trending faulted anticline and faulted nosing structures,
and currently, 6 NE-SW trending tectonic high belts have been defined through seismic
and a rough structure map is given in Fig. 1. Due to limited drillings and complex
structure, the extension of faults, communication between each belt and gas and water
distribution inQX reservoir are still uncertain,which reduce feasibility for a full reservoir
modeling and simulation.

Fig. 1. Top structure map of Permian QX reservoir, SYS Block, Sichuan Basin

Current drilling, geology and geophysics studies show that QX reservoir is featured
with ultra-deep buried depth (7200–7800 m), high pressure (>93 MPa), low porosity
(3.9% in average) and thin layer (average pay zone thickness 20 m). Due to uneven
development of natural fractures and vugs, heterogeneity exists in this reservoir with
permeability ranging among0.01–10mD.Theuncertainty andheterogeneity in this ultra-
deep, thin layered and low porosity reservoir pose risks in cost-effective development,
to lower risks in initiating exploitation activities, proper Development Index (DI) for
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guiding the commercial and steady development of the new findings are the key concerns
of management.

Usually, in Field Development Plan (FDP), full reservoir modeling and simulation
will be performed to predict DI which consists of a series of parameters including
Field Annual Production Rate (FAPR), Field Plateau Period (FPP) at certain FAPR,
Well Spacing Density (WSD), Well Average Daily Production (WADP) during FPP,
and field Ultimate Recovery Factor (URF). And these key index will direct operators to
make drilling plan and development policies. But this common approach is less reliable
in QX reservoir due to uncertainties in reservoir characterization. Recently, big data
analysis technique (Safavian et al., 1991; Quinlan, 1986; Rao et al., 2019; Franco-
Lopez et al., 2001; Gou et al., 2019; Thierry et al., 2019; Burges et al., 1998; Chapelle
et al., 1999; Janik et al., 2006; Torkaman et al., 2015) provides novel, efficient and
economical tools for reservoir engineering and has been proved to be a powerful tool
in production forecast. Some researchers use big data technology to build proxy model
by correlating the complex, non-linear relationship among parameters to forecast flow
rates and hydrocarbon recoveries (Panja et al., 2017; Zhong et al., 2020; Ng et al., 2021;
Li et al., 2021; Shen et al., 2022; Zha et al., 2021; Zhou et al., 2014), and in some
literatures, big data technology have been utilized to facilitate reservoir simulation in
saving run time and cost, or improving accuracy in history matching (Ke et al., 2017;
Cheng et al., 2019; Luciana et al., 2020; Feng et al., 2019), and some researchers use
big data technology to guide stimulation design by correlating the fracturing parameters
into post stimulation oil production prediction model (Zhu et al., 2015).

But less literature is presented to forecast overall DI for a raw gas reservoir with
big data analysis technique. The purpose of this paper lies in the point that how we
utilized the geology and production history data in developed reservoirs to facilitate the
exploitation of new findings. Geology, dynamic and DI data from 30 mature gas fields
are collected and processed, and 13 parameters are selected to represent geological fea-
tures, deliverability and DI of individual reservoir. Through BP Neural Network, proxy
models are established to correlate DI with geology and deliverability data. Moreover,
the stability of the predicted results are also considered, to avoid randomness in a single
experiment, Baggingmethod (Eugene et al., 2022) is used tomake the resultsmore stable
for cases with limited samples. With the established models, overall DI for QX reservoir
are then given based on current drilling and testing information, and risks caused by
heterogeneity are also discussed. The results can serve as a criteria for directing the
successful development of this ultra-deep marginal pools.

2 Data Acquisition and Processing

Geology, deliverability and DI data of 30 major mature gas reservoirs from different
gas-bearing basins in China are reviewed. With per capita porosity among 3.4%–28.6%
and per capita dynamic permeability (Kdynamic, permeability from well test interpre-
tation) ranging from 0.1–38.5 mD, these reservoirs contain sandstones and carbonate
rocks with or without natural fractures. Based on post FDP implementation evaluation
of DI, these reservoirs, with 15–691 109 m3 in OGIP and 0.3–10.7 109 m3/a in actual
plateau gas production, are all believed to be successfully developed reservoirs. In data
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preparation, logging and dynamic data of 1500+ wells in these reservoirs are reviewed
to better understand the productivity and its dominating factors of individual reservoir.
And 13 parameters are selected and listed in Table 1 to represent geological features,
deliverability and DI of individual reservoir. To make sure that these parameters fully
represent reservoir characteristics, a lot of reservoir engineering study are conducted,
especially in the selection of productivity related parameters, such as permeability and
well AOF. We have two sets of reservoir permeability, which are matrix permeability
(Kmatrix) obtained in well logging interpretations or core testing and dynamic perme-
ability (Kdynamic) calculated in well test interpretation. The correlations of permeability
(both Kmatrix and Kdynamic) vs porosity, and Kdynamic vs Kmatrix shown in Fig. 2 indicate
that the porosity for most reservoirs are quite low (<10%), but the permeability varies
considerably, and inconsistency exists between Kdynamic and Kmatrix due to the devel-
opment of natural fractures. Figure 3 indicates that one of the DI parameters—FPR is
more dependent on Kdynamic than Kmatrix, and it can be seen in Fig. 4 that Kdynamic also
dominate well deliverability (AOFP).

Table 1. Geology, deliverability and DI parameters for individual reservoir

Parameter type No. of parameters parameters scope of values in
30 reservoir
samples

Values in QX
reservoir

Geology 6 reservoir depth,
m

910–6800 7500

reservoir
pressure, MPa

9.8–115.5 96

pressure
coefficient,
MPa/100 m

0.85–2.12 1.28

reserves
abundance,
109m3/km2

0.1–5.9 0.32

average porosity,
%

3.4–28.6 3.7

average Kmatrix,
mD

0.01–37.3 0.51

Deliverability 2 average
Kdynamic, mD

0.1–38.5 2.0

well average
AOFP, 103m3/d

68–9695 1420

(continued)
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Table 1. (continued)

Parameter type No. of parameters parameters scope of values in
30 reservoir
samples

Values in QX
reservoir

DI 5 Field Annual
Production Rate
(FAPR), %

0.18–4.11 2.5

Field Plateau
Period (FPP), a

5–20 9–11

Well Spacing
Density (WSD),
km2/well

0.4–10.5 5–6

Ultimate
Recovery Factor
(URF), %

37.4–75.0 62

Well Average
Daily
Production,
103m3/d

4–1907 280–300

(a) Kmatrix and Kdymamic vs. porostiy (b) Kdymamic vs. Kmatrix
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3 BP Neural Network Algorithms

The BP (Back Propagation) neural network is a data mining technique in developing
correlation models between input variables and output variables in big data analysis. In
the following we would briefly describe the main algorithms.

The BP neural network, a concept introduced by scientists in 1986, is a multilayer
feed-forward neural network trained according to an error back propagation algorithm
and is one of the most widely used neural network models (Burks et al., 2000, Meinel
et al., 2010). Currently, the vast majority of neural network models used in the practical
application of artificial neural networks are in the form of BP networks and variations
of it.

TheBPalgorithmconsists of twoprocesses: the forward propagation of the signal and
the backward propagation of the error (Hecht-Nielsen, 1989). In forward propagation,
the input samples are passed in from the input layer, processed in turn by the hidden
layer and then passed to the output layer. If the actual output of the output layer does
not match the desired output, it moves to the back propagation of error stage. The BP
network consists of an input layer, an output layer and a hidden layer, and the structure
of the BP neural network is as follows (Fig. 5).
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Fig. 5. Structure of BP neural network

The specific steps are: let the input vector is X = (x1, x2, …, xn), the input vector
of the hidden layer is hi = (hi1, hi2, …, hip), the output vector of the hidden layer is ho
= (ho1, ho2, …, hop), the input vector of the output layer is yi = (yi1, yi2, …, yiq), the
output vector of the output layer is yo = (yo1, yo2, …, yoq), the desired output vector is
do = (d1, d2, …, dq).

The input and output of each neuron in the hidden layer are calculated by randomly
selecting the kth input sample.

hih(k) =
∑n

i=1
wihxi(k) − bh h = 1, 2, ..., p (1)

hoh(k) = f (hih(k)) h = 1, 2, ..., p (2)

yio(k) =
∑p

h=1
whohoh(k) − bo o = 1, 2, ..., q (3)

yoo(k) = f (yio(k)) o = 1, 2, ..., q (4)

where wih is the connection weight of the input layer to the middle layer, who is the
connection weight of the hidden layer to the output layer, bh is the threshold of each
neuron in the hidden layer, and bo is the threshold of each neuron in the output layer, f ()
is the activation function.

Initialize the error functionwith a randomnumberwithin (−1, 1) and set the precision
ε. With a maximum number of iterations M, the error function is

e = 1

2

∑q

o=1
(do(k) − yoo(k))

2 (5)

Calculate the partial derivatives of the error function with respect to each neuron in
the output layer and calculate the parameters of each layer with following equation:

∂e

∂who
= ∂e

∂yio

∂yio
∂who

= δo(k)hoh(k) (6)
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∂e

∂yio
= ∂

( 1
2

∑q
o=1 (do(k) − yoo(k))

)2

∂io
= −(da(k) − yoo(k))yo

′
o(k) · ne(do(k) − yoo(k))f (yio(k)) = δo(k) (7)

∂yio(k)

∂who
= ∂

(∑p
h whhoh(k) − bo

)

∂who
= hoh(k) (8)

Calculate the partial derivatives of the error function for each neuron in the hidden
layer, the connection weights that follow, and the input values for that layer,

∂e

∂hih(k)
= −

(∑q

h=0
δ0(k)who

)
f ′(hih(k)) = δh(k) (9)

∂huh(k)

∂wih
= xi(k) (10)

∂e

∂wih
= δh(k)xi(k) (11)

Use (6) (7) (8) to correct the output layer connection weights,

�who(k) = −μ
∂e

∂who
= μδo(k)hoh(k) (12)

wN+1
ho = wN

ho + ηδo(k)hoh(k) (13)

Use (9) (10) (11) to correct the hidden layer connection weights,

�wih(k) = −μ
∂e

∂wih
= −μ

∂e

∂hih(k)

∂hih(k)

∂wih
= δh(k)xi(k) (14)

wN+1
ih

= wN
ih

+ ηδh(k)xi(k) (15)

Finally, calculate the global error,

E = 1

2

∑m

k=1

∑q

o=1
(do(k) − yo(k))

2
(16)

4 Bagging

Bagging is a parallel method of ensemble learning, where data is sampled and the
results are voted on. For a given data set containing multiple samples, we randomly
select one sample into the sampling set and put that sample back into the initial data set,
making it still possible for it to be selected for the next sampling. Combining Bagging
with BP neural network. The model is trained several times to get the average of the
predicted values. It can improve the accuracy and stability of prediction while avoiding
the over-fitting phenomenon.
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5 DI Prediction Proxy Model Development Through Big Data
Analysis

5.1 Correlation Coefficient Calculation

As we want to build DI prediction model through big data analysis, geology and deliver-
ability parameters listed in Table 1 are categorized as characteristic data and DI param-
eters in the table are defined as target output variables. In proxy model development,
initially, the coefficient of correlation r (Bookbinder et al., 1987) between characteristic
data and target output data are calculated and those characteristic data with high abso-
lute r values are selected as input parameters. Table 2 presents the calculated r values
between characteristics data and DI, and those characteristic data with underlined values
are selected as inputs.

Table 2. Calculated r values between Characteristic Data and DI

DI
parameters

Depth Pressure Pressure
Coefficient

Reserves
Abundance

Kmatrix Porosity Kdynamic AOFP

URF 0.358 0.333 0.204 0.298 0.273 −0.176 0.401 0.522

FPP −0.006 0.146 0.247 0.065 0.168 0.139 −0.127 0.136

FAPR −0.023 0.12F9 0.334 0.385 0.190 0.204 0.392 0.416

WSD 0.223 0.225 0.101 −0.318 -0.091 −0.450 0.123 0.167

WADP 0.326 0.494 0.624 0.735 0.745 −0.007 0.388 0.948

Note:those characteristic data with underlined values are selected as inputs

5.2 Proxy Model Development

In proxy model development, BP Neural Network is used to establish the relationship
between input variables and output variables.We design different combinations of corre-
lated variables as input models. For example, we design four input models for predicting
UFR and three input models for predicting FPR, as shown in Tables 3 and 4 respectively.

Table 3. Combinations of correlated variables as inputs for predicting URF

Input models Depth Pressure Kdynamic AOFP

Model 1 1 1 1 1

Model 2 1 0 1 1

Model 3 0 1 1 1

Model 4 0 0 1 1

Note:1 means the variable is used, 0 means it is not used
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Table 4. Combinations of correlated variables as inputs for predicting FAPR from gas fields

Input models Reserves Abundance Kdynamic AOFP

Model 1 1 1 1

Model 2 0 1 1

Model 3 1 0 1

Note:1 means the variable is used, 0 means it is not used

As limited sample data may introduce randomness and occasionality in model devel-
opment, thus weaken model credibility, to avoid these disadvantages, samples data are
disordered in each trainingwith 80%and20%being selected randomly formodel training
andmodel validating respectively. For fixed inputs and outputs, the risks of occasionality
caused by limited sample data also exist if only single numerical test is conducted, to
tackle this problem, 2000 numerical tests are performed and those models with high
coefficient of determination (R2) of test set are selected as best fit models. All best fit
models are used to predict the DI value, and then the average is calculated to obtain the
final prediction result. R2 is generally used in regression models to evaluate the degree
of conformity between predicted values and actual values, and R2 is defined as follows:

R2= 1−
∑n

i=1 (yi − ŷi)2∑n
i=1 (yi − y)2

where: y denotes the average of the true target values. The higher the score of the R2,
the closer the predicted value of the sample is to the true value.

In summary, we calculate the correlation coefficients between the predictor variables
and other variables, find the most relevant variables to the predictor variables. Then use
the bagging-based BPNeural Network to establish the relationship between the predictor
variables and the relevant variables. Finally, the training effect is evaluated by R2. And
the final prediction value is obtained by averaging from the better prediction results.
Whole process of the algorithm is described in the Appendix, and Table 5 shows the
network parameter settings for WADP prediction experiments.

Table 5. Optimal values for each parameter in the predicted WADP

Parameters Setting

Units 10, 64, 128, 256 …, 64, 1

Epochs Period: 500

activation Relu

optimizer Adam

Figure 6 shows, as an example, the prediction results of the two experiments with
higher R2 in 2000 prediction experiments of WADP. As depicted in Fig. 6, sound fitting
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can be observed between prediction and actual values. The predicted value in Fig. 6(a)
is basically consistent with the measured value, while the predicted value in Fig. 6(b)
is slightly deviated from the measured value, but the error is still small in the case of
a small amount of data. Experimental results show that the bagging-based BP neural
network has high precision in DI prediction. In addition, this analysis method is easily
scalable with the addition of the latest machine learning methods.
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Fig. 6. WADP prediction models validation. (a) and (b) represent different models with different
numerical testing samples

5.3 DI Prediction for QX Reservoir

Current drilling, geology and well testing data in QX reservoir are reviewed, and charac-
teristic parameters including geology and deliverability data are evaluated based on our
understanding of the reservoir. The quantifying of these parameters will be discuss below
and their values are presented in Table 1. Reservoir mid-depth based on drilling wells
is 7500m with initial reservoir pressure of 96 MPa and pressure gradient 1.28 MPa/100
m; reservoir porosity from both core analysis and logging interpretations are among
2.0%–6.0%, with 3.7% in average; Kmatrix from core analysis range from 0.01 mD to 53
mD, and 0.51 mD in mean; Kdynamic obtained through 9 wells’ test interpretations are
ranging in the scope of 0.1–10 mD, with 2.0 mD in average, reflecting the improvement
of mobility with the development of natural fractures; AOFP from both horizontal wells
and vertical wells are among 0.15–3.85 106 m3/d, with average 1.42 106 m3/d; based on
logging and pressure data, average reserve abundance is evaluated as 0.32 109 m3/km2.

DI for QX reservoir are predicted through our proxy models with input parameters
given in Table 1, and the output results shown in Table 1 are as follow: FAPR 2.5%,
WSD5–6 km2/well,WADPduring FPP280–300 103 m3/d andURF62%.Heterogeneity
caused by lithology change or uneven development of natural fractures can be evidenced
from both core samples and deliverability data, as in the low part of structure, well
dynamic permeability are in the magnitude of 0.1mD. The influence of heterogeneity on
FAPR and URF are also predicted in the proxy models, and results presented in Fig. 7
show that in the “tight” part of the reservoir, the feasible FAPR decreases from 2.5% to
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1.5%, and URF declines from 62% to 50%, so economic risk exist in the development of
QX reservoir. The effects of horizontal drilling on FAPR and URF are also evaluated and
depicted in Fig. 7, and it can be seen that compared with vertical drilling (with average
AOFP 1.0MMm3/d), horizontal drilling (with average AOFP 1.4MMm3/d) show limited
enhancement in both FAPR and URF.
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Fig. 7. Predicted PR and URF vs. Kdynamic with different AOFP

It should be note the proxy model are based on data from 30 mature, successfully
developed major reservoirs, and the DI of these reservoirs contain certain development
policies followed currently by the operators. So the predicted DI for QX reservoir can
serve as a criteria for directing the successful development of this ultra-deep marginal
pools.

6 Conclusions

1. DI prediction models for raw gas reservoirs are established through big data analysis
approach. Geology and dynamic data from 30 mature gas reservoirs are reviewed,
and 12 parameters are selected to represent geology, deliverability and DI data for
individual reservoir, then proxy model are built through bagging-based BP neural
network to correlated DI with geology and deliverability data.

2. Experimental results show that the bagging-based BP neural network has high
precision in DI prediction in the case of limited sample data.

3. Based on geology and dynamic data, theDI forQX reservoir are predicted in the proxy
model with results as following: FAPR 2.5%, FPP 9–11 years, URF 62%, WSD 5–6
km2/well, WADP during FPP 280–300 103 m3/d. Sensitivity analysis showed that
for relative “tight” area, 1.5% of FAPR with UFR of 50% are expected.

4. Through big data analysis, the development polices formed in mature gas fields can
provide valuable knowledge in the development of ultra-deep raw gas fields, thus
mitigating risks due to uncertainties in reservoir characterization.

Funding. This study was supported by the Scientific and Technology Research Program Funded
by CNPC, China (Project No. 2021DJ1505 and 2022KT0905).
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Appendix

Algorithm for Prediction Model Devlopment

Input: Select variable combination models as input 
Initialize training data and set test number 
repeat 

1k k
for 1j to N do in parallel

ˆ ( , )j jy M X y

Calculate 2R value jc , get set ˆ{ , }j j jS y c

end for
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1
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N
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j
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until  k K
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return ŷ
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Abstract. Mud logging serves as the “eyes” of exploration and development,
acting as a counselor for drilling safety, the center of information transmission,
and holding the first-hand data on oil and gas exploration and development. With
the rapid development of informatization, digitization, intelligence, and remote
support systems, the demand for high-quality mud logging data has continuously
risen, where sensor calibration and calibration technology serve as the foundation
for ensuring accuracy and reliability. This paper proposes an artificial intelligence-
based comprehensive mud logging instrument sensor calibration and calibration
technology, targeting the issues of prolonged service life, low precision, and low
inspection rate of traditional mud logging instruments. The technology primarily
involves collecting and pre-processing sensor output data such as filtering, sam-
pling to eliminate noise, and improve the dataset’s quality. Mathematical models
of sensors were constructed using machine learning or deep learning algorithms
to analyze the relationship between sensor outputs and actual values, which could
also compute sensor errors and uncertainties. Algorithm optimization methods
such as wavelet transform and adaptive filtering were used to process and ana-
lyze sensor data for different types of sensors and environmental conditions. The
adaptive control algorithm was then utilized based on the predicted model results
and actual measurement results to calibrate the sensor, ultimately helping to avoid
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errors and uncertainty in the traditional manual calibration process. Experimental
results show that this technology has higher accuracy and reliability than tradi-
tional calibration techniques while maintaining simple operation, fast speed, and
cost-effectiveness. This technology improves the level of detection and evaluation
technology of comprehensive mud logging instruments, Standardizes mud log-
ging equipment management, and plays an essential role in timely discovering,
evaluating oil and gas layers, and optimizing drilling construction safety.

Keywords: Artificial Intelligence · Mud Logging · Sensors · Calibration
Technology

1 Introduction

Informationization, digitization, intelligentization, and remote support systems require
high-quality mud logging data. The comprehensive mud logging instrument is the main
technical equipment on-site for mud logging, responsible for data collection, process-
ing, analysis, and transmission. It monitors engineering parameters and drilling fluid
parameters in real-time during the drilling process, analyzes various gas contents in the
drilling fluid. The accuracy and reliability of mud logging data directly affect the quality
and safety of drilling projects. It is the basis for timely discovering and evaluating oil
and gas layers and optimizing drilling construction safety. Currently, there are several
factors that affect the quality of mud logging data.

(1) The harsh installation and usage conditions of the mud logging sensors may cause
reduced accuracy, malfunctions, and damages (as shown in Fig. 1).

(2) Mechanical vibration and impact caused by frequent lifting and long-distance trans-
portation can damage equipment in the instrument room. Chipsets and electronic
components will have degraded performance as their service time increases, which
can lead to abnormal data channels or reduced conversion accuracy.

(3) The performance of the gas analysis system will decrease with production and
operation time.

(4) Similar to drilling operations, mud logging operations are located in remote loca-
tions with difficult-to-control environmental conditions. Existing indoor testing and
assessment devices have low integration and large size and weight, which can-
not meet on-site testing needs, resulting in delayed and incomplete testing and
assessment.

(5) Comprehensive mud logging instruments of different brands and periods have sig-
nificant differences in quality, configuration, performance, etc. Many instruments
have been in service for more than 10 years.

(6) Most mud logging companies mainly focus on individual testing, calibration, and
verification, lacking a unified and systematic comprehensivemud logging instrument
testing and evaluation device and technical specifications.

Therefore, major petroleum companies at home and abroad attach great importance
to mud logging work, regarding improving mud logging equipment performance and
ensuring mud logging data quality as the basis for improving mud logging quality and
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engineering technical data quality. In order to eliminate the impact of the above unfavor-
able factors, research on comprehensive mud logging instrument testing and evaluation
technology and equipment has been conducted, forming a set of complete technical
specifications for comprehensive mud logging instrument testing and evaluation, and
developing a comprehensive mud logging instrument testing and evaluation device that
can adapt to fieldwork.

Fig. 1. Partial sensors of comprehensive mud logging instrument

Significant progress has been made in recent years with the application of artificial
intelligence technology. Many researchers apply AI to sensor-based health and sports
biomechanics [1–7], while others utilize it for intelligent industrial manufacturing [8–
10]. In the area of using artificial intelligence for sensor calibration, many scholars have
also conducted extensive research and achieved significant progress [11–16].

2 Performance Testing, Data Acquisition and Preprocessing
of Sensor

2.1 Performance Testing of the Sensors

Sensor performance testing and data acquisition and preprocessing form the foundation
of artificial intelligence-based calibration technology for comprehensive logging instru-
ment sensors. A complete set of sensor performance testing equipment was developed
using a Siemens 16-bit high-precision PLC, high-precision pressure source, high and
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low-temperature constant temperature water tank, standard current generator, and sup-
porting coils and high-precision resistors, and an accompanying systemwas programmed
in C#.

Sensor performance testing: Standard testing equipment is used to test the perfor-
mance of the logging sensors and record measurement results and error data. Sensor
performance testing usually includes the following indicators: sensitivity, resolution,
accuracy, and response time. The performance of the sensor is determined by testing it
through methods such as adding a known quantity to the sensor or directly placing it in
a changing environment and collecting feedback signals. After completing the sensor
performance testing, the sensor is evaluated against specific application requirements.
In short, sensor performance testing is an important step in ensuring data accuracy and
reliability.

2.2 Data Collection and Preprocessing

The data collection system is used to collect the data obtained from the above tests
and preprocess it for feature extraction by machine learning algorithms. Different signal
acquisition methods, either analog or digital, are employed depending on the type of
sensor. Then, the collected data must be preprocessed to remove noise, artifacts, and
other unwanted signals.

Filtering is a common data preprocessing technique that can separate useful signals
from noisy signals by applying filters. Depending on the filtering method, it can be
classified into various types such as low-pass filtering, high-pass filtering, and band pass
filtering. Sampling refers to the process of discretizing rawdata by converting continuous
analog signals into discrete digital signals, making them easier to store and process.

Filtering is a process that removes or retains certain components of a signal via filters.
Its mathematical principles are based on signal processing theory. Common filtering
methods include moving average filtering, median filtering, IIR low-pass filtering, FIR
low-pass filtering, and frequency domain filtering. For logging sensor signal filtering,
FIR low-pass filtering is used.

The mathematical formula for FIR low-pass filter can be expressed as:

y(n) =
∑M

k=0
h(k)x(n − k) (1)

where x(n) represents the original signal, y(n) represents the filtered signal, and h(k)
represents the coefficients of the filter. The order of the filter is denoted by M.

A linear phase FIR filter is adopted, and the specific formula for calculating its
coefficients is as follows:

h(k) =

⎧
⎪⎨

⎪⎩
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)
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In the above formula, h(k) represents the coefficients of the filter,M is the order of the
filter, and f c is the cutoff frequency of the filter. After calculating the filter coefficients
using the aforementioned formula, they can be applied to convolution operations to filter
the original signal and obtain the filtered results.

After applying the standard excitation signal generatedby thehigh-precision standard
source to the logging sensor, an analog current signal will be generated by the sensor,
which is generally located between 4–20 mA. With the developed signal acquisition
instrument, the current signal can be read and converted into corresponding physical
quantities to complete the calibration of the sensor. Figure 2 shows the sensor sig-
nal acquisition instrument, and Fig. 3 shows the working of the electric torque sensor
calibration device.

Fig. 2. SDA-01 Sensor Data Acquisition Instrument

Fig. 3. Calibration of electric torque sensors
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Fig. 4. Interface of the calibration system for comprehensive logging instrument sensors

3 Model Establishment Based on Bayesian Optimization

After obtaining the raw data of mud logging sensors, the optimal model structure and
hyperparameter combination are searched through Bayesian optimization to obtain a
better theoretical curve.

Bayesian optimization is a black-box function optimization method commonly used
in scenarios where a target function needs to be maximized or minimized. When con-
structing a Bayesian optimization model, we need to define a Gaussian process to
describe the overall trend and uncertainty information of the target function. We also
need to define a surrogate function to approximate the target function and optimize the
surrogate function to find the optimal solution of the target function.

Specifically, the following steps are taken to construct the Bayesian optimization
model:

(1) Define the prior distribution of the Gaussian process. In this step, we need to define
a mean function and a covariance function for the Gaussian process. The mean
function is used to describe the average value of the target function at different input
values, while the covariance function is used to describe the correlation between
different input values. The typically chosen Gaussian process prior distribution is
the zero-mean Gaussian process.

(2) Update the posterior distribution of the Gaussian process based on the existing
data. In this step, we need to update the mean function and covariance function of
the Gaussian process based on the existing sample data to obtain a more accurate
function approximation.

(3) Calculate the next sampling point based on the surrogate function. In this step,
we need to use the current Gaussian process to fit the target function, construct a
surrogate function, and select the next sampling point by optimizing the surrogate
function. Common optimization methods include greedy algorithm and coordinate
axis optimization.

(4) Update the posterior distribution of the Gaussian process based on the new sampling
point. After obtaining the new sampling point, it can be added to the existing samples,
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and these data can be used to update the mean function and covariance function of
the Gaussian process.

(5) Repeat steps 3 and 4 until the preset stopping conditions are met.

The entire process of Bayesian optimization can be mathematically expressed as
follows:

xi+1 = argmax
x

EI(x|Dt) = argmax
x

(μt(x) − ξσt(x) (3)

In the equation, xt+1 represents the next sampling point chosen in the iteration,
EI(x|Dt) is the expected improvement metric, representing the expected increase in
target function value over the current best known value, given x as input under Gaussian
process fitting. μt(x) and σt(x) represent the mean and standard deviation of the current
Gaussian process at x, respectively. ξ is a hyperparameter that controls the balance
between exploration and exploitation and is commonly set to 2 or 3”.

4 Model Training and Experimental Verification

4.1 Model Training

Neural networks are models composed of neurons that utilize components such as
weights, biases, and activation functions to facilitate information transmission and pro-
cessing. These models possess remarkable fitting and expressive abilities, making them
suitable for solving various machine learning and deep learning tasks. Therefore, in this
study, the neural networks were used to train the sensor calibration data. Simultaneously,
the Cross Entropy loss function and the Stochastic Gradient Descent (SGD) optimizer
was selected as key components of the neural network and combined to train a more
accurate and efficient model.

Model Training: Using a large-scale dataset to train the model, constantly updating
the model parameters to improve prediction accuracy and robust performance.

To train the model with a large-scale dataset, the following steps are required:

(1) Data collection and preparation: First, it is necessary to obtain enough data to train
the model, and the data should be representative and able to cover various possible
situations. Then, the data needs to be cleaned, transformed, and normalized, so that
the model can better understand and process it.

(2) Model selection and design: Based on the application scenario and data character-
istics, select an appropriate model structure and determine the parameters that need
to be optimized.

(3) Loss function and optimizer selection: Depending on the task of the model, select an
appropriate loss function and optimizer to evaluate the model and adjust the model
parameters.

(4) Batch training: Since the dataset is too large to be loaded into memory for training
at once, the data needs to be divided into equally-sized batches, and the stochastic
gradient descent algorithm (SGD) is used to update the model parameters batch by
batch.
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(5) Batch normalization and regularization: Performing batch normalization before or
after each batch can reduce the bias and variance of input features, thereby improving
the model’s prediction accuracy and robustness. In addition, methods such as L1 or
L2 regularization can constrain the size and number of model parameters, avoiding
overfitting and underfitting.

(6) Model evaluation and fine-tuning: Evaluate the model through the training and test-
ing sets to determine the model’s prediction accuracy and robust performance. If
problems are found in the model, fine-tuning is needed, such as changing the model
structure, adjusting the loss function or optimizer, etc.

Through these steps, the model can be trained using a large-scale dataset, constantly
updating the model parameters to improve prediction accuracy and robust performance.

When choosing the appropriate network architecture, number of layers, and number
of nodes to establish the ANN model and initialize weights, several steps usually need
to be performed:

The problem type is determined by firstly clarifying whether a classification problem
or a regression problem is faced. This will help determine the network structure and
activation function.

Input and output are determined by specifying the number and type of input feature
vectors and output predicted values.

An appropriate activation function is chosen based on the problem type, such as
sigmoid or ReLU.

The network structure is designed by selecting a network structure that includes
determining the range of the number of nodes in each hidden layer, whether to use
dropout techniques, and so on.

Weights are initialized by selecting appropriate weight initial values, such as Xavier
initialization, etc.

The model is trained by using the training dataset, and parameters are adjusted based
on the validation set results.

The model is evaluated by examining its performance using the testing set.
When selecting the network structure and number of nodes, the principle of Occam’s

Razor should be followed. That is to say, the model structure should be made as sim-
ple as possible with reduced node numbers to prevent overfitting. At the same time,
when designing the model, common deep learning frameworks such as TensorFlow and
PyTorch can be considered. They provide a series of optimized structures, numbers
of layers, and nodes, as well as pre-trained weights, which can reduce some manual
parameter tuning work.

Taking the casing pressure sensor as an example, with a measuring range of 0 ~
70MPa, it should be calibrated using a standard pressure pump source calibrated by the
Beijing Institute of Metrology and Measurement. The training samples are shown in the
table below.
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Table 1. Training sample for calibration of casing pressure sensor.

Input Output Result

0MPa 4.00 mA Pass the calibration

0MPa 4.01 mA Pass the calibration

0MPa 4.02 mA Pass the calibration

0MPa 4.03 mA Pass the calibration

… … …

0MPa 4.08 mA Pass the calibration

0MPa 4.09 mA Failure to pass the calibration

8.75 MPa 6.00 mA Pass the calibration

8.75 MPa 6.01 mA Pass the calibration

8.75 MPa 6.02 mA Pass the calibration

8.75 MPa 6.03 mA Pass the calibration

8.75 MPa 6.04 mA Pass the calibration

8.75 MPa 6.04 mA Pass the calibration

… … …

8.75 MPa 6.12 mA Pass the calibration

8.75 MPa 6.13 mA Failure to pass the calibration

… … …

4.2 Experimental Verification and Data Visualization

Test the model, compare the experimental data with the predicted data, evaluate the
reliability and accuracy of the model, and adjust and improve it accordingly.

Based on the experimental test results, present the data in the form of charts and
analyze the sources and trends of errors to provide visual support for sensor calibration
and testing.

As can be seen from the figure below, the data predicted by AI technology is in very
good agreement with experimental data, with a maximum error of only 0.15%, thereby
proving the effectiveness of this method.

Using the above technical solution, it is possible to utilize artificial intelligence
technology for the calibration of logging tool sensors in order to improve testing accuracy
and efficiency, reduce human error and testing costs, and provide strong support for the
drilling engineering in the oil and gas industry.
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Fig. 5. Experimental Verification and Data Visualization

5 Conclusion

(1) The application of artificial intelligence in mud logging sensors can greatly improve
the accuracy and reliability of the measurement results.

(2) The use of machine learning algorithms artificial neural networks (ANNs) can effec-
tively address the problem of nonlinearity and complex interference in mud logging
data.

(3) The calibration technology based on these algorithms has been successfully applied
to real drilling engineering, achieving excellent results. The study improves the
quality of mud logging data and provides a theoretical basis and practical guidance
for the further promotion and development of intelligent mud logging technology.
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Abstract. Major productivity breakthroughs have been achieved in key produc-
tion layers of Jiyang shale, such as lower Es3 and upper Es4 producing layer of
Shahejie Formation, and remarkable development have been gained. However,
it is also limited by short production time, large production difference of single
well, and unclear of production influencing factors. Comprehensive analysis of the
main controlling factors of production for horizontal shale oil wells has become
the research focuses. Field production data was taken to clarify the influence of
various factors on the production of horizontal wells. Grep correlation analysis and
principal component analysis were used to quantitatively analyze the sensitivity
of 90-day average oil production, 180-day average oil production, and 270-day
average oil production to the influencing factors, such as the amount of fluid used
and the sand added. Research indicates that the amount of fluid used, the amount of
sand added and the number of fracture events are the main engineering parameters
affecting the production, while the content of gray matter, TOC and shale porosity
are the main geological parameters affecting the production. The influence of geo-
logical factors on production gradually increase, while that of engineering factors
on the production is gradually weakened in the late flowing production stag. The
main controlling factors and variation rules of the production are preliminarily
identified, which could provide guidance for the deployment of shale oil wells
and fracturing design.

Keywords: Shale oil and gas · horizontal well production · influencing factors
analysis · grey correlation theory · principal component analysis

1 Introduction

With the increasing energy demand, shale oil has gradually become a hot spot in oil and
gas exploration and development. China’s shale oil resources are abundant and have a
broad prospect for exploration and development.As a typical Cenozoic oil-rich terrestrial
fault basin in eastern China, the Jiyang Depression has a high potential and abundance of
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shale oil resources, which has a high extraction value [1]. Compared with shale oil from
other regions at home and abroad, Jiyang shale oil is very different in terms of formation
environment, shale characteristics, degree of evolution and shale oil properties. It is
a unique type of shale oil with strong non-homogeneity and large differences in oil
content. The exploration and development of Jiyang shale oil has gone through three
stages, namely exploration incidental, active exploration and innovative breakthrough,
and has achieved significant capacity breakthroughs in several layers and types. The
peak oil volume of many shale oil wells that have been put into production exceeds 100
tons, and the cumulative oil in six months exceeds 10,000 tons, demonstrating the good
prospect of Jiyang shale oil exploration and development [2].

In the development process of Jiyang Shale Oil using horizontal well volume frac-
turing, it is affected by multiple factors of reservoir characteristics, fracture modification
and other geological engineering, and there are many factors affecting production and
the situation is complicated, which shows the problem of large variation of single well
production and the main control factor of production capacity is still unclear in pro-
duction. In this regard, there is an urgent need to carry out research on the analysis
methods of the main control factors of the post-pressure production of Jiyang shale oil
horizontal wells, clarify the influence of each factor on the production, and optimize the
development technology countermeasures to guide the development of Jiyang shale oil
in a cost-effective way [3].

For the analysis of factors affecting production, scholars at home and abroad mainly
use multiple linear regression [4, 5], neural networks [6, 7] and other methods to quan-
titatively analyze the influence of reservoir quality parameters, engineering quality and
other parameters of shale oil on production [8–13]. Luo [6] et al. used artificial neu-
ral network to analyze the influence of geological feature parameters and completion
parameters on the cumulative production in the first year, which provided important
guidance for the development of reasonable fracturing construction parameters in the
study block. Guo Jiancheng[7]et al. analyzed the factors influencing the flowback rate
and production capacity of shale gas wells in the Longmaxi Formation based on a neu-
ral network approach, and established a capacity prediction plat for the block to guide
production prediction and decision making. Kim [8] conducted a quantitative analysis
of reservoir quality and completion quality to quantify the influence of each factor on
production. Zhang et al. [40] analyzed the main factors affecting production by estab-
lishing a production prediction model for horizontal shale gas wells. Wu Linhong et al.
[13] established a single-well capacity model for fractured horizontal wells by consid-
ering geological factors and fracturing parameters, and analyzed the influence weight of
each factor on production by comparing the defined influence factors. Due to the strong
non-homogeneity of domestic onshore phase, the results of shale oil production analysis
in different fields are somewhat different [14–17]. The results of the current study are
not all applicable to Jiyang shale oil because of its diverse types and low maturity.

In order to clarify the main control factors of Jiyang shale oil production, the cor-
relation between initial production capacity and shale physical parameters, fracturing
parameters during shale oil development is studied from the perspective of geological
engineering integration using gray correlation analysis, and the degree of influence of
each factor on initial production capacity is clarified. To verify the reliability of the
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method, principal component analysis was used to further validate the results of the
analysis of production master control factors. At the same time, the influence of each
factor on the production at different production stages was quantitatively analyzed to
reveal themain controlling factors at different production stages, so as to provide support
for the formulation of reasonable development plan and effective development of shale
oil [18].

2 Analysis Method of Production Influencing Factors

2.1 Grey Relation Analysis

Grey correlation analysis is one of the main contents of grey correlation system theory,
which has been widely used in reservoir evaluation in particular [3]. Grey correlation
analysis can be used to quantitatively analyze the degree of correlation between output
and various influencing factors, so as to realize the screening of main controlling factors
of productivity [19, 20]. The specific process includes selecting reference sequence and
comparison sequence, then calculating correlation coefficient and correlation degree,
and finally determining the main influencing factors of productivity.

2.1.1 Determine the Reference and Comparison Sequences

This paper focuses on analyzing the influence of shale oil geological parameters, fractur-
ing parameters and other factors on production through gray correlation. In this regard,
production is determined as the reference sequence X0(k)(k = 1, 2, 3, · · · , n), produc-
tion influencing factors as a comparative series Xi(k)(i = 1, 2, 3, · · · ,m), n indicates
the number of elements in each series, m denotes the number of influencing factors, I
indicates the serial number of the influencing factor. The production data, geological
and engineering data of Jiyang shale oil Wells are collected and the analysis matrix in
the following form is constructed:

(X0,X1, . . . ,Xm) =

⎛
⎜⎜⎜⎝

X0(1) X1(1) · · · Xm(1)
X0(2) X1(2) · · · Xm(2)

...
...

...
...

X0(n) X1(n) · · · Xm(n)

⎞
⎟⎟⎟⎠ (1)

2.1.2 Dimensionless Processing of Data

Considering that the difference in order of magnitude between the original series will
affect the calculation results of correlation degree, dimensionless processing should be
carried out for these original series. The specific calculation formula is as follows::

Xi′(k) = Xi(k) − min(Xi)

max(Xi) − min(Xi)
(2)

where, Xi′(k) is the kth parameter value of the ith influencing factor, max(Xi) is the
maximum value of the i sequence of influencing factors Xi, min(Xi) is the minimum
value of the i sequence of influencing factors Xi.
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2.1.3 Calculation of Correlation Coefficient

According to the definition of correlation coefficient (3), the correlation coefficient
between influence factor series and production reference series is calculated separately.

σ0i(k) =
m

min
i=1

n
min
k=1

|xi(k) − x0(k)| + ρ × m
max
i=1

n
max
k=1

|xi(k) − x0(k)|
|xi(k) − x0(k)| + ρ × m

max
i=1

n
max
k=1

|xi(k) − x0(k)|
(3)

where, ρ indicates the discrimination factor, the range of values is [0, 1], σ0i(k)
denotes the number of correlation coefficients between the ith influencing factor and
oil production at the kth value.

2.1.4 Calculation of Correlation Degree

The correlation between production and influence factors is calculated by averaging
the correlation coefficients between each sequence of influence factors and the corre-
sponding elements of the production reference sequence, and calculating the correlation
between prodcuiton and influence factors sequentially according to Eq. (4).

r0i = 1

n

n∑
k=1

σ0i(k), (i = 1, 2, . . . ,m) (4)

where, r0i denotes the correlation degree between the ith influencing factor and the
production, the range of values is [0,1].

In order to screen out the main control factors affecting the production, on the basis
of obtaining the correlation degree between production and variables, the weights of
each influencing factor are calculated based on Eq. (5). The factors are ranked according
to the weights so as to determine the main control factors of production capacity.

Wi = roi
m∑
i=1

roi

× 100 (5)

where, Wi indicates the weight of the ith influencing factor.

2.2 Principal Component Analysis

Principal Component Analysis (PCA) is a common data analysis method [21, 22], which
transform the original data into a set of linearly independent representations by linear
transformation. And it can be used to extract the main feature components of the data.
Thematrix of observed variables consisting of m influencing factors is expressed as X =
(X1,X2, . . . ,Xm) (see Eq. (6). The original influencing factor variables are regrouped
into a new set of mutually unrelated composite variables to replace the original variables
through principal component analysis. The first linear combination selected, i.e., the first
composite variable, is denoted as.
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If the first principal component is not sufficient to represent the information of the
original m variables, then consider selecting F2. In order to effectively reflect the original
information, the information already in F1 need not appear in F2 again, i.e., Cov(F1,F2)
= 0. By analogy, the third, fourth and mth principal components can be constructed,
which are calculated by the formula in Eq. (7).

X =

⎛
⎜⎜⎜⎝

X1(1) X2(1) · · · Xm(1)
X1(2) X2(2) · · · Xm(2)

...
...

...
...

X1(n) X2(n) · · · Xm(n)

⎞
⎟⎟⎟⎠ = (X1,X2, . . . ,Xm) (6)

Fj = aj1X1 + aj2X 2 + · · · + ajmXm, j = 1, 2, · · · ,m (7)

where, aij indicates the principal component coefficients, and the new variables and
coefficients for the principal component analysis are required to satisfy the following
conditions.

a. Fi , Fj unrelated to each other (i �= j; i, j = 1, 2, · · · , p).
b. The variance of F1is greater than the variance of F2, and so on.
c.a2j1 + a2j2 + · · · + a2jm = 1.

3 Applications

Jiyang shale oil is mainly developed through multi-stage fractured horizontal wells,
and the production generally shows a fast decreasing in the initial stage and a slow
decreasing in the later stage. However, the production of shale oil wells varies greatly
from depression to depression, and the production variation pattern varies among wells
in the same depression. In order to reveal the main control factors for high production
of Jiyang shale oil, the influence of geological and engineering factors on shale oil
productionwas quantitatively analyzed. A total of 17 specific geological and engineering
factors were considered, as shown in Table 1..

Table 1. Statistical of production influencing factors

Influencing factors Parameters

Geological factors TOC, S1, GR, AC, CNL, DEN, ash content, clay content, sand content

Engineering factors Fracturing fluid volume, sand added, CO2 volume, breaking pressure,
section length, stages, sand ratio, number of microseismic events

3.1 Initial Capacity Gray Relation Analysis

The geological, engineering and production data of the horizontal wells after fractur-
ing and were selected as the basis for analysis of production impact factors. The initial
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production (90-day average daily oil production) of each fracturing section is used as
the reference sequenceX0, the remaining 17 influencing factors are used as reference
sequencesXi(i= 1,2,…, 17). The correlation between the initial production and influenc-
ing factors were calculated according to Eq. (4), and the results are shown in Tables 2.
and 3.. In order to clarify the primary and secondary relationships among the influ-
encing factors, the weights Wi(i = 1,2,…, 18) of each influencing factor are further
calculated based on Eq. (5), as show in Fig. 1. It can be seen that the weight of fluid
used and sand addition is the largest among the factors, and the weight of TOC, AC and
ash content among the geological factors are all above 5.0. It indicates that fracturing
design is the main factor affecting the initial production, and oil content, pore space and
compressibility are the main geological factors affecting the initial production.

Table 2. Correlation between geological factors and initial production

Influencing
factors

TOC AC GR AC CNL DEN Ash
content

Mud
content

Sand
content

Correaltion
degree

0.073 0.032 0.006 0.064 0.009 0.011 0.068 0.017 0.044

Table 3. Correlation between engineering factors and initial production

Influencing
factors

Fracturing
fluid
volume

Sand
added

CO2 volume Breaking
pressure

Section
length

Stages Sand
ratio

number of
microseismic
events

Correaltion
degree

0.134 0.331 0.006 0.058 0.025 0.005 0.105 0.121

To verify the reliability of the results of gray relation analysis, principal component
analysis was used to analyze the geological and engineering factors separately, and the
importance of the influencing factors was evaluated according to the coefficients of
each feature in the principal components. Firstly, the principal component analysis was
done for the geological factors, and the analysis results are shown in Table 4. From the
analysis results, we can see that the cumulative contribution of the variance of the first
5 principal components is 94%, that is, the first 5 principal components can explain
94% of the information of the 10 factors, so only the first 5 principal components are
needed to replace all the data information. The coefficients of each influence factor in
these 5 principal components are shown in Table 5, and the larger the absolute value
of the coefficients, the more information the principal component reflects about that
influence factor. From Table 5, it can be seen that the coefficients of TOC, AC, DEN and
ash content are relatively large and are the main geological parameters affecting yield,
which basically coincide with the results of gray correlation analysis.

The results of the principal component analysis of the engineering factors are shown
in Table 6. The first 4 principal components can represent 90% of the information of all
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Fig. 1. Bar chart of weight of production influencing factors

Table 4. Principal component contribution of geological factors

Index Component 1 Component 2 Component 3 Component 4 Component 5

Standard
deviation

0.47 0.27 0.07 0.05 0.04

Variance
contribution

0.49 0.28 0.08 0.05 0.04

Cumulative
variance
contribution

0.49 0.77 0.85 0.90 0.94

8 engineering factors. The coefficients of each influencing factor in the first 4 principal
components are shown in Table 7, and it can be seen that the coefficients of fluid volume,
sand addition, sand ratio andmicroseismic events are relatively large, which are basically
consistent with the results of gray correlation analysis The results of the analysis of
production influencing factors based on gray correlation are more reliable and can be
used for the analysis of the main control factors of shale oil initial production.

3.2 Analysis of Production Influencing Factors at Different Production Stages

In order to reveal the degree of influence of geological and engineering factors on pro-
duction at different production stages, the average daily oil production data of horizontal
wells for 180 days and 270 days were used as the reference sequence X0. Based on gray
relation analysis, the correlation degree between the comparative sequence of influencing
factors and the reference sequence was calculated, and the weights of each influencing
factor when the reference sequence was the average daily oil production of 90 days,
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Table 5. Distribution of principal component coefficients of geological factors

Influencing
factors

Component 1 Component 2 Component 3 Component 4 Component 5

TOC 0.64 −0.09 −0.05 0.19 −0.26

S1 0.01 −0.18 −0.36 −0.17 −0.23

GR −0.04 0.12 0.34 −0.37 0.02

AC −0.41 −0.16 −0.20 −0.14 0.41

CNL −0.10 0.36 0.13 −0.20 -0.27

DEN -0.08 0.12 -0.03 0.57 0.23

Ash content 0.20 −0.27 0.61 0.17 -0.07

Mud
content

−0.24 0.32 0.25 0.14 0.03

Sand
content

0.00 0.01 0.26 -0.46 0.07

Table 6. Principal component contribution of engineering factors

Index Component 1 Component 2 Component 3 Component 4

Standard deviation 0.08 0.04 0.03 0.01

Variance contribution 0.43 0.24 0.18 0.05

Cumulative variance contribution 0.43 0.67 0.84 0.90

Table 7. Distribution of principal component coefficients of engineering factors

Influencing factors Component 1 Component 2 Component 3 Component 4

Fracturing fluid volume 0.92 0.78 0.03 0.03

Sand added 0.34 0.38 0.94 0.17

CO2 volume -0.26 0.17 0.03 0.10

Breaking pressure 0.45 0.16 0.28 -0.25

Sand ratio 0.08 0.01 0.03 0.20

Section length 0.05 0.36 0.17 0.05

Stages 0.63 0.75 0.09 0.12

Number of evets 0.32 0.52 0.30 0.81

180 days and 270 days respectively were counted, and the summary results are shown
in Table 8. From the analysis results, it can be seen that the influence of TOC, S1 and
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AC in geological factors on the 270-day average daily oil production is increased com-
pared with the 90-day and 180-day average daily oil production, and the weight of oil
content can reach 18.54. The influence of engineering factors of fluid usage and sand
addition on production gradually decreases with the extension of time. This is because
the production at the early stage of production mainly comes from the fracture fracture
network. Due to the strong stress sensitivity of shale oil, the formation pressure gradu-
ally decreases and the fracture conductivity gradually becomes worse as the subsequent
production proceeds, resulting in the influence of engineering factors on production
gradually weakening. As the pressure propagates from the vicinity of the wellbore to the
periphery, the reservoir matrix part gradually participates in the mobilization, and the
influence of geological factors on production gradually increases, which verifies with
the results of the analysis of production influence factors in different production stages.

Table 8. Weighting of factors influencing production at different production stages

Influencing
factors

90-day average daily
oil production

180-day average daily
oil production

270-day average daily
oil production

TOC 6.65 8.96 11.56

S1 1.82 4.65 8.06

GR 0.52 0.66 1.05

AC 5.83 7.63 9.89

CNL 0.82 1.24 1.93

DEN 1.05 2.07 1.75

Ash content 6.22 5.97 6.04

Sand content 1.59 1.74 2.80

Mud content 4.05 3.24 3.59

Fracturing fluid
volume

12.20 12.03 9.81

Sand added 30.11 24.98 22.15

CO2 volume 0.53 0.50 1.14

Breaking
pressure

5.30 5.14 3.77

Sand ratio 2.24 1.99 2.71

Section length 0.49 0.76 1.05

Stages 9.56 7.63 7.53

Number of evets 11.02 10.79 5.17
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4 Conclusion

(1) The results of themain control factors of the initial production based on gray relation
analysis show that the initial production of volumetric fractured horizontal wells is
better correlatedwith engineering factors, and the fracturing design is themain factor
affecting the initial production.

(2) Analysis of the factors influencing production at different stages shows that the
influence of engineering factors on production gradually diminishes as production
proceeds, the influence of geological factors on production gradually increases, and
the oil in matrix gradually becomes involved in mobilization.

(3) According to the analysis of the production controlling factors of Jiyang shale oil,
the sweet spot with better oil content and porosity should be preferentially selected
for development, and the production of shale oil wells could be further improved by
optimizing the amount of fluid used and sand addition.

(4) In future research, it is necessary to further analyze the synergistic effects of influ-
encing factors on production to effectively guide the deployment of horizontal shale
oil wells and fracturing design.
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Abstract. In the development of oil and gas fields, the accurate measurement of
oil, gas and water production rate is the basis for calculating the key parameters
such as water cut (WCT) and gas-oil ratio (GOR), as well as the important basis for
formulating the stimulation measures and field development plans. The traditional
surface flowing test is mainly carried out with the help of three-phase Separator
or multiple phase flowmeters (MPFM), which is not only complicated operation
process and long operating duration time, but also cannot be implemented for
environmental protection reasons in some special location. In recent years,with the
acceleration of digital oilfield transformation, many wellhead digital multi-phase
flowmeters have appeared in the market. However, due to the interference of flow
rate, high water cut, high gas content and other factors, the measurement accuracy
of most three-phase flowmeters in the market is not good enough, which cannot
meet the actual requirement of the customers. In view of the above problems,
the design and development of a new on-line three-phase flowmeter is carried
out, and the hardware and software system of the flowmeter is upgraded with an
iterative and innovative method. Through large-scale field pilot tests to evaluate
the performance of equipment, find out the problems during the testing process,
and continuously improve the hardware design, software function and core model
of the product, so that the instrument can detect the gas and liquid production
rate online in real time, and realize real-time data collection and communication
through the deep integration with the Internet of Things technology. Present the
data to the user in a visual manner in the same time, thus, the whole field data
sharing can be realized. The productwas put on line in a domestic oilfield after pilot
test. The application results show that the product has high stability and the ability
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to work under complex conditions, and can meet the needs of flow measurement
under high GOR and high water cut in the oilfield, and has the feasibility to widely
expand the application in domestic and foreign oil fields.

Keywords: three-phase flowmeter · online detection · The Internet of things ·
iterative innovation · water content rate · error rate

1 Introduction

During oil and gas development, continuous monitoring of wells to obtain pressure,
temperature and production data is key to grasping well production status and analyzing
reservoir dynamics parameters. Among them, it is particularly important to accurately
measure the three-phase flow, which allows calculation of the well’s water cut and gas-
to-oil ratio. These parameters are a significant basis for formulating oil well stimulation
measures and development adjustment plans.

Oil, gas andwater aremulti-phaseflowswith complexflowpatterns in thewell,which
increases the difficulty of flowmeasurement. Normally, truck-mounted three-phase sep-
arators are typically used at the wellhead to separate and measure oil, gas and water rate.
In addition, stationary three-phase separators at oil and gas processing stations can also
be used to separate mixed phases and obtain information such as water cut. However,
these processes are laborious, expensive, and do not allow continuous metering. There is
an urgent need for reliable online three-phase metering devices for oilfield development
and production to reduce investment and improve metering efficiency.

By deploying three-phase flow meters in oil fields, it can realize online automatic
collection of oil, gas and water production data from single wells and clusters, optimize
the surface process of oil and gas field enterprises, reduce operation costs, improve the
accuracy and timeliness of production management and geological reservoir analysis,
and provide support for the digital transformation [1–4].

However, due to the oil, gas and water in different flow rates (liquid phase, gas
phase flow rate) and gas-liquid ratio to form a variety of flow patterns, the use of three-
phase flowmeter for multiphase flow testing is relatively complex [5, 6]. For cross-tube,
including laminar flow, bubble flow, segment plug flow, fog flow, etc., by many factors
and measurement difficulties, the measurement accuracy of three-phase flowmeter com-
pared with the traditional three-phase separator has a large error, which as a technical
bottleneck to limit the three-phase flowmeter large area applications [7, 8]. It is usually
conducts continuous field pilot tests on three-phase flowmeters, using iterative innova-
tion to continuously improve the measurement results, so that three-phase flowmeters
can more accurately obtain the flow of oil, gas and water to meet the requirements of
oilfield production management and reservoir dynamic analysis.
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2 Online Three-Phase Flowmeter Development Process
and Problems

2.1 The Test Platform and Development Process of the First Generation
Equipment

The online three-phase flowmeter in this study is developed in cooperation with the
top multi-phase flow laboratory in China according to the actual needs of the oilfield,
breaking the foreign technological monopoly [9–12] and achieving the completely inde-
pendent research, achieving the scientific goal of domestic replacement of all similar
products in the oilfield.

Fig. 1. Online three-phase flowmeter appearance structure diagram.

At the end of 2017, the first generation of online three-phase flowmeter product
prototype was successfully developed (as shown in Fig. 1). The product, based on a
compact integrated measurement solution with multiple sensors, has achieved complete
independent development and localization in software and hardware technology. With
many advantages such as green and radiation-free measurement process, safety, reliabil-
ity, high accuracy, modular design and low maintenance cost, it fills the gap of low-cost,
non-separated three-phase flowonlinemeasurement technology betweenChina andwest
developed countries in the world. In 2018, the product was completed testing and put
on line for the first field pilot test.

After the successful of the maiden voyage, five domestic oilfields were selected
for phase II testing at the same time. By deploying 100 sets of three-phase flowmeter
equipment in different scenarios such as single well wellhead, inter-meter backdown
metering and cluster wells metering, the production of oil, gas and water is automatically
collected online without separation, meanwhile, the accuracy of data meets the demand
of oilfield.
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2.2 Technology Principle

The new online three-phase flowmeter consists of four main modules: venturi mea-
surement module, microwave detection module, electro-laminar imaging module, data
processing and communication module.

(1) Venturi measurement module
Dual differential pressure venturi flow meters are used to measure the total flow

rate in the gas and liquid phases. The differential pressure flowmeter module consists
of a venturi with a differential pressure sensor, a pressure sensor and a temperature
sensor, connected to a data acquisition and processing module.

(2) Microwave moisture content detection module
The microwave water content module includes a number of microwave sensors

with different spatial position directions and angles, which consist of a transmission
line set inside a seal, a seal set inside an insulatingmedium, and an insulatingmedium
set inside a tube. The total circuitmodule uses the average value ofmicrowave phases
to determine the water phase content in the three phases.

By combining the power attenuation and phase angle shift of the detected
microwaves in the fluid with a water cut calculation model, the water cut can be
calculated as per detected data. This method is more accurate and less influenced by
the mineralized content than traditional sensors with RF conductivity technology.

(3) Electromagnetic measurement imaging and display module
Based on the electro-layer imaging technique, the distribution is obtained by

applying electrical excitation to the mixed-phase fluid, detecting the boundary value
changes, and using mathematical means to invert the distribution of the electrical
characteristic parameters inside the mixed-phase fluid. The display module is con-
nected to the data acquisition and processingmodule and is used to display the results
of flow calculations from the output data acquisition and processing module.

(4) Data processing analysis and communication module.
The data processing module is used to receive the differential pressure signal of

homogeneous flow output by differential pressure flowmeter, and substitute it and
volume flow rate into multi-phase flow empirical model to calculate the average
density of homogeneous flow. At the same time, the working gas density can be
calculated from the pressure and temperature signals collected by the differential
pressure flowmeter and the gas component of the oil-gas-water three-phase flow.

In addition, The data processing module obtains the three-phase flow rates of oil,
gas and water by solving a linear system of equations for the interrelationship between
the average density, average dielectric constant and phase content of the homogeneous
flow, and uploads them to the system through the communication system for use by all
relevant departments in the oilfield for queries.

3 Performance Enhancement and Product Upgrade

By summarizing the technical problems of the first-generation machine, the researchers
conducted countermeasure research in different test bases with the idea of iterative
innovation. Through continuous improvement of the hardware design, software functions
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and core model of the product, the second generation of the product was formed, which
has been greatly improved in terms of environmental applicability, working stability and
performance index.

Table 1. Iterative innovation upgrade content of three-phase flowmeter

Items Improvement content Improvement effect

Hardware Design Improved differential pressure
transmitter, using a new capillary
differential pressure transmitter to
replace the traditional pilot pressure
differential pressure transmitter

Improved the stability of equipment
working for a long time and the
consistency between different
equipment and different time
periods of the same equipment.
Improved the applicability to
frequently changing well conditions
and the feasibility of sensor data,
and enhances the robustness of the
model.
Avoided the problem of signal
distortion caused by occasional lead
pipe blockage

Improved environmental suitability
in terms of equipment differential
pressure sensors, interface piping
design, etc

The differential pressure transmitter
adopts professional capillary
pressure to replace the original
metal pipe pressure, which improves
the adaptability to low temperature.
Improved interface and piping
design to further reduce the
requirement for insulation work

Improved hardware design to
facilitate on-site maintenance

Reduced device size for easy
transportation, installation,
post-operation and maintenance.
Improved display to support instant
wake-up and reduce energy
consumption

.Improved enclosure design, added
keys and enhanced site protection

Improved the box design to reduce
the difficulty of opening the box for
maintenance by reducing the size.
Added buttons to facilitate user’s
on-site operation of inverted wells
and data inquiry.
Improved the effect of rainproof and
dustproof

(continued)
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Table 1. (continued)

Items Improvement content Improvement effect

Software Features Support inverted well operation,
real-time data query, and historical
data query

The device added buttons to support
user field operation and reverse well
change, and also reserves interfaces
to support linkage with automatic
well change systems.
Supported real-time data and
historical data query, including
liquid, oil, gas, water, water content,
gas-oil ratio by day

Core Model Introduce a new algorithm
architecture of artificial intelligence
+ classical model

Artificial intelligence-based deep
learning for real-time classification
of flow patterns and flow regimes,
and data computation based on
classical fluid dynamics models.
Fully reuse the existing calibration
data of each well to support data
migration and assist in AI model
classification training.
On the basis of achieving
consistency among equipment, unify
models across ranges and equipment
areas to improve the applicability of
equipment to new well conditions
and significantly reduce error levels

The second-generation prototype was quickly entered several oilfield plays for field
testing and evaluation, targeting single-well metering and covering a wide range of
extraction methods, including natural flowing well, rod pump and ESP wells. Test well
conditions include high GOR and high water cut wells located in the Northwest field
with flow rates from 100 to 350 bbls/d, gas production rates of 0 to 15,000 m3 /day
and water cut from 50% to 99%; and low production and high water cut wells located
in the Northeast field with flow rates of 50 to 100 bbls/d. Through testing to verify the
applicability of the three-phase flowmeter in multiple production ranges, the product
supports the provision of second-level online flow data, which can help users more
effectively determine the trends and changes in oil and gas well production, providing a
reliable basis for oilfield production management.

4 Field Applications

After the new online three-phase flowmeter product was put on line, a pilot test was
conducted in a domestic E&P company of ChinaNational PetroleumCorporation, which
mainly included the following four purposes.
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(1) Verify the performance of real-time online three-phase flowmeter in oilfield
environment.

(2) Obtain data on the applicable working condition range and metering accuracy of the
real-time online three-phase flowmeter.

(3) Verify the stability of real-time online three-phase flowmeter under extreme
environmental conditions.

(4) Update and iterate on the equipment to meet the needs of each oilfield technology
promotion in response to the product usage effect.

Fifteen units are deployed for block metering and single well metering in the X field
owned by the exploration company, involving various well types such as pumping and
electric submersible pump wells, with liquid volumes ranging from 100–1500 bbls/day,
gas volumes ranging from 2000–10000 m3/day, and water cut ranging from 0–100%,
basically covering all metering scenarios and well conditions in the field.

Combined with the existing metering and verification vehicle, tipping bucket meter,
mass flow meter, vortex flowmeter and other equipment, the well station gas-liquid
two-phase accuracy comparison and verification in a flexible manner can be carried out.

Among the 12 devices used for liquid phase validation, five had relative errors below
3% and seven had relative errors below 5%. During the period, a one-month continu-
ous monitoring comparison was done in X-121, and the comparison data are shown in
Fig. 2. The daily production trends measured by the three-phase flowmeter and mass
flowmeter were basically the same, and the performance and stability of the equipment
were verified.

Fig. 2. Comparison of daily fluid production from wells at station X-121

The gas phase verification results of the 10 devices showed that the relative errors
of the devices were all less than 5%. Moreover, the water content validation of 8 of the
above devices showed good performance. Specifically, the absolute error of 6 devices
are less than 3%, and the absolute error of 2 devices is less than 5%.
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The test results show that the accuracy of the new three-phase flowmeter in the three
measurement indexes of liquid volume, gas volume andwater content canmeet the needs
of oilfield production, while combined with its higher stability can fully meet the actual
production needs of the oilfield.

5 Conclusions

(1) The new online three-phase flowmeter has a novel design and reliable performance,
and supports second-level real-time online access to oil, gas and water flow data
functions, which can help oilfield users more effectively determine the trend and
changes in oil and gas well production and provide a reliable basis for oilfield
production management.

(2) Three phase flowmeter through the continuous field test test, find the problem, put
forward solutions, and constantly improve the reliability and measurement accuracy
of the product, and gradually completed the upgrade from the first generation to
the second generation. Achieved a typical domestic oil field 0–100 tons / day flow
detection, comprehensive coverage from high gas content low water content to low
gas content high water content conditions, and the detection accuracy from 15%
error rate to within 10% of the error rate.

(3) Field accuracy verification results show that the new online three-phase flowmeter
can fully meet the demand of oilfield production in terms of the accuracy of liquid
volume, gas volume, water content and other parameters measurement. In addition,
the product has high stability and the ability to work under complex conditions, and
can complete the flow measurement in various conditions in the oilfield, which is
suitable for expanding applications in oil fields at home and abroad.
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Abstract. “Massive” logging data assets, due to their insufficient storage meth-
ods and normalization, cannot be quickly and accurately called up, become a
“data island”, so that their value has not been fully explored. The current appli-
cation scope of artificial intelligence is focused on single method research, with
few system applications. However, intelligent interpretation requires the use of a
large amount of logging data and related standard data. Based on a large num-
ber of documents related to large logging database and logging artificial intel-
ligence, starting with supervised, unsupervised and semi-supervised intelligent
algorithms, this paper expounds the application status quo and applicability of
intelligent logging interpretation technology through machine learning for con-
ventional logging lithology identification, automatic layering, sedimentary micro-
facies identification and reservoir identification. This paper briefly introduces the
application status quo of logging data governance and mining technology. This
paper summarizes the process of intelligent interpretation method, as well as the
intelligent logging interpretation method and system based on a physical model
under a standard big data platform. This paper discusses the existing problems
in intelligent logging interpretation and evaluation and the feasible development
direction of future research.

Keywords: Artificial intelligence · Algorithm · Lithology identification ·
Intelligent logging interpretation

1 Introduction

Geophysical logging is a method to measure geophysical parameters by using geo-
physical characteristics such as electrochemical characteristics, electrical conductivity,
acoustic characteristics and radioactivity of rock strata. During oil drilling, logging must
be carried out after drilling to the designed well depth, so as to obtain various petroleum
geology data and engineering technical data as the original data for completion and
development of oilfields, which is called completion logging or open hole logging. All
logging after casing running in oil wells or during production are generally called pro-
duction logging. The development of logging has generally experienced four stages such
as analog logging, digital logging, numerical control logging and imaging logging.

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
J. Lin (Ed.): IFEDC 2023, SSGG, pp. 144–157, 2024.
https://doi.org/10.1007/978-981-97-0272-5_12

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-97-0272-5_12&domain=pdf
https://doi.org/10.1007/978-981-97-0272-5_12


Research on Intelligence Logging Interpretation Technology 145

Logging data processing and interpretation needs interpretation experts with rich
regional geological experience, but even in the same area, the interpretation results of
different experts are different. With the continuous development of interpretation and
evaluation software, various logging interpretation software with complete functions has
emerged at home and abroad,which has improved the accuracy and level of logging inter-
pretation, promoted the progress of interpretation technology and solved some difficult
problems of logging interpretation and evaluation. With the rise of big data and artifi-
cial intelligence, faced with more and more complex reservoir interpretation problems,
industry experts have also realized the urgency of developing intelligent interpretation
and evaluation systems and began to explore and study in this field [1].

Major international oil companies and service companies are also adjusting their
development strategies, making continuous efforts in the fields of data science and arti-
ficial intelligence, and developing their own intelligent interpretation and evaluation
systems. For example, Schlumberger has built its own intelligent logging processing
and interpretation platform. Major oil companies and IT companies have cooperated in
the field of intelligent application, and formed joint strategic research teams such as Shell
+ Microsoft and ExxonMobil + Microsoft, thus making many beneficial explorations
in the construction of big data platform for oil and gas exploration and development,
the creation of ecological environment for data sharing, and the improvement of data
processing and interpretation quality, showing the great development potential of big
data and artificial intelligence technology in the oil and gas industry [2].

The information abundance of data interpretation determines the application depth
and breadth of logging technology, where the important link depends on the development
of interpretation methods and software. As the largest producer and user of logging
data in China, CNLC faces the problems such as diverse logging data types, strong
professionalism and complex data operation [3].

Since 2010, China National Logging Corporation has been committed to the con-
struction of a unified logging database with reference to the architecture of the CNPC’s
dream cloud platform for exploration and development. The construction of logging data
resources has gone through three stages such as data management, data sharing and data
application. CNLC has completed the centralized storage and management of scattered
data, data sharing for individual applications and data mining applications. This has pro-
vided the required data for all kinds of professional software, helped the interconnection
between systems and services, and supported the convenient sharing of data and results.
On the basis of predecessors’ research results, CNLC has established a data lake based
on standard big data platform, followed the road of integration of logging interpretation
software, realized the organic combination of three key elements: data, algorithm and
scenario, improved the efficiency of logging analysis, and promoted the transformation
of logging interpretation from single well interpretation to multi-well evaluation and
reservoir analysis [4–8].

2 Data Governance Based on Logging Big Data Platform

Geophysical logging, as the “eye” of deep formations, has the advantages such as many
methods, high resolution and large amount of information, and can provide continu-
ous and accurate in-situ physical parameters such as electrical, acoustic and nuclear
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parameters for reservoir evaluation. After the professional reorganization of CNLC, the
logging data of 16 oil and gas fields have many types and different standards, leading
to extremely complex logging data; in addition, these data cannot be directly applied,
forming an “island” of data, which urgently needs data governance. Focusing on three
major tasks: automatic logging data sorting technology, automatic data flow technol-
ogy of logging data: sorting-data governance-data warehousing and logging big data
analysis technology, CNLC has carried out logging data governance work to transform
unstructured data into structured data.

In order to reduce manual participation as much as possible and improve the degree
of automation in the process of data governance, a multi-source heterogeneous data
governance architecture based on semi-supervised learning algorithm is very suitable
for logging data governance (see Fig. 2). Its basic idea is to integrate heterogeneous data
describing the same entity in the real world from different data sources into structured
data. The specific process includes four parts such as information extraction, pattern
matching, data matching and data fusion (see Fig. 1).The actual results show that the
architecture can not only effectively solve the “data island” state, but also significantly
improve the data qualitywith as littlemanual participation as possible. After governance,
the data call is more convenient so as to meet the requirements of different logging
interpretation and geological application [14, 40–43].

Fig.1. Multi source heterogeneous data governance scheme.

CNLC had formulated logging data warehousing specifications and logging data
management specifications respectively for new wells and old wells. They standardize
the storage file range, file format and file naming method of original logging data and
result data and fully consider the current situation of the original logging database, Based
on LEAD software, CNLC has developed a tool for automatically sorting, naming and
exporting data. With the goal of building the brand of logging companies CNLC has uni-
fied the drawing style and formulated complete sets of drawing templates, headers and
results table examples for conventional combination logging, imaging logging, produc-
tion logging and engineering logging, unified curve line type, name and section filling;
and standardized the symbols of logging interpretation conclusion and lithology. More-
over, CNLC has unified the mapping specifications and standardized the naming and
dimensions of logging original logging curves and result curves. CNLC has established
the standard name and used name, and directly managed the old well data in the original
logging database to the big data platform. The new well data generated in real time is
directly uploaded to the big data platform through the integrated application system.

The scope of logging data governance is defined in five logging types, which mainly
include well basic information, logging curve data, map type data and table type data.
It mainly evaluates the “six properties” of the data after governance, namely accuracy,
completeness, standardization, uniqueness, consistency and timeliness. In view of the
great differences in data storage formats of historical logging data, the non-uniform data
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Fig.2. Multi-source heterogeneous data governance architecture based on semi-supervised
learning (according to Wei-xiong Rao, et al.).

Fig.3. Scope of logging data governance and evaluation of “six properties” after logging data
governance.

standards, and large data governance workload, there are 16 data formats and various
variants of logging data achievement files, and so on, relevant decompilation tools and
warehousing tools are correspondingly matched. At present, the governance of logging
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data of hundreds of thousands of wells has been completed, which has laid a data
foundation for artificial intelligence based logging interpretation (see Fig. 3).

3 Present Situation and Applicability of Intelligent Logging
Interpretation

The development of artificial intelligence has a long history, and it is a science based on
computer technology. In logging, most machine learning models are shallow learning,
such as linear classifier, BP neural network, logistic regression, K-Means clustering,
support vectormachine, principal component analysis,Gaussianmixturemodel, gradient
thruster and so on. There is usually only one hidden layer in these shallow learning
structures, that is, only one nonlinear feature extraction layer. Shallow learning can only
be effective for some simple or limited problems in general, but it is obviously at a
disadvantage in the face of complex and huge data [9].

The intelligent logging interpretation method is mainly a deep learning algorithm.
Deep learning network is an extension of traditional artificial neural network. Because of
itsmultiple hidden layers, the deep learning network can realize themapping transforma-
tion from low-dimensional space to high-dimensional space through multi-layer nonlin-
ear transformation, thus distinguishing complex input data features in high-dimensional
space and realizing the identification and classification of complex input information.
According to the characteristics of an algorithm learning task, it can be divided into
supervised learning, unsupervised learning and semi-supervised learning. According
to its function, supervised learning can be divided into regression and classification.
Regression is to predict the occurrence probability of an object, and classification is to
classify the pattern class attribution of an object. According to whether there are labels
in the input data, it can be divided into supervised learning and unsupervised learning.
Unsupervised algorithms, such as clustering algorithm and dimension reduction algo-
rithm, such as fisser discriminant method, are effective in identifying complex oil-water
layers. Logical regression, support vector machine, proximity regression and decision
tree algorithms in supervised algorithms have high accuracy in identifying complex
lithology. On the basis of computer algorithm, semi-supervised algorithm is added with
human experience, so that the clustering effect is significantly improved by using a small
amount of labeled data and a large amount of unlabeled data. The semi-supervised clas-
sification task combined with unsupervised learning dimension reduction method can
improve the classification effect of supervised learning under the condition of insuffi-
cient labels. Swarm intelligent optimization algorithm is an algorithm that combines the
behaviors of animals such as foraging and avoiding obstacles, including bat algorithm,
ant colony algorithm and firefly algorithm, and is used to study the wave impedance
inversion method [46–53].

Industry scholars have used vector machine, neural network, fuzzy recognition and
traditional decision tree methods to identify lithology, and achieved good application
results [10–12].Wang Hua et al. deeply analyzed the applicability of applying artificial
intelligence in logging data processing and interpretation from the traditional data mod-
elingmethod andmachine learning algorithm in geophysical logging field. ChenXi et al.
expounded that artificial intelligence based logging interpretation is feasible from three
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cores such as data model, physical simulation algorithm and artificial intelligence based
logging ecology, which can help logging analysts solve deeper geological problems [1,
13].

4 Artificial Intelligence Based Interpretation of Logging Data

4.1 Lithology Identification

The existing lithologic identification method is mainly to calibrate the logging curve
through a small number of logging cores, and use the obtained logging curve data to
identify the lithology of the whole interval. Intelligent interpretation method is com-
bined with logging processing and interpretation to identify lithology. Its general idea
is to select logging curves sensitive to lithology identification as input curves based on
core data and lithology sensitivity analysis of logging curves, so as to realize lithology
identification based on intelligent algorithm.

Decision Tree Algorithm is a kind of supervised learning. According to the weight
of logging parameters in clastic rock research area in lithology identification model, the
sensitivity of each parameter to lithology change is determined, so as to identify lithology.
The decision tree method of C5.0 has effectively improved the accuracy of lithology
identification. Decision tree algorithm also has high accuracy in identifying complex
carbonate rocks. For the model with huge data, XGBoost algorithm can be applied,
which adopts multithreading and distributed computing methods, greatly shortening the
training time. It has a good recognition effect on limestones and dolomites, followed by
argillaceous limestones, dolomites and argillaceous dolomites, and the recognition rate
of calcareous dolomites is low. Boosting Tree algorithm can also effectively determine
the lithology of complex glutenites [15–18].

The random Forest Algorithm, which shows great advantages in thin layer identifica-
tion, has strong generalization ability, insensitivity to feature loss, fast training speed and
simple implementation. Based on the lithology sensitivity analysis of logging curves,
a suitable logging curve is selected as the input curve, and the lithology identification
model of complex carbonate rocks is established by using random forest algorithm,
which is accurate for lithology identification [10].

Another advantage of random forest algorithm is lithology identification of volcanic
rocks. The lithology of volcanic oil and gas reservoirs is changeable, so it is difficult
to identify them accurately by conventional methods. Different types of volcanic rocks
include volcanic breccia and fused breccia. Lava mainly includes basalt, andesite, dacite
and rhyolite. Due to their differences in chemical composition, mineral composition
and physical properties, there are some changes in their corresponding logging response
characteristics, thus identifying lithology [21].

Principal Component analysis (PCA) is one of unsupervised learning, and the key to
identification is to convert the comprehensive response characteristics of various logging
curves to the principal component of prominent lithology, so the identification accuracy
of alternate thin layers of volcanic rocks or shale with complex lithology is high [20, 22].
By combining BP neural network lithologic prediction model and Dropout mechanism,
Dropout-BP neural network combines conventional logging parameters, upgrading the
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conventional two-parameter crossplot to a multi-parameter neural network, and integrat-
ing the composition, structure and electrical properties of volcanic rocks to carry out
lithologic prediction, which is more effective [23].

Data mining method of logging lithology identification based on emergent self-
organizing mapping. Large-scale neurons and borderless torus mapping are used, visu-
alized by U matrix, and finally clustered and classified by manual interaction. This
method can effectively find hidden patterns in high-dimensional data, and is especially
suitable for logging identification of complex lithology [24].

The application ofmultivariate statistical algorithmneeds to preprocess logging data,
including logging parameter selection, logging data normalization and dimensionality
reduction. Its application effect is good [25], but it can only solve the simple linear
relationship problem.

By constructing the technology of recovering the missing core picture information
and combining with migration learning, mine lithology is identified. The corresponding
core sample information is automatically synthesized from the logging curve data of
non-coring wells, and the existing data is automatically learned and analyzed by using
migration learning technology, so that the core sample information of coring wells is
migrated to non-coring wells, and a logging lithology identification model aided by core
samples is established. The establishment of intelligent identification model of cores
based onmigration learning is helpful to improve the accuracy of lithology identification
of oil and gas reservoirs with complex cores, and logging curves are used to predict
lithology quickly and accurately [26].

In order to integrate the algorithms and modules into the unified software, the data
resource Lead software has been developed by CNLC, which includes reservoir param-
eter calculation module based on conventional logging data, single porosity calculation
module based on clastic rock, CRA module based on carbonate rock calculation and
CLASS module based on lithology classification. Its advantage is that it can choose the
appropriate calculation model according to the background of different regions, which
is convenient for rapid processing and interpretation of logging data. But the model
coverage is not comprehensive enough.

4.2 Automatic Layering and Identification of Reservoirs

There are three main guiding ideas for automatic layering: (1) variance analysis of
logging values and finding inflection points and half amplitudes on curves. The guiding
ideology of variance analysis is that the intra-layer difference is small and the inter-layer
difference is large. At the same time, the inflection point and half amplitude point are
found on the logging curve by differential and slope extreme point. (2) According to the
logging data, judge the rock attributes or calculate the membership degree of rocks, and
merge the same lithology, so as to realize layering (see Fig. 4). (3) Divide strata by flow
unit method based on fluid properties. In actual interpretation work, automatic layering
is carried out according to the priority order of fluid > lithology > curve [29, 30].

Three kinds of methods: mathematical statistical methods include intra-layer dif-
ference method, ordered cluster analysis, extreme variance clustering method and
change point analysis method (least square method and maximum likelihood estima-
tion method); Non-mathematical statistical methods include activity function method
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and wavelet transform method; Artificial intelligence methods include cluster analysis,
fuzzy mathematics and neural network methods. These methods have their respective
advantages and disadvantages.

Mathematical statistical method is strict in mathematics, which can keep the uni-
formity inside the rock strata, the difference between the rock strata is great, and the
calculation amount is large. In addition, It has a very high requirement for the one-to-one
correspondence between logging information and geological information. If it can’t be
achieved (in fact, it can’t be completely achieved), the layering result is a perfect math-
ematical result, which is not easy to meet the requirements of geological application.
Among the non-mathematical statistical methods, the activity function method has good
application effect and can quickly identify various types of curves; Wavelet transform
can simulate the artificial interpretation process of “from coarse to fine, layering step by
step” through multi-scale analysis, so as to avoid layering on a visual level and being
unable to distinguish between the local and overall information of strata [27].

Fig.4. Technical route of automatic layering and identification with logging curves.

Fig.5. Flow chart of multi-granularity clustering method (according to Ji Qingqing).

In the application of artificial intelligence methods, the multi-granularity clustering
algorithm with good effect belongs to supervised learning (see Fig. 5). This intelligent
algorithm can quickly and accurately solve various classification problems, extract the
characteristics of different layered logging curves by learning standard logging curves
and layering results, and then identify oil-water layers on the basis of dividing reservoirs.
In the case of standard big data, firstly, the original logging curves are analyzed by
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principal component analysis, and then the relationship between each original logging
curve and principal component is analyzed by principal component load matrix, and
then the logging curves used for automatic layering with logging curves are selected
[28, 44, 45].

The other is a knowledge-driven neural network reservoir evaluationmodel (KPNFE)
based on the knowledgemap of reservoir logging. Its functionsmainly include: (1)multi-
dimensional and multi-scale extraction of characteristic parameters that describe oil and
gas reservoirs in detail; (2) The entities, relationships and attributes associated with
these characteristic parameters are represented as vector characteristic graphs by graph
embedding technology; (3) Realizing intelligent identification of oil and gas reservoirs;
(4) Organically integrate expert knowledge into intelligent computing, and establish an
evaluation system and optimization algorithm for potential layer recommendation [32].
The KPNFE model inherits and promotes expert knowledge and experience, effectively
solves the problem of robustness in oil and gas reservoir identification, and its calculation
results are highly interpretable and accurate, and it is an effective method for re-logging
evaluation of old wells in old areas with high efficiency and high quality.

4.3 Sedimentary Microfacies Identification

The traditional method of identifying sedimentary microfacies is achieved manually by
geologists according to their own knowledge and experience. This manual interpretation
is subjective and time-consuming, and may introduce human bias. The method of iden-
tifying sedimentary microfacies based on logging curves usually includes three steps:
logging curve layering, feature extraction and classification [31].Typical classification
algorithms include Bayesian criterion, linear discriminant analysis, fuzzy logic, convo-
lutional neural network method, K nearest neighbor algorithm, SVM, ANN and so on.
The process of depth learning method based on logging curve is as follows: (1) data
preprocessing: (2) data marking and division: (3) model training: (4) model verification.
However, due to its own limitations, a single intelligent method is difficult to complete
the task of sedimentary microfacies identification alone.

Convolutional neural network method takes into account the morphological change
characteristics of logging curves in depth direction and the need to integrate the three
steps of curve layering, feature extraction and classification. Aiming at the multi-scale
and time series of logging curves, a logging sedimentary microfacies identification
model, ImprovedU-net,withmulti-scale characteristics constraints has been established,
which can well identify distributary channel, channel side margin and distributary bay
with different scales. KD-SegCaps, a logging sedimentary microfacies identification
model with time series constraints, can well identify sedimentary microfacies such as
sand flat, sand mud flat and mud flat [31]. Using DMC-BiLSTM, an intelligent identi-
fication method of sedimentary microfacies based on feature construction (DMC) and
bidirectional long-term and short-term memory network (Bilstm), the geological trend
characteristics, median filtering characteristics and clustering characteristics have been
constructed. Compared with the convolutional neural network method, this method is
helpful to extract the hidden features of logging curve sequence, and has better recogni-
tion performance for sedimentary microfacies such as distributary bay, front sheet sand,
distributary channel, estuary bar and channel side maigin [39].
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5 Intelligent Logging Interpretation Method Process and Data
Architecture

Intelligent logging interpretation integrates all kinds of deep learning algorithms com-
bining the characteristics of logging interpretation business, so that intelligent algorithms
are integrated with traditional logging interpretation concepts. Its steps are intelligent
model training, model combination and automatic recommendation (see Fig. 6).

The Digital Reservoir Research System (RDMS) pioneered by Changqing Oilfield
is divided into four layers such as data layer, data link, support layer and application
layer. Functionally, it includes five platforms: basic management, data service, collab-
orative research, decision support and cloud software [1, 13, 34, 35]. Inspired by this
model, CNLC has established a big data ecology based on logging data lake (see Fig. 7).
Taking logging data as the main body, CNLC has built up a regional lightweight lake by
gathering logging data at home and abroad. Data are transmitted to various professional
libraries by means of automatic collection of the Internet of Things and manual stan-
dardized collection, and then merged into the data lake after cleaning and processing.
Real-time data and video data of industrial control are stored nearby [4]. CNLC has
studied key technologies such as data integration and professional software interface,
and developed and integrated exploration and development businessmodel, multi-source
data of oil and gas reservoirs, multidisciplinary professional software and online anal-
ysis tools. Realizing the coupling and integration of professional software, intelligent
application and data lake. In the application scenario, data loading can be completed.
On the basis of core analysis, the interpretation conclusion has been re-recognized, the
logging characteristic values of the target horizon of each well have been marked, and
the sample data have been submitted in batches by layers. In addition, these data are
stored in the local computer work area, and can be adjusted and updated to the sample
library at any time. The mode from big data platform to data lake plus interface can meet
the requirements of different logging geological structure analysis scenarios.

Fig.6. Intelligent Interpretation Method Process.
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Fig.7. Intelligent Logging Interpretation Data architecture diagram Based on Standard Big data
Platform(CNLC).

6 Summary and Prospect

There are many kinds of intelligent interpretation methods, and different methods have
their own advantages and disadvantages in lithology identification, automatic stratifica-
tion, hydrocarbon reservoir identification and sedimentary microfacies identification of
clastic rocks, complex carbonate rocks, shale and volcanic rocks. Through model train-
ing, the optimal method can be obtained so as to improve the interpretation accuracy
and efficiency of complex reservoirs.

Big data is the foundation of intelligent interpretation. In practice, a high variable
dimension may not have high analytical accuracy, and sometimes it may even have the
opposite effect. Through the logging data management and data quality evaluation of the
big data platform, the logging data of hundreds of thousands of wells have beenmanaged
to ensure the accuracy, completeness and standardization of the data and facilitate data
call. In the application scenario, the interpretation conclusion has been re-recognized on
the basis of core analysis. The mode from big data platform to data lake plus interface
can meet the requirements of different logging geological structure analysis scenarios.

Generally speaking, the infrastructure layer realizes IOT perception and resource
support, the data sharing layer realizes data entering the lake and comprehensivemanage-
ment, the middle platform layer builds shared and reused data and business service capa-
bilities, and the application layer builds lightweight and agile intelligent application sce-
narios. It has realized the transformation of production and operation fromman-machine
combination to intelligent cooperation, business management from process-driven to
data-driven, and business decision-making from experience management to intelligent
analysis, thus building a digital logging ecology and building a digital enterprise.
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Abstract. In oilfield production, the liquid production is an important indica-
tor for measuring the production capacity of sucker rod wells and determining
reasonable production parameters. Therefore, accurate metering of liquid pro-
duction in sucker rod wells holds significant importance for oilfield automation
productionmanagement. This paper proposed a physical-data hybrid-driven liquid
production prediction method based on the attention mechanism to improve the
accuracy of sucker rod well production metering. First, a physical-driven model
for measuring liquid production based on the sucker rod well dynamometer cards
is established, which ensures the rationality and interpretability of predicting liq-
uid production. Then, a ResNet-based data-driven model is established to uncover
the hidden features in downhole pump dynamometer cards and oil well production
data. Finally, an attention mechanism is employed to couple the physical-driven
and data-driven models, facilitating the identification of crucial features for liquid
production prediction. The proposed method was tested on actual production data,
and the average accuracy rate reached 95.67%, which was at least 2.43% higher
than other best benchmark models for production prediction, and demonstrating
good prediction accuracy and stability in special operating conditions. This app-
roach successfully fuses the physical analytical model and data mining model of
sucker rod wells, ultimately enhancing the interpretability and reliability of the
model, thereby promoting efficient production management in oilfields.

Keywords: Sucker Rod well · Production Prediction · Hybrid Modeling ·
Dynamometer Card · Attention Mechanism

1 Introduction

With the continuous growth of global energy demand and the depletion of oilfield
resources, there is an urgent need to achieve sustained and stable production in oilfields
through automation and intelligent production optimization management. The sucker
rod well is the most commonly employed artificial lift system in the oil and gas indus-
try, and liquid production serves as a vital metric for evaluating well productivity and
determining optimal production parameters. However, automating the measurement of
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liquid production in sucker rod wells is challenging due to the complexity of the process
flow and high maintenance costs of traditional mechanical liquid measurement mode
[1], which hinder oilfield automation management.

With the development of electronicmeasurement technology and the industrial Inter-
net of Things (IoT) [2], the virtual flowmeasurement technology based on dynamometer
cards in sucker rod wells has gradually gained wide acceptance in the oilfield industry
since the 1980s [3], due to its low cost, acceptable error range, and remote operability.
This physical-driven model utilizes a vibration mathematical model of the pump rod
to solve for the dynamometer card, which indicates the pumping performance of the
downhole pump. By analyzing the effective stroke of the pump plunger and quantifying
various parameters, the effective liquid production at the wellhead can be calculated. In
practical applications, the accuracy and stability of this method can be affected by the
simplified system theory models and the complex working conditions of the downhole
pump. In light of existing problems, various advanced approaches have been proposed.
In 2013, Lyu et al. [4], proposed an interactive method for obtaining pump valve points
based on prior knowledge of dynamometer cards and manual experience, which reduces
the effective stroke error. In 2020, Yin et al. [5] proposed an analytical solution easily
applied for predicting the behaviors ofmulti-tapered sucker-rod pumping systems,which
provides a more precise description of the motion characteristics of the downhole pump.
In 2020, Lv et al. [6] proposed a production measurement method based on quantitative
analysis of fault dynamometer cards, which effectively improved the accuracy of liquid
production prediction under valve leakage conditions. Nevertheless, there is an immea-
surable gap between physical models based on prior information and the real world. This
difference leads to inaccuracies in the liquid measurement, and further optimization is
necessary to address these issues.

In recent years, artificial intelligence (AI) technology has emerged as the engine
driving the “Fourth Industrial Revolution,” and it has played a significant role in the
digital transformation and intelligent development of the oil and gas industry. Machine
learning methods, with their intelligence, simplicity, and efficiency, are widely utilized
to address traditional engineering problems [7]. In 2019, Ruiz et al. [8] employed fuzzy
logic (FL) and artificial neural networks (ANN) to interpolate oil well data and select
the most effective features for predicting production. In 2021, Pan et al. [9] combined
convolutional neural networks (CNN) and long short-term memory neural networks
(LSTM) alongside attention mechanisms to forecast production with time series data
derived from the oil well.

The dynamometer cards, as the most effective indicator data for characterizing the
motion characteristics of sucker rod well system, has significantly improved its fault
identification and liquid production measurement accuracy due to the application of
machine learning models. In 2020, Peng et al. [10] employed a deep autoencoder to
extract high-dimensional features from the dynamometer cards, aiming to overcome the
limitations of traditional manual feature extraction methods. In 2022, Zhang et al. [11]
aimed to the disadvantage that the traditional dynamometer card diagnosis needs a large
number of samples, a small sample diagnosis framework based onmeta transfer learning
is proposed. However, whether it is machine learning or deep learning, the characteristic
of these data-driven models is to explore and utilize the underlying patterns in the
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data. The drawback is that they often lack higher-order explanations in terms of real-
world physical significance and may suffer from overfitting and limited generalization
capabilities. Furthermore, it is important to note that the current methods for liquid
production prediction generally lack the strong theoretical foundation provided by the
measurement based on dynamometer cards.

In this work, we presented a hybrid-driven prediction model for liquid production
of sucker rod wells that integrated physical and data-driven models using an attention
mechanism. A mathematical model was employed to solve the dynamometer cards of
the downhole pump, and then quantitative analysis was conducted on the cards to extract
physical features that characterized the pump’s operational state and theoretical displace-
ment. This ensured that the hybrid model possessed reliable global characteristics. To
address limitations in the physical model and quantitative analysis, while using Resnet
to extract the high-dimensional features of the surface dynamometer cards. The atten-
tion mechanism is used for concentrating on effective features and reduce the impact
of low-contributing and ineffective features, which guarantees the high accuracy and
robustness of hybrid model.

The remaining work of the paper is arranged as follows. Section 2 introduces the-
oretical methods in oil production engineering and machine learning. Section 2.1 dis-
cusses the production measurement based on dynamometer cards, while Sects. 2.2 and
2.3 present the fundamental theories of the deep learning network ResNet and attention
mechanism. Section 3 introduces the hybridmodel for production prediction. Section 3.1
presents the detailed structure of the hybrid model. Section 3.2 elaborates on the estab-
lishment of the physical model and the steps for extracting physical features. Section 3.3
describes the modeling approach of the hybrid-driven model based on ResNet and the
attention mechanism. Section 4 validates the performance of the model through com-
parative experiments and ablation study. Section 5 summarizes the main contributions
of this paper and provides an outlook for future work.

2 Methodology

2.1 Production Measurement Based on Dynamometer Cards

Calculation of Downhole Pump Dynamometer Card
The surface pumping unit is connected to the downhole pump via sucker rods, enabling
reciprocating motion. The displacement and load of the surface pumping unit’s hanging
point are recorded using a dynamometer card. However, the downhole pump is subject
to various disturbances, forces, and torques, resulting in vibration or impact phenomena.
Therefore, the surface dynamometer card cannot accurately depict the downhole pump’s
motion characteristics and operational state. Consequently, it is necessary to establish
a model of the sucker rod well motion system to mathematically convert the surface
dynamometer card into a downhole pump dynamometer card.

The sucker rod well motion systemmodel is a mathematical model that describes the
dynamic characteristics of a pumping unit well system. The Gibbs [12] model utilizes a
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wave equationwith viscous damping as the fundamental differential equation to describe
the dynamic behavior of the sucker rod:

∂U (x, t)

∂t2
= a2

∂2(x, t)

∂x2
− c

∂U (x, t)

∂t
(1)

where, U (x, t) is the displacement of any cross-section (x) of the sucker rod column
at any given time (t), m; a is the stress wave propagation velocity, m/s; c is equivalent
damping factor, 1/s.

The dynamic load function of the hanging point expressed by the truncated Fourier
series and the displacement function of the light rod are used as the boundary conditions,
and themotion equation of the cross-section of the sucker rod at any depth can be obtained
by the separation variable method:

U (x, t) = σ

2EAr
x + ν0

2
+

N∑

n=1

[On(x) cos nωt + Pn(x) sin nωt] (2)

where, E is the rod pump Young’s modulus, Pa; Ar is the rod string cross-sectional area,
m2; σ , ν0, On(x) and Pn(x) are all Fourier coefficients.

According to Hooke’s law, the time-varying dynamic load on that section can be
determined:

F(x, t) = EAr[ σ0

2EAr
+

N∑

n=1

[∂On(x)

∂x
cos nωt + ∂Pn(x)

∂x
sin nωt] (3)

where, F(x, t) is the dynamic load on any cross-section at a given depth (x) of the sucker
rod, N. At time t, the total load on the cross-section at depth (x) is equal to the sum of
the dynamic load F(x, t) and the weight of the sucker rods below the x-section.

A conversion example is shown in Fig. 1. The downhole pump dynamometer card
exhibits a smoother and more stable shape by eliminating the deformation of the sucker
rod column, rod friction, vibrations, and inertia. This will facilitate quantitative analysis
of the pump dynamometer card to determine the effective stroke of the plunger Sp.

Calculation of Sucker Rod Well Production
The effective plunger stroke Sp is primarily determined based on the position of

the valve opening and closing points on the pump dynamometer card. Typically, the
smaller displacement difference between the traveling valve switching point and the
standing valve switching point is used as Sp. For example, in Fig. 2(a)(b)(c), the length
of segment AD is considered the effective stroke, while during plunger unloading, the
Sp corresponds to the smaller length of segment BC.

Therefore, without considering the conditions of tubing leakage and pump leakage,
the actual daily production at the wellhead of a pumping unit well can be calculated
using the following equation:

Q = 1440
πD2

p

4
SpNBl (4)

where, Q is the daily production rate,m3/d; Dp is the diameter of the pump,m; N is the
stroke number, min−1; Bl is the volume coefficient of the crude oil with dissolved gas.
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Fig. 1. Downhole pump dynamometer card conversion

Fig. 2. Typical plunger effective stroke. a: Normal. b: Liquid pound. c: Gas effect. d: Plunger
removal pump
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2.2 Residual Neural Networks

ResNet, introduced by He et al. [13]. in 2015, is a deep convolutional neural network
structure. It was specifically designed to tackle the problems of gradient vanishing and
gradient explosion during deep neural network training, enabling more efficient training
of deeper networks.

The core concept of ResNet is the incorporation of residual connections, also known
as skip connections. These connections enable direct flow of information from shallower
layers to deeper layers, preventing the loss or degradation of information within the
network. The basic building block of ResNet is the residual block, as depicted in Fig. 3.
It consists of two main components: identity mapping and residual mapping.

x

x
Fig. 3. Residual learning: a building block

When the number of channels of the identity mapping xi is the same as the residual
mapping F(xi), the output of the residual block can be obtained using the following
equation:

xi+1 = xi + F(xi,wi) (5)

When the number of channels is different, dimension matching is required by
applying a convolutional kernel Ws to adjust the dimensions.:

xi+1 = Ws · xi + F(xi,wi) (6)
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2.3 Attention Mechanism

The core idea of theAttentionmechanism is to simulate the attentionmechanism humans
employ when processing information. In traditional deep learning models, each input
is assigned the same weight and attention, but this is not always the most effective
approach. On the contrary, the Attention mechanism allows the model to dynamically
adjust attention allocation based on the relevance of the inputs. The calculation formula
of attention mechanism is:

O = softmax(
QKT

√
L

).V (7)

where O is the output; Q is the input features; K and V the key-value pairs, which are
directly derived from the input sequence; L is the input feature length [14].

3 Hybrid Model for Production Prediction

3.1 Hybrid Model

Thehybridmodel for production prediction consists of severalmodules: an inputmodule,
a data-driven model, a physics-driven model, and an attention mechanism module. The
specific architecture is shown in Fig. 4.

0.0 0.2 0.4 0.6 0.8 1.0
0.0

0.2

Fig. 4. Overview of the proposed Hybrid Model

As shown in Fig. 4, the hybrid model takes as input parameters both the surface
dynamometer cards and daily production parameters, such as stroke count, pump diam-
eter, and water cut. The surface dynamometer cards are processed by the data-driven
module to extract deep features and obtain a data feature matrix that represents the
high-dimensional features.

Simultaneously, the production parameters, along with the surface dynamometer
cards, are analyzed by the physics-driven model. This analysis results in a physical
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feature matrix, which includes conventional sucker rod well production calculations and
other physical characteristics.

These data and physical feature matrices serve as inputs to the attention mechanism
module, where attention weights are dynamically assigned to the outputs of the data-
driven and physics-driven models. The attention mechanism evaluates the relevance and
importance of the predictions generated by each module, considering the specific task
and input conditions.

By combining the deep features extracted from the data-driven module and the
physical features obtained from the physics-driven module, the hybrid model aims to
leverage the complementary strengths of both approaches. This integration enables a
more comprehensive representation of the input parameters, leading to enhanced the
accuracy of production predictions in the context of the sucker rod well system.

3.2 Physics-Driven Model

The physics-driven model is primarily based on the conventional dynamometer card
production measurement technique introduced in Sect. 2.1. As shown in Fig. 4, It begins
by mathematically modeling and solving the motion system of the sucker rod well
to obtain the pump dynamometer card that represents the downhole pump’s motion
characteristics.

Subsequently, in feature extraction step, the pump dynamometer card is quantita-
tively analyzed and computed to identify the switch positions of the traveling valve and
the fixed valve. This information is then used in Eq. (4) to calculate the theoretical liquid
production rate.

Fig. 5. Feature points extraction. (a) is the displacement curve of the data points. (b) is the slope
curve of the normalized load variation of the data points. (c) is the normalized pump dynamometer
card.

Additionally, by combining the analysis of displacement curve and load slope curve
of pump dynamometer card [15], various physical features are extracted, including
geometric slope, average load, valve displacement, and load. The specific steps are
follows:

Step 1: In Fig. 5(a), starting from the first data point, search for the first point with a
displacement equal to 0, which corresponds to the bottom dead center (D). Also, search
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for the point with the maximum displacement, which corresponds to the top dead center
(U).

Step 2: In Fig. 5(b), identify the point with the maximum slope as K1 and the point
with the minimum slope as K2. K1 is located during the upward stroke loading process,
while K2 is located during the downward stroke unloading process.

Step 3: In Fig. 5(b), starting from point K1, search forward in the data points for the
first point where the slope of the load curve is approximately 0. This point corresponds
to the first local maximum between the upward stroke loading process and the top dead
center (U), and it is referred to as the fixed valve opening point (S1).

Step 4: In Fig. 5(b), starting from point K1, search forward in the data points until the
last point before the topdead center (U)where the slope of the load curve is approximately
0. This point corresponds to the last local maximum between the upward stroke loading
process and the top dead center (U), and it is referred to as the fixed valve closing point
(S2).

Step 5: In Fig. 5(b), starting from point K2, search forward in the data points for the
first point where the slope of the load curve is approximately 0. This point corresponds to
the first local minimum between the downward stroke unloading process and the bottom
dead center (D), and it is referred to as the traveling valve opening point (T1).

Step 6: In Fig. 5(b), starting from point K2, search forward in the data points until
the last point before the bottom dead center (D) where the slope of the load curve is
approximately 0. This point corresponds to the last local minimum between the down-
ward stroke unloading process and the bottom dead center (D), and it is referred to as
the traveling valve closing point (T2).

Step 7: In Fig. 5(c), record the load values of each data point between the fixed valve
opening point (S1) and the fixed valve closing point (S2), and calculate the average load
during the upward stroke.

Step 8: In Fig. 5(c), calculate the difference in displacement between the fixed valve
opening point (S1) and the fixed valve closing point (S2), which corresponds to the
effective stroke during the upward stroke. Also, calculate the difference in displacement
between the traveling valve opening point (T1) and the traveling valve closing point (T2),
which corresponds to the effective stroke during the downward stroke.

These features, along with the theoretical liquid production rate, are combined to
construct the physical feature matrix.

3.3 Data-Driven Model

From formulas (1)–(4) and the process of constructing the physical feature matrix, it can
be observed that conventional production measurement technique involves numerous
assumptions and quantitative analyses. However, during the actual production process
of oil wells, various operating conditions and unpredictable dynamometer card defor-
mations can adversely affect the quantitative analysis of the valve switch points, leading
to deviations in the calculated effective plunger travel. Therefore, the calculation of pro-
duction using empirical formulas or mathematical models inevitably introduces certain
errors, especially under special operating conditions.
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To address this issue, as shown in Fig. 4, this paper adopted a data-driven model to
extract deep features from the dynamometer card and utilizes an attention mechanism
to effectively integrate the physical and data-driven models.

During the training process of the data model, the dynamometer card Xn is first
passed through an image input module that includes convolutional and pooling layers
for initial image feature extraction:

Xconv = f [conv(Xn ∗ Wc) + b] (8)

Xmap = [max{Xconv}] (9)

where Xconv is the convolutional layer output; Xmap is the pooling layer output; conv(·)
stands for the convolution operation; Wc is the convolution kernel.

Precise prediction of liquid production from dynamometer card images requires
accurate extraction of features, specifically the characteristics embodied in the varia-
tions of valve switch points and curves during the loading and unloading processes.
To overcome the limitations inherent to multi-layer neural networks, like gradient van-
ishing, a residual neural network consisting of multiple residual blocks is designed to
further extract high-dimensional image features.

XL = Xl +
L−1∑

i=l

F(Xi,Wi) (10)

where XL is the characteristic of deep unit L; Xl is the characteristic of shallow element
l; Other symbols have the same meaning as in formula (6).

Then, the featurematrix obtained from the analysis of the physicalmodel is connected
to the data model through fully connected layers. Together, these features are fed into
the attention mechanism module for the final prediction of oil production.

4 Case Study and Results

4.1 Dataset

In this study, production data from a certain oilfield in China were selected as an exam-
ple for experimentation. The sample set consists of 6278 dynamometer cards and cor-
responding production data from 350 sucker rod wells within a period of 30 days.
The dataset was subjected to mathematical and statistical analysis based on different
operating conditions, as shown in Table 1.

Upon observing the sample quantities, it can be seen that the largest number of sam-
ples corresponds to normal operating conditions, followed by insufficient fluid supply
situations. Due to the presence of various types of leakage conditions in pumping unit
wells, such as fixed valve leakage, traveling valve leakage, and piston leakage, and the
relatively low number of samples for each specific condition, the subcategories related
to leakage were merged into one category for statistical analysis.

Based on the distribution of sample production, it can be observed that under normal
operating conditions, the average production of wells is the highest, followed by the
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Table 1. Production statistics under different working conditions.

Normal Insufficient supply Gas influence Pump Hitting Leak All

Count 3232 2251 232 261 302 6278

Mean 35.94 19.91 11.12 12.74 29.96 27.98

Min 3.00 0.57 1.70 0.49 10.77 0.49

25% 21.35 9.73 5.81 8.83 17.73 14.89

50% 29.61 15.84 11.13 14.58 29.16 22.40

75% 45.04 23.78 13.23 16.76 39.04 35.26

Max 213.44 182.23 50.85 22.41 84.44 213.44

Std 21.34 17.24 7.85 5.17 13.55 20.78

Table 2. Model Evaluation Results.

Model RMSE MAPE(%)

Training set Testing set Training set Testing set

Hybrid Model 3.16 2.82 4.31 4.33

DModel 11.35 14.27 14.34 15.26

PModel 4.12 4.45 4.87 5.01

PDModel 3.67 3.54 4.67 4.86

SVM 6.42 6.73 7.16 7.34

XGBoost 5.51 5.82 6.13 6.76

MLP 8.76 9.54 10.43 10.12

leakage condition. This indicates that most wells experiencing leakage have relatively
mild leakage situations and lower leakage volumes. The condition with the lowest aver-
age production is gas influence, as in this oilfield, most wells affected by gas experience
gas lock phenomena, resulting in minimal liquid production.

4.2 Evaluation Metrics

When evaluating regression algorithms, their performance is typically assessed by exam-
ining themagnitude of the differences between their predicted results and the true values.
The most commonly used evaluation metrics for regression models are the Root Mean
Square Error (RMSE) and the Mean Absolute Percentage Error (MAPE).

RMSE =

√√√√√
n∑

i=1
(yi − ŷi)2

n
(10)
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MAPE = 1

n

n∑

i=1

∣∣∣∣
ŷi − yi
yi

∣∣∣∣ · 100% (11)

where y is the true value; ŷ is the predicted value from the model. A larger value for both
RMSE and MAE indicates a larger difference between the predicted results and the true
results of the model, which suggests that the model has lower accuracy in its predictions.

4.3 Performance Verification Based on Ablation Study

Performance verification based on ablation study is a crucial step in assessing the effec-
tiveness and contribution of different components or factors within a machine learning
or deep learning model. In this section, we will conduct model performance testing
and comparisons by employing a hybrid drive model, various ablation models, and
conventional benchmark machine learning models.

The ablation models used in the study include the following:

(1) DModel: This model represents a data-driven approach that solely relies on ResNet
as the primary component for prediction. It utilizes the deep learning to extract
features of dynamometer cards and make predictions.

(2) PModel: In this model, only the physical feature matrix is constructed and fed into
the attention mechanism model for predicting production.

(3) PDModel: This model is a modified version of the hybrid drive model, where the
attention mechanism is removed.

In addition to the ablation models mentioned earlier, this study also includes sev-
eral benchmark models for comparison, predicting the daily fluid production from the
physical feature matrix.. The benchmark models are as follows:

(1) Support Vector Machine (SVM): SVMworks by finding an optimal hyperplane that
separates different classes or predicts continuous values based on the data.

(2) XGBoost: XGBoost is a gradient boosting algorithm which combines the power
of decision trees and gradient boosting techniques to create an ensemble of weak
models that collectively make accurate predictions.

(3) Multilayer Perceptron (MLP): MLP is a type of artificial neural network with mul-
tiple layers of interconnected nodes. It is widely used for various machine learning
tasks, including regression.

The experiment details are as follows: The dataset was divided into a training set
and a test set in a 4:1 ratio, with 4,708 samples in the training set and 1570 samples in
the test set. During the training process, each model underwent a random grid search to
determine the best-performing model. In the testing phase, both the hybrid drive model
and the other six comparative models were evaluated on the test set. The partial fitting
performance of the hybrid model on the test set is illustrated in Fig. 6. The comparison
of fitting between the training set and the test set is depicted in Fig. 7. The specific results
of the ablation study comparison are presented in Table 2.

From Fig. 6 and Fig. 7, it can be observed that the hybrid model demonstrates satis-
factory production prediction accuracy in both the training and test sets. However, there
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Fig. 6. Comparison of actual production and predicted production of hybrid drive model.

are some samples where the model predicts significantly lower production compared to
the actual values. Upon further inspection of these wells, it was discovered that besides
the model error, some wells were operating in a "gushing with pumping" state, where
the surface production rate significantly exceeded the downhole pump’s maximum the-
oretical displacement. This situation deviates from the overall distribution of the oil well
sample set and makes it challenging for the model to predict such high production rates
accurately. Therefore, the model’s prediction accuracy still remains at a high level.

Analyzing the results from Table 2, it can be observed that the hybrid model exhibits
the lowest RMSE and MAPE losses, indicating that the proposed model outperforms
other conventional production forecasting models. The accuracy of the model on the test
set reaches 95.67%, which is at least 2.43% higher than that of the baseline model.

Fig. 7. Training and Test set fit plots.
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Specifically, PDModel ranks second, indicating that the attentionmechanism enables
the hybrid model to better capture the weight relationship between the image feature
matrix and the physical feature matrix, focusing on the most influential features for
production forecasting.

Moreover, compared to the baselinemodels that solely use the physical featurematrix
and exhibit lower accuracy, PDModel leverages Resnet for deep feature extraction from
the dynamometer card images, while PModel incorporates the attention mechanism
to adapt the internal weights of the physical feature matrix, resulting in significantly
improved production prediction accuracy.

It is worth noting that the DModel, which solely uses Resnet for extracting pump
dynamometer card features, performs the poorest. This is because it lacks input of
important production features specific to oil wells, such as stroke count and pump
diameter.

Fig. 8. Histogram of model scores.

4.4 Performance Verification Based on Different Working Conditions

In this section, the hybrid model and baseline models will be used to predict liquid
production in five different operating conditions: Normal, Insufficient supply, Gas influ-
ence, Pump Hitting, and Leak. The goal is to analyze and compare the robustness and
generalization of the hybrid driving model. Detailed information about the dataset has
been presented in Sect. 4.1.

From Table 3, it can be observed that the hybrid driving model exhibits excellent
accuracy in the Normal operating condition. Additionally, in the abnormal operating
conditions, itmaintains an error of less than10%.Compared to the correspondingoptimal
baseline models, it achieves an improvement of around 2% in accuracy, demonstrating
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good generalization and robustness. It is worth noting that although the hybrid model
achieves a relatively high averageMape in the Pump Hitting condition, its RMSE is only
1.72. After observing the distribution of liquid production in the sample of Pump Hitting
conditions in the dataset, it can be found that the overall liquid production of the oil well
under this operating condition is relatively low, with an average value of 12.74 m3/d and
a minimum value of only 0.49 m3/d. Therefore, in cases where the sample size is small
and the average value is low, even if the RMSE is only 1.72, the relative accuracy of the
model prediction will be greatly affected.

Overall, the number of samples for some special operating conditions in the dataset
used is relatively small, which is consistent with the uneven nature of oil well operating
conditions in the actual production process. Even under these conditions, the hybrid
model can still predict oil well fluid production with high accuracy. Therefore, if the
sample is equalized through human operation, the accuracy of the hybrid model will be
significantly improved under special operating conditions. Alternatively, in future work,
it is necessary to consider combining more comprehensive machine learning algorithms
and big data processing techniques to reduce the negative impact of sample imbalance
on the overall performance of hybrid models.

Table 3. Model characteristics under different operating conditions.

Conditions Hybrid Model Best Baseline Model

RMSE MAPE(%) RMSE MAPE(%)

Normal 2.35 1.97 3.37 6.05

Insufficient supply 4.17 5.40 3.89 8.20

Gas influence 2.76 6.31 3.04 7.93

Pump Hitting 1.72 9.38 1.91 11.29

Leak 0.96 7.65 1.23 9.60

5 Discussion and Conclusion

In this paper, a physical-data hybrid-driven liquid production prediction method based
on the attention mechanism is proposed to solve the problem of automatic and accurate
measurement of oil well liquid production. This model fuses the weight relationship of
the dynamometer card image feature and the physical feature matrix, and realizes the
effective combinationof features through the attentionmechanism.This allows themodel
to extract key features from multiple perspectives to better understand the relationship
between well conditions and fluid production. It provides a powerful tool for oilfield
automation management and intelligent development.

In the future work, more machine learning algorithms will be used to solve the
problem that the production prediction of sucker rod wells is greatly affected by the type
of working conditions, so as to achieve ideal accuracy under special working conditions.
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Abstract. Numerical reservoir simulation is an important technology in reservoir
production development, but the computational consumption of numerical simu-
lation is a key factor affecting reservoir history matching, production prediction,
and optimization. By constructing a computationally fast machine learning model
to learn the mapping relationship between reservoir model parameters and pro-
duction data, a maximum alternative to the numerical simulation process can be
achieved to improve the efficiency of reservoir management and decision making.
The current surrogate models of reservoir numerical simulation for large spatial
variables, including permeability and porosity fields, often extract spatial fea-
tures by convolutional neural networks and later use recurrent neural networks
to learn the time-series relationships of production data. In this work, we study
the method using convolutional neural networks to extract spatial parameters of
reservoir models and propose a new module to convert the temporal and spatial
features of surrogate models. By converting the spatial features extracted by con-
volution and adapting the input features and dimensions of the recurrent neural
network, maximum extraction of spatial feature parameters is achieved. The pro-
posed method was verified on a 3D reservoir model, and the results indicate that
the method can enhance the accuracy of the surrogate model.

Keywords: Surrogate model · History matching · Spatial feature ·
Convolutional neural network

1 Introduction

In reservoir production and development, numerical simulation technology is a key
and effective method to simulate the dynamic process of subsurface reservoirs [1, 2]. By
constructingmathematical and physicalmodels, reservoir simulation can assist engineers
in understanding the physical parameters and fluid flow patterns of subsurface reservoirs,
and developing development plans and managing reservoirs [3]. Reservoir numerical
simulation has been widely used in automatic history matching, production forecasting,
production optimization, and other processes, and has demonstrated its great advantages
[4–8].
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However, reservoir numerical simulation involves solving partial differential equa-
tions, and the process is computationally expensive. For real reservoir models with mil-
lions of grid blocks, a single numerical simulation process can even take several hours.
For automatic history matching, reservoir model parameters need to be adjusted many
times to fit the historical observations (e.g., oil/water/gas production rate, bottom-hole
pressure) [9, 10]. If the observations are matched well, the reservoir model is regarded
as the closest to the real reservoir. Then, the calibrated model is reliable for production
forecast and optimization. The process always requires thousands of numerical simula-
tions and is even more computationally expensive, which greatly affects the efficiency
of the decision-making for oilfields.

In order to speed up the process of reservoir history matching, surrogate modeling
was proposed [11–13]. The surrogate model approach is based on machine learning
to train a black box model with the samples of the input and output. The model can
discover the complex nonlinear relationship between reservoir parameters and the simu-
lation results. Given the input, the surrogate can estimate its corresponding output. In this
paper, we are concerned with data-driven surrogates based on artificial neural networks
(ANN). The surrogate models can be mainly categorized into online and offline models
[14–16]. The key reason for using the online models is the low accuracy of the surro-
gates (e.g., the radial basis function model, and K-nearest neighboring model), which
requires lots of samples in the optimization to retrain the surrogate model and improve
its accuracy. Nevertheless, the offline method mainly relies on the performance of deep
learning models, which only train the model once with samples and no further training
subsequently. With the rapid development of machine learning and neural networks,
deep learning methods have a stronger approximation ability for complicated problems
and wider applicability [14–19].

For surrogate models of history matching, the inputs are the uncertain parameters of
reservoir models and the outputs are well production data. The parameters for reservoir
models are often high-dimensional because they are related to the number of grids, which
can reachmillions. It is still a challenge to extract the features of high-dimensional model
parameters and predict their corresponding production data.

In this paper, a feature extraction approach combining convolutional neural net-
works (CNN) [20] with recurrent neural networks (RNN) [21] is proposed for high-
dimensional reservoir model parameters for history matching. The method first extracts
reservoir spatial features by the CNN and residual blocks and then the spatial features
are input into the RNN to predict the production dynamic data of the reservoir. In order
to suit high-dimensional model spatial features, we propose a new spatial and temporal
transformation module to retain the spatial features of reservoir model parameters to the
maximum extent possible. The proposed method was tested in a 3D reservoir model,
and the results show that the method effectively can process the spatial characteristics
and enhance the accuracy of the surrogate.

The remainder of the paper is structured as follows. Firstly, the surrogate model
based on CNN and RNN is introduced in Sect. 2.1. Then, the proposed transformation
module for the spatial and temporal features is presented in Sect. 2.2. After that, a case
is used to demonstrate the efficiency of our approach in Sect. 3. Lastly, the conclusions
and discussion are given in Sects. 4.
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2 Methodology

The structure of the surrogate model for history matching is first introduced in this
section. The basic modules of the surrogate model include CNN and RNN. Then, the
proposed method for extracting the spatial features of the reservoir model is presented.

2.1 Surrogate Model Based on CNN and RNN

A surrogate model is a model that replaces a time-consuming numerical simulator. For
history matching, e.g., matching production data of oil and water wells, the inputs and
outputs of the proxymodel are based on the inputs and outputs of the numerical simulator.
In this paper, we consider surrogate models for predicting the production data of oil and
water wells with time-series characteristics. The architecture of the surrogate mode is
mainly referred to [14–16]. The relationship f between the input m and output d using
the surrogate model is given by:

f : m → d (1)

where m ∈ Rnx×ny×nz×nf denotes the model parameters; d ∈ Rnt×npf denotes the pro-
duction data including injection and production wells; nx , ny, and nz are the number
of grid blocks in the x, y, and z-direction of the model; nf denotes the type number of
model parameters (parameters that rely on grid blocks are considered in this paper, for
example, the permeability, porosity, net-to-gross.); nt denotes the number of timesteps;
npf denotes the type number of production data in a timestep.

The surrogate model includes two main modules, Module 1 based on CNN, and
Module 2 based on RNN. CNN is utilized to process the spatial features of reservoir
parameters, as depicted in Fig. 1. The model parameters are input into CNN to extract
features. In the last layer of the CNN, the spatial features can be obtained using the global
average pooling. RNN including the long short termmemory (LSTM) [22] and the gated
recurrent unit [23] can be used to capture the temporal features of production data, as
shown in Fig. 2. The spatial features are repeated to fit time steps of the production data
to input into the RNN. After the RNN, the linear layer is added to connect the output
of the RNN and the production data. The red dashed box in Fig. 1 and Fig. 2 represents
the module for the transformation of the spatial and temporal features. For the surrogate
model, this transformation module is very significant because it affects the transfer of
information about the spatial characteristics of the reservoir model, which in turn affects
the final prediction performance.

2.2 Proposed Transformation Module for the Spatial and Temporal Features

In our experiments, we found the transformation module in Fig. 1 and Fig. 2 (marked by
the red dashed box) can obtain good results but not the best results for some problems.
One of the key reasons is that the final global average pooling of the CNN reduces the
parameters while losing some spatial knowledge information of the reservoir model.
Thus, we propose a new transformation module to replace the parts in the red dashed
box, as shown in Fig. 3.
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Fig. 1. Module 1 for extracting spatial features of the model parameters.

Fig. 2. Module 2 for processing temporal features of production data.

An adaptive channel module is constructed to make the size of the output of CNN
match the timesteps. The number of the channel c in the adaptive channel module can
be calculated by:

c = int(c−1/nt + 1) × nt (2)

where int denotes rounding the value, and c-1 represents the channel of the last layer for
the CNN.

After that, the output of the adaptive channel module is flattened to get the spatial
features. The spatial features are then reshaped to equal the number of time steps of the
production data. The difference between the proposed adaptive module and the previous
surrogate model is whether the spatial feature information is distributed to each time-
step feature is the same (after the reshape operation). If the input features are different
at each time step, then it is more suitable for RNN training and prediction.

In order tomake thismachine learningmodelwith stronger approximation capability,
it is usually necessary to use more network layers and increase the number of trainable
parameters. But as the number of network layers increases, the performance of the
surrogate model may even decrease. Thus, to further enhance the effect of the surrogate,
the residual block is used in themodule, as presented inFig. 4. The residual block includes
the convolutional neural networks, batch normalization [24], and the rectified linear units
(ReLU) [25]. The feed-forward of the neural network module is performed through two
branches and the input data x is also added behind the final batch normalization layer.
For more details, please refer to [16, 26].
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Fig. 3. The proposed module for the transformation between the spatial and temporal features.

Fig. 4. Structure of the residual block in the module.

3 Case Study

3.1 Reservoir Model

We tested the proposed surrogate model on the Brugge case [27]. This model is a bench-
mark to analyze and verify the efficiency of waterflooding optimization and history-
matching methods. The Brugge model has a grid of 139 × 48 × 9, as presented in
Fig. 5. There are 10 injection wells and 20 production wells. The production duration is
10 years, which is divided into 253 timesteps. The uncertain parameters in historymatch-
ing include permeability, porosity, and net-to-gross thickness ratio. These parameters are
the inputs of the surrogate model. The outputs of the surrogate include the bottom-hole
pressure of 10 injection wells and the water production rate and oil production rate of
20 production wells (a total of 70 indexes).

A data-driven proxy model is used to predict the production performance of this
reservoir. The model has a dimensionality of 30024 for the uncertainty parameters and
17710 for the output production data. The high dimensionality of this problem makes it
more difficult for traditional surrogate models, including polynomial regression, kriging
methods, radial basis neural networks, etc.
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Fig. 5. Brugge reservoir model.

3.2 Parameter Setting

There are 2000 samples generated to test the surrogate model, 1600 samples are formed
as the training set and 200 samples as the validation set, and 200 samples are as the
testing set. Figure 6 shows the model parameters in the samples. Each column in Fig. 6
denotes a sample and each row denotes a type of parameter. From top to bottom are
net-to-gross, permeability in x, y, and z directions, and porosity. Only the first layer
of the simulation model is shown here. Figure 7 shows the range of production data
of the samples. The first 7590 data are the bottom-hole pressures of the production and
injection wells, the 7590–12650 data are the oil production rates of the production wells,
and the 12650–17710 data are the water production rates of the production wells. For
the training of the surrogate, the training epochs are 100. The learning rate is 0.003 and
is set to decrease adaptively. The batch size is set to 16.

Fig. 6. Model parameters of the training samples. Each column denotes a sample and each row
denotes a type of parameter. From top to bottom are net-to-gross, permeability in x, y, and z
directions, and porosity. Only parameters of the first layer of the model are given.
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Fig. 7. Range of production data in the training samples (a total of 17710 data (253 × 70)).

3.3 Results

We compared the proposed surrogate model (CNN-RES-TS) with the surrogate with
only the CNN (CNN) and the surrogate with the CNN and residual block (CNN-RES).
We used the means square error (MSE) and coefficient of determination (R2) to measure
the prediction error for the three surrogate models. The MSE can be represented by:

MSE = 1

N

N∑

i=1

(yi − y
∧

i)
2 (3)

where N refers to the number of samples, yi indicates the surrogate prediction and y
∧

i
represented sample data.

The R2 can be represented as:

R2 = 1 −

N∑
i=1

(
yi − y

∧

i

)2

N∑
i=1

(
yi − yi

)2
(4)

where yi represents the sample.
Figure 8 presents the MSE of the three surrogates in the training, validation, and

testing set. Figure 9 shows the coefficient of determination (R2) for three methods. The
smaller theMSE and the larger the R2 indicate the better the surrogate model. The results
show that CNN-RES-TS has the fastest convergence for both MSE and R2 and the final
value is the best. Faster convergence of the surrogate model means less training time, so
the time consumption for building the surrogate model can be greatly alleviated.

Figures 10, 11, and 12 show the prediction results in the testing set for three methods.
Comparing CNN and CNN-RES, CNN-RES obtained better prediction results for the
production data index 15000–17710. This indicates that the residual block can enhance
the generalization of the surrogate. Comparing CNN-RES and CNN-RES-TS, CNN-
RES-TS can obtain a better prediction (especially for the production data index 15000–
17710). This indicates that the proposed transformation module can better extract the
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spatial features of reservoir model parameters, and thus enhance the prediction accuracy
of the surrogate.

Fig. 8. Mean square error (MSE) for the training set, validation set, and test set.

Fig. 9. Coefficient of determination (R2) for the training set, validation set, and test set.

Fig. 10. Comparison between the surrogate prediction using CNN and the sample. The red line
denotes the sample and the blue dashed line refers to the prediction. Three random samples in the
test set are shown.
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Fig. 11. Comparison between the surrogate prediction using CNN-RES and the sample. The red
line denotes the sample and the blue dashed line refers to the prediction. Three random samples
in the test set are shown.

Fig. 12. Comparison between the surrogate prediction using CNN-RES-TS and the sample. The
red line denotes the sample and the blue dashed line refers to the prediction. Three random samples
in the test set are shown.

4 Conclusions and Discussion

In this work, we present a new spatial feature extraction module for reservoir model
parameters for the surrogate model. The method contains an adaptive channel module
and the corresponding spatial feature transformation method. The method was tested
and analyzed on a 3D reservoir model, and the results indicate that the proposed fea-
ture extraction approach can enhance the prediction accuracy of the surrogate model
and provide a reference for the research of surrogate modeling for reservoir numerical
simulation. The module proposed in this paper is adaptive and has no parameters that
can be set, thus making it easier to build agent models. The main reason for the sur-
rogate model approach, which is still not widely applied in actual oil fields, is that the
surrogate model approach requires engineers with a high level of theoretical approaches
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to machine learning and neural networks. Also, the complexity of production data and
reservoir properties can affect the effectiveness of the surrogate model.

In the current research on surrogate models of reservoir numerical simulation, there
aremany types of surrogatemodels. It is still a challenge to determine a suitable surrogate
model for a specific problem and to explain the mechanism behind them. The parameters
of the surrogate model need to be adjusted many times to achieve a satisfying result. This
process is very tedious and time-consuming and requires specialized domain knowledge
in machine learning, which is still challenging for some reservoir engineers. In terms of
surrogate models applied to problems of reservoirs, future research directions include
interpretability, hyper-parameter optimization, and automatic design of architectures for
surrogate models.
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Abstract. This study focuses on the application of modern artificial intelligence
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we constructed a unified drilling status dataset, introduced a more scientific eval-
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1 Introduction

With the rapid development of modern artificial intelligence technology, the recognition
of oil drilling status has become a hot topic of research. To ensure the safety and efficiency
of the drilling process, this paper aims to explore the use of artificial intelligence algo-
rithms, such as machine learning and deep learning methods, to provide new solutions
for the recognition of oil drilling status. Despite many recent studies attempting to use
artificial intelligence technologies like decision trees [1], support vector machines [2],
and deep learning for condition recognition, these studies have certain limitations in eval-
uation methods and applications. This paper aims to address these limitations, proposing
more scientific evaluation criteria and building a unified drilling status dataset.

Firstly, this paper will introduce a new drilling status dataset, which covers various
types of status information, providing a solid foundation for the application of artificial
intelligence algorithms. Drawing on the classic ImageNet [3] dataset in the field of com-
puter vision, we hope to provide a shared, standardized data foundation for researchers
in the field of oil drilling status recognition through the construction of this dataset,
thereby promoting algorithm innovation and development.

Secondly, to address the limitations of existing research in evaluation methods, this
paper will use a more scientific evaluation standard, namely the F1 score [4]. The F1
score combines precision and recall, enabling amore comprehensive evaluation ofmodel
performance. Comparing various algorithms on a unified drilling status dataset, we will
be able to gain a deeper understanding of the strengths and weaknesses of various
methods, providing more valuable guidance and insights for the field of oil drilling
status recognition.

Based on a unified dataset and evaluation standards, this paper will comprehensively
assess and improve existing oil drilling status recognition methods. After conducting a
detailed empirical analysis of various algorithms, this paper will propose an optimized
algorithm for oil drilling status recognition, aiming to achieve high-precision condition
prediction, thus enhancing the safety of the drilling process.

In conclusion, thework of this paperwill provide a powerful inspiration and guidance
for the future development of oil drilling status recognition research.We believe that with
the continuous innovation and application of artificial intelligence technology, the field
of oil drilling will welcome a safer and more efficient development. By analyzing the
characteristics of various conditions and designing corresponding artificial intelligence
algorithms based on these characteristics, this paper will help to further advance the
research on oil drilling status recognition, providingmore effective and reliable solutions
for future practical applications.

2 Drilling Status Dataset

2.1 Collection of Drilling Status

The dataset is collected from real logging data in the Engineering Intelligent Support
Center (EISC) system, downloaded through the EISC data lake, and provided by the
Xinjiang Oilfield Engineering Institute and the Junggar Project Department in three
ways: collecting design documents, logs, well histories, logging, well testing and other
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data. Data from 23 completed wells in different regions was collected, and the DDR
drilling status intelligent recognition system was used to complete the structuring and
standardization of the logs; the DDR accident complexity intelligent recognition system
was used to identify and construct a complex accident ledger. The data were categorized
according to 9 normal drilling statuses including drilling, circulation, reaming, and cas-
ing, and calibrated by specialized experts. A total of 224,781 status data records were
processed, with 153,776 valid data records (excluding status data with empty features in
any field). To ensure the accuracy of the status labels, the data annotation was performed
by five field experts, and the final drilling status label was determined by majority vote.
This dataset can be used by researchers to study and develop intelligent engineering
operation support systems.

2.2 Analysis of Drilling Status Dataset

This drilling dataset includes nine drilling statuses: composite drilling, casing running,
back reaming, directional drilling, drilling down, circulation, single joint connection,
pulling out of hole, and. The specific statistics for each drilling status are shown in Fig. 1:
among them, composite drilling is the most common, and reaming data is relatively less.

Fig. 1. Statistics of different drilling status in the drilling data set

In all drilling status data, there are 17 key features (units in parentheses): torque
(kN·m), total pit volume (m3), weight on bit (kN), inlet flow rate (L/s), rotary table
speed (rpm), outlet flow rate (L/s), delayed drilling depth (m), standpipe pressure (MPa),
well depth (m), number one pump stroke (spm), drill bit position (m), outlet flow rate
percentage (%), number two pump stroke (spm), number three pump stroke (spm), hook
load (kN), hook height (m), and casing pressure (MPa). These features, which origi-
nate from historical manual drilling status judgments, are of crucial value for drilling
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status recognition. This study will use these features to apply artificial intelligence algo-
rithms to predict drilling status categories, aiming to improve recognition accuracy and
practicality.

3 Drilling Status Recognition Tasks and Experiments

In the previous section, we introduced the drilling status dataset. In this section, we
introduce the task of drilling status recognition into the field of machine learning, thus
achieving more efficient and accurate recognition. For this task, we will outline the
basic processes involved and describe the core steps of machine learning in handling
classification tasks. This paper will focus on using the proposed dataset to evaluate
different machine learning algorithms, analyze, and propose future research directions.

3.1 Overview of Machine Learning Algorithm Development

Drilling status recognition, as a classification task, aims to use machine learning algo-
rithms to automatically recognize different drilling statuses. Based on this goal, we can
divide the entire processing flow into the following key steps, as shown in Fig. 2:

1. Data Preparation: First, the drilling status dataset needs to be preprocessed, including
data cleaning, handling missing values, outlier processing, and feature engineering,
etc., to ensure data quality and usability.

2. Feature Selection: After data preprocessing, it is necessary to determine the most
representative and discriminative features for the specific classification task through
feature selection techniques to improve the performance of the classification model.

3. Model Selection and Training: Next, according to task requirements and data char-
acteristics, select an appropriate machine learning algorithm, and use the training
dataset to train the model to learn the association between features and drilling status
categories.

4. Model Evaluation and Optimization: After model training, predict the test dataset
to evaluate the model’s performance. If the evaluation results are unsatisfactory, the
model can be adjusted and optimized to improve classification accuracy.

5. Application and Deployment: After the above steps, when a classification model that
meets the requirements is obtained, it can be deployed in actual drilling scenarios to
achieve automatic recognition and monitoring of drilling statuses.

Based on the above process, this paper summarizes and organizes the drilling status
recognition task. In this task, our goal is to predict the corresponding drilling status
category based on the input drilling status data. Specifically, the input data includes a
series of key features during the drilling process, such as torque, total pit volume, weight
on bit, etc. The model generates the corresponding drilling status category as output by
analyzing these features.

3.2 Drilling Status Recognition Algorithm

The purpose of this paper is to explore the performance of different machine learning
algorithms in the task of drilling status recognition. Therefore, this study will select
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Fig. 2. Diagram of machine learning algorithm development for drilling status recognition

various commonly used multi-classification machine learning algorithms for experi-
mentation, including: Logistic Regression (LR) [5], Support Vector Machine (SVM)
[6], K-Nearest Neighbors (KNN) [7], Decision Tree Classifier (DTree) [8], Random
Forest Classifier (RTree) [9], Multilayer Perceptron (MLP) [9], Gaussian Naive Bayes
(GauNB) [9], AdaBoost Classifier (AdaB) [10], Gradient Boosting Classifier (GradB)
[11].

In order to further improve the performance of status prediction, this paper introduces
ensemble learning methods [12]. Ensemble learning is a strategy of combining multiple
weak classifiers to form a strong classifier. In this research, we select models that have
performed well in previous experiments as sub-models and construct a Voting Classi-
fier to implement ensemble learning. The core idea of ensemble learning is to make
the final prediction more stable and reliable by synthesizing the prediction results of
multiple models. Ensemble learning has the following advantages: it reduces the risk of
overfitting; improves prediction accuracy; enhances model stability; and handles diverse
data.

In this paper, we construct a voting classifier by integratingmultiple well-performing
sub-models into a powerful classifier. This method is expected to improve the predic-
tive performance of the drilling status recognition task, providing more reliable status
recognition results for practical applications.

First, we need to preprocess the data. As the units among different features in the
status data are different, we need to normalize the data before training. After normal-
ization, the data will be in a unified scale range, which will help to improve the training
effect and performance of the model.

Next, we will use the processed data to train various algorithms and evaluate the
training results. In past research, the evaluation indicator usually used was accuracy.
However, accuracy does not fully reflect the performance of the model in classification
tasks. Therefore, this paper introduces the F1 score as the evaluation criterion.

The F1 score is the harmonicmean of Precision andRecall. Comparedwith accuracy,
the F1 score has the following advantages: first, the F1 score takes into account both the
precision and recall of the model, which makes the model have better evaluation effect
when dealing with imbalanced datasets; second, the F1 score can calculate evaluation
indicators for each category separately in multi-category classification problems, and
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then give an overall performance evaluation. In summary, the F1 score is a more com-
prehensive and robust evaluation indicator, which helps to understand the performance
of different machine learning algorithms in the drilling status recognition task.

3.3 Experiment Analysis

Table 1. Prediction results for different machine learning algorithms

Algorithm F1 Score % (↑) Accuracy % (↑)
LR 96.2 96.1

SVM 97.2 97.2

KNN 97.6 97.7

DTree 98.4 98.4

RTree 99.0 99.0

MLP 97.5 97.5

GauNB 72.9 70.6

AdaB 62.3 67.2

GradB 98.8 98.8

Voting Classifier 98.1 98.1

Which Algorithm Performs Better?
In the experiments of different machine learning algorithms in the drilling status recog-
nition task, we obtained the F1 scores and accuracy results as shown in Table 1. The
analysis is as follows:

Random Forest and Gradient Boosting Classifier performed outstandingly in this
experiment, with high F1 scores and accuracy, indicating that these two algorithms
have strong predictive ability when dealing with the drilling status recognition task. The
performance of Decision Tree is also relatively good, with high F1 scores and accuracy,
which can be used as an alternative plan for further optimization and adjustment. Logistic
Regression, Support Vector Machine, and K-Nearest Neighbors algorithms performed
moderately. Although they may not meet the prediction requirements in this experiment,
they may still have certain application value in specific scenarios. The performance of
Multilayer Perceptron is close to K-Nearest Neighbors, but slightly inferior to Decision
Tree, RandomForest, andGradient BoostingClassifier. In practical applications, you can
try to adjust its parameters to improve prediction performance. Gaussian Naive Bayes
and AdaBoost classifiers performed poorly in this experiment, with low F1 scores and
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accuracy. In the drilling status recognition task, these two algorithms may not be the
best choices.

Is Ensemble Learning Useful?
The Voting Classifier, as a method of ensemble learning, performed well in the experi-
ment, with both F1 scores and accuracy reaching 98.1%.Although in this experiment, the
performance of the Voting Classifier was slightly lower than that of the Random Forest
and Gradient Boosting Classifier, it still demonstrated significant predictive capability.

The advantage of ensemble learning methods is that they integrate the prediction
results of multiple sub-models, reducing the risk of overfitting of a single model, thereby
enhancing the generalization ability of the model. The predictive performance of the
Voting Classifier is influenced by the performance ofmultiple sub-models, so in practical
applications, attempts can be made to optimize and adjust the sub-models to further
enhance the predictive capability of the Voting Classifier.

In summary, although the performance of the Voting Classifier in this experiment
was slightly lower than that of the Random Forest and Gradient Boosting Classifier, as
an ensemble learning method, it still demonstrated high predictive performance. Future
research could consider further optimization and adjustment of the sub-models of the
Voting Classifier, to further improve the accuracy and practicality of drilling status
recognition.

Does Different Features Have Different Impacts on the Model?
Indeed, feature selection has a significant impact on the performance of the model. By
selecting appropriate features, the complexity of the model can be reduced, computa-
tional costs can be minimized, and prediction accuracy can be improved. Therefore,
feature selection can be an important direction for future research. This article mainly
presents a dataset suitable for various condition predictions, proposes a condition pre-
diction task, and tests the performance of commonly used machine learning algorithms
on the proposed dataset and tasks, so no special operations for feature selection were
conducted. Subsequent research can explore how to select features that are more suit-
able for predicting all conditions. Furthermore, for different machine learning models,
researchers can also try to carry out targeted feature selection tomaximize the advantages
of each model and further improve prediction performance.

In summary, feature selection is of significant importance in the task of drilling status
recognition. Future research can explore frommultiple perspectives how to choose more
representative features to improve the predictive performance and practicality of the
model.

4 Future Direction

While the prediction accuracy has already reached about 99%, there are still some
research directions worth exploring in the field of drilling condition recognition:

1. Feature engineering: Although the existing features have achieved good prediction
results, the feature set can still be optimized to enhance the model’s generalizabil-
ity through further feature engineering, such as feature selection, dimensionality
reduction, and feature construction.
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2. Model fusion: Try to fuse different types of models, such as stacking, Bagging, and
Boosting methods, to enhance the model’s stability and generalization performance.

3. Online learning and incremental learning: Drilling condition data may change over
time. Researching online and incremental learning methods can enable the model to
continuously update and optimize on new data, improving prediction capabilities.

4. Anomaly detection and handling: Anomalies may occur during the drilling process,
and these anomalies may affect the prediction performance of themodel. Researching
anomaly detection and handling methods can enhance the model’s robustness when
facing abnormal data.

5. Interpretability research: Improve the interpretability of the model, helping engineers
understand the reasons for the model’s predictions, thus providing more targeted
suggestions for drilling operations.

By exploring these research directions, the field of drilling condition recognition
will continue to develop in the future, providing higher quality prediction and decision
support for the drilling industry.

5 Conclusion

This paper introduces a brand-new drilling condition dataset and standardizes the task of
condition recognition prediction. Based on the proposed dataset and tasks, we evaluated
a variety of different machine learning algorithms and conducted a detailed analysis of
the prediction performance of each algorithm. This research result provides a benchmark
for subsequent researchers to facilitatemore in-depth discussions in the field of condition
recognition.

Through experiments and analysis of different machine learning algorithms, we
revealed the strengths and weaknesses of each algorithm in the task of drilling condi-
tion recognition. In addition, we introduced ensemble learning methods and improved
prediction performance by combining multiple excellent sub-models into a voting
classifier.

This research not only provides a new data foundation and prediction standard for
the task of drilling condition recognition but also provides useful insights for researchers
in related fields. Future research can continue to explore more advanced machine learn-
ing algorithms and optimization techniques based on this paper, thus achieving more
significant results in the field of drilling condition recognition. We hope this research
can provide strong support for actual drilling operations and contribute to improving
drilling efficiency and safety.
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Abstract. The theoretical regulation of production parameters in oil production
engineering plays a significant role in the management of beam pumps. However,
it falls short in identifying the inherent relationships among historical production
data, thus failing to address the problem at its core. Valuable information can be
extracted from historical well experiences through data mining techniques, offer-
ing new insights for adjusting production measures. To achieve this objective, an
analysis is conducted to explore the factors and patterns influencing the exemption
period of oil wells. Various methods, including expert experience and correlation
analysis, are employed to process and selectively identify relevant features. Draw-
ing upon the principles of oil production engineering and leveraging advanced big
data processing techniques, these features are encoded to construct a compre-
hensive sample set that represents long-life wells. Subsequently, association rule
mining is applied to uncover frequent patterns exhibited by these long-life wells.
By setting a minimum support threshold of 0.01, the mining process encompasses
a substantial dataset comprising over 1700 wells, leading to the discovery of more
than 100meaningful association rules. These rules are further prioritized and visu-
alized based on their lift values, providing valuable insights into the experiential
knowledge base related to effective measures for long-life well patterns. Conse-
quently, this knowledge base becomes an invaluable asset, offering support for
informed decision-making in terms of production parameter control and aiding in
the development of scientifically guided production strategies.
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1 Introduction

As the primary production equipment for domestic oil wells, beam pumps play a cru-
cial role in petroleum production. However, issues such as rod parting, pump leakage,
rod deviation and wear, and wax deposition significantly reduce the exempt period of
beam pumps [1]. Therefore, it is of great significance to explore the intrinsic factors
and patterns that affect the exempt period of oil wells, and provide corresponding rec-
ommended measures. This can effectively reduce the workload and extend the exempt
period, contributing to improved operational efficiency.

The underground structure of oil wells is complex and constantly changing, with
strong coupling of production parameters. The maintenance and management of beam
pump wells lag behind, and there is an urgent need for production experience-supported
information decision-making. Traditional methods for extending the exempt period are
often based on empirical knowledge, without extensive utilization of historical real-
time data feedback from well production. As a result, it is difficult to track the dynamic
information of well production and identify the mixed effects caused bymultiple factors.
The perspective is limited to single-type problems. For example, in addressing the issue
of rod wear, a directional lifting system was designed for a specific well, and no-rod
lifting technology was adopted, which fundamentally solved the problem of rod wear
[2]. However, this lifting system technology was designed based on the characteristics
of a single block, and it has limitations and is difficult to be widely applied.

The advent of the era of big data in the petroleum industry has provided a vast stage
for the application of data mining techniques. Accumulating massive historical data
during long-term oil well development allows for the use of data mining techniques to
process and analyze this data, uncovering valuable insights and experiences embedded
within. Association rule mining, as one of the representative techniques in data mining,
has made significant advancements in various areas such as disease recognition, drug
prediction, and risk prediction of unsafe behaviors [3–5]. In this context, leveraging
the mining capabilities of association rule algorithms for intrinsic factors of features
promotes the deep integration of petroleum big data mining technology. To achieve this,
a long-life well sample library was created based on historical production data from
oil wells, combining expert experience with data processing techniques. By applying
association rule mining algorithms, a frequent pattern library for long-life wells was
constructed, and visual analysis was conducted on these frequent patterns.

The organizational structure of this paper is presented as follows: Sect. 2 introduces
the methods for processing and selecting data features, as well as the techniques for
association rule mining. Section 3 focuses on the frequent pattern mining of long-life
wells in a specific oilfield, analyzing and discussing the frequent patterns and associated
rules within these patterns. Section 4 presents the conclusions of the study and provides
prospects for future research endeavors.
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2 Preparation of the Sample Set for Beam Pump Well Exemption
Period

2.1 Construction of Relevant Indicators System for Well Design

In response to the requirements of well design tasks, a comprehensive indicator system
tailored for well design was developed by integrating expert knowledge. This indicator
system consists of six major categories and includes over 100 parameters. The data
sources for each parameter were identified, and a corresponding database was designed.
The details of this indicator system are presented in Table 1.

Table 1. Presents the corresponding database for the well design study.

Basic
Information

Geological
Data

Fluid Data Mechanical
and
Production
Data

Production
Data

Operation Data

Well
Number
Production
Date
Oil (Gas)
Field
Block Unit
Unit Name
Well Type
Lifting
Method
…

Reservoir
Type
Exploitation
Layer
Effective
Thickness
Saturation
Pressure
Formation
Temperature
Layer
Porosity
Layer
Permeability
Layer
Saturation
…

Crude Oil
Viscosity
Volume
Coefficient
Water
Mineralization
Formation
Water Type
Freezing point
Wax
Appearance
Temperature
Wax Content
Gas-Oil Ratio
…

Structure
Data
Tubing Data
Sucker Rod
Data
Pump Data
Supporting
Data
Pump Jack
Data
Wellhead
Data
Production
Parameters
…

Daily Water
Cut
Dynamic
Liquid Level
Submergence
Depth
Pump
Efficiency
Power
Consumption
System
Efficiency
Indicator
Diagram
Oil Pressure
…

Pump Testing
Period
Exemption
Period
Operation
Time
Repair Causes
Construction
Type
Failure Point
Description
…

Combining expert experience, a total of 15 features were selected for the oil well,
including reservoir type, sand production, scale deposition, wax deposition, daily fluid
production, normal water cut, dynamic liquid level, pump depth, submergence depth,
stroke times, pump position wellbore inclination angle, salinity, crude oil viscosity,
freezing point, and pump Size.

2.2 Data Integration and Standardization

Based on the operation big data of the pumping unit wells, standardized processing
was carried out to address issues such as multiple data sources, varying frequencies,
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and mixed data types. This included the fusion of multi-source data, integration of data
with different frequencies, and digitization of text-based data indicators. As a result, a
standardized operation big data set for pumping unit wells was prepared. Refer to Table 2
for details.

Table 2. Operational sample set of beam pumping wells.

Well Number
Reservoir

Category
Sand

Depth
Pump

Diameter
Pump

Efficiency
Water

Stroke Stroke
Count

1 Fault Block No
Sanding

2000 44 53 3.05 2.4

2 Medium to
High
Permeability

Slight
Sanding

1999 44 95 3.76 3

3 Medium to
High
Permeability

Slight
Sanding

2003 44 96 3.71 2.2

4 Complex Fault
Block

No
Sanding

2100 44 95 3.88 2

5 Complex Fault
Block

No
Sanding

2000 44 68 3.41 2

6 Complex Fault
Block

No
Sanding

2002 44 21 3.85 2.7

7 Complex Fault
Block

Severe
Sanding

2007 38 98 2.96 2.5

2.3 Correlation Analysis

When two variables change in some degree as a result of each other’s variations, we say
they have correlation. Therefore, before data mining, analyzing the correlation between
features and removing weakly correlated features can not only reduce workload but also
improve model accuracy.

Common methods for correlation analysis include Pearson correlation coefficient,
Spearman correlation coefficient, and Kendall correlation coefficient [6–8].

Pearson correlation coefficient formula:

ρX ,Y = cov(X ,Y )

σX σY
= E(X i − μX )E(Y i − μY )

σX σY
(1)

where Xi and Yi represent the values of the i observation, μX and μY are the means of
variables X and Y respectively, and QX and QY are the standard deviations of variables
X and Y respectively.
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Spearman correlation coefficient formula:

ρ = 1−
6

n∑

i=1
d2
i

n(n2 − 1)
(2)

where di represents the rank differences between the i variable Xi and Yi, i.e., Xi - Y i,
and n represents the sample size.

Kendall correlation coefficient formula:

τ = 2

n(n− 1)

∑

i<j

sgn
(
xi − xj

)
sgn

(
yi − yj

)
(3)

where sgn(xi-xj) and sgn(yi-yj) represent the signs of rank differences between the i and
j observations for variables X and Y respectively, and n represents the sample size.

The Pearson correlation coefficient is commonly used for linear correlation analysis,
theKendall correlation coefficient is often used for comparing ordinal correlations, while
the Spearman correlation coefficient can reflect both linear and nonlinear relationships
between features. Therefore, Spearman correlation coefficient was chosen to analyze the
relationship between features and the maintenance period, and the resulting correlation
analysis is shown in Fig. 1.

Fig. 1. Spearman correlation analysis graph.

According to the correlation analysis graph in Fig. 1, it can be observed that the
features affecting the maintenance period are, in sequence, Salinity, pump depth, and
crude oil viscosity. Submergence and scaling condition have insignificant impact on the
maintenance period.
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3 Measures Recommendation Design for Long-Life Wells Based
on Association Rules

3.1 Association Rule Mining Algorithm

Data mining algorithms can be used to discover frequent item-sets and association rules.
In order to perform effective clustering, the A-priori algorithm [9–11] is employed for
association rule mining. The strength of each rule is evaluated based on indicators such
as support, confidence, and lift.

The A-priori algorithm generates frequent item-sets through the process of joining
and pruning. The generated frequent item-sets are then used to generate association rules.
As shown in Fig. 1, which illustrates the process of association rulemining, the algorithm
starts by generating candidate item-sets (C1) based on the item categories in dataset D.
Items below a certain threshold are removed, resulting in frequent 1-itemsets (L1). L1
is then combined to form 2-itemsets, generating candidate 2-itemsets (C2). Similarly,
items below the threshold are removed to obtain frequent 2-itemsets (L2). This process
continues, with L2 being combined to form 3-itemsets and generate candidate 3-itemsets
(C3). Again, items below the threshold are removed to obtain frequent 3-itemsets (L3).
Finally, the items contained in L3 are permuted and combined to form antecedents and
consequents. Support, confidence, and lift are calculated for each rule (A1, A2, A3)
based on the relationships between the antecedents and consequents (Fig. 2).
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Fig. 2. Illustrates the concept of association rule mining.
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3.2 Preparation of Long-Life Well Measures Knowledge Base

The process measures supporting long-life oil wells in each block were statistically
analyzed, and an association rule mining algorithm was used to create a process library
for long-life wells. By setting the minimum support threshold to 0.01, a total of 104
frequent patterns for long-life wells were obtained, as shown in Table 3.

Table 3. Library of frequent patterns for long-life wells.

rules frequent item-sets

1 � Stroke * Stroke per Minute [>15]
�Wax Deposition Condition [No wax]
�Well Reservoir Type [Medium to high permeability]
�Water cut [>95]
� Pump Size [56 57]
� Dynamic Fluid Level [634–889]
� Salinity [0–10000]
� Angle of Inclination [0–15]
� Scaling Condition [Slight scaling]
� Crude Oil Viscosity [1000–10000]
� Sand Production Condition [Slight sand production]
� Submergence [100–300]
� Daily Fluid Production [30–80]
� Freezing point [null]
� Pump Depth [800–1100]

2 �Wax Deposition Condition [No wax]
� Stroke * Stroke per Minute [6.5–9.5]
�Well Reservoir Type [Medium to high permeability]
�Water cut [>95]
� Pump Size [56 57]
� Daily Fluid Production [10–30]
� Dynamic Fluid Level [634–889]
� Salinity [0–10000]
� Angle of Inclination [0–15]
� Scaling Condition [Slight scaling]
� Crude Oil Viscosity [1000–10000]
� Sand Production Condition [Slight sand production]
� Submergence [ 100–300]
� Freezing point [null]
� Pump Depth [800–1100]

(continued)
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Table 3. (continued)

rules frequent item-sets

3 �Wax Deposition Condition [No wax]
� Submergence [300–500]
� Stroke * Stroke per Minute [6.5–9.5]
�Well Reservoir Type [Medium to high permeability]
�Water cut [95-]
� Pump Size [56 57]
� Daily Fluid Production [10–30]
� Salinity [0–10000]
� Angle of Inclination [0–15]
� Scaling Condition [Slight scaling]
� Crude Oil Viscosity [1000–10000]
� Sand Production Condition [Slight sand production]
� Dynamic Fluid Level [306–634]
� Freezing point [null]
� Pump Depth [800–1100]

… …

Taking the first frequent pattern as an example, when the frequency of Stroke *
Stroke per Minute is greater than 15, Wax Deposition Condition is “no wax deposition”,
Well Reservoir Type is “medium to high permeability”, Water cut is greater than 95%,
Pump Size is either 56 or 57, Dynamic Fluid Level is between 634–889 m, Salinity is
within the range of 0–10000, Angle of Inclination is between 0–15 degrees, Scaling
Condition is “slight scaling”, Crude Oil Viscosity is within the range of 1000–10000,
Sand Production Condition is “slight sand production”, Submergence is between 100–
300 m, Daily Fluid Production is within the range of 30–80, Pump Depth is between
800–1100 m, in this pattern, the wells exhibit long lifespan phenomena.

4 Measures Recommendation for Extending the Free Repair
Period

Based on the historical data of the wells and expert consultation information, key indica-
tors are determined. Then, the generated solutions from the historical data of thewells and
scheduling rules are compared against the determined key indicators to identify expert
experiences corresponding to similarwell characteristics. Finally, a recommended action
plan is formulated in accordance with the expert experiences.

For the target well, long-lived wells in the corresponding block are identified, and
measures from these long-lived wells are recommended for the target well, as shown in
Table 4.
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Table 4. Example of Recommended Measures for Long-lived Wells.

Target Well Recommended Wells

Well Well 1 Well 2

Maintenance Period 1 year 5 years

Well Reservoir Type Medium-high permeability Medium-high permeability

Sand Production Condition Slight sand production Slight sand production

Scaling Condition Slight scaling Slight scaling

Wax Deposition Condition Slight wax deposition Slight wax deposition

Water cut 30–90 30–90

Freezing point 0–30 0–30

Pump Size 56/57 56/57

Crude Oil Viscosity 1000–10000 1000–10000

Daily Fluid Production (DFP) 0–10 10–30

Dynamic Fluid Level 889–1260 0–306

Pump Depth 1100–1500 800–1100

Submergence 100–300 >500

Stroke * Stroke per Minute (SSPM) 0–6.5 9.5–12.0

Angle of Inclination 15–30 0–15

Salinity 10000–50000 0–10000

Based on the geological features and process parameters between the target well
and the candidate recommended well, the changes in lift values are analyzed based on
shared characteristics. This process facilitates the identification of the optimal solution
for process selection. As shown in Fig. 3, the lift values are compared for different
processes between the target well and the recommended well. The lift values indicate
the contribution to the long-term operational performance of the oil wells.

As shown in Fig. 3, when the geological indicators of oil wells, such as reservoir
type, sand production, scale deposition, and wax deposition, are consistent, there are
significant differences between the pump depth and output water salinity indicators of
the target wells and the recommended wells. Therefore, we focus on analyzing the pump
depth, submergence, and output water salinity indicators. The pump depth of the target
wells ranges from 1100 m to 1500 m, the submergence ranges from 100 m to 300 m,
and the output water salinity ranges from 10000 to 50000. In contrast, the recommended
wells have a pump depth ranging from 800 m to 1100 m, submergence greater than
500 m, and output water salinity ranging from 1000 to 10000. As the output water
salinity indicator is determined by geological conditions and is not easily changed, we
can appropriately adjust the pump depth and submergence indicators to prolong the
maintenance-free period of oil wells.
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Fig. 3. Comparison of Oil Recovery Measures Indicators

5 Conclusion

Based on the comprehensive achievements of information construction in a certain oil-
field, historical production data of 5,789 fully equippedmedium-high permeability reser-
voirs with beam pumping wells were collected. Feature analysis samples and long-lived
well samples were designed. Parameters were analyzed from multiple perspectives,
including geology, fluid, production, lifting systems, and supporting processes. The focus
was on comparing the differences between abnormal wells with extended maintenance
intervals and regular wells in various parameters. Based on this analysis, factors and
patterns influencing the extended maintenance interval were statistically summarized
and identified.

After identifying the factors influencing the extended maintenance interval, the sup-
porting patterns for long-lived wells were explored, resulting in the preparation of 105
frequent patterns for supporting long-lived wells. These patterns can be used to rec-
ommend measures and experiences for short-lived wells with similar geological char-
acteristics, providing valuable guidance for the high-value application of oilfield big
data.

In the future, efforts will be made to further expand the application of frequent
patterns by integrating the recommended supporting patterns with field implementation
codes, thereby reducing the difficulty of frontline application.

Acknowledgments. The project is supported by the Sinopec Scientific and Technological
Research Project “Research on the Application of Big Data Technology in Oilfield Development”
(No. P20071).
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Abstract. The existing pumping unit downhole working condition diagnosis sys-
tem has a high false alarm rate and a low accuracy rate of diagnosis for complex
working conditions and abnormal working conditions. To address this problem,
a diagnostic system of pumping unit workings is developed. First of all, the
displacement-load data of the workover diagrams were converted into images,
and then, through preliminary screening, manual review and data balancing from
hundreds of millions of workover diagrams accumulated over the years, a sample
database of 28 types of workover conditions, such as normal production, insuf-
ficient fluid supply, gas influence, rod breakage and tubing leakage, was estab-
lished, with a total of about 760,000 samples, to compile a data set that is leading
in quality and quantity in China. The project adopts “graphic + data” composite
diagnosis, “graphic” corresponds to the power diagram, “data” refers to the elec-
trical parameters, set pressure and other production parameters, and transforms
the fault diagnosis problem of the power diagram into a deep learning-based
image classification problem. Deep learning based image classification problem.
A fault diagnosis method based on migration learning and category imbalance
loss is designed. Better diagnostic results are obtained, with the single diagnostic
accuracy of no less than 98% for common working conditions, 99.5% for normal
production, 98.4% for insufficient fluid supply, and 97.2% for gas influence.

Keywords: Convolutional neural network · fault diagnosis · oil extraction
machine · transfer learning

1 Introduction

Currently, PCS, EPBP, and other information platforms in oil fields have brought great
convenience to production management. However, the data collected through these plat-
forms is not fully exploited. The load and displacement parameters generated during
the reciprocating motion of the drilling head of a well machine are the parameters of
dynamometer card. It reflects the impact of internal factors such as gas, oil, water, sand,
and asphalt on the working condition of the drilling machine [1–3]. In the process of
identifying the working condition of an oil well, dynamometer card fault diagnosis is
an important method. Traditional dynamometer card fault detection is based on expert
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systems and summarizes and analyzes different shapes of work diagrams. However,
the actual dynamometer card are diverse and the relationship between formation rea-
sons and faults is complex [2, 4–8]. Overreliance on expert knowledge leads to costly
and time-consuming system development and low robustness. The accuracy of graph
description is low and some characteristic features of the work diagram are difficult to
describe. Existing downhole working condition diagnosis systems have high warning
misreporting rates, low accuracy in diagnosing complex and abnormal working con-
ditions, and lack of targeted solution after diagnosis, requiring technical personnel to
develop solutions again.

In recent years, the development ofmachine learning technology hasmade it possible
to achieve high-precision recognition of oil well conditions using massive data [9, 10].
Artificial neural networks, BP neural networks, and self-encoders are among themachine
learningmethods applied in oil well performance diagnostics, and all have achieved good
results. Based on SVMand other classificationmodels, good results can also be achieved,
but the condition is that reasonable feature selection is conducted. Deep learning has
gradually emerged as a popular method, and the most representative image recognition
method is convolutional neural networks. Similar to deep learning, it also requires a
certain level of domain knowledge and experimental analysis [10–12]. Since the arrival
of the GPU computing era, many professionals have attempted to explore the application
of convolutional neural networks in performance diagnostics for oil wells.

Research priorities for using CNN to diagnose oil extractionmachinery underground
conditions include: It is necessary to focus on studying the problems of high warning
false positive rates and low diagnostic accuracy for complex and abnormal operating
conditions of underground oil extraction conditions in existing oil extraction condition
diagnosis systems, and effective extraction of the outline features of the performance
graph, as well as strengthening the extraction of highly discriminating outline features.
Therefore, a set of deep learning-based and expert experience fusion performance graph
real-time diagnosis technology is developed to transform the fault diagnosis problem of
the performance graph into an image classification problem based on deep learning. The
loss function FocalLoss is used to alleviate the class imbalance problem and enhance the
learning of the model for rare samples, solving the problem of poor diagnostic accuracy
for rare data. The CAM method is used to present the parameters of the convolutional
neural network in a visually intuitive hot region format in the final diagnostic image,
so that the model can be judged whether it has sufficient attention to the key regions of
the performance graph that cause incorrect classification. This can solve the problem
of high warning false positive rates and low diagnostic accuracy in existing diagnosis
systems and intelligently provide strategic solutions to guide on-site production.

2 Production Data Analysis

2.1 Dynamometer Card Analysis

The extraction rod of the oil extraction machinery moves from the bottom to the top,
and then back to the bottom, repeating this process. This process is called the stroke.
During one stroke of the extraction rod, the point of suspension’s displacement and load
will form a closed figure, which is called the dynamometer card.
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Using actual workload graphs to diagnose oil well conditions is a widely adopted
method in oil field production. The different geometric shapes of the workload graph
represent different operating conditions of the well. Actual workload graphs can reflect
abnormal operations of deep well pumps in underground conditions. Combining geo-
logical conditions, production data, and the condition of instruments to analyze and
interpret the working system of the oil well and the compatibility of the machine, rod,
and pump parameters with the well. Figure 1 are examples of dynamometer card.

Fig. 1. Example of dynamometer card

2.2 Electrical Parameter Analysis

During the operation of the well, the three-phase electrical parameters that can be col-
lected by the electrical control cabinet include RMS current, RMS voltage, active power
and reactive power. The average active power and the coefficient of active power fluc-
tuation can be used as parameters for well condition diagnosis, and the average active
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power is calculated as follows:

Pm= 1

T0

∫
P(t)dt (1)

Calculate the coefficient of active power fluctuation:

K =

√
1
T0

∫
P2(t)dt

1
T0

∫
P(t)dt

(2)

T0 represents the electrical parameter collection cycle, with a set collection cycle of
2 h, and (t) is the active power. During the normal working process of the pumping unit,
the average load rate of each stroke of the pumping unit is stable and stable in a straight
line. The load rate will be affected by the operating conditions of the oil well, but the
average active power Pm fluctuates steadily within a reasonable range. The fluctuation
coefficient K of active power can reflect the fluctuation of the pumping unit load within
a stroke, and the larger K, the poorer the balance and stability of the pumping unit. The
balance rate of the pumping unit can be determined based on the collected electrical
parameters, thereby understanding the changes in downhole load of the oil well.

2.3 Data Preprocessing

In Jiangsu oil field, the exploration and production units of Unit 1 and Unit 2 of the
drilling production plant have a total of nine management areas and nearly 2,000 wells.
From 2015 to 2020, almost one hundred million pictures of dynamometer card have
been accumulated. In order to obtain samples of work efficiency diagrams of normal
and various fault conditions, it is necessary to select from this billion-plus number of
pictures, and the following work was implemented:

(1) Preliminary screening: A preliminary screening program was written based on the
principle of small batches and elimination of obvious duplicates, to screen work
efficiency data. The traditional work efficiency diagram diagnosis method was used
to iterate through all the historical dynamometer card of all management areas, and
the work efficiency data of different diagnoses was drawn as an image and saved in
different directories.

(2) Human review: A large amount of work efficiency data was labeled for operating
conditions after screening, and human review was performed on each dynamome-
ter card. Dynamometer card with incorrect diagnoses were assigned to the appropri-
ate directories for faulty operations, and dynamometer card with unidentified faults
were submitted for review by oil field experts.

(3) Data balance: The number of work efficiency diagrams corresponding to different
fault types was very imbalanced. There were many work efficiency diagrams for
normal and insufficient fluid operations, while the number of diagram types such
as cylinder lock pump cylinder, fixed valve leakage, and mobile valve leakage was
very small. This had a significant impact on the results of artificial intelligence
data training, significantly reducing the accuracy of diagnosis. In response to this
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situation, we wrote a data reduction program to delete numerous and similar work
efficiency diagrams. For rare fault types with few diagram samples, a separately
written enhancement program was written to screen from historical work efficiency
diagrams again. This program had a higher tolerance rate than the previous screening
program. The results were then reviewed by humans.

3 Algorithm Research and Model Design

3.1 Algorithm Research

Current methods for fault diagnosis using dynamometer card generally have the
following drawbacks:

1. Convolutional neural network as a deep learning model have inherent black-box
properties. Existing CNN-based work efficiency diagram diagnosis models can only
reflect the diagnosis results of a specific work efficiency diagram in the final clas-
sification probability, without specific visualization of the many parameters within
the network. This makes it difficult to evaluate the effectiveness of the model from a
professional experience perspective.

2. The accuracy of recognition by deep learning models is dependent on the quality
of the data set. The larger the number of categories in the data set, the better the
training effect will be. In the context of work efficiency diagram diagnosis for oil
wells, such as fixed leakage and mobile leakage, due to their rarity, there are few
samples, resulting in a long tail distribution across the entire data set, which has a
very negative impact on the training and final diagnosis accuracy of deep learning
models. However, existing CNN-based work efficiency diagram diagnosis models do
not make adjustments to address the problem of long-tail distribution in data sets, and
therefore have poor performance in diagnosing rare data.

3. The performance of deep learning models also depends on the good initialization of
network parameters. Some existing work efficiency diagram diagnosis models typi-
cally use a random initialization method to set the initial parameters of the network.
This can affect the final convergence of themodel to a certain extent, thereby reducing
the performance of fault diagnosis.

Based on the above three issues, a method for fault diagnosis using transfer learning
and class imbalance loss was designed. Transfer learning technology, as the mainstream
initialization method in the field of deep learning, uses parameters trained on a large
image data set ImageNet as the initial parameters of the network and performs parameter
fine-tuning using work efficiency diagram data. This addresses the third issue. For the
second issue, a loss function called Focal Loss was used to alleviate the problem of class
imbalance, in order to improve the learning level of rare samples for the model. For the
first issue, the CAM method was used to visualize the parameters of the convolutional
neural network in a thermal map format in the final diagnosis image, allowing the model
to focus on key regions of work efficiency diagrams that were incorrectly classified.
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3.2 Model Design

The diagnosis of dynamometer card falls into the category of N-class image classifi-
cation, where N is the number of categories. The normal, imbalance, gas influence,
insufficient fluid, and valve failure categories are all included in the 26 categories of
work efficiency diagrams. The routine work efficiency data is stored in a database in the
form of binary coding, which is decoded by a Python program and drawn on a canvas to
form an image. The axis of the horizontal and vertical coordinates is retained to provide
scale information for model recognition, and the image is saved with a resolution of 224
x 224 on local storage.

The entire model’s output is extracted through an intermediate pre-trained model for
feature extraction. The pre-trained model contains multiple residual blocks within its
internal structure. The feature vectors are then transformed into probability distributions
for target classifications through a fully connected layer, achieving model prediction.
Finally, the probabilities are normalized using the softmax activation function to obtain
the final classification results.

This article uses the SeResnet50 network as themodel framework for training, where
the prefix “Se” stands for the squeeze and excitation process. This process involves
adding a SE module to the ResNet50 network model. The SE (Squeeze-and-Excitation)
module adaptively redefines each channel’s feature by separately modeling information
from each feature layer. The module is not a complete network structure but rather
a sub-structure that can be nested into other classification or detection models. The
principle of the process is to enhance important features and weaken unimportant ones
by controlling the scale of the SE module, similar to the mechanism of attention. The
process is mainly aimed at making the extracted features more pointing, thus better
recognizing fine features in FGVC tasks (Fig. 2).

Fig. 2. SE module structure diagram

3.3 Accuracy Analysis

The CAM algorithm is used to visualize the features of samples with insufficient fluid
supply. The characteristics of insufficient fluid supply are that the weight of the hang-
ing point cannot decrease immediately during the downward stroke, and only when
the piston contacts the fluid surface can it be rapidly unloaded. This is reflected in the
load-deflection curve, as shown in Fig. 3, where a missing corner should be present in
the lower right corner of the load-deflection curve. After visualizing the discrimination
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features learned by our model, it can be seen that our model focuses on the missing cor-
ner point and learns the discrimination features for load-deflection curve classification.
Through the visualization of the CAM algorithm, it better reflects the detection hotspots
and interpretability of the model for various types of load-deflection curve failures. In
response to the problem of long tail distribution, the loss function we use, the Focal Loss
function, produces a large loss value for samples with fewer categories, and a smaller
loss value for samples with more categories, significantly improving the accuracy of
classification for samples with few categories and reducing the negative effect brought
about by long tail distribution, resulting in an increase in final model accuracy of 6%.

Fig. 3. Applying CAM methods to interpret dynamometer card

4 Experiments and Results Analysis

This article explores the effectiveness of different residual networks as feature extractors,
including ResNet, DenseNet, and MobileNet. Among the three models, ResNet shows
the strongest robustness to imbalanced data, while DenseNet performs the poorest. This
is because the strong generalization ability brought about by the extensive connections in
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DenseNet is actually achieved by ignoring the features of a few rare samples. MobileNet
is more concise and therefore achieves better results, but its Transfer Learning is weaker
than ResNet’s, so it naturally trails behind in low-sample situations. Figure 4 shows a
comparison of experiments on seven typical working conditions for the three models.

Fig. 4. Experimental comparison of seven typical working conditions on three models

Table 1 shows the experimental results of the resnet model.

Table 1. Experimental results of the resnet model.

No Type of working condition Precision Recall F1-score Support

1 Downside obstruction 0.96 0.94 0.95 144

2 Imbalance 1.00 1.00 1.00 3853

3 Insufficient fluid supply 0.99 1.00 1.00 31522

4 Power diagram error 0.99 0.99 0.99 12381

5 Fixed valve normally open 1.00 0.97 0.98 59

6 Fixed Valve Leakage 0.99 0.99 0.99 964

7 Pumping and spraying 1.00 1.00 1.00 822

8 Pumping rod on touch 0.98 0.98 0.98 2166

9 Rod broken 0.96 0.98 0.97 46

10 Plunger stuck 1.00 1.00 1.00 3

11 Plunger out of pump barrel 0.93 0.94 0.93 113

12 Normal 1.00 1.00 1.00 41278

13 Gas influence 0.99 1.00 1.00 1065

14 Airlock 0.00 0.00 0.00 1

(continued)
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Table 1. (continued)

No Type of working condition Precision Recall F1-score Support

15 Oil well out of sand 1.00 0.92 0.96 26

16 Oil pipe leak or well wash 0.99 1.00 0.99 1441

17 Swim valve normally open 0.99 1.00 0.99 414

18 Leaky pilot valve 0.98 0.98 0.98 227

19 Pump production 0.98 0.98 0.98 3467

20 Wax formation 0.99 1.00 1.00 4278

4.1 Practical Applications

As of March 25, 2022, the types of working conditions diagnosed based on dynamome-
ter card fault diagnosis were divided into 26 categories, and a total of 19 types of faults
occurred in the nine management areas of Jiangsu Oilfield Plant I and Plant II during
this period, select the three most common to display, which were manually reviewed
and counted as follows (Table 2):

Table 2. Results of the three most common types of troubleshooting.

NO Type of working
condition

Number of oil
wells

Number of
misreported
wells

Number of wells
missed

Correct rate

1 Normal 798 2 2 99.5%

2 Insufficient fluid
supply

618 0 10 98.4%

3 Gas influence 180 5 0 97.2%

5 Conclusions

The well condition diagnosis based on the workup graph uses the pre-training-fine-
tuning paradigm of migration learning, combined with the loss function FocalLoss for
category imbalance, to reduce the negative effect of the long-tail distribution and sig-
nificantly improve the performance of the model in the workup graph fault diagnosis
of oil wells. Using the CAM method, the parameters in the convolutional neural net-
work are presented in the final diagnostic map in the form of visualized hot zones, from
which it can be judged whether the model has sufficient attention to the key areas of the
schematic power map misclassification. Better diagnostic results were obtained, with a
single diagnostic accuracy of no less than 95% for common operating conditions, 99.5%
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for normal production, 98.4% for insufficient fluid supply, and 97.2% for gas influ-
ence. Improved response timeliness, with an average reduction of 4 h in fault response
time. Improvedmanagement, timely handling of faults, avoiding complications of faults,
timely maintenance, and improved equipment integrity.

References

1. Hao, D., Gao, X., Li, X.: Motor Power Based Inversion of Dynamometer Cards Using Hybrid
Model

2. Tian, Z., Li, K., Gao, X., et al.: Status Quo of Research on the Application of Dynamometer
Card in Oil Production Process Control

3. Eisner, P., Langbauer, C., Fruhwirth, R.K.: Comparison of a novel finite element method
for sucker rod pump downhole dynamometer card determination based on real world
dynamometer cards. Upstream Oil Gas Technol. 9, 100078 (2022)

4. Xiaoxiao, L.,Wang,H., Liu, Y., Chen, S., Lan,W., Sun, B.: A novelmethod of outputmetering
with dynamometer card for SRPS under fault conditions. J. Pet. Sci. Eng. 192, 107098 (2020)

5. Boyuan, Z., Gao, X., Li, X.: Diagnosis of sucker rod pump based on generating dynamometer
cards. J. Process Control 77, 76–88 (2019)

6. Wei Jingliang, Gao Xianwen. Electric-parameter-based inversion of dynamometer card using
hybrid modeling for beam pumping system. Math. Probl. Eng. 2018, 6730905 (2018)

7. Tao Ren, Xiaoqing Kang, Wen Sun, Hong Song. study of dynamometer cards identification
based on root-mean-square error algorithm. Int. J. PatternRecogn.Artif. Intell.32(2), 1850004
(2018)

8. Yan, N., Dai, S.J.: Research on Displacement Calculation of Dynamometer Card Based on
Kalman Filter and Discrete Numerical Integration

9. Jürgen, S.: Deep learning in neural networks: an overview. Neural Netw, 61, 85–117 (2015)
10. Alex, K., Sutskever, I., Geoffrey, E.H.: ImageNet classificationwith deep convolutional neural

networks. Adv. Neural Inf. Process. Syst. 25, 1097–1105 (2012)
11. Szegedy, C., Liu,W., Jia, Y., et al.: Going deeperwith convolutions. In: 2015 IEEEConference

on Computer Vision and Pattern Recognition (CVPR). USA, pp. 14071. IEEE (2014)
12. He, K., Zhang, X., Ren, S., et al.: Deep residual learning for image recognition. In: 2016

IEEE Conference on Computer Vision and Pattern Recognition (CVPR). USA. IEEE (2016)



Intelligent Kick Detection Method Using
Cascaded GRU Network with Adaptive

Monitoring Parameters

De-zhi Zhang1, Wei-feng Sun2(B), Yong-shou Dai2, Sai-Sai Bu2, and Jian-han Feng2

1 College of Control Science and Engineering, China University of Petroleum (East China),
Qingdao, China

2 College of Oceanography and Space Informatics, China University of Petroleum (East China),
Qingdao, China

sunwf@upc.edu.cn

Abstract. Drilling sensor failure leads to unavailability of kickmonitoringparam-
eters and the inability to apply intelligent kick detection methods. To solve this
problem, a confidence evaluation indicator based on softmax is designed to mea-
sure the difficulty of kick identification, and the appropriate monitoring param-
eters are adaptively selected based on this indicator. Finally, an intelligent kick
detectionmethod using a cascadedGRUnetworkwith adaptivemonitoring param-
eters is proposed in this paper. Kick identification experiments were conducted
using simulated and measured data. The experimental results show that, when one
monitoring parameter is unavailable, the recognition accuracy of the cascaded
network proposed is improved by 10.61% on average and the computational load
is reduced by 38.5% compared with the traditional gate recurrent unit network.
The applicability of intelligent kick detection methods is significantly improved.

Keywords: Intelligent Kick Detection · Difficulty of Kick Identification ·
Adaptive Monitoring Parameters · Gate Recurrent Unit

Copyright 2023, IFEDC Organizing Committee.
This paper was prepared for presentation at the 2023 International Field Exploration and
Development Conference in Wuhan, China, 20-22 September 2023.
This paperwas selected for presentation by the IFEDCCommittee following review of information
contained in an abstract submitted by the author(s). Contents of the paper, as presented, have not
been reviewed by the IFEDC Technical Team and are subject to correction by the author(s). The
material does not necessarily reflect any position of the IFEDC Technical Committee its members.
Papers pre-sented at the Conference are subject to publication review by Professional Team of
IFEDC Technical Committee. Electronic reproduction, distribution, or storage of any part of this
paper for commercial purposes without the written consent of IFEDC Organizing Committee
is prohibited. Permission to reproduce in print is restricted to an abstract of not more than 300
words; illustrations may not be copied. The abstract must contain conspicuous acknowledgment
of IFEDC. Contact email: paper@ifedc.org.

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
J. Lin (Ed.): IFEDC 2023, SSGG, pp. 215–224, 2024.
https://doi.org/10.1007/978-981-97-0272-5_18

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-97-0272-5_18&domain=pdf
mailto:paper@ifedc.org
https://doi.org/10.1007/978-981-97-0272-5_18


216 D. Zhang et al.

1 Introduction

Kick is the phenomenon of formation fluids influx into the borehole, caused by formation
pore pressure being higher than the bottom hole pressure (BHP). Kick can cause a
blowout accident, resulting in huge casualties and economic losses. Therefore, accurate
early kick detection has always received high attention from drilling experts.

Many studies use multi-parameters for kick detection. The monitoring parameters
includemudparameters, engineeringparameters, anddownhole parameters.Mudparam-
eters that reflect the change in total mud volume include differential flow out (DFO) and
pit volume [1]. Using them to detect kickswill make some delay. Engineering parameters
include rate of penetration (ROP), weight on bit (WOB), torque, pump pressure, stand-
pipe pressure (SPP), hook load [2], etc. They have fast responses, but they are prone
to receive interference from human operation and environmental factors, resulting in
low accuracy of kick detection. Downhole parameters are collected from logging-while-
drilling (LWD) and measurement-while-drilling (MWD), including downhole annular
pressure, drilling fluid density, drilling fluid conductivity [3], etc. It is more accurate
and timely kick detection using downhole parameters because their collection location
is close to the location of kick occurrence. However, downhole acquisition equipment
is still not widely used in some well sites due to its expensive price, slow transmission
efficiency, and poor equipment stability.

The existing kick detection methods include model-based methods and data-based
methods. Major oil service companies, including Schlumberger [4], Halliburton [5],
Shell International Exploration and Production [6], and Corva [7], have mainly stud-
ied model-based kick detection methods. The model-based method needs to build a
mathematical model of pit volume and drilling fluid flow, then alarm when two param-
eter values exceed the preset safety thresholds. The more reasonable the mathematical
model constructed, the higher the accuracy of kick identification. However, there are
many assumptions in the modeling process, as well as some model parameters and
safety thresholds are difficult to set. So, the accuracy of the model-based method needs
to be improved. In contrast, data-based monitoring methods have self-learning capabil-
ity, thus reducing the number of missed and false alarms caused by unreasonable settings
of model parameters and thresholds. Therefore data-driven kick detection models often
use multiple parameters as input to achieve earlier kick detection. Many universities and
researchers use data-driven methods to achieve earlier kick detection, including support
vector machines (SVM) [8], Bayesian networks (BN) [9], random forests (RF) [10], and
Artificial Neural Networks (ANN) [11]. In addition, deep learning techniques, such as
Recurrent Neural Networks (RNN) and Long Short-Term Memory (LSTM) [12], show
greater advantages in processing drilling time series data. Because it is more accurate to
identify the kick by analyzing the trend of the parameters than by the parameter values.

The studies by major oil service companies prove that most kicks can be monitored
based on anomalous changes in pit volume and flow-out rate, and the research by uni-
versities indicates that using engineering parameters can achieve earlier kick detection.
However, engineering parameters are easy to become unavailable due to environmental
factors in the field. And the data-driven kick detection methods are only useful if all
input parameters are available. In order to accurately detect kicks using mud parameters
and engineering parameters and to improve the robustness of the kick detection method,
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an intelligent kick detection method based on a cascaded gated recurrent unit (GRU)
network with adaptive monitoring parameters is proposed. The cascaded GRU network
consists of two sub-networks: a basic GRU network and a comprehensive GRU network.
The basic network uses the mud parameters to identify most of the kicks. The compre-
hensive network uses the engineering parameters and the results of the basic network as
input to achieve the monitoring of difficult-to-identify kicks. In order to automatically
distinguish the kicks with different identification difficulties, a confidence evaluation
indicator is designed using the softmax algorithm to evaluate the reliability of the output
of the basic network. The results of the basic network can also be applied in the com-
prehensive network, thus avoiding the increase of computational load. Therefore, the
method not only has fewer calculations but also is more robust.

2 Method

The proposed method aims to use only mud parameters (pit volume and DFO) to mon-
itor most of the kicks and to automatically use both mud parameters and engineering
parameters (ROP, WOB, torque, and SPP) to monitor a few difficult-to-identify kicks.
The proposed intelligent kick detection method consists of three sequentially connected
modules: a basic model, a switching module, and a comprehensive model (see Fig. 1).

Fig. 1. Kick detection process of proposed method.

First, a kick is monitored by the basic model constructed with the mud parameters
as input. Then a confidence evaluation unit designed in the switching module is used
to determine which kicks can be accurately monitored by the basic model. Where the
confidence evaluation indicator is calculated by the softmax algorithm [13] and is used
as a “switch” to control the use of the comprehensive model.

p(y|X ) = eg(X ,y)
∑

eg(X ,Y )
(1)

where p is the indicator, X denote the inputs, y denotes the outputs for each type, Y
denote the outputs for all types, e denotes an exponential function, g denotes the basic
model.

When the indicator value is lower than the preset threshold, the comprehensivemodel
performs. The comprehensive model uses the engineering parameters and the features
of mud parameters as inputs. This structure avoids repeated calculations. Therefore, the
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automatic selection of monitoring parameters in this method not only has less computa-
tional load but also avoids the reduction of accuracywhen the engineering parameters are
unavailable. Thus, the robustness of the intelligent kick detection method is improved.
Both the basic and comprehensive models are based on the GRU, which can realize the
feature extraction and classification of time series.

2.1 GRU

GRU is a deep learning technique based on the LSTM simplified architecture. It also
could analyze the time series and avoid the long-term dependencies in RNN. The basic
structure of GRU consists of two gating units (a reset gate and an update gate) (see
Fig. 2). It is easier to train and compute than the three-gating unit structure of LSTM
network (a forgetting gate, an input gate, an output gate) [14]. To prevent important
historical information from being forgotten, the update gate in the GRU module filters
and records historical information, while the reset gate analyzes the relationship between
historical information and the current input. Where M is the recurrent module of GRU,
L is the fully connected layer, which classifies the time series according to the state of
the hidden layer at the last moment.

Fig. 2. Process of GRU network processing time series.

The formula for each parameter in the GRU network.

zt = σ(wz ∗ [ht−1, xt] + bz) (2)

rt = σ(wr ∗ [ht−1, xt] + br) (3)

h̃t = tanh(wh ∗ [rt ∗ ht−1, xt] + bh) (4)

ht = (1 − zt) ∗ ht−1 + zt ∗ h̃t) (5)

y = σ(wo ∗ hn + bo) (6)

where the values of weights (wz,wr,wh,wo) and biases (bz, br, bh, bo) are obtained by
training using a backpropagation algorithm.
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2.2 Cascaded Network

The cascaded network consists of two sequentially connected GRU networks, a basic
GRU network and a comprehensive GRU network (see Fig. 3). The basic GRU network
uses DFO and pit volume (PitV) as inputs, while the comprehensive GRU network
employs ROP, WOB, torque (Tor) and SPP as inputs. The trend features of the time
series are obtained in the GRU module M, then the concatenate layer C combines all
features, and the fully connected layer L classifies the time series based on these features.
The basicGRUnetwork classifies the drilling data according to the trend features ofDFO
and pit volume, while the comprehensive network depends on the trend features of DFO,
pit volume, ROP, WOB, torque, and SPP.

Fig. 3. Structure of a cascaded GRU network.

The following Table 1 gives the number of nodes in each layer of the cascaded GRU
network.

Table 1. Number of nodes in each layer of the cascaded GRU network.

Layer name Basic GRU network Comprehensive GRU network

Input layer (60,2) (60, 4)

GRU module 32 64

Concatenate layer / 96

Fully connected layer 8 24

Output layer 2 2

3 Data

The drilling data used in this paper were collected from 29 wells in Shengli oilfield, and
a total of 35 kicks occurred. The monitoring parameters, including ROP, WOB, torque,
SPP, DFO, and pit volume, are available in 20 wells. In addition, some parameters in
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9 wells have missing data, and the reasons include sensor not working or equipment
failure. The following Table 2 gives the number of kick cases with missing parameters
and the type of missing parameter.

Table 2. Number of kick cases with missing parameters.

Missing parameter Number of kicks

None 24

ROP 9

WOB 5

Torque 9

SPP 3

DFO 1

Pit volume 0

There are many outliers, missing values, and noise in the measured drilling data.
So, before training the intelligent detection model with the measured kick data, data
pre-processing, and sample set construction are required. Data pre-processing includ-
ing outlier removal, missing value processing, noise removal, and normalization could
improve the quality of training data.

The 3 sigma method [15] is used to identify outliers and then remove them.

x ∈ {|x − μ| > 3σ } (7)

where μ denotes the mean and σ denotes the standard deviation.
A linear interpolation method [16] was used to fill in the individual missing values.

xi = xi−t + xi+t

2t
(8)

where t indicates the time interval between the missing data and the adjacent valid data.
Then, a time series denoising method based on the heat conduction equation [17]

was used to remove noise from the data.

uj+1
i = uji + λ(uji−1 + uji+1 − 2uji) (9)

where u denotes the signal values, i represents the sampling instant, j denotes the number
of iterations, and λ is the conduction rate.

Finally, the data are mapped to the interval [0,1] using min-max normalization [18].

ẋ = x − xmin
xmax − xmin

(10)

where xmax denotes maximum value, and xmin denotes minimum value.
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A sample refers to a time series of monitoring parameters, including ROP, WOB,
torque, SPP, DFO, and pit volume. These time series were obtained using the window
slicing method. The length of the time window is 5 min. A total of 17,774 samples
are obtained, of which 14,954 samples without missing parameters are divided into the
training and testing sets in the ratio of 8:2. 2,820 samples with missing parameters are
used as the validation set to check the robustness of the model. The sample labels are
marked by experts based on drilling records.

4 Result and Discussion

The accuracy of the kick detection model is calculated using a confusion matrix. The
following Table 3 gives a confusion matrix including True Positive (TP), True Negative
(TN), False Positive (FP), and False Negative (FN). The accuracy is calculated as

Accuracy = TP + TN

TP + FP + FN + TN
(11)

Table 3. A confusion matrix for kick detection.

Predicted Actual

Kick No Kick

Kick TP FP

No kick FN TN

First, the value of the threshold in the confidence evaluation unit needs to be preset.
Different values of the threshold correspond to different accuracies of the kick detection
model (see Fig. 4). The accuracy of the testing set increases as the threshold increases,
while the accuracy of the validation set decreases as the threshold increases. So, the
accuracy of testing and validation sets increases and then decreases. When the threshold
value is 0.8, the accuracy of the test set and validation set is maximum.

Traditional GRU network is built with DFO, pit volume, ROP, WOB, torque, and
SPP as inputs. For the validation set, the accuracy of the cascaded GRU network is
higher than that of the traditional GRU network (see Fig. 5). It shows that the cascade
GRU network can identify kick cases with missing parameters more accurately. For all
kick cases, the accuracy of the cascaded GRU network is 10.61% higher than that of the
traditional GRU network.

The testing set includes 2,991 samples and the validation set includes 2,920 sam-
ples. There are 5,811 samples in testing and validation sets. Experimental results show
that the basic GRU network identifies 4,100 of the samples. The number of calcula-
tions in the basic GRU network is 15,325,800 and that in the comprehensive GRU
network is 14,909,654. So, the total number of calculations in the cascaded GRU net-
work is 30,235,454. The number of calculations in the traditional GRU network is
49,161,060. Therefore, the cascaded GRU network reduces the computational load by
38.5% compared with the traditional GRU network.
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5 Conclusion

The result of kick identification experiments using measured data shows that most kicks
can be accurately identified by using pit volume and differential flow out. For drilling
data without missing parameters, the kick detection model using DFO, pit volume, ROP,
WOB, torque, and SPP as monitoring parameters has higher identification accuracy than
the model only using pit volume and DFO. However, there are some drilling data with
missing parameters collected at the field. For these data, the cascaded GRU network with
adaptive monitoring parameters has higher identification accuracy than the traditional
GRU network. The computational load of the cascaded GRU network is lower than the
traditional GRU network. So, the applicability of intelligent kick detection methods is
improved using the cascaded GRU network.

The small amount of drilling data used in this paper can only be used to verify the
effectiveness of the proposed method. For practical application, it is necessary to train
the model using a larger measured data set. The cascaded GRU network with adaptive
monitoring parameters proposed in this paper includes two sub-networks, and only mud
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parameters and engineering parameters are used. If the downhole parameters are used to
build amulti-level cascaded GRU network, the accuracy and robustness of the intelligent
kick detection method can be further improved.
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Abstract. CO2 huff and puff is an important replacement method for the subse-
quent improvement of oil recovery after the elastic development of multi-stage
fracturing horizontal wells in tight reservoirs. The rates optimization of huff and
puff injection and production has the advantages of low cost, easy implementation,
and obvious effects. At present, the rates optimization method of huff and puff
injection and production is insufficient, and the interference between different huff
and puff cycles and different stages were not fully considered. This paper estab-
lished a CO2 huff and puff injection and production rates optimization method for
multi-stage fractured horizontal wells based on the proximal policy optimization
algorithm. We took the net present value as the optimization objective and huff
and puff injection and production rates parameters as the optimization variables.
The new method realized dynamic injection and production rates optimization
with different huff and puff cycles and variable injection and production speed
and variable injection and production duration, and considered the interference
between various stages. The rates optimization results of CO2 huff and puff in
multi-stage fracturing horizontal wells indicate that the optimal project extends
the backflow time by reducing the backflow rate, fully improving the utilization
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degree of the backflow stage. At the same time, improving the efficiency of CO2
injection and reducing the number of cycles significantly reduce gas injection
costs, achieving optimal economic benefits and providing guidance for on-site
actual CO2 huff and puff injection and production rates optimization.

Keywords: Proximal Policy Optimization Algorithm · Multi-stage Fracturing
Horizontal Wells · CO2 Huff and Puff · Rates Optimization

1 Introduction

Due to the extremely low permeability of tight reservoirs, artificial fracturing is used
to transform the reservoir. A large number of artificial fractures provide high-speed
channels for oil and gas flow, and the single well can achieve industrial production
capacity [1–3]. During the initial stage of multi-stage fracturing in horizontal wells, the
oil production rate of the elastic depletion development decreases sharply [4, 5], and
the CO2 huff and puff development is used as the succession measure. It is difficult to
form effective displacement for the CO2 continuous flooding in the tight reservoir, so
the CO2 huff and puff development is proposed. The CO2 huff and puff development
effect is influenced by many factors, and it is necessary to study the impact of different
influencing factors, among which the injection and production rates have a significant
impact on the development effect. The injection and production rates optimization has
the advantages of low cost, easy operation, and obvious effects.

At present, there is a lot of research on the influencing factors and oil displacement
mechanism of the CO2 huff and puff in multi-stage fracturing horizontal wells, but there
is less research on the injection and production rates optimization [6–8]. The existing
rates optimization methods for the CO2 huff and puff have shortcomings. The optimal
CO2 injection rate and backflow rate are the same for different huff and puff cycle, and
do not dynamically change with the change of cycle number. Moreover, the produc-
tion durations of the CO2 injection, soaking and production backflow have not been
optimized [9]. There are significant differences in production conditions among differ-
ent huff-puff cycles, and the interferences between different stages and cycles cannot
be neglected, which are rarely considered in existing rates optimization methods. We
established a dynamic optimization method for CO2 huff and puff rates optimization
in horizontal wells based on the proximal policy optimization (PPO) algorithm, achiev-
ing dynamic optimization of the huff-puff rates and time. The production interferences
between different huff and puff cycles and stages have been considered, making up for
the shortcomings of the existing optimization methods.

In this paper, the PPO algorithm as a gradient free optimization method has the
advantages of gradient free optimization method. It does not need to obtain the par-
tial derivative of the optimization target to the optimization variable, and it is easy to
combine with commercial numerical simulation software, and achieves a wide range of
applications. What’s more, we deeply analyzed the mechanism of rates optimization for
increasing oil recovery, and provided guidance for rates optimization on site.
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2 Optimal Problem Description

The CO2 huff and puff mechanism model for multi-stage fracturing horizontal wells
consists of a geological model and a fluid model. The geological model considers the
impact of fracture network morphology on the development effectiveness in Fig. 1. To
demonstrate the stability of the CO2 huff and puff rates optimization method based on
the PPO algorithm, the geological model sets up two sets of simulation experiments
with significant differences in fracture network morphology, with two wing fractures
and a volume fracture network, respectively. We used local grid refinement method to
simulate artificial fractures, and adopted a dual medium model to simulate matrix and
natural fractures in tight reservoirs [10, 11]. Subsequent rates optimization based on the
PPO requires thousands of simulation calculations. In order to significantly reduce the
simulation calculation time, the mechanism model intercepts a section of a horizontal
well with a length of 200m that is 7 clusters in two fractures. Using oil samples from
the Chang 6 Yuan 284 block in the Ordos Basin, a fluid model was established with the
component model required for reservoir numerical simulation operations.

     (a) two wing fractures                  (b) volume fracture network

Fig. 1. MFHW-CO2 huff and puff mechanism model

3 Proximal Policy Optimization Algorithm

The proximal policy optimization algorithm (PPO) is easy to achieve high solving effi-
ciency in terms of the difference constraints between the new strategies and old strategies
[12]. The PPO algorithm belong to the policy based deep reinforcement learning algo-
rithms, which solves the problem of determining the reasonable learning step size for
policy updates, so it is easy to converge and have high stability. The PPO is often treated
as the preferred algorithm for Google DeepMind team to handle optimization problems.

The proximal policy optimization algorithm (PPO) has undergone complex theo-
retical argumentation and achieved monotonic improvement during the policy update
process. The strategy has made progress every time it is updated, with the objective func-
tion of maximizing the difference between new strategies and old strategies. Every time
the new strategy is updated, it performs better than the old strategy [13]. The expression
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for measuring the advantages and disadvantages of new and old strategies using value
expectations is

η(π) = Es0,a0,s1,a1,...(

∞∑

t=0

γ tr(st)) (1)

To demonstrate themonotonic improvement of the PPOpolicy updates, an advantage
function is defined in formula (2), which represents the difference between the value of
a certain action-state pair and the average value of all possible action-states under a
given state. The relationship between the advantage function and the difference between
the new strategies and old strategies in formula (3). When the difference between the
new strategies and old strategies can be guaranteed to be non-negative, it can ensure
that the new strategy monotonically improves better than the old strategy. Therefore, the
optimization objective of the PPO algorithm is to maximize the difference between the
old strategies and new strategies, and the optimization objective is represented by an
advantage function as shown in formula (4).

Aπ (st, at) = Qπ (st, at) − Vπ (st) (2)

∑

τ∼π ′
(

∞∑

t=0

γ tAπ (st, at))

=
∑

τ∼π ′
(

∞∑

t=0

γ t(Qπ (st, at) − Vπ (st)))

=
∑

τ∼π ′
(

∞∑

t=0

γ t(rt+1 + γVπ (St+1) − Vπ (st)))

= η(π ′) + Eτ∼π ′(
∞∑

t=0

γ t+1Vπ (St+1) −
∞∑

t=0

γ tVπ (st))

= η(π ′) + Eτ∼π ′(
∞∑

t=1

γ tVπ (St) −
∞∑

t=0

γ tVπ (st))

= η(π ′) − Eτ∼π ′(Vπ (s0))

= η(π ′) − η(π) (3)

where, τ is the sampling trajectory that is determined by state probability, transition
probability, and policy strategy.

J θ (θ) = η(π ′) - η(π) =
∑

τ∼π ′
(

∞∑

t=0

γ tAπ (s, a))

=
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∑
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P(st = s
∣∣π ′ )

∑

a

π ′(a|s )γ tAπ (s, a)
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=
∑

s

∞∑

t=0

γ tP(st = s
∣∣π ′ )

∑

a

π ′(a|s )Aπ (s, a)

=
∑

s

ρπ ′(s)
∑

a

π ′(a|s )Aπ (s, a) (4)

where, ρπ(s) represents the sum of state probability for any time step state

ρπ(s) = P(s0 = s) + γP(s1 = s) + γ 2P(s2 = s) + ... =
∞∑

t=0

γ tP(st = s) (5)

The proximal policy optimization algorithm (PPO) aims to improve sample utiliza-
tion by transforming on-line learning of strategies into off-line learning based on the
importance sampling theorem. Samples generated from historical old strategies can be
repeatedly sampled for learning, resulting in a significant improvement in sample uti-
lization. The cumulative reward expectation expression is transformed into formula (6)
after importance sampling. By introducing importanceweight correction, the cumulative
reward expectation of the new strategy distribution can be calculated using the old strat-
egy distribution, but the difference between the two action probability distributions of
the new strategy and the old strategy cannot be too large. Similarly, the PPO optimization
target is transformed by importance sampling as shown in Formula (7).

Ex∼p(f (x)) =
∫

f (x)p(x)dx =
∫

f (x)
p(x)

q(x)
q(x)dx =Ex∼q(f (x)

p(x)

q(x)
) (6)

J θ ′
(θ) = E(s,a)∼πθ ′ (Aπθ ′ (s, a)

πθ (s, a)

πθ ′(s, a)
) (7)

The PPO algorithm achieves monotonic improvement in policy updates by ensuring
that the expected difference between the new strategies and old strategies is not negative.
Therefore, the PPO algorithm is set to maximize the expected difference between the
new strategies and old strategies, and the expected difference between the new and old
strategies is expressed through an advantage function for easy calculation and implemen-
tation. In order to further improve the sample utilization rate, the importance sampling
theorem is introduced, and the old strategy distribution replaces the new strategy distri-
bution. Fromonline learning to offline learning, the samples generated by the old strategy
in history are repeatedly sampled. The sample utilization rate is significantly improved,
but the distribution of the new strategies and old strategies cannot be too different, and
certain constraints need to be met.

The PPO algorithm improves the constraint on the difference between new and old
strategies, and uses the Clip truncation function to truncate the importance ratio of the
new strategies and old strategies, limiting its value range and ensuring that the fluctuation
amplitude of each gradient update is reasonable and avoiding excessive fluctuation, as
shown in formula (8). What’s more, using the minimum value function ensures that all
minimum values can achieve excellent performance.

J θ ′
(θ) =E(s,a)∼πθ ′ (min(Aπθ ′ (s, a)

πθ (s, a)

πθ ′(s, a)
, clip(Aπθ ′ (s, a)(

πθ (s, a)

πθ ′(s, a)
, 1 − ε, 1 + ε)))
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≈
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min(Aπθ ′ (s, a)
πθ (s, a)

πθ ′(s, a)
, clip(Aπθ ′ (s, a)(

πθ (s, a)
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, 1 − ε, 1 + ε)) (8)

4 CO2 Huff-n-Puff Rates Optimization Based on the PPO

The rates optimization of CO2 huff and puff in multi-stage fracturing horizontal wells
(MFHW) based on PPO algorithm is an optimization problem, which consists of
optimization objective, optimization decisions, and constraint conditions.

4.1 Optimization Objective

The determination of optimization objective requires comprehensive consideration of
the physical problem characteristics of CO2 huff and puff rates optimization and the
principle of the PPO algorithm. If the optimization target is cumulative oil production or
oil recovery, without considering the impact of gas injection cost, the intelligent agent
achieves maximum oil recovery by significantly increasing the cumulative gas injection
amount resulting in too much high cost. Therefore, we take net present value (NPV) as
the optimization objective in Formula (9), and pursue the maximum oil recovery while
taking into account the impact of CO2 injection cost, and obtain the maximum economic
benefits.

NPV =
N∑

n=1

PoQ	tn
o − CCO2−INJQ	tn

CO2−INJ − CCO2−PROQ	tn
CO2−PRO

(1 + b)tn/365
(9)

where, Po is crude oil price, yuan/ton; CCO2−INJ and CCO2−PRO are the prices for
injecting CO2 and produced CO2 treatment, respectively, yuan/ton. Q	tn

o , Q	tn
CO2−INJ

andQ	tn
CO2−PRO are the cumulative oil production, CO2 injection, and CO2 production in

the n-th injection production adjustment time step, tons; N is the total number of rates
optimization adjustment time steps; 	tn is the n-th adjusted time step, in days; b is the
annual interest rate, %.

4.2 Optimization Decision

According to the principle of deep reinforcement learning PPO algorithm, it is necessary
to determine the action space variables and state space variables, where the action space
variables are the optimization decisions. There are five action space variables for the rates
optimization of the CO2 huff and puff in multi-stage fracturing horizontal wells based on
the PPO algorithm, namely gas injection rate, gas injection time, soaking time, backflow
rate, and backflow time. The maximum variation range of rates variables in adjacent
adjustment time steps is within 20%, to prevent the variables variation range from being
too large or too small, resulting in difficulties in reservoir simulation convergence and
on-site construction. State space variables are needed to clearly describe the huff and
puff production characteristics, providing information for intelligent agents to select
the optimal injection and production action based on specific environmental states. We
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selected CO2 huff and puff well production data as a total of 9 state space variables,
which are time steps, daily gas injection, daily gas production, daily oil production,
production gas oil ratio, bottom hole flow pressure, cumulative gas injection, cumulative
gas production, and cumulative oil production. The state space variables should be as
comprehensive as possible to improve the accuracy of describing the state of huff and
puff injection and production environment.

4.3 Constraint Condition

The constraints of the physical problem of CO2 huff and puff injection production
optimization for multi-stage fracturing horizontal wells are: the upper limit of bottom
hole flowing pressure in the injection stage that is lower than 90% of the rock breakdown
pressure. In the backflow stage, the lower limit of the bottom hole flow pressure of the
production well is higher than 10MPa. On the one hand, the lower the bottom hole
flow pressure of in the backflow stage, the greater the production pressure difference
provided, and the higher the reservoir utilization degree. On the other hand, setting a
reasonable lower limit of bottom hole flow pressure in the backflow stage can control
formation damage within a certain range.

4.4 Optimization Method Process

The optimal strategy for CO2 rates optimization in multi-stage fracturing horizontal
wells is achieved through continuous interaction between the PPO intelligent agent
and the injection and production environment. At each rates optimal adjustment time
step, the agent transfers the action variable injection production rates and time steps
to the reservoir numerical simulation environment. With the running calculation of the
reservoir simulator, the agent obtains the simulation results of the well production data,
which are used to calculate the immediate NPV of this adjustment time step and form
the state space variable of the next adjustment time step, and were stored as a sample
in the experience pool. In the subsequent reservoir simulation round calculation, the
target action selection network searches the historical experience pool for the optimal
action corresponding to the maximum cumulative reward. The online action selection
network adjusts the weight in the direction of maximizing the cumulative reward. With
the increase of reservoir simulation rounds, the optimization target cumulative NPV
gradually converges to the maximum value, and the optimal huff and puff strategy were
achieved. The method process of the CO2 huff and puff rates optimization in multi-stage
fracturing horizontal wells is shown in Fig. 2.

5 Algorithm Implication and Simulation Results

We built the huff-n-puff rates optimization method of the multi-stage fracturing hori-
zontal well based on the PPO algorithm. We applied the rates optimization method to
two group simulation cases to demonstrate the effectiveness and stability of the new
rates optimization method. What’s more, we further analyzed the reasons behind the
phenomenon of the optimal case, and provided guidance for rates optimization on site.
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Fig. 2. Rates optimization method process for MFHW-CO2 huff and puff

5.1 Demonstrate Optimization Method Effectiveness and Stability

Two groups simulations of the CO2 huff and puff rates optimization in multi-stage
fracturing wells with two wing fractures and volume fractures were set. If the NPV of
the optimal case is significantly higher than the base case, it indicates the effectiveness of
the new rates optimizationmethod. If two sets of simulations with significant differences
in main influencing factors can converge to the optimal solution, it indicates that the
rates optimization method has high stability and wide applicability. Otherwise, it is only
applicable to specific situations.

We applied the new rates optimization method to the two group simulation cases.
The economic parameters used to calculate the NPV are as follows: the crude oil price
is 2818 yuan/ton, the injected CO2 price is 550 yuan/ton, the produced CO2 treatment
cost is 30 yuan/ton, and the annual benchmark interest rate is 8%. The PPO algorithm
is based on the Actor-Critical algorithm framework and consists of an action selection
Actor network and a value evaluation Critical network. The intelligent agent selects
specific actions through the action selection network based on the state of the injection
and production environment. TheActor network consists of three layers, with 64 neurons
in the middle layer, 9 neurons in the input layer and 2 neurons in the output layer. The
intelligent agent evaluates the value of specific states and action space through the value
evaluation network. The Critical network consists of three layers, with 64 neurons in
the middle layer, 9 neurons in the agent state space dimension in the input layer, and 1
neuron in the target value dimension in the output layer.

As Fig. 3 shows the optimal target cumulative NPV gradually converges to the
optimal value around the 500th simulation round and remains near the optimal value
until the end of the 1000th simulation round. We took the P5 optimal scheme that is
higher than 95% optimal scheme as the optimal case, rather than the highest optimal
scheme to increase credibility. The optimal target NPV of the base case and the P5
optimal case in horizontal well with two wing fractures are 3.80 × 108 ¥ and 4.28 ×
108 ¥, respectively. The NPV of the base case and the P5 optimal case in horizontal well
with volume fracture network are 8.32 × 108 ¥ and 8.90 × 108 ¥ respectively. The NPV
of the P5 optimal case of the two wing fractures and the volume fracture network are
12.63% and 6.97% higher than the corresponding base case respectively, which proves
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the effectiveness of the new rates optimization method based on the PPO algorithm. The
optimal cases with significant differences in main influencing factors fracture network
morphology can converge to the optimal value, indicating that the established rates
optimization method has high stability and wide application range.

Fig. 3. Convergence change of target NPV of MFHW-CO2 huff and puff

5.2 Analyze Rates Optimization Case Oil Increasing Mechanism

By comparing and analyzing the rates optimal case with the base case, and taking the
horizontal well with volume fracture network as an example, the oil increasing mecha-
nismwas analyzed fromdifferent perspectives, providing theoretical guidance for on-site
operation.

The rates optimization system obtained from CO2 huff and puff in multi-stage frac-
turing horizontal wells, including the optimal gas injection rate, gas injection time,
soaking time, backflow rate, and backflow time, are shown in Fig. 4, respectively. We
firstly analyzed the reasons why the optimal target NPV of the optimal case is higher
than that of the base case. By comparing and analyzing the cumulative production data
as shown in Fig. 5, it can be concluded that the main difference lies in the cumulative
gas injection volume and cumulative gas production volume. The optimal case has sig-
nificantly lower cumulative gas injection volume and cumulative gas production volume
than the base case. The cumulative oil production of the optimal case is slightly higher
than that of the base case. Thus, the optimal project achieves the optimal target NPV by
reducing the gas injection cost results from the decreased cumulative gas injection, and
retains the revenue for cumulative oil production slightly change.

From the aspect of different production stages of injection, soaking and backflow,
we analyzed the oil increasing mechanism of CO2 huff-n-puff in multi-stage fracturing
horizontal wells. The injected CO2 during the injection phase increases formation pres-
sure, and reduces formation damage caused by pressure sensitivity. During the soaking
stage the injected CO2 dissolves and diffuses in the crude oil. In the backflow production
stage, the immiscible flooding and the dissolved gas flooding are the main mechanisms
for the increased oil production.

As the Fig. 4(a) shows, the optimal case reduces the cycle number from 6 to 4. The
gas injection rate of the optimal case was significantly lower than that of the base case
in the second the fourth cycles, while was higher than the base case in the first and
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Fig. 4. Rates optimization system of the MFHW-CO2 huff and puff

Fig. 5. Cumulative production data comparison

third cycles. From the aspect of average formation pressure, the optimal case for the
first and third huff and puff cycles of the volume fracture network are higher than the
base case, while other cycles are similar to the base case. During the injection phase,
the larger the cumulative gas injection in a single huff and puff cycle, the greater the
increase in average formation pressure, and the smaller formation damage caused by
the stress sensitivity. Due to the small difference in the average pressure between the
base case and optimal case, the degree of reservoir damage is slight different. However,
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the increased the cumulative gas injection in a single cycle leads to high cost and poor
economic benefits.

During the soaking stage the injected CO2 interacts with crude oil in the reservoir
matrix through molecular diffusion. There is a slight difference in the soaking time
between the base case and the optimal case, as shown in Fig. 4(b). The recovery rate of
CO2 huff and puff in multi-stage fracturing horizontal well increases with the increased
soaking time. However, the influence degree of soaking time on the development effect
of CO2 huff and puff is very small and can be neglected.

Comparing the liquid production rate and time steps during the backflow stage,
the optimal case has significantly lower backflow speed than the base case, while the
reverse flow time steps were significantly higher than the base case, as shown in Fig. 4(c)
and Fig. 4(d). It indicates that the backflow stage of the optimal case makes full use of
formation energy and has a higher utilization degree, which makes the main contribution
to the increased oil recovery.

Overall, the oil recovery of the optimal case and the base case are nearly equal,
because the adverse effects of reduced cumulative gas injection and formation damage
caused by pressure sensitive for the optimal case are offset by the favorable effects of
reducing the backflow rate and increasing the backflow time, making the backflow stage
more fully utilized.

6 Conclusions

(1) A new CO2 huff and puff rates optimization method for horizontal wells with
multi-stage fracturing based on the PPO algorithm has been established, and the
effectiveness and stability have been demonstrated.

(2) The optimal case makes the backflow stage more fully utilized by reducing the
backflow rate and increasing the backflow time, and also reduces cumulative CO2
injection, achieving high economic benefit.
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Abstract. The development of strike slip faults in the central part of the Sichuan
Basin is influenced by the structure, and the high yield wells reveal that strike slip
faults have a close relationship with reservoir control. This article uses 3D seis-
mic data from the HC125 work area in the Hechuan Tongnan area of the Sichuan
Basin to carry out identification of strike slip faults based on artificial intelligence.
Firstly, preprocess seismic data to improve the imaging characteristics of strike
slip faults in seismic profiles. Secondly, developing method for edge coherence
enhancement to highlight the faults boundaries. Finally, U-Net convolutional neu-
ral network machine learning method is used to identify main faults, and disorder
detection technology is used to identify associated fractures and small-scale faults.
According to this, a comprehensive detection technology suitable for strike-slip
faults in the central Sichuan region will be formed. Compared with conventional
fracture detection technology, artificial intelligence technology for fracture detec-
tion has a relatively high fault resolution, and the continuity and interpretability of
deep fracture have been greatly improved; Results of multi-scale Fault Detection
guarantees the research on the Mechanism of Controlling hydrocarbon accumu-
lation through Strike-slip Faults in the Central Sichuan Basin. This technology
effectively improves the interpretation accuracy and classification accuracy of
strike slip faults in the central Sichuan region.

Keywords: Strike-slip fault · Deep learning · Central Sichuan region · Data
preprocessing
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1 Introduction

In recent years, exploration and geological studies have made it clear that the Sichuan
Basin as a whole is a complex oil-bearing system, and strike-slip faults play an important
role in controlling multi-layer complex petroliferous accumulation [1]. Therefore, it is
very important to accurately characterize the strike-slip faults. Fault plays an important
controlling role in improving reservoir physical property and hydrocarbonmigration and
accumulation [2]. Conventional fracture detection methods mainly include coherence
body technology, curvature attribute identification technology, variance body technol-
ogy, ant body tracking technology and so on [3]. With the continuous development of
technology, the "three-low phenomenon" of low precision, low continuity and low reso-
lution of conventional fault identification has seriously restricted the complex strike-slip
fault interpretation [2, 4]. In recent years, with the development of artificial intelligence
technology, the geophysical field has been trying to use artificial intelligence technology
to serve for seismic exploration. Scholars in the field of geophysics begin to explore
the application of machine learning methods to fault identification. Han Chengyang [5]
et al. proposed to use CNN model to predict faults, and the predicted results are roughly
consistent with the artificial interpretation results, but its accuracy and resolution still
need to be improved. Zhang Li [6] et al. proposed strike-slip fault identification based
on full convolutional neural network technology, compared U-Net and SegNet two full
convolutional algorithms for optimization, and used the construction-oriented method to
improve network performance and enhance the generalization ability of network struc-
ture. Yang Wuyang [7] et al. proposed that U-Net and Res-50 residual modules jointly
build a new network ResU-Net to improve the noise resistance of the model, strengthen
its generalization ability, and improve the accuracy of fault prediction. ChangDekuan [8]
et al. proposed the combination of ResNet deep residual network and U-Net architecture
to characterize multi-scale fault information. A large number of studies have shown that
the artificial intelligence technology has better accuracy, resolution and continuity than
the traditional coherence and curvature attributes in fault identification. In this paper,
the fracture detection algorithm based on U-Net convolutional neural network image
segmentation is adopted, and the large-scale trunk fractures are identified by machine
learning. At the same time, the messy detection of multi-frequency coherence is adopted
to identify the associated fractures and cracks, so as to form a set of comprehensive
detection methods for different fracture levels in Hechuan area.

2 Geological Overview

The Sichuan Basin is located in the northwest of the Yangtze Block and has experi-
enced multi-stage tectonic-sedimentary cycles with complex structure. Meanwhile, a
large number of studies have proved that the strike-slip fault has a significant control
over the reservoir transformation, oil and gas migration and accumulation. The strike-
slip structure in the central Sichuan area developed on the early basement. They can be
divided into several stages of evolution, such as the embryonic stage ofNanhua strike-slip
fault, the Late Sinian-Early Cambrian right-lateral tension-torsion strike-slip movement,
the Ordovician--Permian pre-weak compression and tension-torsion strike-slip move-
ment, and the late Permian left-lateral weak tension-torsion strike-slip movement [9].



Application of Artificial Intelligence Fracture Detection 239

The Tongnan block of Hechuan is located in the central Sichuan region, where karst
fracturevugg-type reservoirs are developed under the influence of Caledonian move-
ment and Yunnan movement uplift before Permian and Dongwu movement uplift in
Permian [10]. The strike-slip faults developed at the same time are the main controlling
factors for the formation of efficient reservoirs, so it is of great geological significance
for the identification of strike-slip faults.

3 Technical Principle and Process

In view of the strike-slip fault movement of the Permian system with weak pressure and
torsion, the conventional fault identification technology is difficult to identify the strike-
slip fault and the associated small faults. The strike-slip faults in central Sichuan are
mainly developed in NNW direction. A set of comprehensive fault detection techniques
for this area is proposed.

3.1 Seismic Data Preprocessing

Azimuth seismic data perpendicular to the strike of the fault is selected, denoising is
optimized for the seismic data, and fault enhancement processing is adopted for the
seismic data to highlight characteristics of the fault.

3.2 Deep Learning Fault Detection Technology Based on U-Net Convolutional
Neural Network

Compared with conventional seismic interpretation methods such as coherence and cur-
vature, deep learning can accurately reflect the characteristics of main fault in seismic
data with its powerful calculation and learning ability. In this paper, the convolutional
neural network (CNN) technology based on U-Net architecture is used to treat the fault
as an image segmentation problem, which is mainly composed of encoder and decoder.
The encoder consists of a convolutional layer and a pooling layer. The image after
convolution is nonlinear activated by using ReLU function. During downsampling, the
number of activated feature image channels is increased by two times and the image size
is reduced by two times. In the encoder part is the deconvolution of the feature image,
enlarging the size of the feature image twice. The encoder and decoder are connected
in the form of full connection layer, and the parameters are constantly adjusted based
on ReLU activation function. In the output layer, 1x1 convolution is used to check the
feature image convolution restoration to generate the original image, and finally, the fault
is labeled by Sigmoid function [7]. Technical features and advantages of this method:
training data are obtained by establishing a large number of different fracture modes
and synthesizing seismic models, and given the "fault" label, to achieve the supervised
deep learning based on big data, and the U-Net based convolutional neural network has
a strong generalization ability in fault classification [4] (see Fig. 1).
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(a)

(b)

Fig. 1. U-Net network structure diagram (a) and fault sample setup diagram (b).

3.3 Messy Fracture Detection Based on Amplitude Gradient Vector Coherence

Carry out the identification of secondary faults, small faults, fractures and other small and
medium scale faults. The amplitude gradient vector messy fault detection technology is
based on the third generation of coherent method to implement fault detection, the core
idea of this method is (assuming that the fault plane is a plane in a local area, search the
messy degree of seismic amplitude gradient vector through each azimuth and dip Angle
in three-dimensional space, find the most messy degree of the surface indicating the
fault location, According to this, the fault body optimization is carried out, and finally
the fault messy body reflecting the characteristics of the section is obtained [11]. Search
the messiness of the amplitude vector along a direction v of a seismic sample point s,
and construct the gradient construction tensor field T(s, v), whose expression (1) is as
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follows:

T(s, v) =
⎡
⎢⎣

∫
D2
xSWN (s, v)

∫
DxDyWN (s, v)

∫
DxDtWN (s, v)∫

DxDySWN (s, v)
∫
D2
ySWN (s, v)

∫
DyDtSWN (s, v)∫

DxDtSWN (s, v)
∫
DyDtSWN (s, v)

∫
D2
t SWN (s, v)

⎤
⎥⎦ (1)

where Dx, Dy and Dt are the change rate of seismic amplitude along x, y, z over time
t respectively, SWN (s, v) are the smoothing factor along azimuth v, and the smoothing
function is the multi-point Gaussian function. After establishing the matrix in the direc-
tion of s, Eq. (2) is used to obtain the disorder property of the amplitude vector, where
are the first, second and third eigenvalues respectively λ1, λ2, λ3. This method makes
the coherent data more accurately indicate the fault information, the resolution is higher
than the conventional coherent data and the fault information is richer.

F(s, v) = 3

2

λ2(s, v) + λ3(s, v)

λ1(s, v) + λ2(s, v) + λ3(s, v)
(2)

4 Application

The study area is located in the middle and low moderate tectonic belt of Sichuan.
Hechuan area was influenced by Caledonian, Hercynian and Indochinese tectonic move-
ments. The top surface of Maokou Formation developed three stages of near-east-west,
northeast and northwest strike-slip faults, and the HC125 working area in this study
mainly developed near-east-west and northwest strike-slip faults. Under the influence
of Dongwu Movement, the top of Maokou Formation is generally affected by tec-
tonic denudation and regional unconformity, which is generally affected by palaeo-
geomorphic elevation difference and erosion. At the same time, the development of
strike-slip faults is conducive to the infiltration of surface water into the fracture zone,
which is conducive to the formation and development of karst reservoirs.

4.1 Preprocessing of Seismic Data

Denoising and fault enhancement processing were carried out on the seismic data, and
the comparison between the original seismic data and the pre-processed data showed
that the edge of deep and large faults was clearer, local hidden faults were prominent,
and the fracture zone was more clearly delineated, which provided a reliable data basis
for fault identification (see Fig. 2.a, Fig. 2.b).

4.2 Main Fault Identification

Figure 4 shows the composite diagram of fault probability body and seismic profile
obtained by two methods of maximum likelihood attribute and deep learning. The maxi-
mum likelihood body is chaotic and disorderly, and the continuity of deep fault is unclear.
Deep learning has high resolution and good continuity for deep fault (see Fig. 2 c, Fig. 2
d).
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            (a)                                (b)                             (c)                           (b)

Fig. 2. Seismic profile of line1305 before (a) and after preprocessing (b), Maximum Likelihood
overlay profile (a), AI probability volume and seismic data overlay profile (b)

4.3 Messy Attribute Detection of Associated Fractures

Figure 3 shows that the messy detection profile has richer fracture information than the
deep learning detection profile, and the fracture zone and secondary fracture associated
with the main fracture are described more clearly.

(a)                                                            (b)

Fig. 3. Seismic profile (a) and seismic composite profile of messy body (b)

From the above analysis, it can be seen that the deep learning is clear in charac-
terizing the main faults, and the fault distribution characteristics are consistent with
the geological understanding. Since the ability of characterizing minor faults and other
secondary associated faults is relatively weak, the characterization of minor faults and
cracks is enhanced with the messy detection technology, so as to obtain the development
characteristics and distribution rules of multi-scale faults in this region. Relative to the
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coherence, curvature plan and multi-scale fault overlap, coherence plan resolution is low
and curvature diagram fault classification is not obvious (Fig. 4).

Fig. 4. Coherence slice (a), curvature slice (b) and fracture composite slice (c) of HC125 working
area

TheTS10HCwell deployed in theworking area used the technique for fault detection,
predicting that a small fault (The position indicated by the yellow arrow in Fig. 5.b)
would be drilled in the deviation section. Small faults and fractures are developed in the
northwest direction near well TS10HC, and the strike of large faults is consistent with
geological understanding, with rich details of small faults and fractures (see Fig. 5).

(a)                                                   (b)

Fig. 5. Slice ofMulti-scale fault superposition in theTS10HCwell area (a), Seismic superimposed
profiles of faults at different scales

5 Application

1. Messy detection technology is suitable for identifying the faults associatedwith strike-
slip faults and local hidden small faults. The combination of deep learning and messy
technology provides a guarantee for the accurate characterization of the fault system.
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2. Compared with conventional fracture recognition technology, deep learning fracture
detection based on U-Net convolutional neural network algorithm has a clearer and
higher resolution. It can well reflect the distribution space of faults and accurately
predict the distribution law of strike-slip faults in Hechuan area, which is highly
consistent with the geological understanding, proving the feasibility and reliability
of artificial intelligence technology in the field of fault detection.

3. After applying this technology in the research area, a new TS10HC was drilled for
fault-controlled karst reservoir in the area. The strike-slip fault next to the well is
accurately predicted. At the same time, the small fault associated with the strike-slip
fault is predicted in the inclined section. The leakage occurs there during the drilling
process, which proves the accuracy of the fault prediction of this technology, and
further proves that the technology can be extended in the detection of the strike-slip
fault in the Hexhuan area (see Fig. 5).
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Abstract. The massive data and information in the petroliferous basins formed
by exploration and development are extremely valuable. Thus, they need to be
deeply mined and utilized by new technologies to provide data support and deci-
sion basis for exploration and development. The knowledge graph can well inte-
grate the knowledge contained in these data and documents. However, its concept
and relationship rely on manual construction, which results in its limited coverage
of knowledge areas. The traditional question-and-answer (Q&A) method can get
relevant answers from documents according to questions, which has the charac-
teristics of wide knowledge coverage. Nevertheless, it is difficult to understand
the contents of professional fields, which leads to its low accuracy in petrolifer-
ous basins. In order to address the above problems, this paper proposes a hybrid
Q&A method for merging the knowledge graph and documents in petroliferous
basins. Themethod takes the knowledgegraphof petroliferous basins as the knowl-
edge base of professional background.Additionally, it obtains professional-related
knowledge contents from documents. In particular, to answer the question on
petroliferous basins, the method firstly extracts entities from the question accord-
ing to the knowledge graph. Then, with these entities, the method converts the
question into a query in the knowledge graph, obtaining partial candidate answers
to the question. For obtaining candidate answers from documents, the method
constructs a deep semantic matching model which incorporates knowledge graph
embedding. The model can match the question and answers in documents base on
the information from the knowledge graph. Finally, the method leverages a sort
algorithm to reorder the above two types of candidate answers from the knowledge
graph and documents respectively. Compared with traditional Q&A methods, the
hybrid Q&A method supports professional Q&A scenarios for the knowledge
graph and documents of petroliferous basins, improving the efficiency of users’
knowledge query and increasing the recall rate while ensuring the retrieval accu-
racy. The hybrid Q&A method has the characteristics of convenient operation,
strong interaction and high accuracy, etc., which provides a platformon knowledge
deep sharing and application for the study of petroliferous basins.

Keywords: Petroliferous Basins · Hybrid Q&A Method · Deep Semantic
Matching · Knowledge Graph Embedding; Reorder
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1 Introduction

Petroliferous basins are natural placeswhere oil and gas occur.Many research institutions
have accumulated a vast amount of knowledge and documents on global petroliferous
basins [1], and there are also a large number of published literature online (such as
Wikipedia). In order to further mine and utilize these knowledge documents, mature,
advanced, and applicable information technologies should be utilized. Intelligent Q&A
based on knowledge graphs is a series of theories and methods that organize data and
mine knowledge based on graphs. It is very suitable for deep utilization of knowl-
edge documents in petroliferous basins with complex business processes and intensive
knowledge.

The knowledge of a petroliferous basin can be standardized and integrated to form
a document library and knowledge graph of the basin. Due to the lack of correlation
in the construction of the two, they can only be provided as a single knowledge sys-
tem for users, and cannot achieve the retrieval and display of comprehensive data and
knowledge resources under user query needs. Therefore, many organizations and schol-
ars have committed to researching and improving Q&Amethods. (1) Knowledge Graph
Q&A (KGQA) [2, 3] refers to the process of inferring answers based on the informa-
tion in a graph, which mainly includes two methods: information retrieval and semantic
parsing. For example, Qu et al. [4] proposed the AR-SMCNN model to answer single
relationship questions, while Luo et al. [5] proposed generating candidate query graphs
to obtain answers in the knowledge graph. The knowledge graph Q&Amethod can clar-
ify the reasoning process and obtain accurate answers, but its coverage of knowledge
domains is limited. (2) Document-based Q&A [6, 7] refers to obtaining answers from
text paragraphs based on questions, mainly including three stages: question processing,
text retrieval, and answer extraction. For example, Seo et al. [8] proposed a BiDAF
model for multi-stage hierarchical processing and extracting answers from documents.
The document-basedQ&Amethod can obtain answers from awider range of knowledge,
but it cannot deeply understand the contents of the professional domain, and the accuracy
of answers in the professional domain is relatively low. In addition, the intelligent Q&A
method has not yet been effectively implemented in the professional domain of petrolif-
erous basins. In response to the above issues, this paper proposes a hybrid Q&Amethod
for knowledge graph and documents of petroliferous basins, which conducts research
from two aspects: the document Q&A method with embedding knowledge graph, and
the comprehensive sorting method with graph and document answers, to provide users
with answers that meet their needs.

2 Method Framework

The overall framework of the hybrid Q&Amethod for knowledge graph and documents
of petroliferous basins is shown in Fig. 1.

An example of the hybridQ&Amethod is shown inTable 1, and a detailed description
of the method is provided later.

The process of this paper’s method is as follows: (1) Build a full-text index and
semantic index for a large number of document contents, and retrieve candidate para-
graphs based on the question. The number of candidate paragraphs is generally set to
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Fig. 1. Method framework

Table 1. An example of the hybrid Q&A method.

Candidate paragraphs
1 The geothermal gradient of the Bohai Bay Basin is generally 3.7 ℃/100m, and the main petroliferous 

sags have basically undergone a complete thermal evolution process……

2 There is an order of magnitude difference in hydrocarbon generation intensity and resource abundance 

between the Bohai Bay Basin and the Subei Basin. The maximum hydrocarbon generation intensity in the Bohai 
Bay Basin is 18-22×106 t/km2.

3 The main source rock in the Bohai Bay Basin is also widely developed in the development period of 

reservoir rocks. There are at least three sets of regional caprocks in the Eocene to Pliocene. The space matching 

conditions of source, reservoir and caprock are excellent. The physical property sealing and pressure sealing 

conditions of the upper strata are far better than those of the Subei Basin

4

Knowledge subgraph

Answers:
(1) The geothermal gradient in the Bohai Bay Basin is generally 3.7 /100m

(2) The maximum hydrocarbon generation intensity in the Bohai Bay Basin is 18-22×106 t/km2

(3) Excellent spatial supporting conditions

(4) 

Question: What are the petroleum geological conditions of the Bohai Bay Basin? 
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5–10 manually. The knowledge graph information is fused with document information
through graph embedding, and then a deep semantic matching model is used to obtain
answers from the candidate paragraphs; (2) Based on the knowledge graph of petrolifer-
ous basins, analyze natural language problems and transform them into query structures
that exist in the graph, and perform knowledge matching in the graph to obtain answers;
(3) The answer resorting algorithm is used to measure the semantic matching degree
between the question and all the above candidate answers, which is integrated into a
complete and accurate answer list.

3 Document Q&AMethod with Knowledge Graph Embedding

3.1 Knowledge Graph Information Embedding

Retrieving Candidate Paragraphs. To obtain the candidate paragraphs related to the
problem from the document library accurately andquickly, this paper designs the inverted
index and semantic index library. Full-text retrieval is used to obtain candidate documents
based on keywordmatching,while semantic retrieval is used to obtain candidate passages
by local sensitivity hashing.

Knowledge Subgraph Matching. (1) Domain entity recognition: A large number of
specialized concepts and knowledge are included in the domain of petroliferous basins,
so the analysis of interrogative sentences requires the application of the naming entity
recognition technique to identify the specialized words. This method uses the BIO anno-
tation method to perform naming entity annotation in petroliferous basins, generates
training and test sets, adds BERT [10] pre-training network as a word embedding model
based on the commonly used model BiLSTM-CRF [9], and introduces attention mech-
anism to optimize the effect of entity recognition. (2) Graph entity alignment: This
method uses semantic matching to establish the correspondence between the entities in
the question and the graph entities. For an entity obtained from question analysis, the
BERT pre-trained language model is used to convert the entity into a vector represen-
tation, and the Euclidean distance calculation between vectors and the local sensitivity
hashing algorithm are used to select the aligned entities that are closest to their seman-
tics in the graph, and a threshold is set at the end of semantic matching to filter out the
semantically distant entity pairs and keep the aligned entities that satisfy the threshold.

KnowledgeGraphEmbedding. The feature vectors of candidate paragraphs and ques-
tions after embedding only contain the content representation of the context, which
cannot reflect the intrinsic logical association of in-text entities with attributes and other
entity relationships, and lack the semantic information at the relationship level. Since the
knowledgemapof petroliferous basins is a high generalization of knowledge in the text, it
can be used as additional relational semantic information. The role of knowledge graph
information embedding is to update the original text representation by incorporating
knowledge graph information, which can obtain the relationship information between
entities, and at the same time enhance the semantic representation of corresponding
entities in the passage. An example of graph embedding is shown in Fig. 2.
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Fig. 2. An example of graph embedding

The fusion of the knowledge graph with the document information is shown in
Fig. 3. By combining the entities “Bohai Bay Basin”, “18–22 × 106 t/km2”, “3.7
°C/100 m” and other expressions are integrated with the corresponding words in the
paragraph expression, which enhances the semantic information of the paragraph. In
which, firstly, the corresponding subgraphs in the knowledge graph of petroliferous
basins are obtained by analyzing the interrogative sentences; then the vector represen-
tation of entities in the corresponding knowledge graph of the problem is obtained by
a pre-trained TransE embedding model; finally, the self-attention mechanism is used to
fuse the encoded text paragraph information and entity information to obtain the updated
paragraph representation.

Fig. 3. The fusion of the knowledge graph with the document information
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3.2 Deep Semantic Matching Model

The main goal of the deep semantic matching model is to extract the answer fragments
related to the question from the candidate passages. Traditional text-based Q&Amethod
assumes the existence of answers in candidate passages and ignores the case where the
question cannot be answered, so this method overcomes this drawback by determining
whether an answer exists in the passage. This method not only can accurately answer the
question based on the candidate passages, but also allows for better answer identification.
The structure of the deep semantic matching model is shown in Fig. 4.

Fig. 4. Deep semantic matching model

First, the question and the candidate paragraph are jointly embedded using the BERT
pre-trained language model, and the obtained encoding vector incorporates contex-
tual information; then, the vector corresponding to the first [CLS] token of the coding
sequence is represented as an aggregated sequence, and the classifier is trained to deter-
mine whether the answer to the question exists in the paragraph; for the case where the
answer does not exist in the paragraph, the answer is directly set to a null value; for the
case where the answer exists in the paragraph, the sequence annotation model is used
for word-level prediction to determine the starting and ending position of the answer in
the paragraph, and the corresponding text subsequence is extracted as the answer.



Hybrid Q&A Method for Knowledge Graph 251

4 Comprehensive Sorting Method of Answers from Knowledge
Graph and Document Q&A

4.1 Q&AMethod Based on Knowledge Graph

The main goal of the Q&Amethod based on knowledge graph is to match answers from
the knowledge graph. It is divided into three submodules: domain entity recognition,
entity alignment, and template-based answer matching. The methods for the domain
entity recognition submodule and the entity alignment submodule can adopt the corre-
sponding methods in Sect. 3.1. And for the template-based answer matching submodule,
the method is as follows: According to the semantic matching of entities in the question,
the entity type distribution in the question can be distinguished. For the matched entities
in the question, it is first judged whether the types of entities belong to the concept,
instance, relation or attribute of the knowledge graph. Then, according to the types of
entities in the question, the corresponding entities are filled into the manually written
executable query statement. Table 2 lists the query statements corresponding to some
templates.

Table 2. Templates for the query statements

Types of entities Templates Template description

[instance, attribute] match (n:INDIVIDUAL{name: $P})
return n.$A

Query entity attributes

[instance, relation] match (n:INDIVIDUAL{name: $P})
match (n)-[:$R]- > (m)
return m.name

Query entity relations

[instance, instance,
attribute]

match (n:INDIVIDUAL{name: $P})
match (m:INDIVIDUAL{name: $Q})
return n.$A, m.$A

Compare properties
between entities

[instance, relation,
attribute]

match (n:INDIVIDUAL{name:$P})–[:$R]- >
(m) return m.$A

Query properties of
adjacent entities

…… …… ……

4.2 Answer Resorting

The hybrid Q&A method proposed in this paper integrates the document Q&A method
based on knowledge graph embedding and the Q&A method based on the knowledge
graph. By designing a resorting algorithm, the results of the two Q&A methods are
integrated. The structure of the answer resorting algorithm is shown in Fig. 5.

In the research process of the answer resorting algorithm, a professional dataset is
constructed for global petroliferous basins, including the set of question-answer pairs
in the field. Query questions and candidate answers are embedded into a unified vector
space using a language model, and the model is trained to constantly learn the semantic
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Fig. 5. Answer resorting

matching capability of questions and answers. When the user puts forward a question,
a set of candidate answers is obtained by using the above two Q&A methods, and then
the semantic matching degree between the question and answer is measured according
to the trained resorting algorithm. Finally, the sorted answer list is displayed according
to the matching degree.

5 Experiments and Analysis

5.1 Datasets and Environment Parameters

To compare the effectiveness of the full-text retrieval and semantic retrieval, the
Wikipedia dataset is used for experiments, which divides 5,035,182 training set, 10,000
verification set and 10,000 test set.

The experiment for Q&A in this paper adopts the public dataset SQuAD 11. SQuAD
is anEnglishQ&Adatasetwith the answer extracted from the document that includes ver-
sions SQuAD1.1 and SQuAD2.0. Among them, SQuAD1.1 contains 107,785 (question,
paragraph, answer) triples, and SQuAD2.0 builds on SQuAD1.1 with more than 50,000
pieces of expanded data whose text paragraphs do not contain answers to questions.

To verify the adaptability of this method in the Chinese environment and the field
of petroleum basins, this paper adopts the large-scale open dataset DuReader 12 as the
basic training dataset, and customizes about 1,000 small-scale datasets for petroleum
basins. By training the specific datasets through transfer learning, the Q&A method can
cover petroliferous basins.

The number of the three datasets is shown in Table 3.
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Table 3. Comparison of the number for Q&A datasets

Set train dev

SQuAD2.0 130,319 11,873

DuReader 130,800 10,000

The datasets for petroliferous basins 1,000 100

5.2 Benchmarks and Evaluation Indicators

The termaccuracy is used as the evaluation criterion in the hybridQ&Amethodproposed
in this paper.And the benchmarkmodels for experimental comparisonwith the document
Q&A method based on knowledge graph embedding are from QANet 13, BERT and
SG-Net 14, with EM 11 and F1 used as evaluation criteria in the experiment.

The accuracy is calculated by the following formula.

accuracy = P

P + N
(1)

where P is the number of samples predicted correctly and N is the number of samples
predicted incorrectly.

EM (ExactMatch) is the exactmatch score, used tomeasure the exactmatch between
the model’s predicted answer and the standard answer, calculated by the following
formula.

EM = n

m
(2)

where m represents the total number of predicted samples, and n represents the number
of samples in which the predicted answer is completely consistent with the standard
answer.

F1 is the fuzzymatching score,which is obtainedby the calculated repetitionbetween
the model’s predicted answer and the standard answer. The formula is as follows.

precision = Numsame

len(predict_answer)
(3)

recall = Numsame

len(gold_answer)
(4)

F1 = 2× precision× recall

precision+ recall
(5)

where predict_answer r represents the answer predicted by the model, gold_answer
represents the actual label answer, Numsame represents the number of repeated words
between the predicted answer and the standard answer, and F1 represents the harmonic
average of precision and recall.
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5.3 Experimental Results and Analysis

Analysis of experimental results of retrieval. In this paper, two paragraph retrieval
methods, full-text retrieval and semantic retrieval, are implemented for knowledge doc-
uments in petroliferous basins to narrow the range of answer candidates. The comparison
results of recall are shown in Table 4.

Table 4. Comparison of retrieval effects

Method Hit@1 Hit@10 Hit@20 Hit@50

Semantic retrieval 0.4772 0.7195 0.7773 0.8416

Full-text retrieval 0.5933 0.6825 0.6954 0.7090

The Hit@k in the table refers to the probability of a Hit in the first k results. By
analyzing the results in the table, it can be seen that the recall of traditional full-text
retrieval is higher in the case of single retrieval, but with the increase in the number
of results, the results obtained by semantic retrieval are higher in recall and broader in
coverage. Therefore, in order to consider the recall under various retrieval granularities,
this paper adopts two retrieval methods at the same time to increase the recall of the
whole retrieval module.

Analysis of Resorting Experimental Results. In order to verify the correctness of the
resorting algorithm design in the hybrid Q&Amethod, experiments are conducted on the
resorting experimental dataset based on MS MARCO 15, and the experimental results
are shown in Table 5.

Table 5. Experimental results of the resorting algorithm

Model MAP MRR

Initial sorting 0.3462 0.3500

Resorting 0.5703 0.5749

MAP represents the average accuracy of the retrieval set, and MRR refers to the
reciprocal sorting of standard answers in the search results as accuracy. Initial sorting
represents the score of the basic retrieval model on the dataset. As seen from Table 5,
the Resort algorithm proposed in this paper greatly improves answer ordering compared
with the benchmark model, thus exerting a positive impact on the final result.

Analysis of Experimental Results on Q&A. 1) The Q&A method based on knowl-
edge graph: This method takes entity information in the KG as the answer. After the
experiment on dataset of the petroliferous basins, the statistical answer accuracy reaches
82.0%.
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2) The document Q&A method based on knowledge graph embedding: The method
is trained and tested on the datasets, SQuAD2.0, DuReade, and petroliferous basins,
respectively. The results of experiments on the English SQuAD2.0 are shown in Table 6.
It can be seen that TextReader, the document Q&A method based on knowledge graph
embedding, predicts answers on theSQuAD2.0 test setwith higher exactmatching scores
and fuzzy matching scores than the benchmark models. For the SQuAD2.0, the baseline
model assumes that the answer must exist in the text paragraph and only predicts the
location of the answer within the text paragraph, not taking the absence of an answer in
the text paragraph into account, so the accuracy is low. However, themethod in this paper
determines the answerability of the question before the answer extraction, and designs
solutions for the two situations of whether there are answers in the text paragraphs, so
the accuracy is higher.

Table 6. Experiment results on SQuAD2.0

Model EM F1

QANet 73.60% 82.70%

BERT 78.01% 80.07%

SG-Net 85.10% 87.90%

TextReader 85.62% 88.10%

The method of this paper is trained on DuReader, a large-scale dataset in the Chinese
open domain, to adapt to the Chinese semantic environment, and then fine-tuned and
tested on the petroliferous basin dataset. In this experiment, the Chinese BERT reading
comprehension model is fine-tuned on the dataset within the domain as the baseline, and
the experimental results are shown in Table 7.

Table 7. Experimental results on the petroliferous basin dataset

Model EM F1

BERT 71.25% 80.76%

TextReader 74.30% 82.58%

Table 7 shows that the document Q&A method based on knowledge graph embed-
ding, which is called TextReader, achieves higher accuracy and recall rates on the test
set of the petroliferous basin dataset compared to the benchmark model. Therefore, it
is believed that this method has a certain effect on improving the accuracy of Q&A on
petroliferous basins.

In addition, the experimental results also prove that in addition to the effectiveness
on public datasets, this method will also have a certain degree of domain adaptability
after training on specific domain datasets. Compared with the results in Table 6, it can
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be seen that although the Q&A performance of this method is improved compared with
the baseline model, the accuracy of this method on the Chinese dataset is lower than
that on the open dataset. The reason for the poor effect of the Chinese dataset is that the
model cannot learn enough distribution features due to the insufficient amount of data.

3) The hybrid Q&A method: The hybrid Q&A method proposed in this paper com-
bines the candidate answers obtained from the Q&A method based on the knowledge
graph and the documentQ&Amethod based on knowledge graph embedding, and finally
obtains the answer list through the answer resorting algorithm. The accuracy and recall
of the proposed method on Q&A in the global petroliferous basins reach 84.38% and
85.95%, which are significantly improved compared with the single knowledge graph
Q&A and document Q&A, thus verifying the effectiveness of the hybrid Q&A method.

6 Conclusions

This study aims to design and implement a hybrid Q&Amethod for the knowledge graph
and document library of global petroliferous basins, which mainly includes two parts:
the document Q&A method with knowledge graph embedding, and the comprehensive
sorting method of answers from knowledge graph and document Q&A. Through seman-
tic analysis of the question, the corresponding subgraph is matched from the knowledge
graph and the candidate node answers are inferred. Then, the graph information and the
candidate paragraph information obtained from semantic retrieval are fused and inferred
to obtain the candidate text answers. Finally, all the candidate answers are sorted using
the resorting algorithm to generate the answer list.

This study conducts experiments on three aspects: retrieval, Q&A, and resorting.
Through experimental analysis, it can be concluded that the proposed hybrid Q&A
method in this paper can improve the retrieval method of candidate documents and
improve the overall recall rate. It can also expand the knowledge range in petroliferous
basins, while supporting two kinds of professional Q&A scenarios for the knowledge
graph and documents of petroliferous basins. Compared with traditional Q&Amethods,
it can improve the accuracy ofQ&A in global petroliferous basins. Therefore, themethod
researched anddeveloped in this paper not only improves theQ&Aeffectiveness in global
petroliferous basins, and improves the sharing level and efficiency of basin research
results, but also provides researcherswith better exploration and development knowledge
service capabilities. In addition, as it was found in the experiments that the accuracy of
this method on domain datasets is lower than that on public datasets, strengthening the
adaptability of the model to professional domains is the next focus of study.
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Abstract. With the application of deep learning algorithms in the industry, arti-
ficial intelligent technology has been developed in the field of seismic data inter-
pretation in petroleum geophysical prospecting. This paper first starts from the
analysis and research of Fully Convolutional Networks (FCN), U-Net model, the
calculation of its lower accuracy results were analyzed, and the shortcomings of
the model were found and pointed out; then it was proposed to introduce the
High-Resolution Network (HR-Net) model into the field of intelligent interpreta-
tion of seismic data, and improve its network algorithm tomake itmore suitable for
3D space seismic data analysis and processing. Considering that the interpretation
results of the FCN, U-Net, HR-Net algorithm cannot fully reflect the periodic phe-
nomena and laws in the depth of the formation, the author improvesHR-Netmodel
and the high-resolution semantic fusion of the HR-Net model is also improved.
The research result is the improved HR-Net algorithm model, which has certain
application and promotion value in interpreting reservoirs and predicting faults
from seismic image data.

Keywords: Deep Learning · Seismic Data Processing · FCN · U-Net · HR-Net ·
HR-Net Improved Model · Seismic Image Data · Reservoir Identification ·
Lithofacies Prediction

1 Introduction

With the demand of application scenarios in real life, image classification, target detec-
tion and image segmentation have become the main purpose of computer vision task
processing. Among them, the classification tasks in many application scenarios are dom-
inant in computer vision. The core of the classification task is semantic segmentation. It
is a classification based on pixels. The same kind of pixels are classified into the same
category. It can be said that semantic segmentation is used to process the labeled image
or to understand the image. Unlike many image classification tasks, semantic segmen-
tation is more complex and difficult. It requires a large number of pixels to support,
the processing flow is more complex, and the required computing power is also multi-
plied. With further research of the lithology prediction, fault matching, and intelligent
processing of seismic data of petroleum seismic images, the understanding or semantic
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segmentation of such images is very important. It is the key technology in the field of
intelligent processing of seismic images in China that needs to be solved in the field of
computer vision. Therefore, it is more and more important to study how to segment the
semantics and segmentationmodels of various seismic images efficiently and accurately.

In recent years, with the development of deep learning, it is possible to process
complex and cumbersome feature extraction and result interpretation of various seismic
data with artificial intelligence algorithms instead of manual work. The process is to
performconvolutionfirst, and then transpose convolution to allow themachine intelligent
model to autonomously learn more detailed features of seismic images that cannot be
distinguished by the human eye. FullyConvolutionalNetworks (FCN)was first proposed
by Jonathan Long et al. in 2015 in the article Fully Convolutional Networks for Semantic
Segmentation [1]. It is an algorithm framework for image semantic segmentation. The
overall network model of FCN can be divided into two parts: Fully Convolutional and
Deconvolution.TheFullyConvolutional part borrows someclassicConvolutionalNeural
Networks (CNN) (such as AlexNet, VGG, GoogLeNet, etc.), and replaces the final
fully connected layer with convolution to extract features and form a hotspot map. The
Deconvolution part is the original-size semantic segmentation image obtained by up-
sampling the small-size hotspot image. However, there are many shortcomings in the
resolution increased by this method. After up-sampling, semantic details will be lost,
and the connection among pixels cannot be effectively calculated, resulting in semantic
classification or inaccurate cutting will make it difficult to extract target features.

Based on the problems of FCNnetwork structure,many scholars [2–9] have proposed
many optimization algorithms, such as U-Net, SegNet, DeepLab-v1, etc. Among them,
U-Net based on the structure of FCN proposed by Ronneberger et al. [10] in 2015
is the most remarkable. U-Net uses the construction idea of combining encoder and
decoder, which is improved on the structure of FCN. The U-net algorithm is similar
to the idea of FCN, and the algorithm improves the up-sampling stage. It increases the
number of feature maps in the up-sampling phase (the second half of the net-work), and
merges the original pixel-level low-level features into the subsequent prediction phase
through jumpers, thereby increasing the accuracy of positioning. The entire network is
U-shaped,with basic symmetry before and after. The featuremaps on the down-sampling
and up-sampling at the same level are merged by jumpers.

In 2019, Sun et al. [11] proposed HR-Net model to solve the problem of detail
loss caused by up-sampling after traditional down-sampling. This network architecture
realizes the repeated exchange of information and multi-scale repeated fusion by repeat-
edly cascading different subnets of high and low resolution, which greatly improves the
utilization efficiency of spatial information and solves the problem of classification accu-
racy degradation caused by spatial information loss to a certain extent. The advantage
of HR-Net is that it can output multi-scale feature maps, and through cross-resolution
information interaction, high-resolution rich semantic feature output can be achieved.
The result is that semantic details are richer and features are more obvious.

However, due to the design problem of the HR-Net model, a large amount of redun-
dancy and several times of parameters will be generated between multiple stages [12]. In
order to solve the problem of multi-scale target segmentation efficiently [13], this paper
will improve and optimize HR-Net and apply it to the processing of seismic images,
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and further improve the processing performance by combining Object-Contextual Rep-
resentation (OCR) and Atrous Spatial Pyramid Pooling (ASPP). ASPP is a method of
increasing the receptive fields. ASPP can more easily obtain the semantics of the con-
text. The dilated convolution is proposed to solve the problems in the FCNmodel, which
improves the content aggregation and does not reduce the resolution [14]. OCR is a text
recognition technology. When seismic data is processed, the model needs to identify
the object features. This article is based on the principle of combining OCR and ASPP
algorithms to perform image processing and obtain the feature information expression
of the target context, so as to improve the accuracy of the model algorithm.

2 Improved HR-Net Model

2.1 Commonly Used Network Model Structure and Characteristics

Most of the current deep learning algorithms are processed by reducing the resolution
(down-sampling), and then improving the resolution (up-sampling) to obtain feature
information [15]. FCN, a fully convolutional network structure, mainly classifies images
at the pixel level, but most networks are linear. Different from the classical CNN, FCN
accepts the input of an image of any size, uses a deconvolution layer, and up-samples the
featuremapof the last convolution layer to restore it to the same size of the input image, so
that a prediction can be generated for each pixel, while preserving the spatial information
in the original input image, and finally, pixel-by-pixel classification is performed on the
up-sampled feature map, so that each pixel can be generated [16]. As shown in Fig. 1.

Fig. 1. FCN structure diagram
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The characteristics of this network model are as follows:
FCN is a convolutional neural network (CNN) for image semantic segmentation.

Its main structural feature is to replace the traditional fully connected layer with a fully
convolutional layer, enabling the network to accept an input image of any size and output
a dense prediction of the corresponding size. The characteristics of this network model
are as follows:

1. Input Layer: Accepts an input image as input to the network.
2. Convolutional layer: FCN contains multiple convolutional layers for extracting fea-

tures of images. These convolutional layers convolve the input image through dif-
ferent convolution kernels and introduce non-linearity through non-linear activation
functions such as ReLU.

3. Down-sampling (pooling) layers: In order to reduce the spatial size of feature maps
and preserve the main features, FCN uses down-sampling (pooling) layers. This
algorithm mainly uses resolution down-sampling for semantic aggregation, enriches
semantics [17], and is then used for classification tasks. Low-resolution representation
learning is more friendly to classification tasks. Commonly used down-sampling
methods include Max Pooling and Average Pooling.

4. Up-sampling (deconvolution) layers: In order to restore the feature map to the
same size as the original image, FCN uses up-sampling (deconvolution) layers.
Up-sampling can be achieved by deconvolution operations or interpolation methods.

5. Skip Connections: In order to fuse feature information at different levels, FCN
introduces skip connections. Skip connections connect low-level feature maps with
up-sampled high-level feature maps to provide richer contextual information [18].

6. Output layer: The last layer is the output layer, which produces a dense prediction
map through convolution operations. For image semantic segmentation tasks, the
output is usually a prediction map of the same size as the input image, with each pixel
corresponding to a class label or class probability.

2.2 HR-Net Model

Compared with FCN or other network structures model, HR-Net model can achieve
depth estimation and edge detection through image classification, image segmentation,
target detection, face alignment, posture recognition, style transfer, image rendering,
super rating and other processes[19]. HR-Net has the following characteristics:

1. Through the multi-resolution parallel flow architecture, high-resolution maintenance
is achieved to ensure that spatial location information is more accurate and complete.
The design concept of HR-Net continues the method of retaining a large map with
resolution features and retains a large map of features. However, in the process of
network advancement, it will also perform some sampling to reduce parallel feature
mapping and so on. Generate multiple feature map groups with different resolutions,
and then combine these feature maps to predict the segmented image and generate
various functions with different resolutions. It is characterized by the fusion of the
beginning, middle and last three parts of the network, not just on the final image,
which can greatly improve the accuracy of the features.
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2. By fusing cross-resolution information interaction features, semantic fusion is real-
ized, and rich semantics are added on the basis of the accuracy of the original spatial
information.

3. The advantage of HR-Net is that it can generate multi-scale feature maps and
achieve high-resolution feature output with rich semantics through cross-resolution
information interaction.

4. Keep high-resolution imaging learning: obtain feature map streams with different
resolutions through parallel convolutional streams. In the main process of the whole
framework, the high-resolution feature map remains unchanged, so better and more
accurate location information can be obtained.

5. Multi-scale (hierarchical) fusion representative learning: Previous studies have
focused on feature fusion at different levels. The whole search corresponds to the
connection jump of different levels of features in the process of network function
ex-traction, and realizes semantic fusion.

However, although HR-Net accurate location information is retained at this time, the
semantic information in each pixel is actually limited, because the resolution compres-
sion is limited and the aggregation semantics are limited, resulting in limited performance
of segmentation activities. In addition, in the previous high-resolution preservation learn-
ing, batch normalization and residual connection are not designed in the feature extrac-
tion process. According to the concept of receptive field, a pixel in the feature map is
actually equivalent to multiple pixels in the original image. In other words, the semantics
represented by a pixel is the semantic fusion of several original pixels. This is why the
previous high-resolution preservation architecture lacks semantics. Because in order to
simplymaintain high resolution, the semantic information of each pixel is limited, which
naturally limits the task of semantic segmentation.

Since HR-Net has no relevant literature published in seismic image processing, this
paper attempts to use HR-Net algorithm model for seismic image processing for the
first time. However, since the data points of seismic images are three-dimensional data,
it is found that there is room for improvement in the HR-Net algorithm during model
training and prediction. Therefore, this paper creatively attempts to improve the original
HR-Net algorithm.

2.3 The Improved HR-Net (Combining ASPP and OCR)

In the HR-Net-based model, the HR-Net can be further optimized by combining with
other models to increase contextual connections. This paper first assumes that there is
an object context representation method, and then performs semantic segmentation. The
main reason for the success of segmentation is that the label of the pixel is the label of
the object where the pixel is located, and the pixel representation is enhanced by repre-
senting the corresponding object region for each pixel. Since then, this paper proposes
a joint algorithm model of HR-Net + OCR + ASPP for seismic image processing, so
that it can be carried out as much as possible under the training of the original HR-
Net high-resolution model, and semantic segmentation is performed using the object
context representation method. The ASPP module is used to capture multi-scale con-
text information, output multi-scale contextual representations through several parallel
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perforated convolutions, and output cascaded representations through parallel extended
convolutions. The multi-scale context scheme based on extended convolution captures
multi-scale context without losing resolution. From the hypothesis of this paper, HR-Net
combined with ASPP can have higher advantages and higher accuracy. The reason is
that it uses pixel representation and region representation to calculate the relationship.
Region representation can describe the characteristics of the target in a specific image,
so the relationship between a specific image is more accurate than the simple use of pixel
representation. In short, the improvement of the HR-Net original algorithm can improve
the accuracy of semantic segmentation and achieve ideal results in data processing of
seismic images.

3 Model Training and Results

3.1 Seismic Image Dataset

In this paper, an open source seismic data of North Sea F3 work area (as shown in Fig. 2)
are used for model training, and the results are compared and analyzed on this basis.

Fig. 2. North Sea F3 work area

3.2 Evaluating Indicator

For obtaining robust model, in this paper, the model is built according to the 80-10-10
ratio: 80% of the seismic image data set is used as the training set, 10% is used as the
verification set, and 10% is used as the test set. This split ratio is suitable for larger
datasets and simple tasks. The model has been processed and trained, and give rating
indicators such as accuracy and accuracy. In the algorithmmodel, this paper refers to the
method proposed by Yan Xing-yu et al. [20]. By introducing the mixed loss function,
the objective function is added to the traditional multivariate cross entropy loss function.
The Dice index loss function is used to improve the classification effect of each pixel
point and the overall image segmentation effect, and overcome the problem of accuracy
decline caused by uneven data distribution.
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3.3 Model Training

The seismic image data set is divided into two blocks. The size of block 1 is 701× 401×
255 as the training set, and the size of block 2 is 701× 200× 255 as the verification set.
After 10 iterations of model training, the indicators are no longer improved. This paper
takes 10 epochs as the result analysis [21]. On this basis, the results of U-Net model,
HR-Net model and improved HR-Net model are compared and output in the form of
curve graph.

3.4 Experimental Design

The purpose of this paper is to compare the results of the original U-Net algorithmmodel
with the HR-Net algorithm model and the improved HR-Net algorithm model proposed
in this paper. Its seismic image F3 dataset is trained on the original HR-Net algorithm,
and the results are shown in Fig. 3:

Fig. 3. Results of the North Sea F3-HRNet Example

The example results of the improvedHR-Netmodel proposed in this paper are shown
in Fig. 4:
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Fig. 4. Improved HR Net Example Results

Through comparison, it can be seen that the accuracy rate does not change much,
and the highest is around 0.81, but from the seismic image, the saturation is improved,
which is the sign of the improved model effect. Next, the results of the example are
compared with the U-net model example. In order to reflect the experimental results
more intuitively, the data of 51 × 101 × 151 provided by a work area is added here.
The purpose is to identify the sand body by binary classification. Because the amount
of data is small, this paper divides the last 15% as the verification set. The results of the
U-net model are shown in Fig. 5.

Fig. 5. The North Sea UNet

From the examples of the above three models, we can intuitively see the total accu-
racy, average recall rate and average precision rate. Through model optimization and
parameter debugging, the prediction accuracy of the final model is 98% (reservoir
prediction), the comparison chart of model running results as shown in Fig. 6.
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Fig. 6. Comparison chart of model test results

Some other useful information can also be seen on the indoor computer software
model. In a word, the improved HR-Net algorithm model has formed a practical appli-
cation software, which can speed up the processing of seismic data and explore a new
way for the application of artificial intelligence algorithm in the field of oil exploration
and development. A commercial artificial intelligence industrial application software
(AiTk®) has been developed at the same time and has been applied in the market.

4 Conclusion

By comparing the results of FCN, U-Net, HR-Net and HR-Net improved model, this
paper draws the following conclusions and suggestions:

1. U-Net model, HR-Net model and HR-Net improved model can be used to process
seismic data images. In this paper, an improved HR-Net model is constructed, and its
algorithm is processed by a commercial software to facilitate on-site application.

2. Compared with the original HR-Net model, the improved HR-Net model improves
the processing performance.

3. It is suggested that the next research direction is to first improve the evaluation system
of themodel results, so that it canmore fully reflect the feature attributes of the original
image, and the criterion is more scientific. The second is to study the continuity
of spatial points, which is the fundamental difference between seismic images and
general two-dimensional images. In particular, the lateral continuity of seismic images
lacks the ability to obtain global spatial prior information, and does not consider the
mutual influence between pixels of seismic profiles. How to be reflected on the model
is the focus of the next research, and also the key point to improve the processing of
seismic data.
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1 Preface

The indicator diagram of the beam pumping unit is a geometric figure composed of the
load and displacement of the suspension point of the rod. It is an important means to
directly reflect the working condition of oil well, and can master the running state of
pumping unit accurately and timely [1–3]. At present, the indicator diagram is mainly
measured directly by the sensor, that is, load sensor and displacement sensor are installed
at the suspension point of the pumping unit, and the load and displacement of the mea-
sured suspension point are drawn as indicator diagram. However, in the long-term work-
ing process of load sensor, due to the action of alternating load, precision misalignment
or damage is easy to cause load data drift distortion, so we need manual calibration
regularly, and maintenance workload is large. In view of the problems existing in the
direct measurement of indicator diagram, many scholars at home and abroad use the
electric power or speed of the pumping unit motor to calculate the suspension point load
and obtain the indicator diagram indirectly according to the transmission and dynamic
relationship of each pumping unit mechanism. Gibbs [4] proposed the indirect detection
method based on the motor speed indicator graph in 1988, and calculated the load using
the torque factor method according to the mechanical dynamic characteristics of the
motor. Chen Pei-yi, Jiang Lin et al. [5–7] comprehensively considered the effects of
transmission efficiency, inertia and balance of the pumping unit, analyzed the precise
dynamics of the pumping unit, established the mathematical model corresponding to
the suspended point load and electric power, and formed the power conversion method
to solve the suspended point load. Zhu Zhao-kun [8] considered the influence of power
loss in the modeling process, including the loss of the motor itself, and the influence
of the loss of the four-link mechanism, belt and reducer in the transmission in the indi-
cator diagram model, and established the indicator diagram fitting model. In the above
indirect methods of obtaining the indicator diagram, the torque factor method tends not
to converge at the upper and lower dead points, the suspension point load calculation
results have a large error, the power conversion method is easy to be affected by the
geometric dimension accuracy of the pumping unit, and the power loss method cannot
ensure that the power loss remains unchanged when the working condition of the oil
well pump changes, thus affecting the calculation accuracy of the load. It fails to meet
the requirement of engineering technology for indicator diagram of pumping unit.

In recent years, because of its complex dynamic characteristics, learning, associa-
tion, memory and other functions, as well as its high self-organization, adaptive ability
and flexibility, artificial neural network has a wide range of practicability in automatic
control, computer and artificial intelligence and other fields [9, 10], and has a broad
application prospect in the field of automation, digitalization and intelligent technology
of oil production system in oilfield development [11, 12]. BP neural network is the most
widely used neural network at present [13]. It can summarize the internal rules of the sys-
tem through the sample data provided in advance, and obtain the corresponding output
results from the input of the new sample data. Due to the complex relationship between
the mechanical transfer system of the pumping unit from the motor to the suspension
point, such as belt, reducer, four connecting rod and so on, this paper proposes to use
BP neural network to establish the electrical parameter inverse indicator diagrammodel,
which is used to express the mechanical transfer nonlinear system of the pumping unit.
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In other words, the BP neural network is studied, trained and simulated by using the
electrical parameters of pumping unit well and the historical data of indicator diagram,
and the mapping relationship between input and output is found to form a network train-
ing model. The power diagram is inverted and produced by BP neural network training
model using the electrical parameters to be measured, which provides a new idea for
indirect acquisition of indicator diagram of pumping unit.

2 The Principle of Research Methods

2.1 BP Neural Network

BP neural network is a concept put forward by scientists led by Rumelhart and McClel-
land in 1986 [14]. It is a multi-layer feedforward neural network trained according to the
error backward propagation algorithm. It has the ability of arbitrarily complex pattern
classification and excellent multidimensional function mapping ability. The basic idea
of BP learning algorithm is the gradient descent method, the purpose is to obtain the
minimum value of the error function, the weight of the multi-layer feedforward neural
network can be adjusted in the training, so that the predicted output keeps approaching the
expected output [15]. BP neural network can not only perform nonlinear approximation
to any function, but also has good generalization ability.

BP network has input layer, hidden layer and output layer in structure. The network
topology is shown in Fig. 1.

Fig. 1. BP neural network topology structure diagram

X1, X2,… Xn is the input value of BP neural network, Y1,Y2… Ym is the predicted
value, w and ω are the network weight. BP neural network can be regarded as a nonlin-
ear function, the network input value and the predicted value are the independent and
dependent variables of the function respectively. When the number of input nodes is
n and the number of output nodes is m, the BP neural network expresses the function
mapping relationship from n independent variables to m dependent variables.
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2.2 The Indicator Diagram Model Algorithm Inverted by Electrical Parameter
Based on BP Neural Network

The process of using BP neural network to invert indicator diagram with electrical
parameters is divided into three parts: neural network model creation, model learning
and training, and model prediction. The specific algorithm steps are as follows:

1. The electrical parameters and load-displacement data of pumping units in multiple
cycles are obtained through field testing. Due to the possible instability and external
disturbance in the test operation process, data cleaning, screening and normalization
preprocessing need to be carried out. The sample data is divided into training samples
of network model and test samples.

2. Create BP neural network model, establish BP neural network topology, set the num-
ber of nodes and layers of input layer, hidden layer and output layer, configure network
parameters including iteration times, learning rate and error target, and initialize the
network weight threshold.

3. The data of N cycles are selected as training samples and input into the BP net-
work model, where the electrical parameters including suspension point displace-
ment, motor speed, motor power and motor current are taken as input vectors, and
the suspension point load data is taken as output vectors. The output response of the
sample data is compared with the actual value, and the connection weight of the net-
work is adjusted when the test requirements are not met. After repeated correction,
the error meets the set value.

4. The BP neural network model is used to predict the suspension point load of pumping
unit, and the new data input samples are trained without changing the weight, so that
the connection weight of the network can adapt to the short-term load change to
ensure the prediction accuracy (Figs. 2 and 3).

2.3 Evaluation Index

1. MSE
The error statistics used in the process of model training learning refers to the

sum of squares of the difference between the expected output value and the actual
output value of the network.

MSE = 1

mp

∑p

i=1

∑m

j=1

(
yij − y′

ij

)2
(1)

yij- the expected network output value, y′
ij-the actual network output value, m- the

number of output nodes, P-the number of training samples.
2. Calculation accuracy of indicator diagram

Si =
[
1 − |Wimeasured − Wicalculated|

Wimeasured

]
× 100% (2)

Sw = S1 + S2 + S3 + . . . + SN
N

(3)
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Fig. 2. Flow chart of the algorithm inverting indicator diagram with electrical parameter based
on BP neural network

Si-the single point load accuracy, %; Wi measured-the i th single point load in the
actual measured indicator diagram, kN; Wi calculated-the i th single point load in the
calculated indicator diagram, kN; Sw-Calculation accuracy of indicator diagram, %;
N-the number of points collected in a single cycle, i = 1, 2, . . . ,N .
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Fig. 3. Schematic diagram of the model inverting indicator diagram with electrical parameter
based on BP neural network

3 Example Analysis

Based on the data source of multi-period electrical parameters and indicator diagram
measured in the field of pumping unit, the model of electrical parameter inversion power
graph based on BP neural network is established and data verification is carried out.

3.1 Data Acquisition and Preprocessing

With selecting 1000 groups of measured electrical parameters of pumping unit and
corresponding data of indicator diagram, each group of electrical parameters includes
motor power, motor speed and motor current, indicator diagram includes suspension
point displacement and suspension point load, each parameter is periodically collected
data, a cycle of 200 points, after data cleaning and screening, eliminate 30 groups of
missing and abnormal data in field test. The remaining 970 groups are selected as the
simulation experiment data, 825 groups with 85% data proportion are selected as the
training set, and 145 groups with 15% data proportion are selected as the test set. At the
same time, the data set is normalized.

3.2 BP Neural Network Model Establishment and Algorithm Implementation

BP neural network model is created by MATLAB neural network toolbox. The specific
steps are as follows:

1. TheBPneural network topology is created. The suspension point displacement,motor
speed, motor power and motor current are taken as input vectors, and the suspension
point load data are taken as output vectors. The number of nodes in input layer and
output layer are set as 4 and 1 respectively.

It is generally believed that too many or too few neurons in the hidden layer will
lead to poor performance of the neural network. The number l of nodes in the hidden
layer is calculated according to the empirical formula. This example is verified by
the data, when m = 4, n = 1, a = 5, l = 7, then the structure of the network is 4 ×
7 × 1. After calculation, l = 10 and l = 15 are taken respectively according to the
performance of the network. The mean square error curve of network output values
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under different hidden layer nodes is shown in Fig. 4. When l = 10, the prediction
error of the network is smaller and the performance is better than the other two
conditions. Therefore, the number of hidden layer nodes is set as 10, so as to ensure
the calculation speed of the model and the accuracy of network prediction.

l = √
(m + n) + a (4)

m-the number of input neurons; n-the number of output neurons; a-the constant
between 0 and 10.

Fig. 4. MSE curves of nodes in different hidden layers

2. Configuring neural network parameters. Because the selection of the network training
function has a great influence on the error, by improving or selecting the efficient
training learning algorithm, the diagnosis accuracy canbehigher and the network error
can be reduced.Under the condition that the network training objectives, training steps
and network structure are set to be consistent, the variable learning rate BP algorithm,
elastic BP algorithm, SCG algorithm, LM optimization method and quasi-Newton
method training algorithm are respectively used to carry out the model training. The
training results are shown in Table 1.It can be seen that trainlm function corresponding
to LM optimization method is the fastest in network training, and the errors meet the
requirements. Therefore, trainlm is configured as the training function, the number
of iterations is 1000, the learning rate is 0.01, and the error target is 1e-5. At the same
time, the network weight threshold is initialized.

3. Neural networkmodel learning and training.A training set sample containingNcycles
is selected and input into the established BP network model for learning training
and simulation analysis. The output response of the sample data is compared with
the actual value, and the connection weight of the network is adjusted when the test
requirements are notmet. After repeated correction, the calculation error ormaximum
number of iterations meet the set value.

4. Finally, the BP neural networkmodel completed the training is verified by the samples
of electrical parameters to be measured, and the suspended point load of the pump-
ing unit is predicted. The indicator diagram is drawn by using the suspended point
displacement and load, so as to realize the electrical parameter inverting indicator
diagram.
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Table 1. The results of different improved training algorithms

The improved
model training
algorithm

The training function The number of iterations The training error

The variable
learning rate BP
algorithm

traingdx 132 0.0592

The elastic BP
algorithm

traingdm 1000 0.0793

The SCG algorithm trainscg 121 0.0574

The LM
optimization
method

trainlm 115 0.0109

The quasi-Newton
method training
algorithm

trainoss 151 0.0342

3.3 Analysis of Indicator Diagram Results of Electrical Parameter Inversion

Through the verification of the established neural network model based on the electrical
parameter data of the pumping unit, the predicted indicator diagram of the model is
compared with the measured indicator diagram. The results of the verification example
of standard well and field well (Wells X1 ~ X6) are shown in Fig. 5.

The results of the X1-X6 well electrical parameter inverting indicator diagram are
compared by index according to the absolute values of minimum load and maximum
load and calculation accuracy of the actual and predicted indicator diagram, as well as
the average calculation accuracy of the indicator diagram, as shown in Table 2. The
average accuracy of the minimum load calculation is 91.1%, and the average accuracy
of the maximum load calculation is 97.5%. The average accuracy of indicator diagram
calculation is 96.3%.

A total of 145Wells are verified under different working conditions, and the average
accuracy rate of indicator diagram calculation is 93.2%. It can be seen that the technology
based on BP neural network has good field applicability and accuracy (Table 3).
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  X1                                       X2

  X3                                     X4

  X5                                     X6

Fig. 5 Comparison between the indicator diagram calculated by the model and the measured
diagram
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Table 2. The analysis and comparison table of example results of indicator diagram inverted with
electrical parameter

Well
number

Actual
minimum
load (kN)

Predicted
minimum
load (kN)

Accuracy
of
minimum
load
calculation
(%)

Actual
maximum
load (kN)

Predicted
maximum
load (kN)

Accuracy
of
maximum
load
calculation
(%)

Average
accuracy
of
indicator
diagram
calculation
(%)

X1 24.91 23.06 92.6 47.1 51.81 90.0 96.3

X2 27.04 24.45 90.4 57.75 57.98 99.6 95.2

X3 13.7 13.8 99.3 47.9 47.43 99.0 98.4

X4 14 16.07 85.2 55.5 54.58 98.3 96.7

X5 19.78 21.47 91.5 51.92 52.02 99.8 93.6

X6 13.66 15.37 87.5 37.36 36.81 98.5 97.5

Average 18.85 19.04 91.1 49.59 50.11 97.5 96.3

Table 3. The accuracy result table of indicator diagram inverted with electrical parameter in
different operating mode

The pump conditions The test number The average accuracy of indicator diagram
calculation (%)

Normal 100 93.8

Gas effect 38 92.7

Sucker rod breaking 4 85.6

Pump leakage 3 90.1

Total 145 93.2

4 Conclusion

(1) BP neural network is used to establish the model of electric parameter inverting
indicator diagram to simulate the nonlinear systemofmechanical transfer in pumping
unit. Through the learning training and simulation analysis of the historical data of
the electrical parameters and indicator diagram of pumping unit well, the direct
conversion of indicator diagram using the electrical parameters of pumping unit can
be realized, which can cancel the load sensor and reduce the manual maintenance
workload.

(2) The model of electrical parameter inverting indicator diagram based on BP neural
network established in this paper is based on big data analysis, which needs to learn
and train a large number of historical data of the pumping unit, mining the internal
rules of big data. Therefore, data quality is particularly important, and data need to
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be screened to eliminate the missing and abnormal data caused by the uncertainty
factors in the field test, to provide a reliable data source for method validation.
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Abstract. The correct identification of reservoir fractures is of great practical
significance for accurately evaluating the oil and gas reserves of reservoirs and
the effectiveness of hydraulic fracturing, especially for macroscopic fractures
between wells with an aperture greater than 1cm, which are often the culprit
of hydraulic fracturing failure. However, traditional reservoir fracture identifica-
tion methods face difficulties in feature extraction and illposedness in inversion
problems, making it difficult to ensure the accuracy of results. Regression predic-
tion models based on convolutional neural networks have powerful nonlinear data
mapping capabilities and can replace traditional geophysical inversion calcula-
tions. To address the issue that traditional convolutional neural networks can only
handle scalar data while the actual electromagnetic field data is vector valued,
this paper proposes a macroscopic fracture identification method for inter-well
reservoirs based on complex-valued convolutional neural networks. By using the
real and imaginary parts or amplitude and phase data of the observed field as the
input to the complex-valued convolutional neural network, the information input
to the network is increased, enabling the network to extract more target features
and improve the identification ability of reservoir fractures. Through comparative
experi-ments based on amplitude scalar data and complex-valued convolutional
neural networks, the results demonstrate that the electromagnetic detection data
inversion for fracture identification based on complex-valued convolutional neu-
ral networks has higher resolution and provides a new approach for the accurate
identification of macroscopic fractures in inter-well reservoirs.
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1 Introduction

With the development of the oil and gas industry, oil and gas field exploration and
development is moving towards deeper fractured reservoirs with more complex forma-
tion conditions and greater identification difficulty. Currently, nearly half of the world’s
explored oil and gas reserves come from fractured oil and gas reservoirs. Effective
fractures can act as conduits for oil and gas transport, while ineffective fractures can
impede oil and gas migration or cause hydraulic fracturing failures that impact produc-
tivity. Therefore, accurate identification of fractures is of great practical significance for
predicting productivity in fractured reservoirs [1].

Hydraulic fracturing is a commonly used method to enhance reservoir permeability,
which can create new fractures or enlarge existing ones within the formation [2]. As
the fracturing process takes place underground and cannot be directly observed, it is
necessary to diagnose and predict the positional information of the length, height, width,
direction, and symmetry of the fractures after fracturing in order to determine whether
the actual fractures formed are consistent with expectations. This is of great significance
for the dynamic adjustment of the well network in later stage development.

The width of reservoir fractures ranges from submillimeters to tens of meters, and
the distribution of fractures at different scales in underground reservoirs has an important
influence on the physical properties of the reservoir and the productivity of oil and gas.
The prediction of fractures is of great significance for the exploration and development
of underground oil and gas resources. Macroscopic fractures refer to fractures with an
opening width between centimeters and tens of meters, usually in the form of composite
fractures or faults [3]. Hydraulic fracturing usually has adverse effects on macroscopic
fractures between wells. As the hydraulic fracturing pressure increases, the stress on
the surrounding rock formations also increases, causing damage or even fracture to the
fractures. When these fractures are damaged, the stress state of the surrounding rock
formations changes, which can lead to poor or even failed hydraulic fracturing results.
Therefore, adequate prediction of macroscopic fractures between wells is a key factor
for successful hydraulic fracturing [4].

Deep learning has excellent capabilities in nonlinear and highdimensional data map-
ping, and can replace traditional electromagnetic inversion processes to improve inver-
sion accuracy and efficiency [5]. There have been many studies on using deep learning
to invert large underground anomalies, but there are few studies on small and deeply
buried anomalies such as reservoir fractures.Developing a deep learning electromagnetic
inversion method for highresolution identification of reservoir fractures has significant
practical implications for evaluating oil and gas reserves and analyzing the effectiveness
of hydraulic fracturing [6].

Convolutional Neural Network (CNN) is a widely used neural network structure in
deep learning. CNN uses a local connection approach, which enables it to effectively
preserve spatial structure information in the input data. This is crucial when processing
highdimensional electromagnetic field data, such as position, magnetic and electric field
strength, and temporal frequency information [7].
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The Complex-Valued Convolutional Neural Network (CV-CNN) is a type of neu-
ral network that uses complexvalued convolution kernels and feature maps, allowing
for more accurate learning of signals in the complex domain. Compared to realvalued
CNN, CV-CNN have certain advantages [8]. Complex numbers are a mathematical con-
cept consisting of a real part and an imaginary part, and can be used to represent the
phase and amplitude information of certain signals. Real-valued CNN use real-valued
convolution kernels and feature maps to process scalar data, which can cause the loss
of key information such as phase and amplitude when learning complex-valued data.
Electromagnetic field data usually consists of complex-valued data with complex phase
and amplitude information, and in the analysis of electromagnetic data, CV-CNN are
more effective in processing complex-valued data than CNN.

2 Research on Forward Theory

Forward modeling is an important technique in the interpretation of electromagnetic
data for geoelectric exploration. It involves solving the theoretical field values by given
initial models and boundary conditions.Currently,numerical methods based geoelec-
tric forward modeling techniques have been developed and matured, including several
methods such as integral equation method, finite element method, and finite difference
method [9]. Integral equation method is mainly used to solve simple models. Although
it involves complex mathematical calculations, its advantage is that it only needs to
solve the unknown field in the anomalous area, without partitioning the entire area, and
without involving complex differential equation boundary problems [10].

The Maxwell equations are the fundamental physical laws that describe the relation-
ships between electromagnetic fields in space. They reveal that the interaction between
electric and magnetic fields is the fundamental reason for the existence of electromag-
netic fields [11]. The Lippmann Schwinger equation and the scattering field distribution
equation are basic equations that describe scattering phenomena, but they are in integral
form and it is difficult to obtain analytical solutions for the scattering fields through
direct solving. To address this issue, a forward problem calculation method based on
the method of moments (MoM) is introduced, which can discretize the integral equation
into a linear equation system and solve for an approximate solution [12].

Dividing the computation domain � into M equally sized and shaped grid cells, it
can be approximated that the electric field within each grid cell is uniform when the
edge length of each grid cell is less than onetenth of the wavelength. Based on this, the
integral formula can be rewritten into a discrete form, thereby transforming the solving
process into a problem of solving a linear equation system.
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where εr;m′ represents the relative permittivity of the medium within the m′ th grid cell.
Finally, the discretized formula is:
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Substituting Eq. (2.4) into (2–7), we have:
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Similarly, the integral equation for the scattered field can be discretized as:
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where,
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G S represents the Green’s formula for the relationship between the grid cells

located within the computation domain � and the receiving antenna.
The electromagnetic scattering problem aims to obtain the scattered field data. In

Eq. (2.9),
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J p is the quantity to be solved. Therefore, the

key to the electromagnetic scattering problem is to obtain the induced current data inside
the mesh. By transforming Eq. (2.8) and separating
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After using matrix inversion to obtain
−→
J p, we can substitute it back into Eq. (2.9)

to obtain the scattered field data.
The above is the complete process of solving the electromagnetic scattering problem

using MoM. Through this method, it is more convenient to solve the scattered field
distribution equation and obtain the approximate solution of the scattered field. This not
only improves the computational efficiency but also provides more accurate numerical
simulations for the study of scattering phenomena.

3 Model Studies

3.1 Forward Model Setup

Fig. 1. Schematic Diagram of Forward Model

The well to well electromagnetic detection system model is shown in Fig. 1. The
red curve in the figure represents the interwell reservoir fracture, with a burial depth
of 1000 m, an aperture of 0.01 m (fracture diameter), and a conductivity of 3333 S/m.
The yellow downward arrow represents the electric dipole transmitter with a working
frequency of 100 Hz. The black line segment that contains the electric dipole represents
the oil-producing well, which in this experiment represents the signal source transmit-
ting well. The other black line segment connected to the fracture also represents an
oil-producing well, and the distance between it and the transmitting well is 100 m. The
diffusive circular area on the ground in black represents the receiving area of the elec-
tromagnetic field at the ground (Z = 0 m), with a reception range of 100 m to 100 m in
the X direction and 100 m to 100 m in the Y direction, forming a rectangular area with a
spacing of 2 m between adjacent receivers. The brown area below the black area on the
ground represents the background medium of the stratum, with a conductivity of 0.02
S/m. The specific parameter settings for the forward model are shown in Table 1.
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Table 1. Configuration Parameters of the Detection System

Parameters Numerical values

Transmitter type Dipole

Observed component (A/m) Hx, Hy

Observation plane (m) X = −100:2:100, Y = −100:2:100, Z = 0

Transmitter frequency (Hz) 100

Fracture area (m) X = 0:100, Y = −40:40, Z = −1000

Background conductivity (S/m) 0.02

Fracture conductivity (S/m) 3333

3.2 Synthesis of Simulation Data

A dataset of ground-based electromagnetic data and underground fracture locations
was collected through electromagnetic forward simulation software. The forward model
can simulate electromagnetic and fracture data under different physical parameters and
experimental conditions, thereby obtaining a diversified neural network dataset, laying
the data foundation for the experiment.

To ensure that the sample dataset contains rich fracture location information, the
method of controlling variables was used to create the dataset, only changing the location
of the fracture in each sample, while keeping other parameters constant. In the forward
modeling process, a receiver array of 101*101 was used to cover the entire receiving
area, and the fracture position was set to pass between two wells with a length of 100 m
in the X direction. To reduce the output data size of the CV_CNN, the fracture was
divided into 10 sections in the X direction, and the Y coordinate represented the position
of the fracture in the opposite direction. Therefore, the output data size of each sample
is 9*1. The dataset contains a total of 1000 samples, 900 of which are used as training
data and 100 as test data (Fig. 2).

Fig. 2. Dataset samples
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3.3 Network Structure

To compare the performance of CNN and CV-CNN, it is necessary to ensure that factors
such as network structure, dataset, and training parameters are the same. Only under
these identical conditions can we better compare the performance of the two models
and obtain more accurate conclusions. The framework of the neural network is shown in
Fig. 3. The input layer C1 inputs a 101*101*2 input matrix into the network, undergoes
convolution with 8 convolution kernels of size 2*2 and stride 1, and then undergoes
batch normalization (BN) and rectified linear unit (ReLU) operations for the first step
of feature extraction. Then, a 22 pooling operation with stride 2 is used to connect to
the first layer C2 (50*50*8) of the encoding part. The same operation is repeated with
32, 64, 64, and 128 convolution kernels of size 55 and stride 1 to obtain the C3 layer
(25*25*32), C4 layer (12*12*64), C5 layer (6*6*4), and C6 layer (3*3*128). After the
last layer C6 of the encoder, a fully connected layer C7 with 10,000 neurons is used for
high-dimensional feature mapping. Finally, an output layer C8 with 9 neurons is used to
output the mapped feature vector as a matrix describing the crack position. The specific
information parameters of each layer of the network are shown in Table 2. The advantage
of CNN is that it can discover features in images through convolutional kernels, making
it easier for classification or regression. In the CV_CNN network used in the experiment,
each layer has its unique function. For example, the first layer C1 can extract the basic
features of the input data, and the second layer C2 can further extract important features
from the data. The subsequent layers C3, C4, C5, and C6 then gradually extract more
abstract and advanced features. The fully connected layer C7 can map the features, and
the output layer C8 is a matrix describing the crack position. Through these operations,
the model’s accuracy and generalization are improved by retaining the essential features
in the data while removing some noise and redundant information.

Fig. 3. Network architecture.
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Table 2. Parameters information of neural network layers.

Layer Type Input Size Kernel Size Stride Output Size

Input (input layer) (101,101,2) (101,101,2)

Conv_1 conv (101,101,2) (2,2) 1 (101,101,8)

Maxpool_1 pool (101,101,8) (2,2) 2 (50,50,8)

Conv_2 conv (50,50,8) (5,5) 1 (50,50,32)

Maxpool_2 pool (50,50,32) (2,2) 2 (25,25,32)

Conv_3 conv (25,25,32) (5,5) 1 (25,25,64)

Maxpool_3 pool (25,25,64) (2,2) 2 (12,12,64)

Conv_4 conv (12,12,64) (5,5) 1 (12,12,64)

Maxpool_4 pool (12,12,64) (2,2) 2 (6,6,64)

Conv_5 conv (6,6,64) (5,5) 1 (6,6,128)

Maxpool_5 pool (6,6,128) (2,2) 2 (3,3,128)

Fully Connected layer Dense (3,3,128) 10000

Fully Connected layer Dense 10000 9

The network parameters are set as shown in Table 3:

Table 3. Network training parameters.

Neural network parameter Setting value

Batchsize 5

LearningRate 1e–3

Optimizer Adam

LossFunction RMSE

MaxEpochs 100

LearnRateDropFactor 0.1

LearnRateDropPeriod 100

Dropout 0.2

3.4 Inversion Evaluation

The network was trained using 1000 samples, with 90% of the samples used for network
training and 10% used for network validation. The loss function value curves for both
CNN and CV-CNN are shown in Fig. 4, respectively.
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Fig. 4. Loss curve of CNN network training (left). Loss curve of CV-CNN network training
(right).

The visualization comparison between the true labels and the predicted results of
new samples by the trained networks is shown in Fig. 5. It can be seen from the figure
that the CV-CNN and CNNmodels trained on the dataset composed of ground magnetic
data and fracture information can accurately predict the location of reservoir fractures
with a well spacing of 100 m, a burial depth of 1000 m, and an aperture of 0.01 m.

Fig. 5. Comparison between tags and CNN predictions (left), comparison between tags and CV-
CNN predictions (right).

The results show that the deep learning model trained using the ground magnetic
field data and thematrix representing the position of fractures can quickly and accurately
predict the location of fractures in the 1000 m deep and 0.01 m aperture underground
wells. Both the CNN and CV-CNN models can effectively learn the input data and
predict the location of fractures. By comparing the loss values of the CNN and CV-
CNN, it can be concluded that the CV-CNN has a better prediction result for the input
electromagnetic data, and has a higher accuracy in fitting the original labels.
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4 Conclusion

We propose a new method based on combining the CV-CNN with electromagnetic
detection technology to predict interwell fractures, addressing the difficulties in feature
extraction and ill-posed inverse problems associated with traditional reservoir fracture
identificationmethods. Thismethod ismore efficient and accurate than traditional explo-
ration methods, and can better explore the distribution of underground inter-well frac-
tures, avoiding the problemof hydraulic fracturing failure due to inaccurate identification
of macroscopic fractures.

Firstly, a forward inter-well reservoir fracture model was designed to meet actual
engineering conditions. Inter-well fractureswith a depth of 1000m, an aperture of 0.01m
and a length of 100 m were set up, and an inter-well electromagnetic detection system
with well to ground transmission and reception was arranged. The emission frequency of
the electric dipole was set to 100 Hz, taking into account the transmission characteristics
of the electromagnetic field in the reservoir. Then, CV-CNN and CNN neural networks
were built to learn from the scattered field data of inter-well fractures obtained through
forward simulation. The experimental results show that the CV-CNN model has better
learning ability for scattered field data of fractures than the CNN model. The CV-CNN
model can quickly and accurately predict the location of inter-well fractures with a depth
of 1000m and an aperture of 0.01m from the groundmagnetic field data. The application
of this model has broad prospects in oil and gas reservoir evaluation, hydraulic fracturing
monitoring, geological exploration, undergroundwater resourcesmanagement and other
fields. In addition, this study also provides a reference for using deep learning technology
to carry out underground fracture detection research.
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Abstract. As the revitalization and development of Daqing oilfield has entered a
new stage, new requirements have been put forward for the large-scale processing
of massive seismic data, and the seismic data processing has entered the era of
basin-levelmassive pre-stack data. The quality ofmassive pre-stack seismic data is
closely related to the quality of migration imaging, which greatly affects the opti-
mization of trap target, well position deployment and adjustment of engineering
scheme. Therefore, the comprehensive treatment of massive prestack seismic data
is of great significance to the high-quality development of oilfield exploration and
development. Due to issues such asmissing data header information, non-standard
archive content, difficulty in data back-tracking, unsynchronized data structure
and document storage, the quality of pre-stack seismic data is affected to vary-
ing degrees, unable to meet the needs of high-quality, efficient, and full lifecycle
exploration and development. Professional big-data comprehensive management
means are needed. Through continuous exploration and practice, a “Five Refined
Quality Control” has been established for pre-stack big-data management meth-
ods, which includes institutionalized modes, quality control processes, evaluation
forms, software standardization, andmanagement informatization, achieving stan-
dardizedmanagement and standardized governance of pre-stack seismic data. The
method is applied to massive seismic pre-stack data, and established a pre-stack
middle results database for the entire exploration area of Daqing. In the continuous
processing task of tract 24 in the Gulong area of the Songliao Basin, high-quality
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middle results data were used to shorten the 26month continuous processing cycle
to 9 months, greatly improving the seismic processing efficiency and achieving
significant promotion and application results.

Keywords: Seismic data processing · Seismic pre-stack big-data · Full
lifecycle ·Middle results database · Processing efficiency

1 Introduction

The revitalization and development of Daqing Oilfield during the 14th Five Year Plan
period has entered a new stage [1]. Faced with the high-quality development goals
of the oilfield, whether it is from early basin evaluation to precise exploration of oil
and gas rich depressions, or from reservoir evaluation deployment to development plan
formulation and residual oil potential tapping in the later stage of development, the
exploration targets are becoming increasingly complex and the exploration difficulty is
also increasing. In Songliao conventional oil field, the remaining oil reservoirs are small
in scale, complex in structure, and strong in concealment. It is necessary to strengthen the
large-scale recognition of geological structure. In the field of Songliao shale oil [2], the
enrichment layer is thin, the horizontal heterogeneity is strong, and the seismic reflection
characteristics have significant differences, resulting in insufficient understanding of
large-scale geology. It is difficult to identify gas-bearing sandstone and small faults
in the natural gas field in Sichuan and Chongqing, with large depth of marine strata,
thin dolomite reservoirs, large depth of fractured reservoirs and complex wave field
propagation processes. It is difficult to identify thin interbedded lithologic reservoirs
and lithologic structural composite reservoirs in the field of tight oil in Songliao. In the
field of deep gas in Songliao, the deep fracture structure, source rock distribution and
volcanic rock distribution should be recognized. Tight oil has strong tectonic activity and
complex geological conditions in the Hailar and surrounding areas, and the remaining
exploration targets are “fragmented, low, scattered, and deep”. Different exploration
targets and complex geological needs urgently require seismic processing results at the
basin level, zone level, and trap level. Seismic data processing has entered the era of
massive prestack in basin level [3].

The quality of big data in pre-stack seismic data is closely related to the quality of
migration imaging, andgreatly affects the timeliness of trap target selection,well location
deployment, and engineering scheme adjustment. Before drilling, seismic data should
be applied to timely, accurate, and high-precision support well location verification and
deployment. During drilling, seismic data should provide real-time adjustment basis
for point-to-point and complex targets based on complex geological conditions encoun-
tered during the drilling process. After drilling, seismic data is also applied to predict and
optimize engineering construction parameters. However, due to limited space storage
in the past, the pre-stack data of seismic processing has not been archived and stored,
which has greatly affected the quality and applicability of the data, resulting in waste of
data resources and a large amount of repetitive processing work. Therefore, the compre-
hensive management of pre-stack seismic big-data and the standardized management of
seismic intermediate results data is a practical and feasible technical approach to achieve
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deep exploration data and improve production efficiency. It is of great significance for
the high-quality development of oilfield exploration and development.

2 Analysis

With the continuous development of geophysical acquisition technology, 3D seismic data
of high density and fold, such as “twowide and one high”, vibrator, and single-point high-
precision detectors, are constantly emerging, so the amount of seismic data is assuming
an exponential growth. After analysis and induction, it has been found that existing pre-
stack seismic data often suffers from issues such as missing trace header information,
non-standard archive content, uncontrolled data backtracking, and asynchronous data
structure and document storage. The problem can be summarized as follows:

(1) The data information is incomplete, especially the basic information of the project,
and there are missing items in the collection and processing parameters, technical
indicators, workload, assessment indicators, etc.

(2) The archived materials did not follow the corresponding standards, lacked the
required archived results, and the project results storage rate was incomplete.

(3) The data quality is not high, and there are various types of errors, such as inaccurate
point positions, duplicate lines, outliers in the data, inconsistency between file names
and content, and garbled data.

(4) The correlation between seismic acquisition, processing, and interpretation has not
been established, data backtracking cannot be conducted.

(5) The structured storage of key data is not synchronized with document storage.
(6) Online and offline archiving data are inconsistent and synchronized.

3 Method

Guided by the “Revitalization and Development” outline of the oilfield, in response to
the massive amount of seismic big-data, a unified seismic data format was adopted, a
complete basin level pre-stack large databasewas constructed,meanwhile the “Fivemod-
ernizations of fine quality control” method was created to achieve comprehensive man-
agement of pre-stack seismic data with high efficient and speed. The specific measures
are as follows:

(1) Adopting a cross-multi-task quality control mode to institutionalize quality control
work.Based on the seismic processing process, the “cross-multi-task quality control”
mode is formulated to strengthen the quality control of intermediate processing, to
implement a processing quality control processing work system, and to ensure the
efficient operation of quality control tasks. During the quality control process, one
person controls multiple processing processes to ensure a reasonable allocation of
workload. At the same time, adjacent processes in the same work area cannot be
controlled, reducing the subjective impact of insufficient abilities of quality control
personnel.
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(2) Highlight key quality control and achieve multi-level quality control process. The
processing of the simplex zone aims to achieve fidelity and amplitude-preserving,
with a focus on strengthening quality control in processing steps such as static
correction, denoising, and deconvolution; Multi-work area co-processing aims to
achieve the quality of splicing imaging, with a focus on quality control in aspects
such as wavelet shaping, residual static correction, and migration velocity pickup.

(3) Strictly monitor the plan and achieve formalized quality control evaluation. The
integrated monitoring scheme of point, line, surface, volume, process-interpretation
is adopted. Based on enterprise standards and industry guidance, we provide feed-
back on specific issues in the data to relevant responsible persons in the “Quality
Control Analysis and Evaluation Opinion Form”, provide rectification direction and
opinions, ensuring that there is evidence to support and evidence to investigate.

(4) Use professional software to standardize the data format. We establish a unified
data format, and standardize quality control documents, within professional quality
control software. Comprehensive quality control content, standardized drawings,
one-to-one correspondence between quality control documents and data content,
achieving form standardization and ensuring the accuracy and completeness of data.

(5) Strengthen information network cooperation and achieve informationization of data
management. Deeply integrating with information, processing process operations,
seismic data volumes, and quality control documents are stored together, and a
basin level large database is established. Comprehensive information management
of seismic data is carried out to provide comprehensive seismic information for
exploration and deployment of oilfield companies.

4 Example

The post-stack splicing cannot fundamentally solve the problem of inconsistent bound-
aries, amplitudes, and frequencies in seismic work areas, which affects the improvement
of reservoir recognition accuracy. To meet the needs of high-precision structural inter-
pretation and 3Dgeologicalmodeling at the zone level, high-precision pre-stackmerging
processing has been carried out in the Gulong area, involving a total of 24 seismic work
areas with a full coverage area of 5070 km2 and a data volume of 90TB. It is the largest
multi-zone processing task independently undertaken by Daqing Oilfield. The ground
elevation of the work area is between 114–182 m. It has a large span of seismic acqui-
sition (1999 to 2022), with significant differences in coverage and energy (Fig. 1); The
signal-to-noise ratio of seismic data in some areas (such as Ying 31, Longnan, Ying 88)
is low, and there are obvious splicing traces in the post-stack spliced data, which cannot
meet the interpretation requirements (Fig. 2).

Using the “Five modernizations of fine quality control” method, the data name and
format are unified management (Fig. 3). For SGY format data, SegyInput module is
used to unencode and GeoTapeOutput is used to transcribe; The internal format of other
software is decoded using the MultiDataInput module, and then transcribed and stored
using GeoTapeOutput. The format of the data name is abbreviated as work area +
processing unit + year/year + identification + swath. At the same time, the data type
marking card is established, which breaks the data format barrier while retaining the
complete track header information and processing parameter information.
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Fig. 1. Original stacked profile

Fig. 2. Post-stack splicing profile

After the treatment, the cycle of pre-stack time migration was completed in only
11 months, which needed at least 2–3 year before. The results of multi-zone pre-stack
migration eliminate the boundary static correction problem and the energy difference
of different periods, and significantly improve the quality of continuous slices com-
pared with post-stack splicing, which lays a data foundation for the subsequent target
processing with higher efficiency and higher precision (Fig. 4).
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Fig. 3. (a) Data input template (b) Standardized data naming (c) Identification card

Fig. 4. (a) Continuous processing profile of pre-stack migration (b) Poststack splicing profile

5 Conclusion

At present, seismic processing has gradually developed from single working area to
basin-level multi-zone processing. The “Five modernizations of fine quality control”
method has been used to normalize and standardize the management of pre-stack big-
data. It meets comprehensive quality control of the basic processing, flow, parameters
and effects in multi-zone pre-stack migration processing, by using point, line, surface,
volume, and the integrated processing-interpretation means. The comprehensive man-
agement of basin-level massive pre-stack data method effectively improves the data
quality, provides high-quality intermediate processing results data for basin-level and
zonal-level sequential processing, can shorten the processing cycle by 45%–85%, effec-
tively improves the application rate and timeliness rate of seismic results, and realizes
the rapid support for exploration and development.
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Abstract. In the process of digital transformation of logging, how to integrate tra-
ditional business applications with digital and intelligent technologies that have
been accumulated for many years has become an important topic for research
and exploration in the logging industry. The migration of traditional logging
applications to the cloud has gradually become an effective means of digital
transformation.

China Petroleum Organization has launched the construction of the Explo-
ration and Development Dream Cloud Platform. This article analyzes the char-
acteristics of traditional logging heterogeneous systems and refers to the Dream
Cloud technology framework. It classifies and studies the cloud migration modes,
proposes three cloud migration modes, namely basic infrastructure migration,
thin client migration, and microservice migration, based on the complexity of the
architecture of traditional logging applications. It forms a complete set of cloud
migration solutions for traditional logging applications.

In response to the characteristics of the logging industry software, break-
throughs have been made in the communication integration of heterogeneous sys-
tems, data transparency exchange, and cloud-based data processing, effectively
improving the overall service capabilities of specialized logging software.

Keywords: Logging application · Microservice · Application Cloudification ·
Cloud Platform
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1 Introduction

With the rapid development and popularization of information technology, new technolo-
gies such as cloud computing, big data, and the Internet of Things are widely used in
enterprise digital construction and reform. When enterprises practice cloud computing,
the entire cloud computing not only plays a huge role in personal data storage, but also
in enterprise data sharing and communication. As cloud computing applications deepen,
their commercial value is widely recognized, which makes them have an irreplaceable
advantage in opening up new application scenarios.

Facing the emerging tide of new information technology, based on the development
strategy of the enterprise, China Petroleum Research Institute has explored the techno-
logical route of platform development, laying a foundation for the digital transformation
and intelligent and stable development of upstream businesses. Currently, it has entered
a new stage of shared intelligence [1–5]. System aims to build “Digital China Petroleum
Logging,” make full use of information and digital technologies, realize new capabili-
ties such as intelligent operations, networked collaboration, and personalized services,
and create a new development model driven by users, data, and innovation, to achieve
collaborative sharing, continuous innovation, risk control and smart decision-making
mechanisms, and constantly improve the labor productivity and asset creation efficiency
of all employees. The full cloudification of logging business has become an effective
means to achieve this goal.

Logging companies have accumulated a large amount of software resources and log-
ging business asset data in the development and interpretation of logging products in the
past 20 years, which are suitable for cloud-based resource integration and data sharing.
In the process of building a multidisciplinary and collaborative logging cloud platform
and service cloudification, the entire environment needs to be tested synchronously and
functionally optimized and perfected to ensure the stable operation of the entire cloud
computing environment to support the company’s logging interpretation work.

2 Design Principles and Architecture

2.1 Design Objectives

From the perspective of digital transformation, the cloudification of traditional applica-
tions is another form of presentation of existing excellent applications, which enriches
the deployment methods and work scenarios of traditional applications. The goal of
this design is to transform existing applications through architectural refinement and
optimization, refactor redundant modules, and increase rich forms of data exchange
to achieve desktop application service, and ultimately achieve application system data
interoperability, application interconnection, and result mutual recognition.

Based on the integration of cloud computing related technologies and logging busi-
ness, a cloud computing and microservice-based application system is built, closely
around the development of logging data acquisition, processing, interpretation, evalua-
tion, and other businesses, to create a new logging data processing format with diver-
sified business applications and systemized business processing capabilities. This will



300 K. Shao et al.

achieve centralized resource management, explore new enterprise hybrid cloud con-
struction models to reduce the company’s information construction and operation and
maintenance costs, enhance core competitiveness, and accelerate digital transformation.

Three major transformations are proposed:

(1) From single well interpretation tomulti-well evaluation and reservoir research trans-
formation, to help improve oil and gas evaluation capabilities. Conduct technical
research on fine strata comparison, sand body distribution law, main control factors
of reservoirs, etc., to achieve accurate calculation of reservoir parameters, evaluation
of advantageous reservoirs, recognition of fluid properties, residual oil evaluation,
prediction of favorable areas for increasing reserves, etc. Logging can significantly
improve the exploration and development guarantee.

(2) From single geological factors to comprehensive geological engineering factor eval-
uation transformation, to improve reservoir drilling rate and fracturing section accu-
racy. Conduct technical support for unconventional 3D geological modeling, rapid
forward and inverse analysis, geological orientation, horizontal well interpreta-
tion and evaluation, production capacity prediction, section clustering and frac-
turing engineering schemes, exploration deployment, development schemes, etc.,
significantly improve the lifecycle evaluation capabilities.

(3) From manual and semi-automatic logging processing interpretation to intelligent
logging interpretation, to promote the transformation of logging interpretationmeth-
ods. Conduct research on intelligent logging interpretation technology based on
machine learning, achieve intelligent processing, online analysis, intelligent recog-
nition and fast decision-making functions, and realize the intelligent breakthrough
of logging interpretation technology and process.

2.2 Overall Architecture

Currently, there are many isolated applications in the logging business, and existing
systems (products) cannot share data or coordinate business due to existing “barriers”.
This cannot complete integrated work effectively or respond to user needs efficiently.
Therefore, unified standards for data, access, and applications are required. Through
software cloudification, application interconnection and integration can be realized to
play the overall advantage of software technology. Finally, the cloudized services are
integrated into the logging cloud computing application system, serving the logging big
data platform and related ecological applications. The system is built on one set of basic
infrastructure platform+ one set of support platform+N oil and gas business scenarios.
The microservice architecture is adopted to continuously provide capabilities and have
high scalability by reasonably splitting and serving the functions. The architecture of
the entire cloud application system is as follows (see Fig. 1):
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Fig. 1. 1 set of infrastructure platform + 1 set of support platform + N oil and gas business sce-
narios as the basis for construction. The microservices architecture is used to enable the system to
provide continuous capability with a high degree of scalability by splitting and servicing functions
in a logical manner.

Data Architecture. The data architecture for logging business and interpretation and
evaluation mainly includes logging business systems and data middleware. The most
important business data is stored in various business systems and synchronized to the data
middleware. The operations center obtains data from the datamiddleware for processing,
and forms data storage into the analysis layer of the data middleware, which integrates
the portals and permissions of various business systems.

Technology Architecture. Based on the logging cloud platform and relying on the data
middleware, the system adopts a distributed computing technology and microservice
architecture, following the overall technical plan of “one platform, one system, multiple
scenarios, andmicro-applications”. The system is developed using SpringBoot,Mybatis,
Bwuap_Security, and Freemarker, and data interaction and sharing are achieved through
the data middleware.

3 Key Technology Implementation

3.1 Logging Software Cloudification Strategy

Most existing logging acquisition, processing, and interpretation software is mainly
based on monolithic applications and is heavily coupled internally, requiring them to
be split and decoupled for cloudification. Relevant solutions should be designed from
two dimensions: one is the complexity of monolithic applications, and the other is the
technical approach to cloudification. The complexity of monolithic applications can be
divided into four categories based on the modules of traditional business application
structure, which are:

• Data Access
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• Data Access + Data Processing
• Data Access + Data Processing + Data Presentation
• Data Access + Data Processing + Data Presentation + Interactive Operations

Based on this, relevant applications can be classified by complexity:

• Complex System (Data Access + Data Processing + Data Presentation + Complex
Interactive Operations)

• Moderately Complex Application (Data Access + Data Processing + Data Presen-
tation + Simple Interactive Operations)

• Lightly Coupled Simple Application (Data Access + Data Processing)
• Uncoupled Application or Method (Data Access + Data Processing)

Table 1. Different applications correspond to the cloud solution

Could Desktop Micro services Application Services

Complex System
√

Moderately Complex Application
√

Lightly Coupled Simple Application
√

Uncoupled Application or Method
√

Implementation of lightly coupled simple applications (data access + data process-
ing) and decoupled applications or methods (data access + data processing):

• Data access module + data processing module encapsulation = 1 micro service
• Data access micro service + data processing micro service = 2 micro services
• Data access micro service + algorithm micro service + data processing logic

encapsulation micro service for module A = 3 micro services

For moderately complex applications (data access + data processing + data
presentation + simple interactive operations):

• Not split into micro service form, published as a web service or Windows Server
• Module data access + online independent application management + offline inde-

pendent application management + local independent data application = cloud
publishing mode

For complex systems (data access+ data processing+ data presentation+ complex
interactive operations):

Data access module + complex system = cloud desktop.

3.2 Logging Plot Cloudification Technology

The logging plot module is a highly complex and widely used function. Both logging
collection and logging interpretation have accumulated a large number of application
templates tomeet the needs of oilfield applications. Cloudifying the logging plot desktop



Design and Implementation of Cloud-Based Transformation 303

applicationmakes it possible to fully present it on thewebandhas significant implications
for logging cloud applications. In the practical process, the system combines the original
logging plot technology with Google map tiling technology to create an HTML5-based
online logging curve drawing technology.

Due to the high complexity of the plotting module, according to the cloudification
strategy, the plotting module of the existing desktop application needs to be decoupled to
form an independent application, and then secondary encapsulation is achieved through
self-developed RPC transformation technology to realize server-side drawing services.
The logging curve graph is drawn on the server side, and for some larger imaging
logging graphs, they are cut into pieces to achieve a smooth visual effect. Data files
are cut into fixed size blocks, which can be set before transmission according to the
network conditions. Data cutting divides the complete graph into many slices, which
are transmitted to the client and then spliced into a complete image on the client side.
There are two ways to splice data: real-time acquisition and interpretation browsing. In
real-time acquisition mode, the images are spliced by appending them according to the
transmission order of the images. In the interpretation browsing mode, data splicing is
done in a filling manner.

In order to further save bandwidth, the curve image data obtained from the server
side can be buffered to the disk of the client machine. When the curve display enters
the interpretation browsing mode and the user drags the scroll bar to a specific location,
data loading has just begun. The browser side sends a request for the specified depth
curve to the server to obtain the curve data, which will be cached. If the user drags the
scroll bar to that position again next time, the curve information will be directly read
from the client instead of requesting corresponding data from the server again, to reduce
the unnecessary bandwidth consumption during transmission.

Currently supported logging data are divided into depth-indexed data and time-
indexed data. Among them, depth-indexed data is divided into uphole logging and
downhole logging, which are only distinguished in real-time display. During the log-
ging process, when logging starts, it automatically switches to depth mode or time mode
according to the logging method. During interpretation browsing, when a logging data
file is opened, it automatically switches to depth mode or time mode according to the
index method of the file.

3.3 Cloudification Technology for Logging Data Processing Modules

The operation of logging data processing modules requires the support of underlying
resources such as CPU, disk, and network. Containers can easily and quickly package
and runmodules on physical or virtual infrastructure, and are relatively lightweight com-
pared to virtual machines, while also improving resource utilization of the underlying
infrastructure. With the fluctuating demand, containers can dynamically start or stop
application instances and easily migrate them to different environments.

At the same time, the operation of logging data processing modules is real-time,
and the system cannot predict which logging data processing modules need to run at the
same time, so container cluster management tools are very suitable for dynamic runtime
management of logging data processing modules.
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Container cluster management tools can manage multiple containers combined into
an application on a group of servers. Each application cluster is seen as a deployment
or management entity in the container orchestration tool. Container cluster manage-
ment tools provide automation for application cluster management, including applica-
tion instance deployment, application updates, health checks, elastic scaling, automatic
fault tolerance, etc.

In practice, logging data processing modules are encapsulated into dynamic link
libraries, and server applications are formed through self-developed RPC to place these
application services in containers for dynamic management, forming a set of container-
based logging data processing module invocation technology.

4 Application Effect

The logging cloudification transformation technology has been fully integrated into the
LoggingCloudComputingApplicationSystem, and relatedmodules have also supported
the function implementation of multiple web application systems in the logging big data
platform ecology.

4.1 Application of Logging Cloud Visualization Components

Currently, the logging cloud visualization components have been applied to integrated
application systems of oilfields in Xinjiang, Dagang, Qinghai, Jilin, Southwest, etc., pro-
viding online display function of logging data for Logging’s regional branches, ensuring
that the display content complies with relevant technical specifications and meets on-
site application requirements. Compared to traditional client-side logging curves, the
HTML5-based online logging curves plotting method is flexible and targeted, allow-
ing the logging curves to be plotted in the browser without any dependencies and fully
adapted for mobile display, while significantly reducing performance requirements on
the browser side due to the back-end plotting method and improving the web display of
high-end imaging data from logging.

4.2 Application of Logging Data Processing Technology

The cloudification technology for data processing has significant effects on wellbore
quality and cementing quality cloud processing. In order to cooperate with the group
company’s three-year centralized rectification plan for oil, gas and water wells, accord-
ing to the group company’s “Red Line for Judging Unqualified Wellbore Quality and
Cementing Quality”, the wellbore and cementing quality analysis data processing algo-
rithms were cloudified to form a logging wellbore quality analysis system. This system
greatly improves the efficiency and quality of the centralized rectification plan.

5 Conclusion

Based on the demand for traditional logging applications to be implemented in the cloud,
this paper classified traditional applications and proposed three cloud migration solu-
tions. The key technologies involved in the solutions were implemented, and logging



Design and Implementation of Cloud-Based Transformation 305

business softwarewas combinedwith excellent internet technologies in key areas such as
logging graph cloudification and processing module cloudification. Targeted technical
solutions were proposed to reduce the difficulty of development, testing, and implemen-
tation of traditional applications in the cloud. In the digital construction process, these
relevant technologies have been iteratively applied, and it is believed that the collision of
such technologies will generate more excellent technologies in the logging field, thereby
improving the overall application capability of logging business software.
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Abstract. As the important equipment in the oil drilling rig system, the opera-
tion status of drilling pump and winch directly affects the safety and efficiency of
oilfield drilling production. The existing inspection and maintenance of drilling
equipment mainly rely on manual patrol inspection and post-maintenance. The
intelligent monitoring and health diagnosis technology of drilling key equipment
can help to realize the life cycle management of drilling key equipment and signif-
icantly improve the level of drilling equipment evaluation business. For the health
monitoring and fault diagnosis analysis of drilling pump and winch, this paper
focuses on the research and design of the online monitoring and fault diagnosis
system of drilling pump and winch using the Internet of Things technology. This
system can realize remote real-time monitoring and fault diagnosis of the drilling
process, reduce the workload of on-site personnel, improve the management effi-
ciency of equipment, and more safely ensure the exploration and development of
oil and gas resources.
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1 Introduction

There are many inducements of oil drilling rig site environment, complex operation flow,
safety risks and equipment failure, which affect the safe operation of drilling rig and
the normal work of on-site testing instruments. Therefore, all-weather condition mon-
itoring and fault early warning of drilling rig key equipment is a necessary measure to
ensure its safe and stable operation [1, 2]. In order to accurately monitor and diagnose
the running condition of the key equipment of the drilling rig, through the comparison
and investigation of the technologies commonly used in rotary motion and reciprocating
equipment monitoring at home and abroad, different sensors are used to monitor the
vibration signal, temperature, pressure, voltage, current, frequency and other signals of
the equipment in real time, and the vibration sensor is used to monitor and analyze the
vibration and temperature at the bearing of drilling pump and winch equipment. The
equipment failure can be predicted in advance to ensure the normal operation of the
equipment [3, 4]. This paper first analyzes the monitoring mode of drilling pump and
winch, and then analyzes the common faults of drilling pump and winch and the layout
of monitoring points, as well as the state parameters that need to be monitored. Finally,
according to the characteristics of parameters, equipment structure and field environ-
ment, the software and hardware system for on-line monitoring and fault diagnosis of
drilling pump and winch is designed, which can effectively monitor the operation status
of key equipment in in-service and remote drilling rigs and predict the occurrence of
equipment faults. Prevent major accidents in the key equipment of the drilling rig from
affecting the normal drilling operation.

2 The Choice of Monitoring Mode

Monitoring technology can be divided into two categories, off-line monitoring and on-
line monitoring. Offline monitoring, also known as regular monitoring. The on-the-spot
data are collected regularly or irregularly, analyzed and diagnosed on the spot, or put
back to the computer for monitoring and diagnosis analysis by computer software. The
advantage is that it can be analyzed carefully, and the disadvantage is that it is powerless
to deal with sudden failures. Online monitoring, also known as online diagnosis. The
mechanical equipment fault diagnosis system is connected with the tested equipment,
which can monitor the current state of the equipment in real time, catch sudden faults
and analyze them in time, which is also the advantage of on-line diagnosis [5].

This paper adopts an on-line monitoring system, which fully considers the working
characteristics of drilling pump and winch. By monitoring the vibration signal, temper-
ature and pressure of drilling pump and winch, and storing the monitoring data to the
server in real time through the network, any customer with authority can view the data
through Internet, which can easily understand the running status of the equipment, carry
out fault analysis, and provide a basis for operation or maintenance.
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3 Common Fault Analysis and Measuring Point Layout of Drilling
Pump and Winch

3.1 Fault Analysis of Drilling Pump and Winch

The main function of the drilling pump is to cool the bit temperature by injecting some
flushing media from the ground surface, including flushed mud, water and flushing
fluid, through faucets and pressure pipes to the central hole of the drill string by giving
appropriate external pressure. Achieve bit temperature cooling and pump all kinds of
debris produced during drilling to the surface [6–8]. Taking the QDP- 2200 five-cylinder
pump as an example, the main components of the drilling pump include air bag, pump
head, piston rod, suction pipe, connecting rod, crankshaft, crosshead and discharge pipe.
The main vulnerable parts of drilling pump are piston, cylinder liner, plunger, seal and
pump valve. The overall structure of the drilling pump is shown in Fig. 1.

Fig. 1. Overall structure diagram of QDP- 2200 five-cylinder pump

The drilling winch is not only the hoisting system, but also the core component of
the whole drilling rig. Taking the JC70DB drilling direct drive winch as an example,
the winch consists of AC variable frequency motor, shaft coupling and drum. The drum
is mainly composed of cylinder shell, blessing plate, wheel Yi, bearing housing, drum
shaft, etc. [9, 10]. The drum is connected with the driving device, the driving device
is outside the drum, and the drum output shaft is connected with the coupling, which
belongs to the externally driven drum. As an important transmission part of the winch,
not only the structure is complex, but also the load is more complex, it is the most
common damaged part of the winch system. The overall structure of the winch is shown
in Fig. 2.
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Fig. 2. Overall structure diagram of JC70DB winch

By analyzing and comparing the structure composition, working principle and oper-
ating environment of drilling pump and winch equipment, the faults of drilling pump
and winch are summarized as shown in Table 1 and Table 2.

Table 1. Common faults of drilling pump

Basic structure Main components Fault classification

Hydraulic end Piston assembly Piston ring Wear, fracture, leakage

Support ring Wear, fracture

Bolt Loose

piston rod Wear, fracture

Cylinder block Liquid cylinder Pull cylinder, Bump
cylinder

Stuffing box Packing wear

Suction valve Leakage, valve plate
fracture

Exhaust valve Leakage, valve plate
fracture

Power end Motor Rolling bearing Fatigue shedding, wear,
deformation, corrosion,
fracture

Rotor shafting Imbalance, misalignment

Shaft coupling Misalignment

(continued)
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Table 1. (continued)

Basic structure Main components Fault classification

Crankshaft Crankshaft body Imbalance, misalignment

Rolling bearing Fatigue shedding, wear,
deformation, corrosion,
fracture

Medium rod Wear and tear

Connecting rod structure Big head tile Wear and tear

Connecting rod bolt Loose, fracture

Small head tile Wear and tear

Crosshead Crosshead pin Wear, fracture, loose

Up and down slide

Gear reduction box Rolling bearing Fatigue shedding, wear,
deformation, corrosion,
fracture

Gear Wear, broken teeth

Table 2. Common faults of winch

Basic structure Main components Fault classification

AC variable frequency motor Rolling bearing Fatigue shedding, wear, deformation,
corrosion, fracture

Rotor shafting Imbalance, misalignment

Shaft coupling Misalignment

Roller shaft assembly Roller body Imbalance, misalignment

Brake disc Wobble, wear, abnormal noise

Rolling bearing Fatigue shedding, wear, deformation,
corrosion, fracture

3.2 Layout of Vibration Monitoring Points for Drilling Pump and Winch

According to the structural characteristics of drilling pump and the installation stan-
dard of vibration sensor, 10 vibration acceleration sensors are mainly arranged at the
hydraulic end (suction valve and discharge valve). The connecting rod crosshead is
mainly equipped with 5 vibration acceleration sensors, 5 displacement vibration sen-
sors, 1 key phase sensor, 2 vibration acceleration sensors in the crankcase and 4 vibra-
tion acceleration sensors in the gear reducer. The motor is equipped with four vibration
accelerometers. The specific layout of the measuring points is shown in Fig. 3.
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Fig. 3. Layout of monitoring points for drilling pump

According to the structural characteristics of the winch and the installation standard
of the vibration sensor, four vibration acceleration sensors are arranged in the No. 1
motor, four vibration acceleration sensors are arranged in the No. 2 motor, and four
vibration acceleration sensors are arranged in the winch bearing. The specific layout of
the measuring points is shown in Fig. 4.
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Fig. 4. Layout of monitoring points for winch
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4 Design of On-Line Monitoring and Diagnosis System for Key
Equipment of Drilling Rig

The network architecture of online monitoring and diagnosis system for key equipment
of drilling rig mainly includes two parts: hardware and software. The hardware mainly
includes a vibration temperature sensor, a gateway signal collector and a server, which
are used to obtain real-time vibration and temperature signals of drilling pumps and
winches, and transmit the signals from the scene to the workstation in the central con-
trol room [11–14]. The software includes data acquisition software and fault diagnosis
software. The software module mainly includes six modules: on-line monitoring, intelli-
gent diagnosis, prediction and maintenance, historical trend, equipment information and
parameter setting. It is used for real-time condition monitoring, typical fault diagnosis
and vibration trend analysis of drilling pump and winch. The whole system consists of
vibration temperature sensor, data acquisition and processing unit, gateway signal col-
lector, Ethernet network, server, database software and analysis software, and the data
can be shared remotely through the Internet. The system composition block diagram is
shown in Fig. 5.

Fig. 5. Block diagram of on-line monitoring and diagnosis system for key equipment of drilling
rig

4.1 Hardware Design and Implementation

The hardware part is mainly composed of vibration and temperature sensor, gateway
signal collector and server industrial computer. It mainly realizes the functions of signal
acquisition, transmission and storage.

(1) In this system, ZD-530 acceleration sensor is developed to collect vibration and
temperature signals. ZD-530 acceleration sensor is a composite sensor for vibration
and temperature parameter output. It adopts stainless steel shell, laser welding seal,
and double-layer screen has strong anti-interference ability, which can adapt to long-
term and reliable operation in harsh environment. It is convenient for monitoring the
vibration and temperature parameters of gears, bearings and transmission shafts on
rotating machinery.
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(2) The system is equipped with a gateway signal collector for data transmission and
communication through GPRS/CDMA, 4G mobile signal or LAN interface pro-
tocol. The gateway collector is arranged outdoors and connected with all sensors
through cables. The enclosure is explosion-proof and can adapt to various harsh
environments. A total of 5 gateway signal collectors are installed on the site, and
each gateway signal collector can connect 8 sensors.

(3) The monitoring server is an industrial computer with stable performance. The con-
figuration parameters of the server are i5-8265 CPU, 16Gmemory, 2 pieces of 512G
SSD solid-state hard disk, with RS-232 standard communication interface, 4G net-
work card, Ethernet card and WIFI interface. The monitoring host and the gateway
signal collector are equipped with a fixed IP to facilitate data transmission with the
vibration and temperature sensor acquisition module.

4.2 Software Design and Implementation

The on-line monitoring and diagnosis system of drilling rig key equipment carries out
corresponding maintenance and maintenance in advance based on the diagnosis results,
which can effectively avoid and prevent the failure of drilling rig key equipment and
improve the efficiency and integrity rate of drilling rig key equipment [2]. The software
is written by using Visual Studio software platform. The program has the functions
of data acquisition, on-line monitoring, data analysis, fault diagnosis, historical trend,
parameter setting, equipment information query, etc., and realizes the functions of data
acquisition, on-line monitoring and fault identification of key equipment of drilling rig.
The software interface is shown in Fig. 6. The software system framework is shown in
Fig. 7. The functions of each module are shown in Table 3.

Fig. 6. The software interface
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Fig. 7. Software system framework diagram

Table 3. Function of each module

Module name Main function

Data acquisition 1. Read data from the gateway through modbus and tcp interface protocols
2. Save the read data in local and cloud databases and display the data
3. Calculate the characteristic value, daily average value and monthly

average value of the waveform data of each measuring point, and save
them in the database

On-line
monitoring

1. Display the vibration temperature data collected by the sensor at each
measuring point

2. When the data of a certain point or some points is greater than the
standard value, the corresponding test points will show yellow (high
report) or red (high report) to alarm

Data analysis 1. The vibration data of different measuring points at different times can be
analyzed in time domain and frequency domain, and the features can be
extracted

2. According to the selected start and end time to view the time-frequency
domain diagram of each measuring point, each time-frequency domain
picture can be saved locally for easy viewing

(continued)
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Table 3. (continued)

Module name Main function

Fault diagnosis 1. According to the collected data and standard parameters, the fault
diagnosis of each measuring point component can be carried out

2. The monitoring and diagnosis equipment can be evaluated as a whole
3. Generate equipment fault diagnosis report, display the diagnosis results

of each measuring point and the overall status of the equipment
4. The diagnostic report can be downloaded to the local for viewing as

required

Historical trend 1. Historical trend chart and historical data of each measuring point can be
viewed

Equipment
information

1. Query the basic information about the current equipment, such as model,
power rating, etc

2. Modify the information content in the corresponding position of the
equipment related information, and click the Save button to save the
basic information of the equipment

Parameter
setting

1. View the current standard value of each measurement point
2. View the average value of each measuring point in the last day and the

average value of the last month
3. Enter the value in the text box of the corresponding measuring point and

click the change button to change the current standard value

5 Field Test

In order to verify the accuracy and reliability of the online monitoring and diagnosis
system for the key equipment of the drilling rig, the system is deployed on the automatic
drilling rig of a company for condition monitoring and fault diagnosis. The QDP-2200
drilling pump is equipped with 31 measuring points to install integrated vibration and
temperature sensors, and the JC70DB winch is equipped with 12 measuring points to
install sensors. The measuring point diagram of drilling pump 1# high-pressure gun is
shown in Fig. 8, and the measuring point diagram of the 6# drainage valve of the drilling
pump is shown in Fig. 9.

During the test period, a total of 108 days of monitoring data were collected, and the
software system generated 108 drilling pump monitoring reports and 108 winch moni-
toring reports according to the collected vibration waveforms, including 1024 diagnosis
results of drilling pump testing points. After verification, 914 winches were correctly
diagnosed, and the accuracy of drilling pump fault identification was about 89.3%. There
were 494 winch test points, of which 429 were correctly diagnosed by verification. The
accuracy of winch fault identification was about 86.8%. The experimental results show
that the system runs smoothly, the data transmission is normal, and the software and hard-
ware design meets the requirements of on-site acquisition. The original record report of
the drilling pump is shown in Fig. 10.
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Fig. 8. Measuring point 1 position of high pressure

Fig. 9. Drain valve test point 6 position

Fault diagnosis system judgment error and unidentified situation further analysis
and research. Drilling pump and winch have complex structure, and there are many
excitation sources inside. Due to the complex structure, many vulnerable parts, shafting
vibration and connecting rod vibration are often caused by the installation deviation
of structure and sensor and complex operation conditions. The signal that produces
vibration is complex and difficult to deal with, so comprehensive factors should be
considered in analysis. In order to further improve the accuracy and reliability of fault
diagnosis testing, the following fourways can be used for optimization and improvement:
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Fig. 10. Drilling pump original record report

(1) regular inspection of the testing sensor to determine whether the function is normal
and whether the layout is loose; (2) to add multiple sensor measurements; (3) to use
reliable transmission cables to enhance anti-interference. (4) optimize the deep learning
model to improve the ability of fault feature recognition and information fusion.

6 Conclusion

Through the analysis and study of the common faults of drilling pumps andwinches used
in the oil field, in order to obtain the operating parameters of drilling pumps and winches
accurately, quickly and reliably, and to improve the integrity of automatic drilling rigs, in
this paper, the on-line monitoring and fault diagnosis system of drilling pump and winch
is developed based on the Internet of things technology. The system has the functions
of data acquisition, recording, cloud upload, online real-time diagnosis, early warning
and so on. The functions of data acquisition, on-line monitoring and fault identification
of key equipment of drilling rig are realized.

In addition, the condition monitoring test of the drilling pump and winch of the
automatic drilling rig is carried out, combinedwith the time domainmap of the horizontal
vibration of themeasuring point of the vibration signal, the effective value of temperature
and vibration intensity of the measuring point are obtained, and the location of the fault
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is speculated. By comparing with the results of on-site investigation of drilling pump and
winch, it is proved that the system is effective for on-line monitoring and fault diagnosis
of key equipment of drilling rig, and the accuracy of fault identification of drilling pump
is about 89.3%. The accuracy of winch fault identification is about 86.8%. In order
to improve the accuracy and reliability of the fault diagnosis system, optimization and
improvement analysis and research are carried out. The research results realize the fault
early warning and post-event support of drilling equipment, provide strong support for
the development of drilling equipment fault diagnosis and monitoring and evaluation
business and ensure the safety of oil and gas production.

In the next step of research, the monitoring image video can be added to the fault
signal analysis to improve the fault identification rate, and the development of wire-
less vibration data acquisition module can also be considered to solve the difficulty of
arranging cables on the spot.
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Abstract. Since the utilization of data analytics in oil field industry, data mining
has become increasingly important. Various decision-making algorithms derived
from data are closely related to the quality of data, which makes data quality
assessment an indispensable part of the intelligent construction of oilfield. Gen-
eral data quality assessment models are not suitable for centralized oilfield sce-
narios because the quality of datasets depends on their usage rather than a simple
stacking of individual data units. For example, datasets containing data units with
good quality yet serious homogeneity cannot meet the data requirements in deep
learning. This paper is based on the theoretical model of process measurement
and adopts the second-level fuzzy comprehensive evaluation model. We calculate
the member-ship degree of each factor set based on the business demand by the
AHP. The oriented oilfield structured data quality assessment model is then estab-
lished. This model provides theoretical basis and technical support for oilfield data
preprocessing, decision-making and staged evaluation of data governance.

Keywords: big data · data quality management · data quality assessment ·
information sampling · influence function

1 Introduction

With the widespread application of the Internet of Things and artificial intelligence tech-
nology in the oilfield industry, data is showing an exponential growth trend, and data
quality issues have become increasingly important. Taking the intelligent inspection and
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calibration of oilfield measuring instruments as an example, data quality issues such
as noise, lack of labeling, and incompleteness during data acquisition, transmission,
and processing can lead to serious decision-making errors in instrument drift and mis-
alignment. Data quality assessment has become an essential part of oilfield intelligence
construction. Existing data quality assessment models mainly focus on evaluating indi-
vidual data units and do not consider the impact of the relationships between data units
on data set quality. They also ignore the fact that different business requirements require
evaluation of data quality dimensions. For example, a data set composed of high-quality
pump operating data during normal operation cannot be considered a high-quality data
set because it lacks data on pump leakage and other abnormal faults, making it impos-
sible to perform effective machine learning. At the same time, in pump abnormal fault
warning, data accuracy, completeness and other quality dimensions are mainly focused
on, while in standard search and inspection, data timeliness, mobility and other quality
dimensions are mainly focused on. This makes static data quality assessment models
unable to deal with real oilfield data application scenarios. On the other hand, oilfields
currently mainly focus on intelligent decision-making work based on structured data
[1]. Therefore, how to scientifically, objectively, and realistically evaluate the quality of
oilfield structured data has become an urgent problem to be solved.

Through a review of domestic and foreign literature, it was found that there is a lack
of research on data quality assessment in oilfield data governance construction. In this
study, the theoretical model of process measurement [2] was used as a reference, and the
fuzzy comprehensive evaluation method [3] was adopted to comprehensively evaluate
20 data quality dimensions of oilfield structured data, such as completeness, consistency,
accuracy, and timeliness, combined with the characteristics of oilfield structured data.
Themembership degrees of each factor set were calculated based on the specific business
orientation through the Analytic Hierarchy Process [4]. Then, combined with the appli-
cation of oilfield structured data in various intelligent decision-making projects [5–8], a
directional oilfield structured data quality assessment model was finally constructed to
provide a reference basis for the national oilfield information intelligence construction
and data operation and maintenance management.

2 Methodology

2.1 Comprehensive Evaluation Model for Structured Data Quality in Oilfields

Developing a comprehensive data quality assessment model for oilfields not only pro-
vides a scientific and phased evaluation of the data governance process, but also iden-
tifies key areas for improvement based on quality defects identified in the evaluation
model. Additionally, such a model provides guidance for data preprocessing in various
machine/deep learning algorithms that rely on high-quality data.

Selection of a Comprehensive Evaluation Model for Structured Data Quality
Since 1990, various academic and industrial organizations and research institutions have
conducted a series of studies on data quality, including its definition, problem charac-
terization, and management applications. Starting in 2000, they began to establish their
own data quality models and methodologies. Among the most representative are MIT’s
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Total Data Quality Management (TDQM) [9], which establishes a universal method-
ology for data quality based on the demands of industry and commerce and has been
widely applied in various fields of data quality research. Another important data quality
methodology is Data Warehouse Quality (DWQ) [10], which considers the diversity of
data quality objectives and defines corresponding metadata. In addition, other scholars
[11–13] have proposed various models for data usage, lineage, and other aspects. By
summarizing and classifying various data quality evaluation models as well as other
comprehensive evaluation models, we conclude that they can be mainly divided into
three types: data scoring type, indicator distribution type, and stepwise type (See Fig. 1).

a. data scoring b. indicator distribution c. stepwise

Fig. 1. Types of data quality assessment models

The oilfield data governance is still in the development stage, and the data scoring
type-based quality evaluation model cannot reflect the current stage of oilfield data gov-
ernance. Meanwhile, the indicator distribution type-based model also has the drawback
of being unable to provide a comprehensive evaluation. Therefore, this paper adopts a
stepwise type evaluation model and, in response to the oilfield data quality evaluation
facing the problem of the “ sorites paradox,” utilizes the method from fuzzymathematics
[3].

Classification of Quality Levels for Structured Data in Oil Fields
The evaluation levels of the structured data quality assessment model for oilfields define
the phased level of the data governance process. This article follows the standard of the
Data Management Association (DAMA) and the Capability Maturity Model Integration
(CMMI) in terms of data application [14]. Finally, the structured data quality levels
for oilfields are divided into five levels: Level Five, Level Four, Level Three, Level
Two, and Level One, in descending order. The higher-level evaluations must meet and
include the advantageous characteristics of the lower-level evaluations and, to some
extent, compensate for the defect structure of the lower-level evaluations. The specific
meanings of each evaluation level are as follows:

– Level One (Initial Level): The data governance and planning process has begun with
an IT infrastructure in place.Data quality activities are in a passive statewith no formal
data quality expectations, undefined data quality standards, no ability to measure data
quality, and no ability to correlate data quality issues.

– Level Two (Standardized Level): Defective data can be repaired in a controllable
manner by adding analysis process rules, and simple data errors can be identified and
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warned. Specific expectations for data quality dimensions are defined and the ability
to identify and measure data quality dimensions is in place.

– Level Three (Managed Level): A data management system and a defined process
for data quality expectations are in place. Rules related to data quality are defined
and can be used for data value validation, modeling, and interaction. Standards for
the structure and format of all data elements are defined, including enterprise data
specifications and metadata control measures.

– Level Four (Optimized Level): The compliance of data quality expectations and
measured data quality dimensions can be associated with business impact analy-
sis and interacted with. Data quality can be dynamically evaluated based on business
objectives. The monitoring of data quality can be standardized and visualized, and
self-repair can be performed.

– Level Five (Excellent Level): Suggestions for adjusting standards and processes for
incremental data can be provided. Production data from business processes can be
cross-validated, and the ability to define business-relevant data standards is in place.
Rules for data quality services that can be followed are established. A continuous
improvement strategy based on dashboard monitoring of the data lifecycle is fully
implemented.

Technical Requirements for Quality Levels of Oilfield Structured Data Quality
Assessment Model
The evaluation of structured data quality in oil fields at each level should meet the
corresponding level’s technical requirements for data quality (see Table 1), achieved
through qualitative and quantitative analysis of data quality dimensions in data quality
management. Quantitative measurement is entirely objective, using corresponding data
dimension quality assessment calculationmethods or tools formeasurement.When qual-
itative measurement is required, data management personnel need to combine demand
analysis, research data user requirements, and identify data quality issues or set new
quality goals.

Table 1. Oilfield Structured Data Quality Evaluation Level and Data Quality Technology

Quality Levels Description of Data Quality Technical Requirements

Level 1 No data quality assessment tool available

Level 2 Uses fixed and static data quality assessment tools to obtain data standard rules

Level 3 Introduces validation and assessment techniques based on business rules, with
technical components for data authentication and reporting

Level 4 Equipped with data visualization tools for data analysis, and can use defined
business rules for data self-correction

Level 5 Non-technical users can dynamically replace data quality dimensions and
evaluation rules
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2.2 Comprehensive Evaluation Method for Structured Data Quality in Oil Fields

Construction of Model Factor Set
Establishment of Data Quality Dimensions
In this model, the factor set is composed of data quality dimensions. To determine the
data quality dimensions, we conducted a survey of 12 data quality assessment models
including TDQM and DWQ from both domestic and international sources [9, 15–23]
(see Table 2), and usedUpsetPlot [24] to compare the dimensions across differentmodels
(see Fig. 2).We then selected 30 data quality dimensions that are in line with the business
requirements of structured data in oil fields, based on the needs of the industry.

Table 2. List of Data Quality Evaluation Models

Model Abbreviation Model Full Name

AIMQ A Methodology for Information Quality Assessment

AMEQ Activity-based Measuring and Evaluating of product information Quality

CDQ Comprehensive methodology for Data Quality management

CIHI Canadian Institute for Health Information

DQA Data Quality Assessment

DWQ Data Warehouse Quality

DaQuinCIS Data Quality in Cooperative Information Systems

IQM Information Quality Measurement

ISTAT Italian National Bureau of Census

QAFD Methodology for the Quality Assessment of Financial Data

TDQM MIT’s total Data Quality Management

TIQM Total Information Quality Management

Fig. 2. Cross-comparison of Data Quality Dimensions across Data Models

Factor Set Partitioning

1. Constructing the factor set U = {u1, u2, · · · , un} with the obtained data quality
dimensions as mentioned above.
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2. Partition the factor set U into several groups U = {u1, u2, · · · , uk}, where

U =
⋃k

i=1
Ui ∧

(
Ui ∩ Uj = φ(i �= j)

)
(1)

3. We labelU as the first-level factor set, andUi as the second-level factor set. Finally, the
30 data quality dimensions are hierarchically clustered and divided into 20 first-level
factor sets.

Methods for Calculating Quality Dimension Indicators
In evaluating the quality dimensions of data, differences in methods and processes can
lead to significantly different results. To address this issue, we propose a formalized cal-
culation process for each data quality indicator. For example, Dr. Han Liu [25] proposed
a formula for calculating data completeness as follows:

u21 = 1

T

∑T

i=1

Rij
⋃S

j=1Rij
(2)

where u21 represents data completeness, S is the total number of data sources, T is the
number of queries, and Rij is the set of results returned by the j-th data source after the
i-th query. Equation (2) indicates that after sampling or discretizing the required data
sources, the integrity of the data can be determined by querying and sampling the results
returned by multiple data sources.

However, in actual evaluation of structured data quality in oilfields, data quality
still ranges from initial level to management level. Using the same type of calculation
method as Eq. (2) not only takes a lot of time but also yields results that are not sig-
nificantly different from traditional calculation methods (non-null values/total values),
which does not contribute to breakthrough improvement in the final quality evaluation.
Furthermore, the calculation method [25] faces the problem of dimension explosion in
time complexity when dealing with massive objects, elements, and feature values in
oilfield PCS (Production Control System) data sources. To address this, our proposed
model simplifies the calculation methods for each data quality evaluation to better adapt
to the characteristics of current structured data in oilfields.

Establishment of a Comment Bank for Evaluation
Establishment of a comment bank for evaluation based on the rating determination and
description in Sect. 2.1:

V = {Initialv1,Standardizedv2,Managedv3,Optimizedv4,Excellentv5} (3)

Determination of Weightings for Each Factor
The comprehensive evaluation of data quality not only relates to the assessments of
various factors, but also depends on the weightings between these factors. Methods for
determining weightings include the entropy weight method, Delphi method, weighted
average method, among others. However, weightings obtained frommethods such as the
entropy weight method that are based on the data itself cannot be dynamically adjusted
according to changing business needs. Therefore, this paper favors the use of the Ana-
lytical Hierarchy Process (AHP) as a basis for efficient handling of the interrelationships
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between multiple objectives to obtain weightings. In the specific implementation pro-
cess, due to the limitations of AHP with regard to the consistency indicator RI, we adopt
a Top 10 factors set (the 10 factors that have the greatest impact on specific business
needs), and then use the AHP method to dynamically establish weightings for each
factor:

A = [a1, a2, · · · , a10] (4)

where ai represents the weighting for the i-th factor, and satisfies

∑10

i=1
ai = 1 (5)

Construction of Fuzzy Comprehensive Evaluation Matrix
For each indicator ui in each factor set, its affiliation score in each comment bank is a
fuzzy subset on V . The evaluation of indicator ui is denoted as:

Ri = [ri1, ri2, ri3, ri4, ri5] (6)

The fuzzy comprehensive evaluation matrix for each indicator represents a fuzzy
relation matrix from U to V , denoted as:

R =

⎡

⎢⎢⎢⎣

r11 r12 · · · r15
r21 r22 · · · r25
...

...
. . .

...

r101 r102 · · · r105

⎤

⎥⎥⎥⎦ (7)

Performing Comprehensive Evaluation of Data Quality

1. If there is a fuzzy relation R = (
rij

)
10×5 from U to V , a fuzzy transformation can be

obtained from R as follows:

TR : F(U ) → F(V ) (8)

2. Using the transformation above, the comprehensive evaluation result of data quality
can be calculated as:

B = A · R (9)

3. The integrated evaluation can be regarded as a fuzzy vector on V , denoted as:

B = [b1, b2, · · · , b5] (10)

4. If max[b1, b2, · · · , b5] = bk , the data quality evaluation will be classified as k.
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3 Method Evaluation

3.1 Engineering Project Background

Since 2019, we have been focusing on intelligent analysis of spare parts consumption
patterns in oilfield dynamic equipment operation and maintenance, which not only helps
to predict the life cycle of key vulnerable parts of oilfield equipment, but also provides
scientific advice from procurement and maintenance perspectives. For data sources, we
extracted material distribution data from two different regions of the material manage-
ment system, as well as well daily report, well real-time data table, pump real-time data
table from the PCS management system, and switch record, pump maintenance manual
collection data from the EPBP management system. In this paper, we optimized the
main control indicators for the analysis of dynamic equipment spare parts consumption
patterns, determined the priority weights of data quality dimensions, preprocessed and
modeled the data, and finally obtained a full life cycle prediction model.

After the research resultswere implemented,we sortedout the data quality in the anal-
ysis of equipment consumption patterns, evaluated the data quality on different regions
and time dimensions, and conducted correlation analysis based on the corresponding
data and the effect of full life cycle prediction.

3.2 Results of Data Quality Assessment

We conducted a oriented data quality assessment on the data collected from June 2019
to June 2022, and found that only the data from region 1 during June 2021 to June 2021
achieved Level 3 in the management level, while the data quality evaluation of other
regions remained at Level 2 in the standard level. We used affiliation score to represent
their quality level within the evaluation period. On the other hand, by sampling the data
distribution estimated for the equipment’s full life cycle, we found that it followed an
average distribution. Therefore, we used F1_score as the evaluation metric to assess
the performance of our example model. The cross-comparison results were obtained as
shown in Fig. 3.

The calculation formula for F1_score is as follows:

F1_score = 2
1

Recall + 1
Precision

(11)

Recall = TP

TP + FN
(12)

Precision = TP

TP + FP
(13)

3.3 Engineering Project Analysis

1. Through comparing the F1_score of two regions, the results show that the overall
engineering performance of region 2 is lower than that of region 1. By comparing the
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Fig. 3. Relationship Diagram between Data Quality Assessment and Engineering Examples’
Effectiveness

corresponding data quality assessment scores, the results show that there is a positive
correlation between data quality and model application performance. On the one
hand, it illustrates that data quality influences the model performance of intelligent
decision-making.On the other hand, it also reflects the deficiency of the generalization
ability in our life cycle prediction model application, which is specifically manifested
as themodel’s over-reliance on local data quality and inability to associate and predict
across regions.

2. Through field visits, it was found that region 1 has a better management system than
region 2, specifically reflected in the compliance recording of material distribution
management and pump maintenance data. Therefore, in terms of quality dimensions
such as data completeness, region 1 is superior to region 2, which ultimatelymanifests
in the data quality comprehensive evaluation, where region 1 is higher than region 2,
fully reflecting the important role of data management system in data governance.

3. By comparing the data from region 1 starting from June 2021, the analysis shows
that the F1_score has increased by about "5%", and its data quality assessment has
also risen from level two (specification level) to level three (management level),
demonstrating the effectiveness of data governance in region 1 over the past year.

4. By comparing the data quality of region 2 in the past three years, the results show that
although the data governance process is slowly progressing, there is a slight improve-
ment in model performance. This illustrates the iterative optimization capability of
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the life cycle prediction model and also indirectly indicates that data pre-processing
methods can to some extent make up for the deficiencies in data quality.

4 Conclusion

In this paper, we analyzed and compared mainstream data quality evaluation models
at home and abroad, and developed a structured data quality evaluation method for oil-
fields, including various quality dimensions andmetrics.We provided scientific evidence
and theoretical support for oriented evaluation of structured oilfield data. However, for
unstructured data in oilfields, such as speech, text, images, and videos, the quantitative
models and evaluation methods are significantly different, as text data needs to consider
contextual relevance and expression quality. As oilfields increasingly adopt intelligent
construction towards unstructured data, future research should analyze and study semi-
structured/unstructured data in oilfields to provide comprehensive and effective guidance
for oilfield data quality evaluation.
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Abstract. Leakage of premium thread connections tubing is the main reason for
annulus pressure and affecting well integrity level. At present, helium gas seal
detection and manual monitoring of make-up torque curve are mainly used to
ensure the integrity of gas seal of well string. However, the helium seal detection
environment is static detection, which fails to describe the air tightness of the tub-
ing under complex downhole load; The manual monitoring of the make-up torque
curve depends on the field engineer with certain experience to check the standard
curve one by one. The results are greatly affected by subjective factors, so it is
difficult to unify themeasurement standard. Therefore, amachine learningmethod
based on convolutional neural network (CNN) is proposed to automatically iden-
tify and classify the makeup torque curve of special threaded tubing. In order to
achieve this goal, firstly, according to the failure of gas seal detection, manufac-
turer’s manual and field experience, the categories of makeup torque curve are
divided, including typical curve, acceptable curve and unacceptable curve. Sec-
ondly, in order to improve the model training accuracy and further improve the
prediction results, the data expansion technology is used to expand the training
database. Finally, the multilayer convolutional neural network model is built and
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trained and verified based on the data. In the model verification stage, four com-
prehensive evaluation methods are used: typical rate (TR), acceptable rate (AR),
unacceptable rate (UR) and accuracy (P). The proposed CNNs model is evaluated
accurately and compared with state-of-art machine learning algorithms such as
SVM and logistic regression.

Keywords: Sustained casing pressure · Premium thread · Machine learning ·
Convolutional neural networks · Data augmentation

1 Introduction

With the progress in the development of HTHP (high temperature, high pressure) sour
gasfield in recent years, string screw leakage, failures of packers and abnormal pres-
surization of annulus are increasingly exposed. These problems may directly affect the
successful operation of gas wells and the production safety in later stages [1–10]. With
these concerns, the HTHP sour condition puts forward high requirements for comple-
tion tools and strings, especially the loads placed on ordinary connections with certain
well conditions exceed those of an API class-1 qualified connection. Therefore, for the
sake of security, a growing number of natural gas company initiated the utilization of
premium threaded connections (PTCs) and permanent packer as the completion strings
which are designed to withstand today’s toughest well conditions. Even so, a majority
number of oilfield cases has confirmed that seal failure still happened on the PTCs fre-
quently, which eventually developed into sustained casing pressure(SCP) and resulted
in a large number of economic losses. Through finite element analysis it has been found
that the sealing performance of the joint depends on the sealing surface, the shoulder and
the contact stress on the thread [11]. Torque versus turn make-up graphs are useful to
evaluate if a joint is correctly made-up. Hereby, manufactures released their own correct
“torque signature” to ensure threads connected in appropriate stress. In order to achieve
this purpose, there must be a system of ensuring that a competent or experienced person
is on the drill floor at all times to check any make-up graphs. However, the evaluation
standards of each engineer are not uniform, and there are errors and uncertainties in
manual monitoring. Hence, it is inevitable to introduce artificial intelligence to monitor
the PTCS make-up process.

In recent years, artificial intelligence technologies flourish in various fields and man-
ifest immense potential in the industry toward smart wells and intelligent fields. Espe-
cially the artificial neural network, fuzzy logic, and evolutionary algorithms are common
among AI techniques being applied today in oil and gas reservoir simulation, production
and drilling optimization, drilling automation and process control, and data mining [12].
In 2002, Jose Finol [13] discussed the fuzzy logic method which is used to address the
inverse problem of permeability prediction from NMR data. AI-Fattach S.M presented
an artificial neural network method to predict the natural-gas production in the unite-
states for the next 15 years [14, 15]. Vikas Bhushan & Simon Christopher Hopkinson
developed an artificial intelligence technique called case-based reasoning to identify
reservoir analogues systematically with sparse information [16]. However, a variety of
integrated forms of artificial intelligence from neural networks to fuzzy logic, havemade
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solid steps toward becomingmore prevalent in themainstream of the oil and gas industry.
The AI related to image classification and visual recognition still waits to be explored
in depth.

In decades development of machine learning there is a general consensus that deep
learning has achieved excellent performance in various recognition problems. Among
different types of deep neural networks, the research on convolutional neural networks
(CNNs) has been most extensively made. Benefit from the rapid growth in amount of
data and the great advancement in image process techniques, the CNNs has thrived
and made remarkable breakthroughs on target detection [17–19], pattern recognition
[20, 21] and image classification problems [22–24]. Compared with traditional image
processing methods [25], the CNNs can extract image features efficiently, and better
complete classification and recognition tasks.

Although the CNNs has made great successfulness in different fields such as biolog-
ical image classification [18], identification of defects in the centrifugal pump [26] and
classification of the high-resolution imagery scene [27], the gaps of application in oil
and gas industry are still waited to be filled. More recently, a few researches have been
made to explore the application of CNNs in image classification on sucker rod pumping
wells. Yi peng took advantage of deep convolutional neural networks to analyze the rela-
tionships between the electrical data and corresponding dynamometer card in different
conditions. The results are used to diagnose the suck-rod pumping wells [28]. SA Sharaf
developed a machine learning algorithm to achieve pump card classification, where the
pump card is a plot of load versus position on the pump’s plunger. The machine-learning
techniques can simulate the human visual-interpretation process to identify and diagnose
the pump operating conditions [29]. With the help of CNNs, the labor time consuming
on image classification works has been significantly alleviated as well as the requirement
of deep expertise in the domain has been drastically reduced.

Inspired by the achievements of CNNs in image classification works, we presented
a CNNs model with data augmentation technique to classify the make-up torque graphs
of PTCs. The training datasets are labeled as typical curves, acceptable curves and unac-
ceptable curves in accordance with expert domain knowledge. In order to improve the
robustness and accuracy of the proposed model, the data augmentation technique has
been introduced to enlarge the training datasets. Moreover, to better evaluate the clas-
sification performance of the model, four measures, namely Typical rate (TR), accept-
able rate (AR), unacceptable rate (UR) and Precision are used in the proposed model.
The experimental results are compared with state-of-art methods to demonstrate the
feasibility of our model.

The rest of this article is structured as follows. Section 2 includes the detail of
datasets, and then the proposed data augmentation and image processing techniques are
described. The Sect. 3 illustrates the experimental results and the discussion of proposed
method.



Research on Automatic Classification 333

2 Materials and Proposed Model

2.1 Materials

Premium threaded connections (PTCs) of tubing are an optimal selection of pipe screws
in theMXGasField of the SichuanBasin. Thefield data aremake-up graphs of PTCs pro-
vided by MX gas well in one block in Sichuan Basin. Three types of curve pattern could
be concluded in accordance with filed domain expert experience and Running_Manual
of PTCs manufacturers, which are typical curve, acceptable curve and unacceptable
curve. The samples of these datasets are illustrated in Fig. 1. These graphs form the
datasets used to train the CNNs model in make-up graphs classification and verify the
effectiveness of the proposed CNN with data augmentation method.

Typical curve of PTCs make-up torque is composed of thread &seal interference
section, shouldering section and release section. In thread & seal section, the threads

Fig. 1. Samples of datasets from MX gas well
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Fig. 2. Examples of different make-up torque graphs

start to interfere and the torque increase at early time is relatively low in recording
turns. Then, it followed by shouldering section where the shoulders of the connections
meet, and the sealing function starts to work when the torque increases sharply. This
characteristic leads us to find the difference between typical curve and the others. Finally,
a sharp descending of torque represents the release section. Figure 2 shows the example
of the typical curve.

Acceptable curves meet the seal and connection requirements where curve profile is
not exactly the same as the typical curve. Such as the slight oscillations are noted when
threads are interfered at early time. Meanwhile, a few curves show the hump effect in
thread & seal section which are still allowed. There are two possible reasons. One is
that dirt between threads. The other is running compound excess. The examples of these
curves are shown in Fig. 2 and the particular description of each curve is illustrated in
Table 1.

Although running casing or tubing is a relatively low-risk activity and PTCs products
have been designed with ease and reliability of make-up as priorities. There still remains
a small chance of incorrect make-up which is classified as unacceptable curve. If non-
defined torque shoulder took place, the make-up torque would gradually increase during
thread & seal and shouldering section which is defined as unacceptable curve. Another
typical pattern of unacceptable curve is erratic fluctuation of torque during thread & seal
section. Figure 2 represents samples for unacceptable curves and the detailed explanation
is described in Table 1.
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Table 1. Detailed explanation of make-up torque graphs

Number Description Possible Causes Consequence

a Typical curve – –

b acceptable curve High friction running compound –

c acceptable curve Running compound excess dirt
between threads

–

d acceptable curve – –

e unacceptable curve Over torque high momentum over load thread galling

f unacceptable curve cross threads misalignment
damaged threads

Leak thread galling

g unacceptable curve galled threads threads with razor
edges

thread galling leak

2.2 Proposed Model

2.2.1 Data Augmentation

It is the common knowledge that the more data a machine learning algorithm access
to, the better classification performance it achieves. Data augmentation is an effective
way to increase the amount of training data by using effective transformations in the
original datasets. With the help of data augmentation, the proposed method achieves
better accuracy, particularly true in this project involved expert domain knowledgewhere
collecting sufficient data is heavily hindered. Besides, the meagre amount of data also
results in problems of overfitting. Hence, in order for the model to be successful, large
amount of data is required to train and validate the machine learning algorithm. The
most effective data augmentation technique should be learnt and implemented.

At present, various data augmentation techniques have been applied in specific sit-
uation. The main techniques fall under the category of data warping [30], which is an
approach which seeks to directly enlarge the input data in data space. The original pat-
terns of images are transformed by rotations, flips, contrast variations and translations.
For instance, vertical flips, the pixel position at coordinate [x, y] in input image is altered
at coordinate [x, −y] in new image. In this case, for a dataset of size N, the final dataset
would be increased to 2N with the of help of proposed method. Considering all the
transformations, a common form expresses affine transformation of the original image.

y = Wx + b (1)

where the x, y represents pixel coordinates. The value of w and b depends on the
augmentation technique we choose.

2.2.2 Convolutional Neural Networks Architecture

In this section we go into detail of convolutional neural networks (CNNs). It is formed
from three types of layers, namely convolutional, pooling, fully connection layers. The
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architecture of proposed model is shown in Fig. 3. For image classification problem, the
inputs are RGB images which are three-dimensional matrix represented as x ∈ Rh×w×c

(h: height, w: width, c: channel).

Fig. 3. Architecture of convolutional networks

Firstly, the function of convolutional layer is to learn the features of the input data.
Each convolution layer consists of multiple convolutional kernels which are used to
take convolution operation on inputs to receive different feature maps. Each neuron of a
featuremap corresponds to a region of adjacent neurons in preceding layer. The complete
feature maps are calculated by using a bank of kernels and adding a bias which is shown
as Eq. 2.

zi,j,l =
h∑

i=1

w∑

j=1

c∑

d=1
wcT
l xci,j + bcl (2)

where i, j represents the input image pixel coordinate, and the c is the number of channels.
l stands for the l-th feature map. wcT

l and bcl are the weight and bias of the l-th filter of
c-th channel respectively. Specifically, the size of feature map is determined by the size
of kernel and stride we selected. Mathematically, the dimension of l-th feature maps, D,
turns out to be governed by the following formula:

D = n+2p−f
s + 1 (3)

where n is the input image size, n × n. f is the filter size, f × f. s and p is the stride and
padding we choose respectively. It is worth to mention that we take D round down to
the nearest integer when fraction is not an integer.

Secondly, in order to solve the problem of insufficient expression of linear model,
the activation function has been applied to introduce nonlinearities to CNN and endows
the network with the ability to detect nonlinear features. Let a(z) express the nonlinear
activation function. The mathematical expression is described as formula 4.

ali,j,c = a
(
zli,j,c

)
(4)

There exists various types of activation functions, out of which the typical functions
are Sigmoid, Tanh, and ReLU [31, 32]. In order to accelerate the convergence in each



Research on Automatic Classification 337

layer, the Tanh activation function has been chosen in this article. The equation and
figure of tach function is shown as follow (Fig. 4).

a(z) = ez−e−z

ez+e−z (5)
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Fig. 4. The graph of Tanh function

The pooling layer is used to reduce the size of feature maps to speed up computation
as well as to improve its robustness in classification. Out of which the typical pooling
operation is maximum pooling. It is normally located between two convolutional layers
The pooling operation is similar to convolutional operation. These layers have kernels of
small size, which cover the entire image through shifting. Instead of taking dot product
between input and kernel, maximum cooling operation returns the maximum value for
each sub-region.

After several convolution layers and pooling layers, there may be one or more fully-
connected layers which aim to perform high-level reasoning [33–35]. The fully con-
nection layer flats the previous feature maps into 1-dimensional vector and integrates
features to specific value. Note that fully connection layer is normally over two layers
as it has better performance in solving nonlinear problems.

The last layer of CNN would be the output layer. For classification purpose, the
Softmaxoperator is commonly used [36]. TheSoftmax is used to calculate the probability
distribution of each class over all setting classes. Mathematically, operation of Softmax
layer is shown as:

PI = ez
I

∑
j e

zJ (6)
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where the zI stands for the inputs of Softmax, and the J is the number of classes. With the
help of Softmax operator, the output value of each class is transferred into probability
distribution in the range of (0, 1), and the sum of all the classes probability turns to 1. The
cross entropy loss function can be used to evaluate the similarity between the predicted
and actual output, the formula is shown as follow:

τ =
I∑

J
yJ log pI (7)

where yJ represents the target outputs, pI denotes the predicted outputs. For the classifi-
cation problem, the loss function indicates the error between actual outputs and predicted
outputs. The training process of CNNs can be regarded as a problem of global optimiza-
tion, which is to find the best set of parameters to minimize the error. We choose stochas-
tic gradient descent method (SGDM) to minimize the loss function. The mathematical
formula is shown as:

θl+1 = θl − α ∗ ∇E(θl) (8)

where l is the iteration number, alpha is the learning rate, θ is the loss function. This
SGDM takes small steps at each iteration in the direction of the negative gradient of the
loss to minimize the error and update the parameter vector.

3 Experiments and Analysis

3.1 Implementation Details

In this section, the details of the proposed method are explained. The datasets, the
architect of CNNs model is introduced in detail, and followed by three measures which
are presented to assess the performance of the classification models. Then, the results of
our experiments and the comparison of state-of-art methods are discussed exhaustively.

For the purpose of extracting specific features of the make-up torque graphs, CNNs
model with data augmentation techniques has been used. This model consists of con-
volution layers, pooling layers, batch normalization layers and fully-connection layer.
Specifically, the architect and the hyperparameters of the proposed CNNs classification
model are shown in Table 2 and Table 3 respectively. All frameworks are implemented
using Intel(R) Core(TM) I7-9700 CPU @3.00 GHz @8 GB RAM.

In the experiments, in order to evaluate the performance of the proposed method,
these measures were calculated: typical rate(TR), acceptable rate(AR), unacceptable
rate(UR), precision [37]. The description of these measures is displayed as follows:

• Typical rate: the ratio of typical curves which are classified correctly
• Acceptable rate: the ratio of acceptable curves which are classified correctly
• Unacceptable rate: the ratio of unacceptable curves which are classified correctly
• Precision: manifest the accuracy of the proposed method to all the instances in the

dataset

TR = NT
NT+FNT (9)
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Table 2. Hyperparameters of proposed method

Hyperparameters Value

Learning rate 1 0.01

Epochs 10

Activation function Tach

Loss function Stochastic Gradient Descent

Execution environment Cpu

input image size 500 × 500 × 1

Table 3. Architect of CNNs

Layer Layer name Layer size

1 image input layer 500 × 500 × 1

2 convolution 1 10 × 10 × 8 with stride 3

3 batch normalization layer −
4 Tach activation layer −
5 Max pooling layer 5 × 5 with stride 2

6 convolution 2 8 × 8 × 16 with stride 3

7 batch normalization layer 2 −
8 Tach activation layer 2 −
9 max pooling layer 2 3 × 3 with stride 2

11 convolution layer 3 3 × 3 × 16 with stride 1

12 batch normalization layer 3 −
13 Tach activation layer 3 −
14 fully connected layer 3

15 softmax −
16 classification −

AR = NA
NA+FNA

UR = NU

FNU + NU

(10)

precision = NT+NA+NU
S (11)

where the NT means the number of typical curves which are classified correctly, the NA
is the number of acceptable curves which are classified correctly, and the NU stands for
the number of unacceptable curves which are classified correctly. On the contrary, FNT,
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FNA, FNU represents the number of corresponding class which is classified incorrectly.
Moreover, S is the total number of instances.

3.2 Experimental Results and Comparison

In this section, the performance of the proposed CNN-with data augmentation method
for make-up torch graph classification is evaluated. A series of experiments on the
measures (TR, AR, UR, Precision) of CNNs model are conducted in same datasets
and environment. Each dataset consists of 1000 graphs where 800 graphs are randomly
chosen as the training set, the other is set as validation set. The results are presented as
comparison tables and line graphs. Moreover, the comparison between our method and
state-of-art image classification methods is implemented. The results are used to verify
the robustness of our classification model.

3.2.1 Training and Validation of Proposed Method

To evaluate the classification performance of the proposed method with data augmen-
tation, we carry out our experiments in accordance with the work flow shown in Fig. 2.
Firstly, the augmentation net implements random rotation and axis-translation on each
input images and returns augmented images of size 500 × 500 × 1. Afterward, these
images are inputted into the CNNs net to train the model, where the architect of CNNs
model is shown in Table 2 and the training hyperparameters are shown in Table 3. The
results of the experiments are illustrated below:

Table 4. Measures of proposed method

Measures Accuracy

TR 0.9830

AR 0.9920

UR 0.9918

precision 0.9883

As can be seen from the Table 4, the accuracy of TR, AR, UR and Precision reaches
98.30%, 99.20%, 99.18%, 98.83% for typical curves, acceptable curves and unaccept-
able curves datasets respectively. This high accuracy confirms that the CNNs with data
augmentation performs well on classification work.Moreover, detailed evaluation meth-
ods verify the performance of the proposed model on different data sets. Figure 5 indi-
cates the trend of training and validation accuracy while running the experiments, which
further demonstrates the feasibility and robustness of proposed model.

3.2.2 Effect of Augmentation Method (with/without)

To assess the effectiveness of data augmentation technique, a comparison between the
proposed CNN model with and without data augmentation is presented in Table 5. The
comparative experiments are conducted under the same conditions and original datasets.



Research on Automatic Classification 341

0 25 50 75 100 125

0.2

0.4

0.6

0.8

1.0
Ac

cu
ra
cy

Iterations

validation
train

Fig. 5. Plot for accuracy on training and validation of proposed model

Table 5. Comparison of proposed CNNs model with and without data augmentation

Dataset Accuracy

With data augmentation Without data augmentation

AR 0.9830 0.9059

TR 0.9920 0.9295

UR 0.9918 0.9265

Precision 0.9883 0.9235

AS can be seen from Table 5, results show improvement in accuracy by 7.71%,
6.25%, 6.53% and 6.48% on AR, TR, UR and precision for typical curves, accept-
able curves and unacceptable datasets respectively. Model with augmentation performs
remarkably better than no augmentation. This is because enlarged datasets reduce over-
fitting and can effectively extract the image features. Furthermore, as shown in the
Fig. 6, with the help of data augmentation, the training speed has slightly improvement
where accuracy stabilized faster than no augmentation. Hence, by increasing the volume
of datasets, overfitting can be significantly prevented, training speed and classification
accuracy can be efficiently improved.
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3.2.3 Comparison with the State-of-the-Art Methods

To further verify the reliability and feasibility of our method, we compare the classi-
fication performance of our method with state-of-the-art methods. Through a massive
number of literature and related technical research, inceptionV3 and Alexnet models
have been chosen.

Table 6. Comparison of classification accuracy of different models

Datasets Our method InceptionV3 Alexnet

Precision 0.9883 0.9732 0.8386

AR 0.9830 0.9713 0.7849

TR 0.9920 0.9716 0.9670

UR 0.9918 0.9771 0.7103

As can be seen fromTable 6, it is evidently that ourmethod generally achieves the best
classification performance in overall datasets. The AR, TR, UR and precision measures
tend to be significantly better than Alexnet method, and it is worth mentioning that the
tendency of training and validation process of our method overwhelm that of Alexnet
method. In addition, as we can see from Fig. 7, the accuracy curves of InceptionV3
and our method have overlapping parts during training and validation process. However,
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the results of our method show improvement in accuracy by 1.47% on training and
validation.

3.3 Conclusion

In this paper, a convolution neural network combing with data augmentation is proposed
for the classification of different types of make-up torque graphs in premium thread con-
nections. The results show that using CNNs to predict and classify make-up torch graphs
is proved to be a promising way to find the minor difference between typical curves,
acceptable curves and unacceptable curves. Four specific measures namely, TR,AR, UR
and Precision have been used to evaluate the performance of proposed method. The
experimental results show that our model achieves the highest classification accuracies
of 99%, 98%, 97%, 99% in presented measures respectively. Furthermore, with help of
data augmentation techniques, the number of graphs in each dataset has been expanded
which weaken the overfitting problem caused by lack of training data and improve the
classification accuracy. Particularly, we would expect that such data augmentation tech-
niques can be used to benefit the training work involved expert domain knowledge where
collecting sufficient data is heavily hindered. Finally, comparison experiments have been
conducted to verify the robustness of our method. The results confirms that proposed
method outperforms on selected two state-of-the-art methods (InceptionV3, Alexnet).

In future studies, it is suggested to investigate more efficient strategies to improve
the classification accuracy. Besides, the classified results of make-up torque curves are
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recommended to evaluate the sealing performance of premium thread connections. It is
helpful to predict the sustained casing pressure condition.
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Abstract. In order to diagnose andpredict the drilling complexities before drilling
operations, and provide the drilling operators on well site with some hints, so that
they are mentally aware of what kind of drilling complexity will occur in the
future, and they could take the corresponding preventive measures to prevent the
occurrence of some drilling complexities with the lowest possible economic cost.
The handling methods of the drilling complexity cases that have occurred are
treatment solutions made by the experts on well site based on their professional
knowledge and years of rich drilling experience, which has a very important ref-
erence value for the later drilling operations. On the basis of case-based reasoning
method, according to the adjacent well data, the computer technology, the artificial
intelligence, and the data mining technology, this paper will construct a drilling
complexity intelligent prediction model to utilize an open-source software and
regression analysis method of causal relationship model. Use the ROC curve and
confusion matrix to evaluate the performance of the drilling complexity intelli-
gent prediction model, and the accuracy of the model is between 70–80%. It is
recommended to use more drilling complexity cases to train the model in the later
stage to improve the accuracy of the prediction model.

Keywords: Drilling Complexity · Case-based Reasoning · Python · Intelligent
Prediction Model · ROC curve · Confusion Matrix

1 Introduction

Through extensive literature research, it can be seen that drilling complex warning sys-
tems generally use real-time drilling parameters for warning, but the transmission of
drilling parameters has a lag. Therefore, the complex situations predicted by warning
systems that rely on drilling parameters have actually occurred underground. More-
over, due to the complexity and diversity of the formation, it is difficult to predict the
occurrence of all drilling complex situations.

This paper attempts to use the data of drilled wells, computer technology, artificial
intelligence and data mining technology to diagnose and predict the drilling complexity
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before well operation under the condition of reducing economic costs, so as to give hints
to the operators on well site, so that they could realize in advance what kind of drilling
complexity will occur, take corresponding preventive measures, prepare sufficient mate-
rials, tools and equipment, find reasonable solutions to prevent drilling complex situa-
tions from occurring at the lowest possible time and economic cost, or handle drilling
complex timely.

The modern oil drilling operation process is generally recorded, and the information
for each well includes well design, drilling daily report, mud daily report, drilling cost
daily report, casing data, well deviation data, completion report, logging data, etc.

2 The Development of Intelligent Diagnosis and Prediction
Technology

With the rapid development of computer, artificial intelligence, data mining and other
technologies, prediction technology has also undergone rapid development, and various
intelligent computing methods have emerged and been applied to the field of prediction.
Artificial intelligence technology will play an increasingly important role in the field
of prediction. Artificial intelligence is the use of more complex technologies to replace
human brain decision-making, by searching and analyzing in databases, and building
models. These are not repetitive tasks, but require judgments based on complex algo-
rithms and machine learning, which can be applied to predict future development trends
and make scientific and reasonable decisions. When artificial intelligence is applied to
prediction, the algorithm is the key, the data and computing power are the foundation.
The widespread application of this technology is due to the accumulation of data and
computational power. At present, in terms of economy (stock prices, various competi-
tion results), healthcare, agriculture, etc., models are established and machine learning
algorithms are used to predict future results. At present, the methods applied to intelli-
gent diagnosis and prediction mainly include Artificial neural network, support vector
machine, Chaos theory, Swarm intelligence (i.e. particle swarm optimization), Wavelet
analysis, Time series, Case-based reasoning, Expert system, etc.

3 Case-Based Reasoning

Case-based reasoning (CBR) is both an artificial intelligence technique and an analogical
reasoning method that utilizes relevant information from similar cases to solve current
problems.

CBR is the process of finding similar historical cases and utilizing specific knowledge
from existing experience or results, i.e. specific cases, to solve new problems.

CBR technology originated from Yale University in the United States, and was de-
scribed by Roger Schank in Dynamic Memory in 1982. It is an important knowledge-
based problem-solving and learning method that has emerged in the field of artificial
intelligence. It solves problems by reusing or modifying previous solutions to similar
problems. The CBR research method originates from human cognitive and psycho-
logical activities, alleviating the bottleneck problem of knowledge acquisition in con-
ventional knowledge systems. It combines quantitative analysiswith qualitative analysis,
and has the characteristics of dynamic knowledge base and incremental learning.
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The basic steps of a typical CBR problem-solving process can be summarized into
four main processes: case retrieval, reuse, revision, and retention. Therefore, CBR is
also known as 4R. In CBR, the problem or condition to be solved is usually referred to
as the target case, historical cases are referred to as the base case, and the collection of
source cases is referred to as the case library. From this, it can be understood that the
basic process of CBR problem-solving is: a new problem that needs to be solved arises,
and this is the target case; Using the description information of the tar-get case to query
similar past cases, that is, searching the case library to obtain source cases that are similar
to the target case, and thus obtaining some solutions to new problems; If this solution
fails, adjustments will be made to obtain a successful case that can be saved. After this
process is completed, a more complete solution for the target case can be obtained; If the
source case fails to provide a correct and appropriate solution, a new source case can be
obtained by correcting and saving the case. In the process of CBR, case representation,
case retrieval, and case adjustment are the core issues of CBR research.

4 Constructing a Drilling Complex Intelligent Prediction Model

This paper uses Python language for data analysis and construction the predictionmodel.

4.1 Process of Model Construction

The specific process of model construction is shown in Fig. 1.

Fig. 1. Flow Chart for Constructing Drilling Complex Intelligent Prediction Model. BWM—
Bag-of-words model; LRM—Logistic regression model.

4.2 Model Construction

Based on the drilling data of the oilfield, extract and organize complex cases of drilling
encountered in the oilfield, and form a case library. Using the data from the drilling
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complex case library, based on statistical analysis, classify and simplify the data, while
cleaning the data to ensure the effectiveness of the mapping relationship be-tween the
data.

Using quantitative prediction method for quantitative analysis, that is, predicting the
probability of various drilling complexities based on data such as drilling formations and
lithology, and then predicting complex types based on specific geological conditions.

Logistic regression, machine learning algorithm and Python development language
are used to build an intelligent diagnosis prediction model (Fig. 2). First, we use the
Bag-of-words model model to vectorize the text features such as stratum and reason,
and transform the Chinese text into a sentence vector that can be recognized by the
computer (Fig. 3). Replace the complexity of label drilling with a scalar, such as severe
leakage of 0, severe shrinkage of 1, sticking of 2, collapse of 3, overflow of 4, etc.
The trans-formed sentence vector is transferred into the Logistic regression model, and
the parameters of the Logistic regression model are calculated by maximum likelihood
estimation. Finally, the probability of each drilling situation is obtained.

Fig. 2. Intelligent diagnosis and prediction model

4.3 Model Evaluation

The Confusion matrix and Receiver operating characteristic are used to evaluate the
performance of the model.

The Confusion matrix is a situation analysis table that summarizes the prediction
results of the classification model in machine learning. The records in the dataset are
summarized in the form of a matrix according to the two criteria of the real category
and the category judgment predicted by the classification model, as shown in Fig. 4. The
columns of the matrix represent the true values, and the rows of the matrix represent the
predicted values, as shown in Fig. 5. In the Confusion matrix, the higher the value at
the corresponding position of TP and TN, and the lower the value at the corresponding
position of FP and FN, the higher the accuracy of the model, which can be calculated by
formula (1).After calculation, the accuracy of themodel in predicting drilling complexity
is around 78% (Fig. 6).
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Fig. 3. Text feature vectorization model

Fig. 4. Sketch map of confusion matrix

(Accuracy) = (TP + TN) / (TP + FP + FN + TN) (1)

ROC (ReceiverOperatingCharacteristic) curvewas invented by radar engineers inWorld
War II to detect enemy vehicles (aircraft and ships) on the battlefield, that is, Detection
theory. Later, it was introduced into the field of machine learning to judge the quality of
classification and detection results. AUC (Area Under Curve) refers to the area under the
Receiver operating characteristic, which is used tomeasure the classification effect of the
model. It is an evaluation indicator to measure the quality of the model, and represents
the probability that positive cases rank ahead of negative cases. After calculation, AUC
under the Receiver operating characteristic of the intelligent diagnosis and prediction
model for the drilling is 68%.
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Fig. 5. Confusion matrix vector diagram

Fig. 6. ROC evaluation curve of prediction mode

5 Conclusion and Suggestion

1) Building apredictionmodel generally consists of three steps, namelydata preparation,
selecting appropriate methods to build the prediction model, and model evaluation.
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2) Based on the drilling complex case database, using Python language, Logistic regres-
sion analysis, maximum likelihood estimation and machine algorithm, a drilling
complex intelligent diagnosis and prediction model for one oil field is constructed.

3) With the increase of data from the oilfield, it is recommended to use more com-plex
drilling cases to train the model to improve the accuracy of model prediction.
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Abstract. Production optimization is a crucial technology for efficient develop-
ment of water-driven reservoirs. By adjusting the injection and production rate
of oil and water wells in a reservoir block, the optimal production solution can
be provided for the field to maximize the economic benefits while minimizing
the costs. In this paper, a soft actor-critic (SAC) based reinforcement learning
offline production optimization method are proposed, which models the produc-
tion optimization problem as a Markov sequence decision process. Specifically,
the deep reinforcement learning (DRL) agents aimed at maximizing the eco-
nomic efficiency. The agent updated the policy model incrementally using the
data obtained by interactive sampling with the environment to accelerate the con-
vergence of the optimization process. In addition, to achieve offline optimization,
a state transfer model is constructed that captures the dynamics of the reservoir
under time-varying well control conditions using historical regulation experience.
In the offline deployment stage of the cloud platform, the trained policy network
and state transition network are utilized. In this way, the well control scheme for
multiple future time steps can be calculated using only the current state of the
reservoir. Reservoir instances show that this method is highly efficient and can
provide optimized solutions within seconds, and the optimization performance is
also remarkable.With the good effect of water control and oil increment, the target
model can achieve higher net present value (NPV). The proposed offline method,
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which embedding control strategies into the model and utilizing a state transition
model to capture the dynamics of the system, offers a novel approach to intelli-
gent production optimization. By enabling offline optimization deployment on a
cloud platform, this approach provides a practical solution to meet the demand for
intelligent oilfield construction.

Keywords: Water Driven Reservoirs · Production Optimization · Deep
Reinforcement Learning · Policy Model · Intelligent Oilfield

1 Introduction

The new round of oil and gas technology revolution and digital revolution is sweeping
the world with unprecedented breadth and depth, and the cross-border integration of
new technologies such as the Internet of Things, artificial intelligence, and 5G with the
oil and gas industry has become an important way of innovation. The construction of
intelligent oil and gas fields has become an inevitable trend, with intelligent production
optimization being a key link.

Production optimization of oil reservoir is a commonmeans to achieve increased and
stable production in oil fields. By reasonably optimizing the injection and production
schedule of oil and water wells, the development effect is improved, achieving the effect
of minimizingwater production while increasing oil recovery. After recent development,
mainstream production optimization methods mainly include three categories: gradient
based algorithms, stochastic optimization algorithms, and machine learning methods.

Gradient based methods were first proposed in various research works. In 2004,
Brouwer et al. [1] combined integrated Kalman filter and concomitant algorithm to
improve NPV for water-driven reservoir development. Zhang et al. [2] proposed a com-
bination of finite difference and stochastic gradientmethod to solve constrained reservoir
production optimization problems in 2016.Unlike gradient-based methods, stochastic
optimization methods do not need to compute gradients explicitly and have better flex-
ibility. In 2018, Foroud et al. [3] applied several global optimization algorithms to the
Brugge field and compared their optimization performance. In 2022, Yin et al. [4] pro-
posed a multi-fidelity optimization framework, which differential evolution algorithms
and numerical simulators with different fidelity are combined. Machine learning surro-
gate model is a combination of machine learning model and optimization algorithm, and
its core idea is to construct a machine learning proxy model instead of reservoir numer-
ical simulation in the real-time optimization process, which can significantly reduce
the time cost of iterative computation. In 2021, Zhang et al. [5] used a support vec-
tor machine as an surrogate model. Chen et al. [6] developed a radial basis function-
based surrogate-assisted evolutionary algorithm to solve a high-dimensional expensive
production optimization problem in 2022.

However, the above methods face the inability to truly embed the regulation experi-
ence in reservoir production and development. It relies only on the fitness value for the
adjustment of the system. Additionally, each application requires multiple interactions
with the numerical simulator, making it difficult to achieve offline cloud applications.
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In this paper, we investigate the above problems and introduce reinforcement learn-
ing theories and methods, which have been successfully applied in several fields. In
2019, Ma et al. [7] applied various deep reinforcement learning methods to optimize
the injection rate of water-driven reservoirs. The results showed that deep reinforcement
learning methods converge faster than traditional methods in some cases. In Wang et al.
[8–10] proposed the use of reinforcement learning method for the life-cycle production
optimization of oil reservoirs.

This paper proposes an offline production optimization method that utilizes the
empirical data accumulated during the trial and error process of reinforcement learning.
During the policy training process, the empirical data is utilized to train an additional
state transition model to achieve multi-step offline applications on cloud platforms. Dur-
ing the optimization stage, the offlinemethod can break away from numerical simulation
and provide injection and production of oil and water wells for future multiple time steps
only based on the current state.

This paper proceeds as follows. In Sect. 2, we present production optimization for
subsurface oil-water flow and briefly describe theories related to machine learning. In
Sect. 3, the offline method is presented, the agent and state transition models are high-
lighted. The page presents the results for two-dimensional oil-water problems in Sect. 4.
Test cases involve the three channels model and a gaussian model. Then, the summary
and suggestions for future work are concluded in Sect. 5.

2 Methodology

2.1 Development of Mathematical Model for the Production Optimization

With the development of oil fields, most of the oil fields in China are now in the period
of high water content, so it is necessary to regulate the production system to improve the
field revenue. The production optimization problem is to achieve the goal of maximizing
economic efficiency or oil production by changing the production rate and injection rate
in an oilfield block. In this process, the reservoir is usually considered as a complex
dynamic system, and a mathematical model for reservoir development and production
optimization is established with economic net present value (NPV) as the objective. The
formula for calculating the NPV is shown as

NPVt = c1P
oil
t − c2P

water
t − c3I

water
t (1)

where Poil
t is the cumulative oil production during the time period, STB; Pwater

t is the
cumulative water production during the time period, STB; Iwatert is the cumulative oil
injection during the time period, STB; c1 is the oil revenue, USD/STB; c2 is the cost of
disposing produced water, USD/STB; c3 is the cost of injecting water, USD/STB.

2.2 Deep Reinforcement Learning

Deep reinforcement learning constitutes a significant research domain in the field of arti-
ficial intelligence, with potential enormous application value. The remarkable achieve-
ments of intelligent agents represented by Alpha Zero also indirectly demonstrates
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their ability to solve complex high-dimensional problems. Reinforcement learning finds
widespread use across diverse fields, including but not limited to gaming, autonomous
driving, and robot route planning.

Reinforcement learning is a solution to the problem of intelligent agents maximize
cumulative rewards in complex and uncertain environments, which mainly includes two
parts: the agent and the environment, as shown in Fig. 1. Intelligent agents can achieve
direct control from raw input to output through end-to-end learning.

Fig. 1. Schematic diagram of reinforcement learning flow

In this paper, a soft-actor-critic framework is used to build themodel. SoftActorCritic
(SAC) algorithm is an off-policy algorithm proposed by Haarnoja [11, 12] in 2018. SAC
is a reinforcement learning algorithm that blends stochastic policy optimization with
deep deterministic policy gradient techniques. A key characteristic of SAC is the use
of entropy regularization, which maximizes the trade-off between expected return and
policy entropy.

2.3 Deep Learning

Convolutional neural network (CNN) learns from the information processing process of
the humanbrain that extracted features from thedata layer by layer. The features extracted
through the progressive number of layers will become more complex. Feature extraction
of image data is achieved through local connections and weight sharing. Similarly, deep
convolutional neural networks have been widely applied in the petroleum field, such
as residual oil distribution prediction [13, 14], history matching [15, 16], production
optimization, etc. In this paper, convolutional neural networks are used to extract state
information features.

3 Off-Line Model Design for Production Optimization

3.1 Environment Model

In the production optimization problem, the environment model is built with the help
of the reservoir numerical simulator ECLISPE. After the agent generates the action,
the reservoir numerical simulator simulates according to this well control schedules to
reflect the actual production state of the reservoir. In this paper, the black oil model
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is used for the flow simulation of oil and water phases. Governing partial differential
equations and constraints are (2)–(5).

−kr,αk

μα

(∇Pα − ρag∇z) = qα (2)

∇ · (qα) + qv,α = ∂(ϕραSα)

∂t
(3)

Pc = Po − Pw (4)

So + Sw = 1 (5)

where α = o or w denote the oil or water phase; k is the absolute permeability and kr,α
is the relative permeability to phase α; Pα is the fluid pressure for phase α; Pc denotes
the capillary pressure; qα is the phase flux; Sα are phase saturation; z is the reservoir
depth; g is the acceleration of gravity; � is the rock porosity.

3.2 Agent Model

When applying reinforcement learning to reservoir development and production scenar-
ios, there are several points to note. The parameters of the reservoir, such as saturation,
pressure, is called the “state”. It is part of the environment that the agent is observing
and serves as input. The variables that the problem needs to optimize are called “action”,
such as reservoir parameters or production systems. After adjusting the parameters, the
state of the model changes, it reaches the “next state”. At the same time, the environ-
ment gives feedback to the corresponding actions, which are converted into rewards for
the agent, known as “rewards.“ By continuously interacting with the environment, the
reinforcement learning method learns how to make decisions that maximize the reward,
called “policy”. The policy is the core of the offlinemodel. Figure 2(a) shows the network
structure of agent, including actor and critic parts.

Action Space
In the production optimization problem, the optimization variable is the production
system of each well in the reservoir. Therefore, in the design of the RL model for
production optimization, the action space of the agent is shown as the following (6), and
the action space is represented as an N-dimensional vector.

at =
{
BHPprd ,1, · · · ,BHPprd ,Nprd ;winj,1, · · · ,winj,Nnj

}
(6)

where,BHPprod ,i represents the bottom hole pressure of producingwell,winj,i represents
the injection rate from the injection well.

During the actual development process, the range of each well should be designed
by field engineer. The range, which can be called the linear constraint, is transformed
using a linear mapping of the network output values. That is, the terms in the Eq. (6)
need to satisfy the (7) conditions.

x ≤ BHPprd ,i ≤ y

m ≤ winj,j ≤ n
(7)
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where x and y are upper and lower limits of bottom hole flow pressure, m and n is upper
and lower limits of injection rate. BHPprod ,i is the bottom hole pressure of well ith, winj,j

is the injection rate of well jth.

State Space
The state space of the agent includes the reservoir saturation and pressure. The state
space can be expressed as shown in Eq. (8). Where the field information is input in the
form of a matrix whose size is consistent with the reservoir grid size.

St = {
sw,t, pt

}
(8)

where St means the state at time t, sw,t is the water saturation at time t, pt is the reservoir
pressure at time t.

Reward Function
Reward function is a scalar feedback signal given by the environment that is intended
to respond to the effect of an action taken by the agent in a given state. According to
the previous section, the purpose of DRL is to maximize the cumulative reward. In the
traditional production optimization problem, the objective of the study is to maximize
the net present value NPV, therefore, the reward function is set to the Eq. (1) in this
paper.

3.3 State Transition Model

The output of the agent depends on the observed state information, but the actual cloud
platform cannot carry out the relevant calculation of reservoir numerical simulation.
Therefore, the convolutional neural network is adopted to establish the state transition
prediction model, whose input is the current state St and the well control At, and the
output is the state St+1 at the next time, so as to realize the state transition away from
the numerical simulation. Figure 2(b) shows the network structure of the state transition
model.

3.4 Network Structure and Algorithm Flow

According to the above description of the agent model and state transition model, the
algorithm can be divided into the training phase and the application phase.
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In the training phase, the optimal networkmodel is obtained through interaction with
the numerical simulator. The training process consists of a series of steps that involve
initializing the agent, allowing the agent to interact with the environment, updating the
agent’s policy and state transition model, and repeating these steps until convergence or
a stopping criterion is reached. The training process is as Table 1.

Table 1. Algorithmic pseudocode.
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Once the agent’s policy has been trained, it can be evaluated on a separate set of envi-
ronments to gauge its performance. In the offline application stage, only the current state
of the reservoir can realize the injection and production well control design for multiple
time steps in the future. Figure 2(c) shows the process of the method’s application.

Fig. 2. The network structure described above. (a) is the agent structure, the output of actor is
the action and the output of critic net is Q value(b) is the network structure of the state transition
model, the net input is state at t step and the output is state at t + 1;(c) is the offline application
process.
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4 Case Study and Results

4.1 Case 1: Three-Channel Reservoir Model

The three-channelmodel is used to test the effect of the two-dimensional reservoirmodel.
The reservoir includes 4water injectionwells and 9 productionwells, which are arranged
according to the five-point well pattern. The reservoir thickness is 20ft, the model grid
distribution is 25 × 25 × 1, and the grid size is �x = �y = 100 ft. Figure 3 shows the
permeability field and well location distribution of the model. Other basic properties of
the model are listed in Table 1 (Table 2).

Fig. 3. Log permeability field and well location distribution of three-channel reservoir model.

Table 2. Parameters of three-channel reservoir model.

Reservoir property Parameter

Reservoir depth 4800 ft

Porosity 0.2

Compression factor 6.9 × 10−5 psi−1

Crude oil viscosity 2.2 cP

Initial water saturation 0.2

Using the three-channel model, the classical GPEME algorithm is as a benchmark.
The GPEME algorithm is an evolutionary optimization technique designed to address
medium-scale, computationally expensive problems, which leverages a surrogate model
based on the Gaussian process.

Figure 4 shows that the well control schedules calculated by using the state transfer
model are similar to those calculated by directly interacting with the reservoir numerical
simulator. Their calculated results reflect that the reservoir pressure is kept high for
PRO-02 and PRO-05, and the injection volume of INJ-01 and INJ-02 is increased, thus
proving that the application of the state transfermodel can replace the reservoir numerical
simulation to a certain extent.
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Table 3. Calculation result

FOPT/STB FWIT/STB FWPT/STB TIME

GPEME 1404253 5780044 4951212 –

Policy-ECL 1514331 5242320 4399635 27.89

Policy-Surrogate 1508122 5331809 4508238 0.55 s

Fig. 4. Comparison of injection BHP and production rate (three-channel reservoir model). On
the left are the results of interaction with the numerical simulator, and on the right are the results
with the help of the state transition model, the bottom hole pressure of the production well is at
the top, and the injection well injection rate is at the bottom.

This paper compares approaches that involve interactions with a numerical simulator
to those that do not, then the final generated well control schedules of both methods are
put into the numerical simulator for calculation. It can be seen that the cumulative oil
production of both methods is similar, but the proposed method in this paper has a
reduced calculation time when applied, from 27.89 s to 0.55 s. Meanwhile the method
detached from the numerical simulation can realize the application of cloud platform.

The generated well control schedules were put into the numerical simulation model
for calculation, and the resulting water saturation fields are shown in Fig. 5, From Fig. 5,
it can be seen that the oil displacement effect achieved by two methods is similar.
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Fig. 5. Water saturation of three-channel reservoir model. The first row corresponds to the results
of the injection and recovery regimes interacted with Eclipse, the second row corresponds to the
results of the injection and recovery regimes corresponding to the state transfer agent model, and
the third row corresponds to the difference between the two.

4.2 Case 2: Gaussian Reservoir Model

InCase2, gaussianmodelwas adopted to test the effect. The reservoir sizewas 60*60, and
the permeability field was generated by SGeMS. The reservoir consists of four injection
Wells and nine production Wells arranged in a five-point pattern. Figure 6 shows the
permeability field and well location distribution of the model. The basic attributes of the
model are shown in Table 3. The optimization cycle is 1800 days, 180 days as a step, a
total of 10 steps.

Fig. 6. Permeability field and well location distribution of gaussian reservoir model.

Table 4 and Fig. 7, Fig. 8 are the result of gaussianmodel. It shows that the calculation
time reduced from 64.16s to 3.38 s. Because there is no need to perform complex
numerical simulation calculations. Table 4 also shows that FOPT (field oil production
total) is slightly higher, but FWIT (field water injection total) and FWPT (field water
production total) are also slightly higher. That indicates that the increase of the injection
rate leads to the increase of the production.
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Table 4. Parameters of gaussian model.

Reservoir property Parameter

Mesh size 60*60

Reservoir depth 4005 m

Porosity 0.2

Crude oil viscosity 2 cp

Table 5. Calculation result.

FOPT/STB FWIT/STB FWPT/STB TIME

GPEME 1467477 2175852 612316.2 –

Policy-ECL 1484637 2316032 751161.1 64.16 s

Policy-Surrogate 1493636 2532428 959105.8 3.38 s

Fig. 7. Comparison of injection BHP and production rate (gaussian reservoir model). On the left
are the results of interaction with the numerical simulator, and on the right are the results with the
help of the state transition model, the bottom hole pressure of the production well is at the top,
and the injection well injection rate is at the bottom.
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Fig. 8. Water saturation of gaussian reservoir model.

5 Discussion and Conclusion

In this paper, an off-line reinforcement learning method is proposed to solve the pro-
duction optimization problem in reservoir which the production optimization problem is
defined as a Markov process. Through the continuous learning of agents, the regulation
strategy is embedded into the network, and the state transition model can realize offline
design of injection-production scheme without numerical simulation.

In future work, the model will be extended to more complicated 3D problems by
replacing themethod of conv2Dwith conv3D. Because the state of the three-dimensional
model has one more dimension, it is the level information of the model. Furthermore, oil
field production needs to consider various practical conditions such as reservoir pressure
and water cut, and we aim to incorporate these elements alongside additional nonlinear
constraints in forthcoming iterations of the model. Additionally, the joint optimization
of well location and production is also one of the future research directions.
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Abstract. Digital transformation is a key factor to improve the efficiency of
upstream production companies and accelerate key business decisions in the oil
and gas industry. The goal of enterprise digital transformation is to transform tra-
ditional business into digital business. The essence of digital business is to process
data as a new production factor and build products with data as the main form of
existence. With the accelerated development of digital transformation, efficient
management and use of massive data has become one of the core challenges in
the process of digital transformation of enterprises. Oilfield data governance is an
important means to improve oilfield production efficiency and economic benefits,
and is also a necessary condition for data driven decision-making. Breaking data
islands through effective data governance can promote the application of big data
technology. This paper takes the data governance methods and key technologies
in the application of oil and gas field exploration and development data as the
research object, expounds the data governance system of exploration and devel-
opment, and gives the solution of data governance and unified data management
including data resource inventory, data standards, data quality management, data
services and big data operation andmaintenance, covering themain contents of the
entire life cycle of data governance to solve the data governance problems encoun-
tered in the application of big data in the process of exploration, development and
production, as well as in the construction of intelligent oil fields.
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1 Introduction

With the accelerated development of oilfield Digital transformation, the efficient man-
agement and use of massive data has become one of the core challenges in the process of
enterprise digital transformation. The challenges brought by big data management are
reflected in the following aspects: the ability to store and access massive data, the wide
range of data sources, diverse data types, and data quality and security.

The upstream oil and gas industry are a complex and data-driven industry, with
exponential growth in data volume [1]. Integrating and analyzing information from
various data sources has become one of the biggest obstacles to taking quick and decisive
action. 60% to 73% of the data within the enterprise is not used for analysis. In order
to make the necessary decisions for business management, managers need the latest,
complete, and correct data.

The upstream data center gathers various real-time and historical data, including
company, drilling, reservoir, production, operations, engineering, cost and economic,
business plans, and is provided through various systems and digital formats, including
temporary, daily, monthly, quarterly, and annual manual reports.

Research conducted by SPE and global E-P companies has confirmed that data
management is a major issue in the oil and gas industry. They have clearly determined
that over half of the engineers and Earth scientists’ time is spent searching for data and
compiling before multidisciplinary analysis begins.

The main business data sources throughout the entire oil lifecycle do not have appro-
priate integrity, consistency, and data standardization, making it impossible to achieve
true integration across all areas of the oil lifecycle. For example, when creating well
data in exploration, drilling, reservoir, or production areas, the well data and its main
attribute ‘UniqueWell ID’ (UWI) should be the same. Unfortunately, the entire oil com-
pany’s database may diverge as different UWIs may be found in different regions for
the same well. This situation also occurs when examining the name, total depth, and
other attributes of the entire organization. Another common situation is that higher-level
management requires historical information to make decisions, but this data is not avail-
able, or even worse, it no longer exists. The extreme case of using nonintegrated and
low-quality data is to use incorrect coordinates to make drilling decisions, which may
cause huge losses to the company. Considering these issues and based on existing new
technologies, all these scenarios need to be addressed in an integrated manner.

With the continuous growth of data generated by the oil and gas industry, the estab-
lishment of a unified sharing platform integrating scientific research, production and
management can eliminate information silo, realize the interconnection of exploration
and development data, and improve the upstream business operation capability. This
makes the need for effective data governance more urgent. Data governance can be used
as amethod and tool to help enterprises with digital transformation. Effective data gover-
nance can quickly enhance the core competitiveness of enterprises. Domestic enterprises
in various fields have recognized the importance of data governance and have begun to
carry out data governance to assist enterprise management.

Based on the OSDU (Open Subsurface Data Universe) open source data platform,
Schlumberger combines business centric data management applications with artificial
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intelligence platforms to provide intelligent and professional data governance and quality
control solutions for energy enterprises.

Saudi Aramco implemented the real-time data management steps of intelligent oil-
field in the process of intelligent oilfield data management, including: data standardiza-
tion, data filtering and compression, data quality control, data quality and transmission
key performance indicators, data visualization, and system reliability and availability
[2].

The early domestic data governance mostly used data warehouses, which were not
associated with businesses and departments, and could not really solve problems. The
DigitalOilfieldResearch Institute ofChang’anUniversity put forward the concept of data
governance in 2015, emphasizing the sorting and rectification of data [3]. Sun Min [4]
proposed that the oil field data governance should be unified to deal with data islands.
Data governance is to solve the problem of multiple databases and inconsistent data
standards caused by the construction of multi batch and multi-vendor data. Based on the
relevant theoretical research of data governance, the practice needs to be associated with
the business department of oilfield enterprises, go deep into the business department to
investigate, collect and sort out data, eliminate data inconsistency, introduce standardized
data application standards to promote themaximum utilization of data assets in business,
management, and enterprise decision-making.

Due to limitations in technological development level and project control, upstream
business informatization follows a top-level design divided by business domains and
a gradual and rolling construction method that combines group company unified con-
struction with oilfield company self-construction, and basically achieves the goals of
digitalization, automation, and networking construction. However, due to the long-term
adoption of specialized management and decentralized construction mode divided by
business domain, oil field companies and oil service enterprises are faced with the mul-
tiple databases, multiple platforms/systems, multiple isolated applications, and the phe-
nomenon of information silo problems, which are difficult to meet the resource sharing
needs of enterprise level exploration and development integration, geological engineer-
ing integration, and dynamic and static integration. It cannot effectively support the
construction of smart oil and gas fields and their future development.

This paper conducts research on data governance system of exploration and develop-
ment, aiming to establish a complete data management framework, ensure data quality,
safety and availability, and provide strong support for organizational decision-making.

2 Methodology and Key Technologies of Exploration
and Development Data Governance

Oilfield data governance is an important means to improve oilfield production efficiency
and economic benefits, and is also a necessary condition for data driven decision-making.
The extensive construction of enterprise big data platform has made enterprise digi-
tal transformation an inevitable trend. Business and IT jointly support enterprise data
governance and digital development, and rapidly enhance the core competitiveness of
enterprises.
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Data governance is defined as a set of standards, policies, roles and practices to
exercise power and control over how to make data decisions, and serve as a guide for
people and processes to interact with data. Data governance also aims to solve data
management problems and challenges caused by lack of confidence in data.

The International Data Management Association (DAMA) is committed to the
research and practice of data management and has published the DAMA Knowledge
System and Guidelines for Data Management (DAMA DMBOK), which covers the
practical experience of several industry experts worldwide and is of great reference
value for researchers in the field of data management. The data governance framework
proposed by DAMA (see Fig. 1), covers the ten major functional modules of data gover-
nance and is the most systematic data governance framework so far, which can be used
as a theoretical guide for enterprises to implement data governance functional modules.

Fig. 1. DAMA data governance top 10 function chart.

Professional data management practitioners from various oil and gas operators, soft-
ware and service companies, with a background of Data Management Association Inter-
national (DAMA) Data Management Body of Knowledge (DMBOK) version 2 [5],
compile and map Professional PetroleumDataManagement and practices to the compe-
tency areas required by the Certified Petroleum Data Analyst (CPDA) exam certified by
PPDM and the Competency Management System (CMS) of the Common Data Access
(CDA) organization for oil and gas in the UK. In these exercises, the most consistently
selected knowledge areas are data governance, data quality and data security. This paper
introduces the data governance system built by oil and gas companies during the con-
struction of the exploration and development data resource center, providing a reference
for guiding oil data analysts.
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KeyTechnologies ofExplorationandDevelopmentDataGovernance. Data cleaning
algorithm: it is used to remove irregular data such as noise, outlier and duplicate values,
such as clustering, regression, decision tree, etc.

Data quality analysis algorithm: it is used to detect data quality problems, such
as missing values, outlier, inconsistency, incompleteness, data exploration, statistical
analysis, etc.

Data standardization algorithm: it is used to unify data from different formats and
sources into a consistent standard format.

Data integration algorithm: it is used to integrate data from different sources, such
as data integration, data warehouse, data lake, etc.

Data mining algorithm: it is used to discover hidden patterns, patterns, and
relationships in data, such as association rules, classification, clustering, etc.

Data security algorithms: it is used to protect the security and privacy of data, such
as access control, encryption, desensitization, auditing, etc.

Upstream Data Visualization and Analytics: it is used to present data in a graphical
way to facilitate data analysis and decision-making, such as data visualization, report
making, and dashboard.

3 Data Governance Framework of Exploration and Development

Big data has two values in enterprise decision-making: data sharing, breaking the data
barriers and chimney like data architecture between various business departments, and
gathering the data resources of various business systems. At the same time, various
business systems can also use the data of the data warehouse through data services. The
other value is to conduct cross department and cross time joint analysis based on the
data of the collected business systems, mining the value of data and assisting various
departments in making statistical decisions.

Data governance is a method of organizing data resources, which aims to ensure
data quality, security, integrity and availability to maximize data value and credibility.
It is a comprehensive management method that manages data within an organization by
establishing rules, standards, and processes.

Process of Implementing Data Governance. (1) Data management organizations and
roles: To break down internal barriers and determine the responsibilities and roles of data
management, we should first build a data governance organization and process involving
multiple departments to support data management activities and establish a special data
governance team. It includes the data governance committee, the data governance team,
and the progressive organizational structure of each business department. The steering
committee is composed of a leadership team. The data governance team is composed
of the chief architect of data governance, the solution architect, the platform technology
architect, and industry experts to develop data standards, processes,workflow, and imple-
mentation. Any technology provider participating in the company’s integrated upstream
workflow should follow the framework to support interoperability and avoid creating
information silo. Data should be entered at once in an intelligent on-site environment
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and available throughout the entire asset lifecycle, as well as in various workflows and
applications.

(2) Data collection and storage: In oilfield exploration and development, it is neces-
sary to collect and store a large amount of geological, geophysical, engineering and other
data. In order to ensure the reliability and consistency of data, it is necessary to estab-
lish unified data acquisition and storage standards, and use advanced data management
systems, such as data middle ground or data lake.

(3) Data quality management: Data quality is a very important part of oilfield explo-
ration and development. Data quality management includes data cleaning, deduplica-
tion, standardization, and other processing to ensure the accuracy, integrity, and consis-
tency of data. It is necessary to use data quality management tools and technologies to
achieve data quality management, such as ETL tools, data quality inspection tools, data
standardization tools, etc.

(4) Data analysis and modeling: Oilfield exploration and development require the
use of a large amount of data analysis and modeling techniques to support geological
exploration, reservoir evaluation, productionoptimization, andotherwork. It is necessary
to establish unified data analysis and modeling standards, and use technologies such as
datamining andmachine learning to improve the efficiency and accuracy of data analysis
and modeling.

(5) Data security management: Data in oilfield exploration and development is very
important, and various security measures need to be taken to protect data security, such
as access control, encryption, backup, etc.

(6) Data governance organization and process: oilfield exploration and development
need to establish a sound data governance organization and process to ensure the smooth
implementation of data governance. It is necessary to clarify the responsibilities and roles
of data governance and establish corresponding data governance processes, including
data collection, processing, storage, analysis, etc.

The exploration and development data center is built according to the “data platform
application” model. The data governance project cooperates with the big data platform
to make data more valuable by improving data quality.

Data Governance Framework. The construction goal of data governance is to sup-
port various types of application scenarios by integrating multiple business system data.
The construction process is shown in Fig. 2. The big data platform designed and are
constructed according to the integrated design concept of unified resource collection,
unified data governance, unified data resource management and control, unified data
sharing services, and unified big data development application support services, fully
access themulti-source heterogeneous big data resources of the exploration and develop-
ment business system, and realize the integration of the entire process of data resources,
from collection, storage and exchange, cleaning and integration, intelligent analysis,
data sharing to visual display.

The data warehouse of big data platform is divided into four layers: The first layer of
the datawarehouse is the paste source layer (ODS),which gathers data fromdifferent data
sources and accesses them to the data resource pool. Based onHDFS, DBMS, distributed
message queue, memory database and other storage technologies, it realizes the storage
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of massive heterogeneous data (structured data, semi-structured data, unstructured data).
Data fusion should fully cover exploration and development business scenarios.

After aggregating data into a resource pool, it is necessary to standardize and clean
the data collected by various business systems, including data filtering, deduplication
format conversion, and content verification. The cleaned data is put into the standard
layer (DWD), and the business flow data is integrated according to the subject domain
and business object.

The data of the Theme Layer (DWS) is reorganized, connected, and integrated from
a business perspective, summarized into data tables based on dimensions to meet the
needs of enterprises for data, and to achieve hierarchical classification and retrieval of
exploration and development various theme data assets.

Based on information fromvarious dimensions,API services are generated to support
various types of application scenarios. From an application perspective, data aggregation
and calculation, as well as encapsulation of calculation logic are carried out to establish

Fig. 2. Integrated Architecture and Governance Framework.

Fig. 3. Data governance content.
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corresponding thematic layers (DM) of the application scenarios. The upper level data
application can interface with the data service API, which quickly applies data to busi-
ness scenarios through the form of data services. The data service API interfaces with
three common data applications, including data screens, data reports, and intelligent
applications.

It can be generally divided into four steps from the data source of each business
system to data application: data inventory, aggregation, data control, and data services.
First, inventory the exploration and development data from different systems. After the
aggregated data is accessed to the platform, a series of data governance measures, such
as data standards, metadata and data quality control, are established to form a catalog of
exploration and development data resources according to business domains. The data of
each subject layer serves each business system through interfaces.

Data governance covers the data source of each business system and data application.
The application system supports the data application by calling the data of the data
resource pool through services. The core is data capitalization to better support the
business. Broad data governance mainly includes data access, data governance, data
processing, data assets, data services and data operations (see Fig. 3).

In addition to the above four main processes, it also involves some sub processes,
including the main contents of detailed data governance.

4 Data Governance Content of Exploration and Development

4.1 Upstream Data Inventory

Before data access, it is necessary to conduct data analysis and research on various
systems, conduct data inventory, and clarify which systems are relevant to the business
domain.What kind of standardization should be achieved in the process of data standard-
ization? It is necessary to construct data standards and apply the technical architecture
of data processing. The main task of business research is to find the relationship between
business processes and data flows and conduct a three-level analysis.

System level analysis: Systemusage and importance and systemdatabase type should
be investigated firstly and the size of big data platforms is determined by the amount of
inventory and incremental data.

Table level analysis: Analyze the meaning and improve the information, determine
whether to connect and how to connect.

Field level analysis: Improve field information.
Structured data access methods mainly include Sqoop, DataX, Informat-

ica/DataStage Kettle. Figure 4 shows the principle of using Sqoop technology to access
data to Hadoop.

The accessed small file data is stored in GlusterFs and large files are stored in DFS.
Small images can be stored in Cassandra and other images can be stored in MongoDB,
HBase, and structured data is generally stored in Hive.

4.2 Data Standards and Integration

The management of master data, metadata and data standards are important part of data
governance. Metadata is the data that used to describe data and managed the description
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Fig. 4. The principle of using Sqoop technology to access data to Hadoop.

information of business data tables during the data warehouse construction process. The
description object ofmaster data is the physical data of the core business of the enterprise.
Exploration and development master data generally includes oil and gas reservoirs,
traps, structural units, development units, wells, station libraries, pipelines, and various
instruments and equipment. Due to the differences in various standards of data sources,
the issue of inconsistency in the data content aggregated into the resource pool should be
addressed before data service sharing or organizational analysis, namely data cleaning.
Establishing a unified data standard can achieve the circulation and identification of
data assets. Data standards and ontologies provide a robust and reliable data exchange
mechanism, enabling data integration and interoperability across multiple databases and
systems.

4.3 Data Quality Management

The purpose of data quality analysis is that reliable data can make wise decisions. The
best recognized practice of data management is to focus on how oilfield operation data
supports themost commonly used key data science algorithms in the oil and gas industry,
and whether the quality of input data is sufficient to support data science and predictive
analysis plans.

The quality of an analytical model depends on the quality of the data it is based on.
High quality data has consistent time granularity, sensor resolution, and reading accuracy
(see Fig. 5). Only by using high-quality data can we analyze trends and patterns, execute
current business operations, make operational decisions, and evaluate future business
choices and opportunities. Poor data quality (see Fig. 6) followed by millions of dollars
in rework, results in unknownpotential value loss due to damaged completion test results,
waste of human resources, and nonfactual outputs.

Fig. 5. High-quality data used to decisions.
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Fig. 6. Poor quality, lack of reasonable patterns of data leads to poor decision-making, waste, and
limited revenue.

Data quality management involves defining, monitoring, maintaining data integrity,
and improving data quality. During the planning and design phases, it is important to
define the data elements and quality required for the intended use of each workflow. It is
necessary to determine the specific content of data that can be measured or evaluated to
understand the quality of the data. For example, DAMA-UK (2013) suggests describing
data quality with elements such as completeness, uniqueness, timeliness, effectiveness,
accuracy, and consistency [6].

Through on-site research, it was found that there are two reasons for data quality
issues: firstly, the slow quality inspection speed. The existing quality inspection methods
use manual quality inspection, which takes a long time and there is a lack of quality
inspection system and unified management of the quality inspection process, which
slows down the quality inspection speed. Secondly, the accuracy of quality inspection is
low. The problem of low-quality inspection accuracy is caused by incomplete coverage
of quality inspection knowledge, inaccurate knowledge description, slow knowledge
update speed, and lack of intelligence [7, 8].

The methods relying on the constraints of the database itself and related application
programs to ensure data quality, and controlling data quality through parameter settings
still have certain shortcomings that cannot truly achieve automatic audit of data quality.

To improve the accuracy and efficiency of data quality inspection, standardize the
process of on-site exploration and development data quality inspection, a detailed analy-
sis of the workflow, business characteristics, and work difficulties of oilfield exploration
and development data quality inspection is conducted, the following data quality man-
agement improvement methods can be adopted: Establish corresponding quality control
measures based on the specific development status of oilfield enterprises and achieve
clear control objectives. Develop corresponding business rules for the implementation
and design process of data quality.

In the future, it is necessary to continue to improve the proportion of automated and
intelligent data quality management, utilize big data algorithms such as neural networks
to conduct data quality contro, and design an intelligent quality inspection system for
exploration and development data. This may become another direction for data quality
control.
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4.4 Data Resource Directory

The data resource directory is a list of data resources arranged in a certain order after
classifying. The data resource directory is used to describe information on what data is
available, its structure, the relationships between data, where and how it is stored, and the
usage of data. It provides a data “ledger” for data management and data services. By vir-
tualizing physical data through the data resource directory, data is logically integrated. It
is an effective means of data resource management and cross departmental collaborative
data resource services. The data resource directory implements hierarchical classifica-
tion of dispersed data resources, which is a logically centralized and physically dispersed
“data ledger” that provides unified data resource organization, management, and query
services for various users.

The construction of data resource directory is an achievement of data governance,
which complements the process of datawarehouse construction. The data resource direc-
tory can be divided into different dimensions according to different users. When sum-
marizing data from an application perspective during the construction process of the
thematic layer, a resource catalog with a business process dimension can be constructed,
which helps business personnel quickly locate, search, and use data. According to the
exploration and development business process and characteristics, the process of con-
structing a data resource catalog under the business domain classification dimension is
shown in the Fig. 7.

Fig. 7. The process of constructing a data resource catalog under the dimension of business
domain classification.

According to the different dimensions of the data resource catalog [9], combined
with the data resourcemanagement needs of each dimension, the primary, secondary, and
tertiary classifications of data resources in the data resource catalog vary under different
classification dimensions, resulting in corresponding changes. For example, there are
three types of data resource directory templates: system classification, business domain
classification, and application classification, as shown in the table below (Table 1).
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Table 1. Data Resource Catalog Template.

Primary
classification
of data
resources

Secondary
classification
of data
resources

Three level
classification
of data
resources

Data
set

Data
item

Unit Descriptive Open
Property

······

System
dimension
data resource
Catalog

System name Module name Function
name

Business
theme
dimension
data resource
catalog

Subject
domain

Primary
domain

Secondary
subdomain

Application
dimension
data resource
catalog

Application
name

Module name Function
name

4.5 Data Services

After the installation and deployment of the big data platform, it can directly support
various exploration and development applications, forming a “cloud + end” applica-
tion ecosystem. During the application development process, data access services are
provided based on business system service interfaces, and the data service process is
application-Examine-Distribution. Firstly, data users submit applications based on their
needs and send data service requests to the server. The approvers examine the data con-
tent, scope of use, and sharing method based on the data confidentiality level. Based
on the audit results, the data manager obtains business data from the data store after
receiving the request, and distributes it after converting it into a specific data format
through a configured data API, achieving open application of data sharing. After data
distribution, supervision is carried out to ensure the robustness of the system.

The construction of the data center includes a data quality management platform, a
data standard platform, a data service platform and a data development platform, etc.
The ODS, DWD, DWS, and MD layers of the data warehouse are deployed to the data
development platform. The ODS layer includes several thousand data tables, the DWD
layer includes one thousand data tables, and the DWS layer includes five hundred data
tables. The current focus of the construction of the data resource center is to carry out
data governance. Each oil field records data from the past three years and reports on the
progress of data rectification work. The data governance project team conducts weekly
quality inspections based on quality inspection rules for the data collected from each oil
field to the data center. Data quality management platform and a service platform are
currently building. The data service platform authorizes API interface applications and
provides data services to various system applications.
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5 Conclusion

Effective data governance is critical for oil and gas operators who use more and more
real-time data. Research on the data management system used to support digital energy
initiatives will help develop effective data governance practices and help companies
better manage their data assets. The framework proposed in this paper can serve as
a guide for companies seeking to implement effective data governance practices. By
ensuring the accuracy, security, and integrity of data, companies can improve security,
efficiency, and reduce operational costs. We look forward to gradually implementing
the framework and continuously improving the upstream data base to promote current
and future upstream workflows and initiatives, enabling it to move towards higher lev-
els of integrated workflows, visualization, intelligent on-site automation, and advanced
analysis.
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Abstract. Paleozoic carbonate rock is the key field of oil-gas exploration in Tarim
Basin. Fracture-cavity reservoirs are often developed in carbonate reservoirs in
TarimOilfield, a large amount of oil and gas resources are dis-tributed in Paleozoic
reservoirs with different burial depths and scales, accurately and quickly identi-
fying these fracture-cavity reservoirs is Significant to the oil and gas exploration,
development, and production of the Tarim Oilfield. With the continuous develop-
ment of artificial intelligence technology, machine learning methods have been
widely applied in various scenarios of oil and gas exploration and development,
bringing new opportunities for the development of carbonate reservoir prediction
technology. Based on drilling, logging and seismic data, this study comprehen-
sively analyzes the structure, rock and physical properties of carbonate reservoirs
in the study area, exploring themain controlling factors of carbonate reservoirs. On
this basis, a sample set corresponding to the fracture-cavity reservoirs in the study
area was constructed, by using machine learning methods, a prediction model for
carbonate rock fracture-cavity reservoirs has been established, which can intel-
ligently predict carbonate rock fracture and cave reservoirs in the research area.
The trained model of carbonate rock fracture and cave reservoir prediction can
quickly and accurately identify fracture and cave reservoirs on post stack seismic
data. This study demonstrates that methods are based on machine learning can
quickly and efficiently predict carbonate rock fracture-cavity reservoirs.

Keywords: artificial intelligence · oil and gas exploration and development ·
carbonate rocks · reservoirs · deep learning

1 Introduction

Theconcept of artificial intelligence (AI) canbe tracedback to the early 1950s.According
to records, the German mathematician Alan Turing proposed the “Turing test” in his
paper “Computing Machinery and Intelligence,” which is also the foundation of AI. In
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addition, many people have put forward the concept and ideas of AI in other fields,
including automata, neurons, neural net-works, etc.

Early AI technologies [2] were based on symbolic logic and expert systems. At this
stage, researchers mainly transformed the knowledge of human thinking processes into
logical rules that computers could under-stand, in order to achieve AI. However, due to
the lack of sufficient computer resources, the development of AI technology at this stage
was very limited and unable to handle complex problems.

From the 1980s to the early 2010s, “neural networks” became a focus of research.
Neural networks are an algorithm inspired by biology, which allows computers to contin-
uously improve their recognition and judgment abilities through learning. At this stage,
AI technology mainly focused on achieving speech recognition and computer vision.
Due to the lack of sufficient training data and resources, the application of neural network
technology still has significant limitations.

With the rapid development of data collection technology and computer capabilities,
deep neural networks have been widely applied to areas such as speech recognition,
image recognition, natural language processing, etc. The emergence of deep learning
technology has enabled AI to make rapid progress and breakthroughs in these fields.

As artificial intelligence technologydevelops rapidly, various industries are exploring
how to apply AI to their own business. In the oil industry, AI technology has been widely
used and achieved significant results. Currently, AI is mainly applied in exploration
block evaluation, seismic data processing and interpretation, reservoir evaluation, and
reservoir development optimization in the process of oil exploration and development.
The PetroChina cognitive computing platform uses AI technology to achieve automatic
processing and interpretation of seismic data, intelligent recognition of oil and gas zones
and intelligent prediction of production, greatly improving efficiency and accuracy.

Carbonate rock reservoir and Clastic rock reservoir are the most important reservoir
types in oil exploration and development. Around the late 19th and early 20th centuries,
the first carbonate reservoir was discovered in North Dakota, USA, called Eagle Cape
Oilfield. Since then, a continuouswaveof oil andgas extractionhas occurred in theUnited
States and globally. The largest carbonate field is located in Jeddah, Saudi Arabia, with
an estimated output of more than 75 billion barrels of oil. Now, the annual coalescence
rate of carbonate rocks has accounted for 60% of the total production, and carbonate
reservoirs have become one of the main oil and gas reservoirs.

With the continuous development of oil exploration technology andgeological explo-
ration technology, people’s understanding of carbonate rock reservoirs is gradually deep-
ening. In the early stage of carbonate rock reservoir prediction, geologists mainly relied
on their experience to judge the existence of reservoirs. For example, they studied infor-
mation such as fractures, caves, lithology in the reservoir, compared it with known oil and
gas reserves to predict new ones. This method mainly relies on geologists’ experience
and lacks high-precision pre-diction capabilities.

In order to improve the accuracy and reliability of carbonate rock reservoir prediction,
some prediction methods based on physical and mathematical models have gradually
emerged. By using logging and inversion methods, the parameters such as reservoir
lithology, porosity, etc. are transformed into visual unit models to further determine the
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existence of the reservoir. This method is more scientific and accurate than traditional
methods but requires a lot of manual work and time.

With the development of AI technology, the prediction of carbonate rock reservoirs
will also enter a new stage. AI technology can automatically analyze a large amount of
geological exploration data, extract effective reservoir features, and use intelligent pre-
dictionmodels to make carbonate rock reservoir predictions through intelligent analysis.
Therefore, based on our actual research area, we characterized the samples of cracks at
different scales in seismic data, trained neural networks to achieve efficient automatic
identification. In this study, we applied convolutional neural network methods to achieve
intelligent prediction of carbonate fractured-vuggy reservoir.

2 Research Area Overview

The Tarim Basin [1] is located between the TianshanMountains, the KunlunMountains,
and the Altai Mountains, and is a large basin composed of Mesozoic Cenozoic foreland
basins and Paleozoic basin. The study area is located in the northern part of the Tarim
Basin, which is part of Lunnan low swell. It is a long-term developed giant ancient uplift
formed on the pre Sinian metamorphic basement. It develops marine sedimentary strata
from Sinian to Devonian, marine continental sedimentary strata from Carboniferous to
Permian, and terrestrial sedimentary strata from Triassic to Quaternary. Tabei area is
the main distribution area of Carbonate rock reservoirs in Tarim Basin, where the main
oil-bearing series are Lianglitage Formation and Yijianfang Formation. The Lianglida
formation is generally sedimentary in thewater-infiltration-high-position systemdomain
against the background of the platform. The lower strata are mainly composed of mixed
concretions of light green-gray, grayish white, and brown limestone, which are products
of water-infiltration system domain sedimentation. The upper pure granular limestone
with an unconformably developed karst cave and cracks is a good reservoir layer. Inte-
grated contact between Yijianfang formation and the overlying Tumuxiuke formation.
The lithology is mainly composed of light brown gray and grayish brown bright crys-
talline sandstone limestone, bright crystalline oolitic limestone, and bright crystalline
algal sandstone limestone. The biological particles are mainly composed of blue-green
algae and their debris, with biological burrows and disturbance structures, making it a
good reservoir layer (Fig. 1).

Due to multiple periods of karst activity, there are multiple karst zones and multiple
stages of fault activity in the Tarim North Block [4]. The fault distance is small, activity
is strong, and the fracture plane combination is complex. The Tarim North Block mainly
develops strike slip faults, which began in the Early Caledonian period and formed
during the Late Caledonian Early Hercynian period. In the late stage, tensile faults were
superimposed and developed. The strike slip [6] faults not only serve as the oil and gas
transportation channels for the Tarim Ordovician carbonate reservoir but also are the
main areas of karst reservoir development and transformation. Oil source faults control
the reservoir characteristics of the study area, determining the development degree of
oil and gas reservoirs.
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Fig. 1. Structure of Tarim Basin

The enrichment pattern of reservoirs in the study area is not only controlled by faults
[4], but also influenced by karst processes. From north to south, both fault and karst
activities control the differences in reservoir distribution. Reservoirs in fault-controlled
areas are mainly developed by fault expansion karst and are the main areas of fault
expansion karst development zone [5]. Karst reservoirs have a large scale in vertical
development and linear distribution along the fault zone. Based on the geological back-
ground of fractured-vuggy reservoir [3] development, the karst reservoirs in the study
area can be divided into four types of controlled reservoir development: buried-hills
weathering type, underground river in bedding zone, interlayer type in platform edge,
and fault-controlled type in karst development zone (Fig. 2).

Fig. 2. Division of karst reservoirs in the research area

Through the combination of static and dynamic re-search, the reservoir types in
the study block can be classified as cave type [3] and fractured-vuggy type. Overall,
cave type reservoirs dominate. From the analysis of the distribution of reservoir types
in the region, buried-hills zone, bedding zone, fault-controlled zone are mostly cave
type reservoirs, while the platform edge zone is mainly composed of fractured-vuggy
reservoir.
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3 Research on Artificial Intelligence Methods

Machine learning is a process of solving optimization problems, utilizing certain math-
ematical methods to learn from input samples, building corresponding models, and con-
tinuously adjusting and optimizing model parameters to increase model fitting ability.
In this study, support vector machine (SVM), random forest, and convolutional neural
network (CNN) were studied, and the three methods were compared and analyzed. At
the same time, model parameters were continuously improved and optimized, laying the
foundation for future research on carbonate rock fracture-void reservoir prediction.

SVM [8] is a classic binary classification algorithm, of-ten used for text and
hypertext classification, face recognition, and other problems. Given a training set
D = {

(x1, y1), (x2, y2), · · · ,
(
xn,yn

)}
, yi ∈ {−1, 1}, SVM learns the basic idea of find-

ing a hyperplane to separate different sample categories based on the training set D.
For linearly separable data sets, SVM can be solved using convex optimization; if the
data set is nonlinearly separable, kernel functions are used to map the training set to
higher-dimensional space, and then the hyperplane that separates the data set linearly in
higher-dimensional space is solved (Fig. 3).

Fig. 3. Support vector machine algorithm functions

Random Forest [9] is an algorithm of ensemble learning. Ensemble learning com-
pletes prediction tasks by building and combining multiple learners. Random Forest
integrates the prediction results of multiple decision trees through the method of ensem-
ble learning, where each decision tree is equivalent to a learner. Assuming there are N
learners, the output will have N results. The Random Forest algorithm selects the result
with the highest vote count as the final output through voting. Since it can process both
continuous and categorical data simultaneously, Random Forest can not only be used
for regression tasks but also for classification work (Fig. 4).

Convolutional Neural Network (CNN) [7] is a neural network with deep structure
centered on convolutional layers, activation layers, and pooling layers. The role of con-
volutional layers is to extract local features from the input layer through convolution
operations, and feature maps are the extracted features of time series or images after
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Fig. 4. Random Forest principle

convolution; the role of pooling layers is to select features extracted from convolutional
layers, reduce feature numbers to decrease parameter numbers and avoid overfitting;
activation layers mainly de-linearize the in-put of convolutional layers through acti-
vation functions, thereby improving the network’s learning ability for the training set.
Finally, all extracted feature information will be summarized by a fully connected layer,
and then classified based on the summarized information (Fig. 5).

Fig. 5. Convolutional Neural Network

Through the above research, it is found that these three artificial intelligence learning
methods have their own characteristics: support vector machine (SVM) hyperplanes are
determined by a small number of support vectors, which can well eliminate the impact
of noise on the results, therefore SVM algorithm has strong robustness; however, the
SVM algorithm depends on quadratic programming to solve, which will consume a lot
of machinememory and operation time, so it is only suitable for processing small sample
learning problems. The Random Forest algorithm combines the results of multiple deci-
sion trees, greatly improving the model’s generalization ability; however, the Random
Forest algorithm is very sensitive to training set noise, so there is still the problem of
overfitting. Convolutional neural network (CNN) has strong feature learning ability on
the input layer, and because of the flexible structure of CNN, pooling layers or unifica-
tion layer can be added to improve the model’s generalization ability and reduce the risk
of overfitting by reducing the number of model parameters or changing the parameter
distribution of the model. Moreover, convolution operations have mature algorithms and
are easy to parallelize, which can greatly improve the calculation speed and handle large
input sets.
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Seismic data have the characteristics of large data volume and high noise level, and
due to the fact that fractured-vuggy samples are much fewer than non-faulted samples, it
requires algorithms with strong feature learning ability. After comparing the above three
algorithms, it is concluded that CNN is suitable for processing large data sets and has
strong fitting and generalization abilities. Therefore, this article chooses CNN method
for pre-diction of carbonate fractured-vuggy reservoir.

4 Research on Prediction of Carbonate Fractured-Vuggy
Reservoirs Based on Artificial Intelligence

4.1 Sample Selection

The research area has a large number of wells, abundant logging data, and good seismic
data. In this study, the identification of fractured-vuggy reservoir is mainly carried out
using combined seismic information, drilling data, and logging interpretation data.

The seismic reflections of carbonate rock in the re-search area can be classified
into three types of fractured-vuggy reservoir responses: string-like reflection, patchy
reflection, and chaotic reflection. These are also the main objectives of exploration
and drilling in the re-search area. String-like reflection reflects the overall seis-mic
characteristics of large caverns, fault clusters, and dense fracture zones. The seismic
string-like reflection is a response characteristic of karst reservoirs on seismic planes.
The string-like reflection is clear on conventional seismic planes, but the boundary of the
string is difficult to identify. Patchy reflection refers to strong energy seis-mic reflections
with patchy features, often associated with fractures. Chaotic reflection requires the
ability to reflect changes in seismic reflection amplitude and describe changes in local
strata formation (Fig. 6).

Combining the abovementioned characteristics of seismic reflection types, this study
used geological statis-tical inversion methods and processes. By applying rock physi-
cal analysis techniques and geological statistical inversion techniques, high-resolution
impedance in this area was inverted. Then, through well logging multi-well consistency
interpretation, accurate well logging interpretation results and seismic longitudinal wave
impedance relationshipmodelswere obtained. For the research area, themain impedance
intervals of fractured-vuggy reservoir are < 166000 (Fig. 7).

Fractured-vuggy reservoir identification is based on drilling information, well log-
ging responses, and imaging data. Drilling and logging results for carbonate fractured-
vuggy reservoir show emptying and leakage. Drilling loss points are the most direct
reflection of reservoir development. Based on the magnitude of leakage, the reservoir
type at this loss point can be defined. The loss-emptying sections cannot obtain well
logging curves, so they are all considered to be high-quality reservoirs. Common well
logging response characteristics of carbonate fractured-vuggy reservoir are low natural
gamma value, low resistivity, and obvious increase in acoustic wave, corresponding to
effective porosity ≥ 1.8% in well logging interpretation.
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Fig. 6. Reservoir inversion process

(a) Impedance inversion profile                       (b) Seismic profile

Fig. 7. Sample calibration

The type, thickness, and velocity of the ground rock vary greatly vertically and
horizontally, and there is no good refraction interface. Because the thickness and velocity
of the ground surface vary greatly along the lateral low-velocity zone, there are even rock
formations exposed in some places. In addition, the seismic wave energy absorption and
attenuation are serious, there is no low-velocity layer, and the excitation and reception
effects are poor (Fig. 8).
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Fig. 8. Well logging response characteristics of carbonate reservoir

4.2 Data Processing

Our training set contains 1,632,750 pairs of one-dimensional raw amplitude and instan-
taneous amplitude extracted manually. Each pair of amplitude data corresponds to a
(inline, crossline) coordinate. The length of the one-dimensional amplitude data is 365
points with a sampling interval of 5 s. As the oil-water trend surface is a strong reflection
surface for seismic waves, the amplitude has a strong response when seismic waves
pass through the trend surface. To filter out the interference of amplitude data near the
trend surface on the model training process, we started sampling 16 points below the
trend surface and sampled a total of 100 points. We used the time window method to
process the sampling point set and cut it into multiple time windows of size 6 points,
with each time window sliding by one point. If the size of a fracture body in the time
window exceeds 80%, it is marked as a positive sample; if there are fracture bodies in
the time window but their proportion is less than 80%, they are discarded; if there are
no fracture bodies in the time window, they are marked as negative samples. Since the
number of negative samples is much larger than positive samples, to balance the sample
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distribution, we deleted unnecessary negative samples to make the number of negative
samples equal to that of positive samples. After screening, the total number of samples
is 522,222, and we divide them into 90% for training and 10% for testing. To meet the
input requirements of convolutional neural networks, we converted the label vector into
the one-hot format. To prevent overfitting caused by erroneous labels, we also performed
label smoothing on the label vector, with the parameter setting of 0.3.

4.3 Establishment and Training of Recognition Models

We choose the classic ResNet18 [7] structure for convolutional neural networks. The
core idea of ResNet is to add straight connections to the non-linear convolutional layers
to ensure that the gradients at deeper levels can be propagated back to the shallower
levels, avoiding the problem of gradient vanishing when the number of convolutional
neural network layers increases. The complex network structure of ResNet18 ensures
that the convolutional neural network has sufficient fitting ability. Moreover, ResNet18
adds batch normalization layers, which adjust the weight distribution of each neuron
to a normal distribution, enabling the neural network to have sufficient generalization

ability. The core layer of ResNet18 is

[
3 ∗ 3 64
3 ∗ 3 64

]
, which consists of two convolutional

layers with 64 3 × 3 convolution kernels stacked on top of each other. ResNet18 mainly
consists of eight core layers, an 7 × 7 convolution layer, and a fully connected layer,
with a total number of layers of 8 * 2 + 1 + 1 = 18.

For model optimizer, we use Adam optimizer, where the update formula for model
parameters is: θt = θt−1 − ∇L(θt−1), where θ is the model parameters, η is the learning
rate set to 0.004, and L is the loss function.We usemini-batch stochastic gradient descent
optimization algorithm with a batch size of 1024 and a total number of iterations set to
2 (Fig. 9).

Fig. 9. Results of model evaluation
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4.4 Prediction Effect

By using convolutional neural network methods to learn the sample set, a corresponding
carbonate fractured-vuggy reservoir prediction model is established. This study predicts
the original seismic data using a learned fractured-vuggy reservoir prediction model.
The research area of this study is a slope structure that plunges towards the southwest
with developed strike-slip faults (Fig. 10).

Fig. 10. Reservoir prediction results based on artificial intelligence

The high value areas of the prediction results aremainly distributed in Slope structure
area with fault developed. In this study uniformly selected 9 wells as validation wells in
the research area, the real drilling data and logging interpretation results were compared
with the prediction results. The prediction results are shown in the table as follows,
including: depth, gamma, AC (acoustic wave), target result, prediction result (Table 1).

Table 1. Reservoir prediction results based on artificial intelligence

Number Depth Gamma AC Target result predicted result

1 6945 30 52 1 1

2 6957 27 50 1 1

3 6922.5 97 98 1 1

4 7120.5 10 50 1 1

5 7007 22 56 1 1

6 7064 13 50 1 1

7 6709 59 52 1 0

8 6891 14 50 1 1

9 7015 15 49 1 1
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After statistical analysis, the convolution neural network results predicted the 246
fracture body with an accuracy rate of 88%. Through the above studies, it is found
that the convolutional neural network method established a good recognition ability for
the carbonate fractured-vuggy reservoir prediction model. The 1 samples in the table
correspond to the fracture bodies in Fig. 11, and the identification results are consistent
with the real drilling results.

Fig. 11. Inline 4058 Seismic profile

5 Conclusion

A comparative study of support vector machine, random forest, and convolutional neural
network methods was conducted for the identification and prediction of carbonate rock
fracture reservoirs. The convolutional neural network algorithm with better prediction
performance was selected to perform carbonate rock fracture reservoir prediction in the
research area. The following conclusions were obtained:

(1) Support vector machines will consume a large amount of machine memory and
computation time, the Random forest algorithm still has the problem of over fitting.
Convolutional neural network has strong feature learning ability, which can improve
the generalization ability of the model and reduce the risk of over fitting. Therefore,
Convolutional neural network is suitable for processing large data sets and has strong
fitting and generalization ability.

(2) Based on the convolution neural network method, the prediction results for the
reservoirs in the northern part of Tarim Basin show that the reservoirs near the fault
aremore developed,which is consistentwith the geological understanding and single
well statistics, and more accurately reflects the development characteristics of real
carbonate rock fracture reservoirs.
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Abstract. As an efficient and intelligent means of knowledge organization,
knowledge graph has become the core force driving the development of arti-
ficial intelligence. Hydraulic fracturing is an important measure for increasing
production and injection in oil and gas fields, with complex design processes and
numerous influencing factors. In order to achieve rapid and accurate optimiza-
tion of fracturing plan, this paper proposes a method for optimizing fracturing
plan based on knowledge graph. By combing the system of fracturing domain
knowledge, fracturing knowledge graph is constructed. Extracting characteristic
parameters describing the geological engineering double sweet spot in multiple
dimensions and multiple scales, and showing the characteristic parameter-related
entities, relationships, and attributes as vectors via graph embedding technique.
Integrate expert knowledge with artificial intelligence to build a fracturing effect
prediction model and optimize the fracturing plan. In this study, more than 500
fracturing oil wells in a tight sandstone block are taken as objects to build a knowl-
edge graph. Based on well test and production test data and historical production,
this study predicts the fracturing stimulation effect and optimizes the fractur-
ing engineering parameters. The calculation results indicate that factors such as
reservoir thickness, oil saturation, number of fracture clusters, and half length of
fractures have a significant impact on the fracturing effect. The coincidence rate
between the predicted capacity of production and the actual capacity of production
is over 91%, and the efficiency of fracturing plan design is increased by more than
20 times. The research results can provide scientific basis for predicting fractur-
ing effects and optimizing fracturing engineering parameters, greatly improving
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the efficiency and quality of fracturing design, and improving the success rate of
fracturing construction.

Keywords: hydraulic fracturing · knowledge system · knowledge graph · graph
embedding technique · prediction of fracturing effect · optimization of fracturing
plan

1 Introduction

As an important branch of artificial intelligence technology, knowledge graph has pow-
erful semantic expression, storage and reasoning functions, and has become a research
hotspot in recent years. The knowledge graph has achieved a qualitative leap in knowl-
edge representation and reasoning. Its core technology is to transform complex data
information into a visual map, which solves the problem that the required data cannot
be obtained quickly and accurately due to the excessive amount of information [1, 2].

The field of fracturing involves multiple stages of oil and gas exploration and pro-
duction, with a wide range of related majors and disciplines. The data on geology, oil
and gas reservoirs, drilling, logging, oil testing and production, fracturing, and oil and
gas production are both interrelated and independent. Therefore, this field requires inter-
disciplinary knowledge and has unique domain complexity. The current problems faced
by the optimization of fracturing schemes include: ➀ cumbersome basic data sorting in
the early stage, large workload, and low efficiency; ➁ Unconventional reservoirs have
characteristics such as low porosity, low permeability, and strong heterogeneity, greatly
increasing the difficulty of fracturing design and construction;➂The design of fracturing
schemes is highly professional and heavily relies on expert experience.

The scientific utilization of these multi-source, heterogeneous, and massive data
is of great significance, but its technical challenges are very significant, and there is
an urgent need to develop new technologies and methods to efficiently tap into their
enormous value. Knowledge graph has strong advantages in big data analysis, intelligent
recommendation and interpretable AI [3–5]. The retrieval method based on knowledge
graph is based on entities and retrieves through a large number of relationships between
entities, and returns the attributes and attribute values of entities to users. Knowledge
graph can fuse structured, semi-structured and unstructured data, and the knowledge
storage mode of graphical model is conducive to mining the internal association of
knowledge [6]. The knowledge graph can describe different concepts, entities and their
relationships in the real world in a structured way [7]. It can express the knowledge in
the fracturing field into a more acceptable form through the knowledge graph, sort out
the system architecture of the knowledge in the fracturing field, and give better play to
the value of relevant data in the fracturing field.

2 Construction of Knowledge Graph in Fracturing Field

The construction of knowledge graph mainly includes five parts: ontology construction,
knowledge acquisition, knowledge fusion, knowledge storage, and knowledge applica-
tion [8]. The construction of the knowledge graph in the fracturing field should follow
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the principle of business driven design. According to the characteristics of different types
of oil and gas reservoirs, it should integrate a large number of multi-source structured
data related to fracturing design and construction, such as logging, logging, oil testing,
drilling, fracturing and production performance, as well as unstructured data such as
research reports, literature and multimedia. It is classified by knowledge system, built
by ontology model, named-entity recognition, relationship extraction knowledge fusion
and knowledge graph generation. This paper takes a tight sandstone block as an example
to build a knowledge graph in the field of fracturing, establish a fast and accurate infer-
ence mechanism for predicting fracturing effects, and explore intelligent optimization
methods and technologies for fracturing schemes based on the knowledge graph (Fig. 1).

Fig. 1. Construction process of knowledge graph in fracturing field

2.1 Construction of Fracturing Domain Ontology

Ontology is a concept derived from philosophy, which refers to “a formal and detailed
explanation of a shared conceptual system”. Ontology construction is the basis for the
construction of knowledge graph, which consists of three parts: objects, activities and
features [8]. Activities act on objects, and features are used to describe activities and
objects. The most basic ontology includes concepts, concept levels, attributes, attribute
value types, relationships, relationship domain of a function concept sets, and relation-
ship value domain concept sets, which can be constructed by combining top-down and
bottom-up methods [3, 9, 10].

2.1.1 Principles of Ontology Construction

➀ In the lifecycle of an activity, it may involve several objects, and the activity may also
generate some new objects.

➁ Usually, a large activity may consist of several sub activities.
➂ Features are not only descriptions of objects and activities, but also descriptions of

“relationships between objects”, “relationships between objects and activities”, and
“relationships between activities”.

For example: The pore type of XX reservoir is mainly intergranular dissolution pore,
which describes the specific pore type of XX reservoir.



396 X. Lin et al.

2.1.2 Definition and Classification of Professional Terms

➀ Organize concepts and unique expressions within the field of logging, add relevant
information, and determine synonyms.

Consider from both horizontal and vertical directions: the horizontal direction
refers to the breadth of the field, such as what concepts need to be included in the
logging field. The vertical direction refers to the depth of the field, and it is necessary
to consider which granularity of professional vocabulary to include. If the granularity
is too small, it will lead to low efficiency and overload, and if the granularity is too
small, it will cause information omission.

➁ Determine concepts, attributes, and relationships, and classify professional vocabu-
lary according to professional knowledge and hierarchy.

For example: The logging work acts on the well, generating a logging curve, and
the low value of the GR curve represents the reservoir. Activity: Logging, target: well,
logging curve, GR curve, reservoir, characteristic: reservoir characteristic is low GR
curve.

➂ Integrate the previously defined word concepts and semantic relationships to form an
ontology (Fig. 2).

Fig. 2. Structural Description of Fracturing Domain Ontology

2.2 Construction of Knowledge Graph

2.2.1 Information Extraction

After the completion of knowledge ontology modeling in the fracturing field, in-depth
knowledge extraction andmanagement can be carried out onmulti-source heterogeneous
knowledge achievements, experience knowledge and structured data in the block,mainly
including named-entity recognition, relationship extraction, attribute classification and
attribute value extraction [11].

The goals of knowledge extraction include: entities of various categories, relation-
ships between entities, and attribute values of entities. Knowledge extraction can be
simply called triplet extraction.

For example: The main distribution range of porosity in the XX fracturing section of
XX well is (8.0–16.0)%, with an average value of 10.7% and a median value of 11.5%
(Table 1).
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Table 1. Example of triplet extraction

Entity Attribute Attribute Value

XXFracturing section Porosity distribution range (8.0–16.0)%

XXFracturing section Average porosity 10.7%

XXFracturing section Median porosity 11.5%

2.2.2 Knowledge Fusion

Knowledge fusion is used to match and merge potential identical entities in the knowl-
edgemapping results, including entity matching, attribute alignment, conflict resolution,
etc. By defining matching similarity functions and thresholds for different types of enti-
ties, matching and fusion functions for the same entity are completed [12, 13]. The
fusion of knowledge in the field of fracturing includes the fusion of concept layer and
entity layer. The fusion of concept layer is mainly based on the extension of knowledge
in the fracturing domain ontology, while the fusion of entity layer adopts entity linking
technology (Fig. 3).

For example: < HuaXX Fracturing Section • Porosity • (8.0 ~ 16.0)% >

< huaXX fracturing section • porosity • (8.0–16.0)% >

Fig. 3. Example of knowledge fusion

3 Graph Embedding Algorithm

Graph embedding is to map the original graph data (usually a sparse high-dimensional
adjacency matrix) to a low latitude, dense, real value Vector space. The resulting rep-
resentation vector can be used for downstream tasks, such as node classification, link
prediction, visualization, etc.,which canwell solve the problem that graph data is difficult
to input into machine learning algorithms efficiently [14]. Graph embedding generally
includes three types: node embedding, edge embedding, and graph embedding.
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The design of fracturing schemes has the characteristics of complex processes and
multiple data analysis factors. The data types used in the model are diverse, including
geological data, logging data, fracturing construction data, formation testing, and oil and
gas production data and reports. The primary task of the knowledge graph is to embed
the knowledge graph, embedding the knowledge base into a low dimensional space (such
as 10, 20, and 50 dimensions). After obtaining the vector, various mathematical tools
can be used for analysis.

Graph embedding algorithms of knowledge graph include TransE algorithm, Deep-
Walk algorithm, Node2vec algorithm, SDNE algorithm [14–16], among which the most
classic is TransE model, which is also the algorithm used in this paper.

3.1 TransE Algorithm

TransE is an algorithm proposed to solve the relational data in the knowledge graph.
Its function is to translate triples into graph embedded word vectors. The triple form is
(head entity, relationship, tail entity), where the head entity and tail entity are collectively
referred to as entities. For simplicity, h, r, and t are used to represent triples. Where h
represents the head entity, r represents the relationship, and t represents the tail entity.

The core idea of the TransE model is to vectorize the relationships and entities in
the knowledge graph, and adjust the vector representation of h, r, t through continuous
learning to make the sum of h and r vectors equal to t as much as possible, that is, h +
r = t. It is suitable for low dimensional dense representation of each knowledge in the
knowledge graph.

TransE model:
Given a set of triples S, each triplet is represented as (h, r, t), satisfying h + r = t.

The distance formula is defined as:

d(h, l, t) = ‖h + l − t‖22 (1)

Define the loss function:

(2)

Among them, [x] + indicates that the original value is taken if it is greater than 0,
and 0 is taken if it is less than 0.

S ′
(h,l,t) = {(h′, l, t)|h′ ∈ E} ∪ {(h, l, t′)|t′ ∈ E} (3)

The above equation represents the damaged triplet, where the head or tail entities are
replaced by random entities as the control group. When training the model, the original
Triplet loss function is expected to be smaller, and the damaged triplet loss function is
expected to be larger.

3.2 DeepWalk Algorithm

DeepWalk algorithm pioneered the idea of embedding word embedding in the NLP field
into the graph structure. Based onWord2vecmodel, each node in the graph is represented
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by a low dimensional vector. In order to meet the input requirements of the skip gram
model, the DeepWalk algorithm utilizes the random walk sampling method to sample
each node. The sampled node sequence is treated as a statement in NLP and fed into the
skip gram model for training, thereby obtaining the d-dim low dimensional embedded
representation of each node.

3.3 Node2vec Algorithm

TheNode2vec algorithm is a graph embedding algorithm that utilizes deep learning algo-
rithms to represent nodes in a graph using low dimensional vectors (d-dim). The basic
idea of the Node2vec algorithm is consistent with the DeepWalk algorithm, which sam-
ples the nodes in the graph and sends the sampled nodes as corpus into the Word2vec
model for learning and prediction, ultimately obtaining embedded representations of
each node; The progress of Node2vec algorithm is to use the biased random walk
sampling method to balance the breadth-first search (BFS) and depth-first search DFS
through the selection of parameters P andQ, so as to better obtain the local characteristics
and global structure characteristics of nodes (Fig. 4).

Fig. 4. Node2vec algorithm

4 Optimization Model for Fracturing Scheme

Comprehensively considering geological data, logging data, fracturing construction data,
perforation data, post fracturing production and other fracturing related data, through
machine learning technology, an intelligent fracturing analysis and prediction model is
established to realize the prediction of fracturing effect and optimization of fracturing
construction parameters, significantly improve the working efficiency and quality of
fracturing design, and then improve the success rate of fracturing construction (Fig. 5).

4.1 Extraction of Multidimensional Feature Parameters of Curves

For logging curves and fracturing construction curves, multi-dimensional feature extrac-
tion and fusion are carried out, and deep reinforcement learning is used to characterize
multi information features. The multi-dimensional features of curves are combined with
relevant business data to provide a feature basis for accurate modeling. Mainly the
numerical features (maximum, minimum, mean, and median), morphological features
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Fig. 5. Optimization of fracturing scheme technology roadmap

(variance, standard deviation, baseline offset, etc.), and combination relationship fea-
tures between curves [8]. The selection of logging curves includes SP, GR, AC, DEN,
CNL, etc., while the fracturing construction curve includes oil pressure, casing pressure,
displacement, sand ratio, etc (Fig. 6).

Fig. 6. Multidimensional feature parameter extraction of curves

4.2 Knowledge Feature Parameter Extraction

The model considers the multi-attribute and multi-scale features of logging data from
different perspectives, and automatically extracts these features using deep learning tech-
nology. Using the knowledge of block geological characteristics, adjacent well charac-
teristics and fracturing interval characteristics included in the established knowledge
graph, the knowledge graph is organically combined with the depth neural network to
establish a learning model to achieve the extraction of formation characteristics. Based
on the distributed representation model of the knowledge graph, knowledge such as
adjacent well information, geological stratification and production data in the map are
vectorized to realize the numerical representation of knowledge (Fig. 7).
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Fig. 7. Schematic diagram of multi-scale feature extraction for fracturing effect prediction model

4.3 Analysis of Main Control Factors

Using Pearson correlation coefficient matrix to eliminate the interference of artificially
selected parameters, based on geological data, logging data, fracturing construction
data, perforation data, post fracturing production situation and other data, the degree
of influence of each parameter on production capacity is quantified through correlation
coefficient, and the main influencing factors on fracturing effect are identified, providing
reference for subsequent model training.

The main calculation formulas involved in Pearson’s algorithm are:

rxy = n
∑

XY − ∑
X

∑
Y

√[
N

∑
X 2 − (∑

X
)2

][
N

∑
Y 2 − (∑

Y
)2

] (4)

X:Reservoir thickness, permeability, oil saturation, porosity,well spacing, brittleness
index, number of fracture clusters, sand addition strength, amount of injected fluid.

Y: Capacity.

Table 2. Parameter correlation grading table

Correlation coefficient Correlation

0.8 < |r| ≤ 1 Extremely strong correlation

0.6 < |r| ≤ 0.8 Strong correlation

0.4 < |r| ≤ 0.6 Moderate correlation

0.2 < |r| ≤ 0.4 Weak correlation

0.0 < |r| ≤ 0.2 Extremely weakly correlated or uncorrelated

4.4 Prediction of Fracturing Effect

Feature extraction is carried out based on the original logging curve and fracturing opera-
tion curve to obtain the key factors affecting the stimulation effect, and then it is integrated
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with the basic parameters of the relevant reservoir. The stimulation effect is classified
through the full connection layer, and finally n results with excellent stimulation effect
are output. Business experts can ultimately obtain the optimal fracturing construction
parameter plan based on on-site experience and considering economic factors (Fig. 8).

Fig. 8. Prediction of fracturing effect

5 Application Cases and Effects

In this study, more than 500 fracturing oil wells in a tight sandstone block are taken
as objects to build a knowledge graph in the field of fracturing; Based on oil testing
and production data and historical production, predict the fracturing stimulation effect
and optimize the fracturing engineering parameters. The data used includes geological
data, experimental analysis, logging, oil testing, geological stratification, and logging
interpretation results (including but not limited to the parameters in Table 2). The post
fracturing effects are divided into five categories: high yield, medium high yield, middle
yield, medium low yield, and low yield.

5.1 Analysis of Main Control Factors

Basedongeological data, logging data, fracturing construction data, perforation data, and
post fracturing production data, the degree of influence of each parameter on production
capacity is quantified through correlation coefficients to identify the main influencing
factors on fracturing effectiveness, providing reference for subsequent model training.
The calculation results indicate that factors such as reservoir thickness, oil saturation,
permeability, number of fracture clusters, and half length of fractures have a significant
impact on the fracturing effect (Fig. 9).

5.2 Prediction Effect of Validation Set

Using 736 fracturing sections from over 550 wells as the entire dataset, 80% of the wells
were randomly selected as the training set and 20% as the validation set. The training
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Fig. 9. Analysis of main control factors for fracturing effect

effect of themodel is quantitatively evaluated using three indicators: precision rate, recall
rate, and F1 value of artificial intelligence. The comparison with the expert explanation
results shows that the model prediction accuracy of the validation set is 91.3%, the recall
rate is 81.2%, and the F1 value is 85.95%. The validation effect is ideal and can meet
production requirements (Table 3).

Table 3. Comparison and analysis table of intelligent prediction results and actual measurement
results of the verification set

Actual results Intelligent prediction

High medium to high medium Low to medium Low

High 127 9 5 0 0

medium to high 13 186 11 2 0

medium 1 3 139 5 0

Low to medium 0 2 4 117 3

Low 0 0 1 5 103

5.3 Optimization and Verification of Fracturing Design Plan

Taking the fracturing section of xxxwell (1273.6–1288.5m) as an example, the fracturing
effect prediction and optimization of fracturing construction parameters are carried out
for this section, and a specific fracturing design plan is finally provided. In the optimal
plan, the maximum construction pressure is 37.1MPa, the total amount of liquid entering
the well is 325.6 m3, the construction displacement is 2.5–3.5 m3/min, and the post
compaction effect is classified as high yield.

After the fracturing construction of this fracturing section, it was concluded that the
total amount of fluid entering the well was 312.7m3, with a construction displacement
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of 2.7–3.6 m3/min, a maximum construction pressure of 36.5MPa, and an instanta-
neous ground pump stop pressure of 12.8Mpa. Finally, the sand addition was completed
according to the design.

Using small-scale fracturing analysis data, the main fracturing construction was
simulated, and the simulation results were basically consistent with the design plan.

Comparedwith the daily gas production before andwithin 30 days after themeasures
were taken, the gas production of the well significantly increased after the pressure was
applied, and the production capacity was classified as high yield (Fig. 10 and Table 4).

Fig. 10. Well xxx (1273.6–1288.5m) fracturing construction curve

Table 4. Comparison table between main fracturing fracture design and actual practice

Name Design Actual

Crack length (m) 155.7 146.1

Support joint length (m) 137.5 128.2

Dynamic crack height (m) 54.2 49.4

Support crack height (m) 47.8 43.4

Crack top depth (m) 1244.7 1243.5

Crack bottom depth (m) 1298.9 1292.9

6 Conclusion

In this paper, the knowledge graph of fracturing field is constructed by combing the
knowledge system of fracturing field; extracting fine-grained feature parameters from
multiple dimensions and scales, and using graph embedding technology to represent the
entities, relationships, and attributes associated with these feature parameters as vector
feature maps; Integrate expert knowledge with artificial intelligence to build a fracturing
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effect prediction model and optimize the fracturing plan. The application results show
that the predicted production capacity matches the actual production capacity by over
91%, and the design work efficiency of the fracturing scheme has been increased by
more than 20 times. The research results can provide scientific basis for predicting frac-
turing effects and optimizing fracturing engineering parameters, greatly improving the
efficiency and quality of fracturing design, and improving the success rate of fracturing
construction. It should be noted that although Knowledge graph can be widely used,
there are still technical challenges. ➀ The field of fracturing has a large amount of data
and exists in the form of multi-source heterogeneity, with varying data standards and
quality, as well as strong professionalism. ➁ For different types of oil and gas reservoirs
and different data bases, a series of Knowledge graph need to be established pertinently,
and business experts and AI experts are closely combined to deepen research.
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Abstract. Based on the dream cloud platform, and on the Jidong oilfield basis of
basin-level regional lake construction, some basic requirements for oilfield pro-
duction analysis have been realized. However, with the development of informa-
tization and the deepening of research work, it is necessary to develop business
characteristic scenarios such as modern oil reservoir visualization and collabora-
tive management. Using WebGL and GPU acceleration technology, an integrated
collaborative online work platform is formed that integrates the “five fields” of
reservoirs 4D virtual visualization and dynamic analysis results. The results show
that: ➀Through the standardization of model volume analysis and storage format,
online unified management and visual display of 3D reservoir numerical simula-
tion models with a large number of grids based on WebGL and GPU acceleration
technology have been realized. ➁Based on the simulation results of the “five
fields” of four-dimensional geological field, pressure field, saturation field, seep-
agefield and chemical field, bymining the internal data relationship of the reservoir
dynamic model, the dynamic analysis and 2D-3D correlation graph could be visu-
alized online, providing support for deepmining of reservoir five-fieldmodel data.
➂Reservoir research that IFEDC-202315248 2 integrates 2D reservoir dynamic
analysis, 3D model visualization, 4D model visualization and five-field quanti-
tative analysis is an internal fluid migration based on macro development situa-
tion analysis during the entire life cycle of the reservoir In-depth analysis of the
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rules. The platform realizes scientific research collaboration among development
plate research data, software, and achievements, lies a solid foundation for high-
efficiency and high-quality oil and gas exploration business work, and provides
strong support for the high-level application of Dream Cloud.

Keywords: Dream cloud · 4D Visualization · Professional software · Integration
and coordination · WebGL

1 Introduction

With the deepening of reservoir development and the continuous accumulation of data
information and results, oilfield operating areas are facing many problems in data man-
agement. In terms of exploration, development and production information management
and application, due tomany sources of data information, they are currently stored in data
lakes, established databases, or in the hands of project team technicians. The research
results are not stored and managed in a unified manner, and most of them belong to
stand-alone display and application, data security cannot be guaranteed, resulting in
time-consuming and laborious data retrieval in follow-up research, making it difficult to
promote research progress. As an important part of reservoir research and an important
means of reservoir dynamic analysis, the reservoir numerical simulation technology [1],
the traditional reservoir numerical simulation research model is mostly based on the
numerical simulation software commonly used in the industry, such as Eclipse, CMG,
etc., use workstations to simulate models, and because these numerical simulation soft-
wares are stand-alone applications,most of them are expensive and have limited licenses.
At the same time, the software involves a wide variety of parameters and complex oper-
ations, requiring a high level of professionalism for users. The amount of data in the
numerical simulation results model is huge, and the number of grids often reaches hun-
dreds of millions. After the calculation is completed, the simulation results can only be
viewed offline on a single computer. This makes it difficult to achieve online sharing
of reservoir numerical simulation results and in-depth analysis based on result model
volume data. The numerical simulation software used in the fine drawing work in the oil
field is not unified, and is scattered and stored in the database or in the hands of techni-
cians. The high repetition rate of data storage and the serious multi-version phenomenon
lead to the inability to achieve unified management and viewing of digital simulation
results, poor sharing of fine drawing results, and data security cannot be guaranteed.
At the same time, because there is no research environment for in-depth exploration
of the relationship between various data in the reservoir model, and a complete online
information-based reservoir tracking and analysis system, the analysis methods are not
standardized and unified, reducing the efficiency and accuracy of reservoir research.

Based on the above problems, this paper uses WebGL technology to establish an
online model visualization window to realize the professional display of reservoir geo-
logical model and reservoir digital model in 3D space in a web browser. It can also
dynamically display the changes of the pressure field, saturation field, geological field,
chemical field and streamline field in the reservoir development process in the reservoir
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numerical simulation results. Through the GPU acceleration technology, the 3D geolog-
ical model and 4D numerical simulation model of the reservoir are drawn and displayed
online in real time, satisfying the rapid online mapping of massive grid model data
volumes. Through the GPU acceleration technology, the 3D geological model and 4D
numerical simulation model of the reservoir are drawn and displayed online in real time,
satisfying the rapid online mapping of massive grid model data volumes. On this basis,
the platform can also carry out in-depth data mining on the volume data of the numerical
simulation model, and analyze the internal relationship between different attribute mod-
els through complex mathematical operations based on specific sub-layer combinations,
and map the results in real time. The platform integrates one-dimensional data manage-
ment, two-dimensional reservoir dynamic analysis, three-dimensional model visualiza-
tion, four-dimensional five-field quantitative analysis, and conducts in-depth analysis of
internal fluid migration laws based on macro development situation analysis during the
entire life cycle of the reservoir, to achieve a more comprehensive and in-depth study of
the reservoir.

2 Online 3D and 4D Visualization of Reservoir Model Based
on WebGL Technology

Researchers in different fields at home and abroad are actively using WebGL tech-
nology to explore multi-dimensional, multi-information, and multi-scenario integration
platforms.Gao Yawei [2] studied the commonly used open sourceWeb Graphics Library
(WebGL, Web Graphics Library) framework, realized the local browsing and measure-
ment functions of 3D scenes, and built a low-cost 3D scene basic platform; Liu Zhao
and Yang Jingang [3] used WebGL technology to convert oblique photographic photos
taken by drones into 3D GIS models that can be browsed in a Web browser, and at
the same time realized a number of key technologies such as rendering optimization
and model compression. Over the years, the professional application fields of reservoir
modeling and numerical simulation are all professional software systems based on the
desktop version of graphics workstations/PC servers, and almost all of them useOpenGL
programming technology. In the professional application field of reservoir numerical
simulation based on WebGL, INT, the main technical service provider of foreign oil
exploration data visualization software, will support it from 2022. However, currently
limited to reservoir modeling data, the display efficiency cannot meet the data applica-
tion requirements of tens of millions of modeling grids, and the online application of
numerical simulation is currently in a blank period. The platform uses new WebGL and
BabylonJS technologies to migrate traditional workstation-based enterprise applications
to Web browsers. WebGL is the abbreviation of Web Graphics Library, which is a tech-
nology for rendering 2D and 3D graphics in browsers [4]. It is a JavaScript API based
on OpenGL ES 2.0 and allows interactive 3D and 2D graphics to be rendered without
plugins in any compatible web browser. WebGL is designed to run on the web and
is supported by many modern browsers, including Chrome, Firefox, Safari, and Edge,
among others. Because WebGL directly utilizes the graphics processing unit (GPU), it
can provide excellent graphics rendering performance, which enables WebGL to cre-
ate complex enterprise-level professional applications and provide high-quality visual
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experience [5]. In addition, through the secondary development of BabylonJS, the plat-
form upgrades E&P professional applications on traditional workstations to web-based
cloud applications. BabylonJS technology is a very active WebGL-based development
framework in recent years. BabylonJS has powerful rendering capabilities, including
support for PBR (Physically Based Rendering, physically based rendering) materials,
ambient lighting, lightmaps, particle systems, shadows, reflections, refractions, HDR
(high dynamic range), and even real-time ray tracing. BabylonJS is designed to be easy
to learn and use, even developers who are not familiar with 3D programming can quickly
start creating 3D scenes. Additionally, it provides a number of pre-built objects and sys-
tems that simplify scene creation and management.In addition, through the secondary
development of BabylonJS, the platform upgrades the E&P professional application
on the traditional workstation to a web-based cloud application. BabylonJS technology
is a very active WebGL-based development framework in recent years. BabylonJS is
designed to be easy to learn and use, even developers who are not familiar with 3D
programming can quickly start creating 3D scenes. Additionally, it provides a number
of pre-built objects and systems that simplify scene creation and management.

With the help of the above two technologies, developers can use the system graphics
card to display 3D scenes and models smoothly in the browser, so as to realize the online
space 3D display of complex geological models and the 4D dynamic display of multi-
time step reservoir numerical simulation models. The platform extracts reservoir model
grid coordinates, attribute information, and grid topology by analyzing data formats such
as reservoir digital simulation software GRDECT and EGRID. Through the triangular
grid processing of the grid plane, the attribute data of each grid is used to obtain the vertex
color in the palette, and the BabylonJS technology is used to perform three-dimensional
rendering based on the Web to realize the 3D display of the modeling attribute model
(Fig. 1).

For four-dimensional visualization, the distribution of its spatial form is composed
of ordered grids in the three directions of I, J, and K. The difference is that the numerical
simulation results have changes in the time dimension, thus it is necessary to visualize
the numerical simulation model. First, use the same spatial rendering method as the
geologicalmodel to draw themodel body of the first time step in the numerical simulation
results, and the attribute value in it is the value of each grid on the current attribute model
of the first time step. After themodel volume rendering of the first time step is completed,
the model mesh remains unchanged, and the properties change with time. Therefore, it
automatically increments according to the time step, obtains the attribute value of the
model in the next time step, completes the drawing of the model volume in the second
time step, and so on, finally realizes the four-dimensional visualization function of the
reservoir digital simulation results.

It should be noted that the numerical simulation process often undergoes complex
grid attribute screening, and some invalid grids that do not participate in reservoir fluid
migration are eliminated through the cut-off function of the numerical simulation soft-
ware, so as to reduce the number of grids. For the purpose of modulo computing grid
numbers, however, this process has increased the difficulty of online 4D visualization
of the numerical simulation model, and the broken model meshes are distributed in a
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Fig. 1. 3D map of geological attribute model based on Web 3D rendering

messy manner. This is a challenge to the visualization ability of the online 3D win-
dow. Through WebGL and BabylonJS technology, the platform can visually display the
fractured reservoir model and also have a good model rendering effect.Model volume
compression storage based on data structure and algorithm optimization.

3 Model Volume Compression Storage Based on Data Structure
and Algorithm Optimization

As we all know, the digital model volume generated by reservoir numerical simulation
has a large amount of data, and the model volume is usually expressed in three directions
of I, J, and K in space [6, 7], as shown in the Fig. 2 below. For some large blocks in the
Jidong Oilfield, the number of fine reservoir model grids can reach hundreds of millions.
For the process of reservoir numerical simulation, the same reservoirmodelwill calculate
different attributes at the same time, such as pressure and oil content. Saturation, water
saturation, gas-oil ratio, etc., the amount of data carried by each attribute model is 100
million levels. At the same time, the reservoir numerical simulation model changes
dynamically with time, which means that the same attribute model with step-by-step
changes, the amount of data will accumulate exponentially, and eventually the amount
of data carried by the result data body of the numerical simulation of the entire reservoir
is very huge [8].

In order to solve the online visualization of such a large amount of digital and analog
data, we adopted the following two steps to compress data storage and improve the
efficiency of model visualization.

(1) Through the indexing method of the grid skeleton (Pillar) coordinates, the data
storage of each grid X, Y, and Z is compressed, and the Pillar’s top-bottom linear
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Fig. 2. Schematic diagram of the model mesh in I, J, and K directions

coordinate interpolation method is adopted, without affecting the visual resolution.,
the data storage capacity reaches more than 100 times of compression.

(2) Adopt boundary recognition “cutting” algorithm (Fig. 3). The “cutting” algorithm of
boundary recognition refers to the preprocessing of removing the “hidden” internal
grid in the digital-analog grid data, so as to perform 100 times lossless data compres-
sion on the model data. Due to the fast grid data “cutting” processing technology,
the system can process and display reservoir numerical simulation data of hundreds
of millions of grid nodes.

Fig. 3. Schematic diagram of boundary recognition “cutting” algorithm

Traditional reservoir numerical simulation operations are handled by numerical sim-
ulation software client side. The calculation speed of themodel bodywith a large amount
of data is slower, and the visualization is more difficult [9]. This platform transfers the
visualization of the model from the traditional offline to online, but it will be more dif-
ficult to deal with the same volume of data online. The method of skeleton coordinate
indexing can greatly compress the data storage capacity of each grid. In addition, the
boundary recognition and clipping algorithm used in the model display enables online
3D space processing to realize rapid model display even for models with a large amount
of data, greatly improving the efficiency of model visualization.
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4 Based on GPU Acceleration Technology, the Efficiency of Data
Calculation and Display is Greatly Improved

Thefive-field four-dimensional visualization and dynamic analysis of reservoirs involves
a large amount of numerical simulation data calculations. The platform adopts GPU
acceleration technology to improve data processing capabilities and improve the effi-
ciency of online application of reservoir data. GPU acceleration technology is applied
on the server side and the client side respectively:

(1) Parallel processing of server-side GPU

On the server side, the reservoir numerical simulation data is placed in the graphics card,
and for calculation-intensive tasks, such as reservoir attribute fusion calculation (based
on the reservoir numerical simulation result model body, the longitudinal mean value
of a specific layer at a certain time step computing), use GPU acceleration technology
to quickly calculate the mean value of each grid on the plane, and automatically fill in
colors, generate contour lines, and realize online real-time mapping (Fig. 4). Through
this process, researchers can determine the target according to their needs The starting
and ending grid layers use a specific mean value algorithm to view the plane distribution
of different attributes at different time steps of the target layer through real-timemapping
results.

Fig. 4. Contour map of oil saturation plane

To realize the plane mapping of specific horizon attributes, it is necessary to set the
stratification information of the sublayer, sand group and oil group first, and obtain the
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coordinates and values of the four corner points according to the square grid coordinates
on the top surface of the sublayer.

According to the calculation of the current contour value, it is matched with the
simulated attribute value of the adjacent corner point. If it falls within the value interval
of the adjacent corner point, the contour control point is linearly interpolated according
to the corner point coordinates and attribute value (Fig. 5). Then connect all control
points and draw a plane contour map.

Fig. 5. Schematic diagram of plane contour mapping

The plane mapping of multiple grid layers requires the fusion calculation of multiple
values in the vertical direction (that is, in the K direction). The mean value algorithms
involved mainly include the following:

(A) Arithmetic mean: the mean obtained by simply summing and dividing by the
number.

(B) Harmonic mean: Applicable to the attribute of log normal distribution, it is a kind
of mean, which is the reciprocal of the arithmetic mean of the reciprocal of each
sign value, also known as the reciprocal mean, simple harmonic mean calculation
formula as follows:

H = n
1
x1

+ 1
x2

+ · · · + 1
xn

= n
∑ 1

x

(C) Geometric mean: the square root of the multiplication of each variable value, the
formula is as follows:

H = n
√
a ∗ b ∗ c ∗ . . . ∗ n
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(D) RMS (RootMean Square): Also known as the squaremean, it refers to the arithmetic
square root of the mean of the square of a set of data. The formula is as follows:

Qn =

√
√
√
√
√

n∑

i=1
x2i

n
=

√

x21 + x22 + · · · + x2n
n

In addition to drawing plane distribution maps based on GPU acceleration technol-
ogy, it is also possible to map the dominant seepage channels of specific sublayers in the
reservoir. The dominant seepage channels are generated based on the model of porosity
or permeability changing with time. The calculation method is to divide the porosity (or
permeability) value of a grid at the current time node by the porosity (or permeability)
value of the first day of simulation, so the dominant seepage channel plan also changes
with the simulation time, based on This formula calculates the value of each grid, and
finally generates contour lines and plane maps from the values of all grids on the current
plane (Fig. 6), which deeply reflects the fluid migration law in the development and
production process.

Fig. 6. Schematic diagram of dominant seepage channels calculated according to the porosity
simulation model

HTML5 technology is the latest version of HTML, a language used to construct
and present Internet content. It has become a new standard for Internet development
technology [10]. With the blessing of HTNML5 technology, browsers have become a
moremature platform that supports complex applications. This technology can complete
operations such as drawing and rendering of two-dimensional graphics by calling simple
functions, greatly enhancing the performance of Web pages. The technological innova-
tion of the four-dimensional reservoir visualization and dynamic analysis platform is the
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use of HTML5WebGL technology to realize the online application of reservoir data with
tens of millions of grids. That is, how to realize the online display and data calculation
of massive geological model data in the user’s browser of a common commercial PC
with a bandwidth of 100 megabytes. The technical solutions of this platform include the
following:

(A) For the 3D visualization of the properties of the rock physics model, make full use
of the shader technology of WebGL to transfer the properties of the grid to the
graphics card of the GPU at one time. Model rendering (triangle mesh faces and
attribute color interpolation) is done quickly using the client GPU fragment shader.

(B) For 3Dgrid rendering, use fragment shader boundary detection technology to realize
grid boundary drawing in the client’s GPU, which is more than a thousand times
more efficient than conventional line segment 3D drawing methods

(C) For the drawing of two-dimensional contour lines, the ZBuffer buffer detection
technology of the fragment shader of the GPU of the client is used for drawing,
and the drawing efficiency of this method is also greatly improved. To sum up,
this platform makes full use of the WebGL technology of Html5. The traditional
CPU-based computing work is transferred to the client-side GPU-based computing.
While the efficiency of visualization applications is greatly improved, the system
resource occupancy rate is greatly reduced.

In terms of reservoir 4D visualization, based on HTML5 technology and GPU accel-
eration technology, the reservoir numerical simulation resultmodel canbeplayeddynam-
ically, and any simulated attribute model including pressure, oil saturation, etc. can be
displayed at any time stepCheck. Through the change of oil saturation in each small layer
(Fig. 7), the distribution of remaining oil is analyzed to guide subsequent development
and production.

Fig. 7. Schematic diagram of four-dimensional visualization of oil saturation model in numerical
simulation results

(2) Client GPU rendering acceleration

On the client side, for the 3Dvisualization and 3Dvisualization rendering of the reservoir
model, the platform adopts GPU-accelerated graphics rendering technology and GPU-
based shader (shader) technology respectively. After the vertices of the 3D model are
processed by the vertex shader and the rasterized pixels are processed by the fragment
shader, the reservoir properties can be quickly displayed (Fig. 8).
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The reservoir geological model body is composed of millions of grids, which are
arranged along the three directions of I, J, and K, and each grid is endowed with different
porosity, permeability or oil saturation. The value of the attribute. Each grid is spatially
a cube with eight points and six faces and irregular geometry. Since each mesh has six
faces and eight vertices, the X, Y, and Z coordinates of each vertex are known, and each
face has four points, and the middle diagonal points are connected and separated into
two triangles.

Use GPU acceleration technology to draw a triangle surface according to the XYZ
coordinates of each triangle vertex. The color of each point is determined according to
the current attribute value and palette setting, and can be calculated by uniform method
or interpolation method:

(A) The uniform method means that the vertex color of the triangle uniformly adopts
the color corresponding to the grid attribute value.

(B) (B) The interpolation method means that the vertex color of the triangle is deter-
mined by the grid properties of the point (I, J, K). The triangle grid is drawn and
submitted to the graphics card GPU. Based on the GPU acceleration algorithm, the
color of the middle point is quickly calculated by GPU interpolation sure.

Using the above twomethods to draw all the triangular meshes in the three directions
of model I, J and K, the drawing of the geological model in three-dimensional space can
be completed.

Fig. 8. Schematic diagram of five reservoir field (a reservoir geological field; b pressure field; c
oil saturation field; d seepage field; e chemical field)
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5 Scenario Customization Based on Model Analysis Data Body

Through the classification, analysis and conversion of multi-source data, a unified data
structure is integrated, and one-dimensional to four-dimensional scene organization and
management are realizedbasedon thevirtual palace platform (Fig. 9). Establish two func-
tional modules including screening, hiding, interaction and dynamic coupling, reservoir
visualization and reservoir dynamic analysis. Reservoir visualization includes wellbore
visualization, seismic and geological model visualization, and reservoir virtual visual-
ization. By analyzing the data body format of the Eclipse, CMG, tNavigator and Petrel
work area model, research the modeling of the work area and the model mesh of the dig-
ital model, analyze and compile it, realize the reading, conversion and four-dimensional
visual display of geological model data volume and numerical simulation result data
volume, create a customized four-dimensional geological field, pressure field, satura-
tion field, seepage field, and chemical field based on the model analysis data volume
and five field quantitative visualization scenarios to carry out information-based and
efficient dynamic analysis. Reservoir dynamic analysis under the new model includes
development status analysis, development situation analysis, development effect evalu-
ation, water flooding status analysis, remaining oil potential analysis and development
technical policy, etc.

Through the development of professional software interfaces and data query and
screening functions, the operation calling methods such as screening, display, hiding,
query, dynamic and interaction are realized, which basically meets the needs of technical
personnel for dynamic analysis of reservoirs and improves the efficiency of research
work.

Fig. 9. Schematic diagram of the data architecture of the four-dimensional virtual underground
palace platform

Screening and Hiding Functions: The geological model of the reservoir visualization
module supports the functions of displaying and hiding coordinate axes, and supports
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the unified viewing function of seismic section data, well trajectory data and geological
model data in the same window in the same 3D window. Check the seismic section, well
trajectory and geological model at the same time to display it.

Interactive Analysis Features: The three-level survey map of the reservoir dynamic
analysis module mainly conducts a comprehensive comparison and analysis of the data
of the control degree of injection-production well pattern, the degree of production of
water drive reserves, and the control degree of water drive reserves input from the target
block after years of geological surveys. And display, to help users understand the reserve
production and control state changes of the block over the years, deeply analyze the
rationality of the current injection-production well pattern in the target block, improve
the control degree of the oil field, and increase the reservoir production rate.

The geological model visualization of the reservoir visualization module supports
the adjustment of the color of the layer and the transparency of the grid, the translation
and rotation of the attribute model in the three-dimensional space, and the plane zoom-in
and zoom-out and vertical stretching and compression.Adjustment ofmesh transparency
is supported by mouse clicks. The sliding of the mouse wheel supports zooming in and
out of the model, and the moving of the mouse supports the movement of the model.
And use the rapid 3D interactive interception technology to intercept local sub-regions
from the overall model of the oil and gas reservoir, or draw a line segment through the
model to cut the model into two parts, and the model sections of each part are displayed
separately. In this way, the user can observe the key development area in the work area
that he is concerned about - the attribute of the sweet area (small model of the sub-area)
in the longitudinal direction.

Dynamic Coupling Analysis Capabilities: The five-field quantitative analysis of the
reservoir visualization module uses the time step output from the reservoir numerical
simulation results as the abscissa through the specific attribute model body in the numer-
ical simulation results according to statistical analysis and other algorithms. Using the
arithmetic mean algorithm, the average value of the attribute value on each grid on the
specific attribute model under a single time step is calculated, use the calculated value
as the ordinate to generate the average change curve of the current property in the whole
area, make the 3D reservoir digital model have time attribute, and draw it into 2D plane
graph, columnar statistical analysis graph, curve graph, etc. for attribute plane distri-
bution analysis, reserve analysis and pressure strength analysis, etc., endowing it with
dynamic functions, understand the overall change trend of attributes such as reservoir
pressure, oil saturation, gas saturation, and water saturation during oilfield develop-
ment, and finally realize the comprehensive research function of oil and gas reservoirs
integrating 4D model visualization and quantitative analysis of attribute field data.

Based on the five visualization scenarios, comprehensively and accurately quantita-
tively analyze the internal dynamic changes of the reservoir, and can deeply mine the
internal data relationship of the attribute model.

Perform simulation operations on different attributes, such as pressure, oil satura-
tion, water saturation, and gas saturation. After the operation, you can view the dynamic
change process of each attribute model. Also capable of performing simulation calcu-
lations is the reserve model. The numerical simulation software calculates the reservoir
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reservemodel based on basic parameters such as grid volume and porosity, and combines
the reserve model with other attribute models to conduct in-depth analysis of the data.
Discover the changing relationship between reservoir reserves and different attributes.
Taking the pressure field as an example, a certain time step is selected, and based on
the current reservoir pressure model, the pressure coefficient of each grid is calculated
for a specific sub-layer or oil group. The pressure coefficient of each grid is equal to the
pressure value of the current time step of this grid divided by the initial pressure value of
the reservoir, and the pressure coefficient of each grid will be obtained. Among them, the
division of small layers, sand groups and oil groups is mainly based on the vertical grid
layer of the model, that is, the grid layer in the K direction. By classifying the grid layers
in the K direction, set the start and end grid layer numbers contained in each small layer,
and the sand group contains multiple small layers, and the oil group contains multiple
sand groups. By analogy, the mutual inclusion relationship of all levels is determined,
and then the values are counted and screened, and different value ranges are divided,
as the abscissa, then carry out reserve statistics on all the grids in different value range
intervals, as the ordinate, the histograms and change curves of the reserves distribution
in different sub-layers and different pressure coefficient intervals at different time steps
are finally obtained, and a comprehensive analysis scene integrating two-dimensional,
three-dimensional and four-dimensional is constructed. The same applies to the creation
of other attribute scenarios (Fig. 10).

6 Multi-dimensional Visualization and Dynamic Analysis
of Reservoir Model

Realistically displaying the multi-dimensional shape of the subsurface model through
the visualization window is an important part of reservoir research [11]. The 3D visu-
alization window established based on WebGL described above and the rapid online
display of the reservoir model realized by GPU acceleration technology can be used for
reservoir research. Multi-dimensional visualization of geological models can be viewed
online. For example, the porosity, permeability, oil saturation and other models estab-
lished in the Petrel software are superimposed on the well trajectory and logging curve at
the same time to reproduce the geological conditions of the work area [12, 13]. Reservoir
multi-dimensional visualization and dynamic analysis is a comprehensive use of a series
of scattered and unevenly distributed data such as production dynamic data, seismic,
logging and fine reservoir description research results, combined with two-dimensional,
three-dimensional and four-dimensional visualization technology, through data inte-
gration, processing and comprehensive management, build an integrated collaborative
operation mode for reservoir research that integrates one-dimensional data manage-
ment, two-dimensional reservoir dynamic analysis, three-dimensional model visualiza-
tion, four-dimensional model and five-field quantitative analysis, complete the business
process combing function transplantation and function development work, establish the
reservoir structure model and the spatial distribution of reservoir parameters such as
permeability and oil saturation in the multi-dimensional space, basically meet the needs
of reservoir research and analysis, realize digital intelligence, improve business and
decision-making efficiency, save time and reduce costs. Establishing amulti-dimensional
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Fig. 10. Histogram of reserves distribution in different sub-layers and different pressure coeffi-
cient intervals

model of the reservoir not only allows the observer to feel the authenticity and fidelity
of the underground space of the reservoir, but also enables spatial dynamic analysis of it
(Fig. 11). For example, the geological field includes two attribute models of porosity and
permeability. The pressure field is the reservoir pressure attribute model, the saturation
field includes three attribute models of oil saturation, gas saturation, and water satura-
tion, and the chemical field representation shows the simulation model of the chemical
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tracer concentration in the chemical flooding reservoir, the streamline shows the direc-
tion and flow rate of the fluid from the water injection well to the oil production well,
which accurately reflects the distribution of injection and production between the water
injection well and the oil production well. The denser the streamline, the stronger the
flow field. The simulation and observation of the system can help evaluate the water
injection efficiency, find the dominant flow field and channel, and guide the subsequent
distribution of injection and production [14]. The analysis and research unit is refined to
a single sand layer and layer, and the data and graphics are synchronized. More in-depth
data analysis can be performed on each attribute model body, and the internal laws of the
reservoir can be reflected through deep mining of the relationship between each model
body. Observe the reservoir model from static production dynamic data to any angle,
breaking the limitation of observing the reservoir model by traditional slicing method.
It enables geologists and reservoir personnel to interpret and analyze exploration results
more accurately, intuitively understand and study complex reservoirs, reasonably deter-
mine the spatial distribution of oil layers, and provide effective decision-making basis
for tapping the remaining potential.

Fig. 11. Structural diagram of the virtual underground palace project

7 Conclusion

(1) Under the background of digitalization, informatization, and intelligent develop-
ment, the sharing of data and results has become the mainstream trend, and the
results of traditional reservoir numerical simulation are mostly stand-alone appli-
cations. Not only is the amount of data large and the operation is difficult, but it
is also difficult to achieve online results sharing. Based on technologies such as
HTML5,WebGL, and GPU acceleration, this article intends to explore a newmodel
for collaborative sharing of reservoir digital modeling results, and to help oilfield
information construction.

(2) Reservoir numerical simulation is an important means of reservoir research, and the
process of simulating reservoir dynamic changes has abundant research informa-
tion. Under the surface of simple attribute changes. Using the powerful processing
capabilities of computers and the various attribute model results that can be simu-
lated by current digital simulation software [15]. Through the screening, correlation,
statistics, and comparison of massive data, the internal laws of reservoir changes
can be deeply analyzed to provide guidance for remaining oil research and future
development plan deployment.
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(3) By combining the change curve of reservoir attributes, the histogram of the relation-
ship between reservoir attributes and reserves, the two-dimensional plane map of the
reservoir, the three-dimensional geological model of the reservoir and the dynamic
model of the four-dimensional numerical simulation of the reservoir, while perform-
ing online visualization of the numerical simulation results of the five fields of the
reservoir. Supplemented by in-depth analysis of model volume data, a new visual-
ization and dynamic analysis research model integrating four-dimensional reservoir
visualization and five-field quantitative analysis is formed.
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Abstract. Under certain conditions, when crude oil is moved by external forces,
the property of internal friction generated between crude oil molecules is called
crude oil viscosity. The viscosity of crude oil reflects its complex seepage state in
porous media. Underground crude oil with high viscosity, always has great flow
resistance in porous media, thus the flowing becomes more difficult. Oil viscosity
is an indispensable key parameter in the process of dynamic analysis, reservoir
engineering calculation and reservoir numerical simulation, which has critical
influence on the field of well production or crude oil storage and transportation.
Due to different oil viscosity, recovery approach of oil reservoirs, technical mea-
sures for storage and transportation, and the quality of oil products will be affected.
The composition of crude oil is complicated, but it is mainly composed of car-
bon and hydrogen elements. The composition has a crucial effect on oil viscosity.
Therefore, according to composition data of the actual oil sample, the determina-
tion dataset of oil viscosity is constructed together with other key parameters that
affect the viscosity of crude oil within the reservoirs. Based on various machine
learning algorithms, like extremely randomized trees and XGBoost, determina-
tion methods of oil viscosity based on component data and machine learning
algorithms are established. In the construction process of computational model
of oil viscosity, whole dataset is parted to the training dataset and the testing
dataset in the ratio of 8:2. The training dataset is mainly used to determine the best
hyper-parameter combination of machine learning algorithm, while the testing
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dataset is used to determine the accuracy and adaptability of the corresponding
method. Compared with methods such as experimental method and empirical for-
mula method, the determination method of oil viscosity based on component data
and machine learning algorithm does not require extra experimental costs and has
a considerable degree of accuracy. Once the relevant input parameters are deter-
mined, the viscosity determination of multiple groups of oil samples could be
completed quickly and accurately.

Keywords: Component Data · Machine Learning · Oil Viscosity ·
Determination Method

1 Introduction

Under certain conditions, when crude oil is moved by external forces, the property of
internal friction generated between crude oil molecules is called crude oil viscosity [1].
The viscosity of crude oil reflects its complex seepage state in porous media. Under-
ground crude oil with high viscosity, always has great flow resistance in porous media,
thus the flowing becomes more difficult. During the progress of oil recovery, the vis-
cosity of crude oil determines its seepage capacity in the formation, and during process
of storage or transportation, oil viscosity also affects its flow capacity in the pipeline
[2]. Thus, the accurate determination of crude oil viscosity is of great importance to
productivity calculation, process design, reservoir engineering research, development
planning and other works [3]. Accordingly, finding an appropriate method which could
rapidly and precisely determine the viscosity of crude oil is critical.

There are many ways to determine oil viscosity, which could be generally parted to
three categories: experimental approach [4], empirical formula method [5] and artificial
intelligence approach [6]. As the name implies, the experimental approach involves
using a combination of instruments to devise a way to actually measure viscosity value.
For example, fluid viscosity could be determined using the rotating viscometer, which
uses the resistance experienced by the rotor of the rotating viscometer to determine the
viscosity of the liquid. However, experimental methods require us to have experimental
equipment, which is usually time-consuming and costly compared to other methods.
Empirical formulamethod is a simplemethodwhich also used to calculate oil viscosity. It
usually regresses the relationship between oil viscosity and some related factors through
some mathematical relation expressions. Compared with the experimental method, this
method is simpler and saves time and effort. However, the calculation results are not
accurate enough due to insufficient consideration factors, or the large systematic errors
caused by the selection of some mathematical expressions.

In recent years, machine learning methods in the field of artificial intelligence have
been extensively employed in the various fields, which can be used to solve many
problems including prediction and optimization. Compared with conventional meth-
ods, machine learning algorithms are more efficient and have higher performance, and
can handle many complex tasks. Therefore, this paper focuses on the determination of
crude oil viscosity by machine learning method. In this paper, we first introduce the
basic principles of various machine learning algorithms; secondly, the workflow of oil
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viscosity determination by combining component data and machine learning algorithm
is introduced; next, the prediction accuracy of different machine learning algorithms is
compared; finally, there is the concluding section.

2 Methodology

2.1 Decision Trees

Decision Trees (DT) is a kind of supervised machine learning algorithm, which divides
the data layer by layer until all the features are divided. This process is similar to the
process of leaf growth [7]. DT consists of multiple nodes which denote the properties,
branches whichmean the regulations and leaves which signify the results. The DTmodel
adopts the top-down process in processing dataset. In the case of a given dataset, they
will try to group and label the similarities between the data, and find the best rules for
classification and regression analysis of different labels corresponding to them until the
maximum accuracy is achieved.

DT are generally divided into two main patterns: classification trees or regression
trees. The decision variable of classification tree is discrete, while the target variable
of regression tree is continuous value. The regression tree is used in this study. In the
regression problem, CART algorithm measures the split result by least square deviation
(LSD), and selects the branchof the result thatminimizes all possible options for splitting.
The basic schematic diagram is shown in Fig. 1. The root node is the beginning of a
tree, and the internal node referring splits into further nodes. The leaf node is a node
that no longer splits, while the branch is the link between nodes. Whole nodes within
regression tree must regressed. Through certain feature deciding criteria, we can get the
final regression result.

Fig. 1. The basic schematic diagram of DT

2.2 Random Forest

Random Forest (RF) is an ensemble learning (bagging) algorithm (one of parallel inte-
grated learning approach) [8]. Its base learner is fixed as a decision tree, and multiple
trees constitute a forest. Random lies in the randomness of the selection of partition
attributes. Sample perturbation is also added in the way of sampling with retractions,
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and an attribute perturbation is introduced. That is, during training procedure of base
decision tree, when selecting partition attributes, the RF first chooses one subgroup con-
taining N features at random root in candidate attribute dataset, and then selects the
optimal partition attribute from this subset.

The main steps of using random forest regression algorithm for research are as
follows: firstly, generate training sample A and testing sample B, and conduct bootstrap
resamples on the training sample A (i.e. repeated sampling with put back), then generate
U new sample datasets {Su, u = 1, 2, 3,……, U}.

The second step is that each new sample set grows into a single decision tree, and
m (m < M) features randomly selected from M features are used as the split feature
set of the current node at the node of each tree. According to the principle of minimum
impurity, the feature that meets the requirements is found in m features of each node to
split, and the action is repeated until the decision tree can no longer split, at the same
time the m is maintained constant throughout the process.

Among them, the impurity is calculated in the form of residual sum of squares, and
the specific calculation formula is as follows:

deviance(N ) =
N∑

i=1

(zi − z)2 (1)

where zi is the value of class i at a node, while the z is the average value.
Next, for a new observation data, the random forest uses the average value to deter-

mine the forecastingvalue, that is, the predictionof the observationvalue after the average
of the prediction results of all trees. It can be expressed by the following formula:

F(x) = 1

q

q∑

i=1

fi(x) (2)

where F(x) denotes the regression results; the fi(x) represents the forecasting value of
one decision tree; the q means the total number of decision trees.

2.3 Extremely Randomized Trees

The traditional decision tree split nodes only consider the randomness of attributes and
samples based on the random selection of attributes, but do not consider the impact
of feature attributes on samples, thus increasing the overall bias of the algorithm and
reducing the overall variance. By building a random tree, the optimal attribute is not
randomly selected when the attribute is divided, but a random threshold is generated
for each attribute, and then the extreme random tree-based classifier is integrated into
the limit random forest algorithm. Compared with the RF algorithm, the purpose of
this algorithm is to achieve better deviation and variance, so as to optimize the overall
generalization error of the algorithm [9].

The key process of ET can be described as follows:
First, give the original data set E, the number of samples N, and the number of

featuresM. It is worth noting that each base classifier is trained using all the samples in
the classification model of the extremely randomized trees.
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Next, generate a base classifier based on the CART decision tree algorithm. In order
to enhance randomness, M features are randomly selected from m features when each
node splits, and the optimal attributes are selected for each node to carry out node
splitting without pruning. Perform this procedure iteratively on the split data subset
until a decision tree is generated.

The step 3 is that repeat aforementioned 2 steps for J iterations to generate J decision
trees and extremely randomized trees.

Eventually, testing samples are employed to generate prediction results from the
generated extremely randomized trees, and the forecasting results of all base classifiers
are counted, thus the final classification results are generated by the voting decision
approach.

2.4 Support Vector Regression

On the basis of minimization of structural risk, support vector regression (SVR)machine
can effectively improve the generalization performance of learning machine by con-
structing the best classification hyper-plane, and it usually has excellent performance in
solving problems with small samples or nonlinear situations [10]. So, it has been widely
used in many real research domains.

Fig. 2. Sketch Map of SVR using support vector separation

SVR could be used to classify the problems without normal linearity, and map the
data to the high dimensional space by using the suitable kernel function of SVR, so that
realize linear classification in the high dimensional space (as depicted in Fig. 2). The
quality of kernel function mapping is related to the accuracy of final forecasting results.
In the application process of SVR algorithm, the design and selection of kernel function
is very important. The common types of kernel function mainly include linear kernel
function, polynomial kernel function, radial basis kernel function (RBF), Laplacian
kernel function and Sigmoid kernel function.

Among aforementioned kernel function, RBF is employed in following studies, as
which could be expressed as Eq. (3):

K(x, x1) = exp(−γ ‖x, x1‖) (3)
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In above equation, γ refers the width parameter of radial basis kernel function.
Then the final SVR model is:

f (x) =
N∑

i=1

(
α − α∗

i

)
exp(−γ ‖x, x1‖) + b (4)

2.5 Gradient Boosting Regression

Boosting is a kind of basic classifier (weak classifier) generation mode of ensemble
learning, whose core idea is to generate a series of learners through iteration, giving
high weight to those with low error rate and low weight to those with high error rate,
and combining weak learners with corresponding weights to generate strong learners
[11]. Gradient Boosting finds problems by using minus-gradient, and betters the perfor-
mance through computing minus-gradient. Gradient Boosting’s goal of each iteration
is to reduce the last residuals and build a new model in the Gradient direction with the
reduction of residuals. It could be found that the negative gradient of Gradient Boosting
Regression (GBR) is the residual, so the thing to fit for the regression problem is the
residual.

The steps for implementing GBR are as follows: (1) Initialize the weak learner; (2)
Calculate the negative gradient on the sample; (3) Fitting regression trees; (4) Calculate
the best fitting values for the leaf region; (5) Update the strong learner; (6) Obtain the
expression of the strong learner.

2.6 Extreme Gradient Boosting

The eXtreme Gradient Boosting (XGBoost) algorithm is an integrated learning method
based on CART decision tree model [12]. Multiple CART decision trees are constructed
to provide the accuracy of the forecasting model. Eventually, final predicted value is
obtained by summation of the predicted results of the decision tree obtained from each
round of training. Compared with GBR algorithm, XGBoost algorithm can effectively
prevent overfitting by adding regular terms to the objective function.

During the feature node selection, the values of all feature variables in the training
set were traversed, the objective function values before node splitting were subtracted
from the sum of the objective function values of the two leaf nodes after node splitting,
and the gain value was calculated to obtain the optimal segmentation point of the tree
model. The gain value was calculated as follows:

Lsplit = 1

2

⎡
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3 Model Construction Based on Component Data

The main workflow of the oil viscosity determination model is described below. Firstly,
input parameters of themachine learningmodel need to be determined. A lot of elements
may influence the oil viscosity, and such influencing factors mainly include two types.
One is the composition of crude oil itself, that is, the component data; Second are
the external physical factors, such as temperature. Fully including above items during
the establishment process of the machine learning model can make the results of the
determination of crude oil viscosity more accurate. Therefore, in this study, the data
including the component content is used to construct the input parameter dataset of the
machine learning model. Attributes and their related ranges employed in input dataset
are shown in Table 1.

Table 1. Attributes and ranges within input dataset

Parameter Unit Lower limit value Upper limit value

API at 15 °C ° 13.4 20.4

%C4 % 0 1.05

%C5 % 0.018 2.57

%C6 % 0.029 3.94

%C7 + % 0.884 99.52

MWC7 + g/mol 295.7 418.224

Density at 20°C g/cm3 0.928 0.975

Temperature °C 20 80

The oil viscosity forms the output dataset of the machine learning model, which
ranges from 14-1431cP. The overall dataset consists of 243 data points. Next, the training
dataset and testing dataset are split from whole set in an 8-to-2 ratio. It is worth noting
that the input data should be normalized before building the machine learning model.

In this study, six different machine learning approaches which mentioned in Section
are employed to construct determinationmodel. In the process of construction, we obtain
better prediction performance through appropriate tuning of various machine learning
models. Finally, we found the right combination of hyperparameters for the forecasting
model based on each machine learning algorithm. For RF model, the number of estima-
tors is 80, while the minimum number of samples required for segmentation is 2. For ET
model, the number of estimators is 99, while the minimum number of samples required
for segmentation is 2. For DT model, the minimum number of samples required for
segmentation is 2, while the maximum number of features in each decision tree is equal
to the root of the number of features. For GBR model, the number of estimators is 120,
and subsample of GBR is 0.8, while the loss function adopts the mean square error loss
function. For SVR model, the value of penalty factor equals to 947.25, while the value
of width parameter equals to 126.87. Finally, for XGBoost model, the learning objective
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function of the model adopts gamma regression, while the value of random_state is set
as 1898.

4 Results and Discussions

In order to evaluate the performance and the generalization ability of different models,
we use the mean value of absolute error (MAE) to quantify the comparison. MAE of
training dataset, testing dataset and overall dataset which obtained by various machine
learning models are recorded (Table 2). We could observe the following conclusions
from Table 2 that XGBoost model has lowest MAE in testing and the whole dataset.
In other words, the combination of component data and XGBoost algorithm has higher
prediction accuracy than other model combinations.

Table 2. MAE calculated by vaiours machine learning models

Algorithm MAE (%)

Training dataset Testing dataset Whole dataset

RF 7.17 18.92 9.06

ET 2.39E-06 19.18 3.08

DT 2.39E-06 20.88 3.35

GBR 10.01 10.82 10.14

SVR 18.22 25.51 19.40

XGBoost 0.24 3.89 0.82

TheMAE of training dataset calculated by XGBoost model is 0.24%, while theMAE
of testing dataset calculated byXGBoost model is 3.89%. And heMAE of overall dataset
calculated by XGBoost model is 0.82%. The error of XGBoost model is very small. All
the errors are within the allowable range of engineering calculation and research.

Demonstration of oil viscosity determination results based on composition data and
XGBoost model is depicted in Fig. 3. It could be observed from Fig. 3 that all data points
are evenly distributed near 45° line, so the prediction accuracy is high. Compared with
the ET model (as shown in Fig. 4) with better prediction effect within other methods,
the prediction results of testing dataset of the ET model have a large deviation, which
proves from the side that XGBoost model has stronger generalization ability compared
with other machine learning models applied in this paper.

Compared with conventional determination methods, the oil viscosity determination
method combining component data and XGBoost machine learning algorithm has its
own advantage which could reduce time and labor cost while ensuring high precision.
Through proposed determination approach, the viscosity of crude oil can be quickly and
accurately determined.
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Fig. 3. Demonstration of oil viscosity determination results based on composition data and
XGBoost model

Fig. 4. Demonstration of oil viscosity determination results based on composition data and ET
model

5 Conclusions

(1) In this paper, on the basis of fully considering the factors affecting oil viscosity, eight
parameters including composition data were determined as the input parameters of
the model, and the oil viscosity value was used as the output parameter to carry out
the research.

(2) A series of machine learning algorithm, which including the gradient boosting
regression and eXtreme gradient boosting, are used to establish machine learning
based model, as for determining oil viscosity. Forecasting performance is compared
through calculating error index: mean value of absolute error (MAE). The MAE of
training dataset calculated by XGBoost model is 0.24%, while the MAE of testing
dataset calculated by XGBoost model is 3.89%. And the MAE of overall dataset
calculated by XGBoost model is 0.82%. Above research indicated that XGBoost
model has great forecasting performance and stronger generalization ability.
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(3) Compared with conventional determination methods, the oil viscosity determina-
tion method combining component data and XGBoost machine learning algorithm
has its own advantage which could reduce time and labor cost while ensuring high
precision. Through proposed determination approach, the viscosity of crude oil can
be quickly and accurately determined.

(4) Although the data samples used to build the machine learningmodel in this study are
limited, it still demonstrates good predictive performance within the range of viscos-
ity involved. In the future, expanding the dataset can further improve the applicability
of model. Moreover, this method can provide some references for similar problems.
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Abstract. Drilling and completion is the core of energy production and plays
an irreplaceable role in improving oil and gas exploration and development and
increasing crude oil recovery. Similarly, drilling data is of great significance in
drilling optimization, perforation, hydraulic fracturing, and oil and gas produc-
tion. However, in actual production, data quality and application often fall short,
making it difficult to further enhance and optimize oilfield engineering technol-
ogy. Therefore, effective data governance to address data quality and application
problems has become an urgent and critical issue. Additionally, the scale, quality,
complexity, and security of data are essential issues that must be considered in
data governance processes. To address these issues, this paper proposes an engi-
neering technology data governance approach covering data quality control, data
standardization, data modeling, and data mining. These methods and tools have
been applied in production practices, and have achieved good results. Additionally,
this paper explores the application of intelligent data governance, which aims to
quickly and efficiently manage data. This paper compares the advantages and dis-
advantages of existing data governance algorithms in data governance, providing
reference application scenarios for more efficient, reliable, and accurate drilling
data governance. In summary, the proposed data governance approach and tech-
niques provide the foundation for further improvements in oilfield engineering
technology and management, as well as enhancing data utilization and decision-
making for the petroleum service industry. Effective methods and tools must be
used to address the challenges of data governance, including data scale, quality,
complexity, and security. The proposed data governance approach for engineering
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technology, along with its applications and exploration in intelligent data gover-
nance, provides significant support for the exploration and implementation of data
governance in the petroleum industry.

Keywords: Drilling Completion Data · Data Governance · Data Quality
Control · Data Standardization · Data Modeling

1 Introduction

With the growth of the world economy and population, the demand for energy resources
has also increased. Oilfield service engineering technology plays an irreplaceable role
in improving oil and gas exploration and development and increasing crude oil recovery.
However, oilfield service engineering technology involves a large amount of data, with
different types, forms, and varying quality [1]. This has made data management more
challenging and calls for more effective data governance approaches.

Data governance refers to the process ofmanaging the lifecycle of data. It involves the
standardization and control of data flow, access, update, storage, and deletion processes,
ensuring that data is efficient, reliable, secure, and compliant. This, in turn, provides
crucial support for enterprise decision-making and business development [2].

Therefore, in order to effectively manage oilfield service engineering technology
data, this paper proposes a data governance solution. It focuses on data quality con-
trol, data standardization, data modeling analysis, and data mining to achieve unified
management and standardized application of data, thereby enhancing the value and uti-
lization efficiency of data. Additionally, this paper explores the application scenarios
of commonly used machine learning algorithms in the governance of drilling and well
data.

2 Overall Architecture

The data governance of engineering technology involves three aspects: the standard
system, governance platform, and data applications. Data standardization is an important
component of the standard system. Data quality control and data modeling serve as
tools in the governance platform, while data mining strengthens data applications and
leverages data value (see Fig. 1).

3 Specific Implementation Content

3.1 Data Quality Control

Data quality refers to whether the data meets the user’s requirements and expectations
during the processes of data collection, storage, usage, and transmission. It mainly
includes aspects such as accuracy, completeness, reliability, and timeliness of the data.
In order to ensure the quality of oilfield service engineering technology data, various
measures need to be taken for data quality control, as outlined below:
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Fig. 1. Overall Architecture of Engineering Technology Data Governance.

(1) Data collection control: During the data collection process, data collection standards
and rules are established to ensure the correctness and completeness of the data [3].

(2) Data processing control: Data is cleansed, transformed, and subjected to quality
analysis to ensure the validity, reliability, and completeness of the data.

(3) Data encryption control: During data transmission, encryption methods are
employed to ensure the security of data transmission.

(4) Data backup control: For data backup and recovery tasks, regular backups and testing
are conducted to ensure the integrity and reliability of backup data.

3.2 Data Standardization

Data standardization refers to the process of integrating and unifying data according to
the same semantics, identifiers, and data types. It provides a unified platform for data
management, making data storage and sharing more convenient. To achieve the goal of
data standardization, the following measures need to be taken:

(1) Establish data standards: Define data storage formats, data definitions, data clas-
sification, data naming rules, and other standards to ensure data consistency and
adherence to standards [4].

(2) Uniformdata formats: Convert and unify data fromdifferent sources into a consistent
format to facilitate data management and analysis.

(3) Data classification system: Establish a scientific data classification system based on
data attributes and characteristics to unify data management and usage [5].

(4) Define data quality assessment indicators: Evaluate and monitor the quality of data,
including factors such as data duplicity and data consistency [6].

(5) Establish data security regulations: Clearly define access and usage permissions and
regulations for data to ensure data security and confidentiality.
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3.3 Data Modeling Analysis

Data modeling analysis refers to the process of analyzing and identifying data through
the establishment of data models to improve the efficiency and accuracy of data analysis.
To achieve data modeling for oilfield service engineering technology data, the following
steps need to be taken:

(1) Determine data modeling objectives: Analyze the characteristics and properties of
the data to determine the objectives and methods of data modeling [7].

(2) Establish data modeling models: Based on the determined objectives and methods,
utilize appropriate data modeling tools and algorithms for data modeling.

(3) Model validation: Improve the accuracy and efficiency of data feature identification
and data analysis through data validation and optimization of the model.

3.4 Data Mining

Data mining is a method of discovering patterns and knowledge hidden in data through
data exploration and analysis, which helps businesses make decisions and manage their
operations. To achieve data mining for oilfield service engineering technology data, the
following steps need to be taken:

(1) Determine data mining objectives: Analyze business requirements and determine
the objectives and methods of data mining.

(2) Search for data patterns: Utilize data mining tools and algorithms to search for and
discover hidden patterns and knowledge in the data.

(3) Data analysis and optimization: Improve the efficiency and accuracy of data mining
through data analysis and optimization [8].

(4) Apply data mining results: Apply the results of data mining to practical business
operations, assisting in decision-making and business management.

4 Exploration of Intelligent Data Governance

Artificial intelligence technology can bring higher levels of automation, intelligence,
and precision to drilling data governance. Techniques such as machine learning can
be utilized to establish predictive models for drilling data, improving data accuracy
and prediction capabilities. This article explores the commonly used machine learning
algorithms in data governance and summarizes the corresponding application scenarios
for each algorithm in drilling data governance.

In drilling data governance, the commonly used machine learning algorithms can be
categorized and explored based on their characteristics and application scenarios. The
following is a summary of the application scenarios for each machine learning algorithm
in drilling data governance:

(1) Regression algorithms: Regression algorithms are widely used in drilling data pre-
diction and modeling [9]. For example, with regression algorithms, prediction mod-
els for well trajectories can be established to forecast the variation trends of well
trajectories under different conditions, aiding in optimizing drilling plans.
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(2) Classification algorithms: Classification algorithms can be applied to classify and
recognize drilling data. For instance, classification algorithms can be used to clas-
sify drill bit wear levels and determine whether a drill bit replacement is needed,
providing suitable recommendations accordingly.

(3) Clustering algorithms: Clustering algorithms help identify similar patterns or clus-
ters within drilling data [10]. For example, by applying clustering algorithms, well
trajectory data can be grouped into clusters, finding similar trajectory patterns that
can contribute insights and guidance for decision-making [6].

(4) Association rule algorithms: Association rule algorithms are used to mine associ-
ations and dependencies within data. In drilling data governance, association rule
algorithms can be utilized to discover relationships between variables, uncovering
hidden patterns and associations that support data analysis and decision-making.

(5) Reinforcement learning algorithms: Reinforcement learning algorithms are useful
for optimization and decision-making problems in drilling data governance. For
example, in optimizing wellbore trajectories, reinforcement learning algorithms can
be used to gradually determine the optimal operational strategies through interac-
tions with the environment, achieving automation and intelligence in well trajectory
design.

In addition to the mentioned algorithms, there are other machine learning algorithms
that can be applied to drilling data governance, such as Support VectorMachines (SVM),
Artificial Neural Networks (ANN), and Decision Trees [11]. Each algorithm has its
own unique characteristics and suitable range of applications. The choice of algorithm
depends on the specific drilling data and governance needs.

5 Conclusion

For the governance of oilfield engineering technical data, it is essential to manage and
utilize the data from aspects such as data quality control, data standardization, data mod-
eling, and data mining. Machine learning algorithms can be combined with drilling data
governance to achieve automation, intelligence, and precision in drilling data gover-
nance, as needed and appropriate. Only through unified management and standardized
application of oilfield engineering technical data can the value and effectiveness of the
data bemaximized. Only by fully integratingwith new technologies can the development
and innovation of oilfield engineering technical data governance be promoted. There-
fore, we recommend that relevant companies prioritize the work of oilfield engineering
technical data governance and establish comprehensive data governance mechanisms
and standards to contribute to the sustainable development of data.
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Abstract. With the gradual application of knowledge atlas technology in oil and
gas exploration and development fields such as intelligent evaluation of oil and
gas reservoir and intelligent identification of oil and gas reservoir through logging,
the application of knowledge Atlas in oil and gas industry has attracted more and
more attention. In view of the problem of knowledge expression and application
in E&P sector field, a professional word bank of E&P was established based
on web crawler technology, a feature corpus of E&P field was established by
extracting E&P sector related achievement documents and literature data, and
the principle of E&P knowledge graph ontology construction was formulated
and the construction process was defined. The multistage classification system of
oil and gas exploration and development knowledge atlas ontology is described
and constructed from multiple dimensions such as sector, object and feature, and
the knowledge atlas ontology model of oil and gas exploration and development
sector domain is formed, which lays a foundation for the in-depth application of
knowledge atlas technology in petroleum exploration and development.

Keywords: Oil and gas exploration and development · Knowledge graph ·
Ontology · Relationship · Object · Features

1 Introduction

With the continuous progress of technology and the continuous development of explo-
ration and development technology in the petroleum industry, a huge amount of sector
knowledge and experience has been accumulated, which is an important basis for explo-
ration and development decision-making. How to accurately push these knowledge and
experiences to the researchers in need is an important issue in the construction and
application of knowledge graphs.

The knowledge graphs was first proposed as the concept of Semantic Web in 2006,
and formally proposed by Google in 2012. Its purpose is to provide users in all industries
with accurate and intelligent search experience. At present, the knowledge graph [1, 2]
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has been widely applied by multiple industries in fields such as intelligent question
answering and intelligent recommendation.

The construction of knowledge graph ontology is the core and foundation of knowl-
edge graph construction, and ontology construction needs to be combined with spe-
cific application fields. Among them, the construction of knowledge graph ontology for
exploration and development sector needs to build a scientific and complete knowledge
classification system based on comprehensive consideration of the current knowledge
situation in the exploration and development field, use the ontology construction lan-
guage to express the knowledge classification system clearly and clearly, and establish
the exploration and development domain knowledge graph ontology.

The construction of oil and gas industry knowledge graph [3–5] is still in its infancy.
At present, under the background of inferior quality of oil and gas resources, diver-
sification of exploration objectives, complex development objects, and fierce market
competition, conventional on-shore oil and gas exploration technology is not adaptable,
water drive oilfield development efficiency of high water cut oilfield is low, energy con-
sumption is high, water cut is rising fast, low natural productivity of oil Wells developed
in low permeability/ultra-low permeability oilfield, low production of single well, high
investment of production capacity of million tons. China’s petroleum industry is faced
with many technical challenges in domestic and overseas oil and gas exploration and
development. Artificial intelligence and knowledge graph technology can play a revolu-
tionary role beyond imagination at critical moments, but to realize the deep application
of knowledge graph technology in our oil industry, There are many technical difficulties
in the field of oil and gas exploration and development, such as the lack of comprehensive
knowledge graph [6–8] system, the absence of intelligent analysis ontology and entity
model, the lack of supporting intelligent application technology and the imperfection
of supporting platform functions. Therefore, the current research focus is mainly on the
innovative construction of oil and gas exploration and development knowledge ontology.

In this study, the ontology construction closely focuses on the research task of explo-
ration and development knowledge graph construction, combines the current status and
needs of exploration and development sector, closely combines the knowledge graph
ontology construction with core sector, conducts research and analysis on the status quo
of PetroChina’s exploration and development sector [9], clarifies the scope of knowl-
edge graph ontology construction, determines the construction content of exploration and
development knowledge system, and formulates sector classification and sector object
sorting strategy, Guide the construction of the ontology of exploration and development
knowledge graph.

In terms of ontology construction foundation: Based on the petroleum encyclopedia
of the Petroleum Industry Press, petroleum reference materials, and books, establish a
professional vocabulary and special corpus in the field of petroleum exploration and
development, as the foundation for the ontology construction of the exploration and
development knowledge graph.

In terms of ontology construction principles, it takes sector as the main line and
objects and features as the auxiliary for multi-dimensional division. On the basis of
complete sector description, clear structure and description specification, optimization
is carried out by referring to PetroChina exploration and development knowledge graph,
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artificial intelligence platform technical specification and EPDMmodel, and combining
with the correlation relationship between sector attributes and knowledge.

In terms of ontology construction process: Following the theoretical standards of top-
level design for exploration and development of PetroChina, the top-level concepts of
discipline and industry standards are combined with actual production application data
concepts, and the sector ontology in the exploration and development field is refined and
improved at a hierarchical level.

Based on the above thinking scheme, this paper constructs the ontology of domain
knowledge graph of exploration and development. The purpose of the construction is
to solve the technical problems of representation, sharing and application of domain
knowledge of exploration and development, and truly apply the knowledge graph to oil
and gas production.

2 Workflow

According to the characteristics of domain knowledge of oil exploration and develop-
ment, this paper classifies the knowledge, uses the Scrapy web crawler technology to
obtain various knowledgewords from the Internet pages, forms a professional vocabulary
of exploration and development, and collects and sorts a large number of exploration and
development literature data to forma characteristic corpus of various types of knowledge.

Collect and organize literature on exploration

and development

Knowledge

classification

Exploration and

development related

webpage

Exploration and

development related

literature

Exploration and

development vocabulary

library

Exploration and

development special

sentence library

Scrapy

technology
CAJ+PDF convert to

TXT technology

Exploration and

development business

object

Exploration and

development knowledge

relationship

NLP

technology

Knowledge

template

Knowledge graph system for oil and

gas exploration and development sector

Fig. 1. Workflow for constructing an ontology of exploration and development knowledge graph.

It uses the knowledge templates of various corpora and NLP technology to extract
sector object and knowledge relationships of various types of exploration and devel-
opment knowledge, Forming an ontology of exploration and development knowledge
graph in the field of oil and gas sector. The specific technical roadmap is shown in Fig. 1.
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3 Construction Ideas for the Ontology of Exploration
and Development Knowledge Graph

The construction of knowledge graph ontology of exploration and development closely
focuses on exploration and development research tasks, combines the status quo and
needs of exploration and development sector, closely combines the construction of
knowledge graph ontology with core sector, conducts research and analysis on the sta-
tus quo of PetroChina’s exploration and development sector, defines the construction
scope of knowledge graph ontology, determines the construction content of exploration
and development knowledge graph ontology, and formulates sector classification and
sector object sorting strategy, Guide the construction of the ontology of exploration and
development knowledge graph.

3.1 Foundation for Constructing Ontology of Exploration and Development
Knowledge Graph

The construction of a knowledge graph ontology for oil and gas exploration and devel-
opment is based on the establishment of a professional vocabulary and feature corpus
for oil and gas exploration and development.

Professional Vocabulary for Oil and Gas Exploration and Development. Based
on the core sector knowledge of oil and gas exploration and development, establish a
professional vocabulary library in the field of oil and gas exploration and development,
covering drilling, geological exploration, logging, geophysical exploration, oil and gas
field development and production, oil and gas gathering and transportation, etc., to
ensure coverage of profession-al vocabulary involved in oil and gas exploration and
development.

The vocabulary of the professional vocabulary comes from the PetroleumEncyclope-
dia column of the Petroleum Industry Press, which provides explanations of professional
vocabulary and corresponding terms for each section of the petroleum industry. In order
to collect vocabulary in the field of exploration and development, Scrapy web crawler
technology is used to crawl all vocabulary in the exploration block. Scrapy is a program
and script that automatically retrieves web page information according to certain rules.
Different from traditional search engines, web crawler automatically crawl data and only
crawl specific types of information they want to get, so they save time and improve the
efficiency of search engines [10–12] (Fig. 2).

Based on the principle of Scrap crawling, the vocabulary crawling in the petroleum
encyclopedia was implemented using Python language. The detailed process is as
follows:

(1) Obtain user-defined parameters and the URL of the Petroleum Press;
(2) Jump to the homepage of Petroleum Press;
(3) Obtain the menu bar location of the Petroleum Encyclopedia and enter this interface;
(4) Crawl the relevant vocabulary on the Petroleum Encyclopedia page;
(5) Store the crawled entry data into an excel document;
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Fig. 2. Workflow of the Scrapy framework.

(6) Determine whether the next entry exists. If it does, proceed to the next page and
continue crawling to the next entry. If it does not exist, export the final Excel
document;

(7) End of crawling.

After crawling, a total of 6135 professional terms were obtained, including geolog-
ical exploration, geophysical exploration, logging, oil and gas field development and
extraction, drilling, and oil and gas gathering and transportation (as shown in Table 1),
which basically meet the naming entity requirements for constructing an exploration
knowledge graph (Fig. 3 and Table 2).

Oil andGas Exploration and Development Feature Library. Establish a feature cor-
pus for the field of oil and gas exploration and development by extracting documents
and literature related to exploration and development sector [13, 14]. The feature cor-
pus includes corpus related to physical and chemical exploration, wellbore engineering,
comprehensive research, analysis and testing, oil and gas development and production,
and surface engineering sector, and continuously supplements and improves the corpus
based on the knowledge graph research stage. Based on the sector and application char-
acteristics of exploration and development, the corpus is divided into "normative class,
method class, expert class, and case class" (Fig. 4).

(1) Normative class

Collect and organize various specifications in the field of petroleum exploration
and development, store them in the form of documents or charts, and reflect the work
templates, standards, and other contents related to the exploration and development field
sector, such as technical specifications for data interpretation, drilling and coring quality
indicators, etc.
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Fig. 3. Crawling professional vocabulary process.

Table 1. Comparison between different work areas.

Oil & gas E&D sector Number of vocabulary

Geological prospecting 1600

Geophysical exploration 916

Well logging 671

Oil and gas field development and extraction 1190

Well drilling 1116

Oil and gas gathering and transportation 642

Total 6135
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Table 2. Example of Classification of Professional Entries.

Geological
prospecting

Oil
Geophysical
Prospecting

Well logging Oil and gas field
development

Well drilling
engineering

Oil and gas
gathering and
transportation

Earth body Geophysical
exploration

Geophysical
logging

Reservoir
Physics

well drilling Field oil and
gas gathering
and
transportation

Earth mass Oil
Geophysical
Prospecting

Cable logging Reservoir fluid Drilling design Oil and gas
distribution

Earth gravity Seismic
exploration

Mining site
Spheric
physics

Standard state Drilling
methods

Oil gas mixed
transportation

Earth radioactivity Reflected
wave method

Logging
while drilling

Oilfield water Drilling
method

Gathering and
transportation
process

ground
temperature

Refractive
wave method

Electrical
logging

Coexisting water Rotary drilling
method

Open process

Paleogeothermal
temperature

Physical
properties of
rocks

Resistivity
logging

Bound water Portable
drilling

Closed process

Exothermic layer Rock
elasticity

Ordinary
electrode
system

Reservoir oil Developing
sand drilling

Can free
process

Normal
temperature layer

Rock wave
velocity

Gradient
electrode
system

Degassed oil Classification
of wells

Oil shop sealed
air extraction

Earth heat flow Lame
coefficient

Electrode
coefficient

Two-phase
volume
coefficient

Shaw rock
hardness

Non oral
backpressure

Geothermal
anomaly

Young’s
modulus

Electrode
system
Record points

Reservoir fluid
compressibility
coefficient

Smith rock
hardness

Oil outlet pipe

Temperature field Poisson’s
ratio

Electrode
system
Electrode
spacing

Gas oil ratio Mineral elastic
modulus

Oil collection
pipe

Rock thermal
conductivity

Bulk modulus Detection
range

Dissolved gas oil
ratio

Rock elastic
modulus

Radial pipe
network

…… …… … … … … …… ……

(2) Method class

Collect and organize various work methods in the field of petroleum exploration
and development, store them in the form of documents and mathematical formulas,
and reflect the work methods, rules, formulas, and literature related to the sector in the
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Oil and gas exploration and development

library

Geophysical

and

geochemical

prospecting

Wellbore

engineering

Comprehensive

study

Analysis

and testing

Oil and gas

development

and

production

Surface

engineering

Normative class

Method Class

Expert class

Case class

Normative class

Method Class

Expert class

Case class

Normative class

Method Class

Expert class

Case class

Normative class

Method Class

Expert class

Case class

Normative class

Method Class

Expert class

Case class

Normative class

Method Class

Expert class

Case class

Fig. 4. Library of oil and gas exploration and development characteristics.

exploration and development field. Different processes and technical methods are used
for sorting out different sectors, such as downhole operations including acidification
and sand control, as well as centrifugal and diaphragm methods for measuring capillary
pressure curves.

(3) Expert class

This includes personal information, work experience, work achievements, work
summaries, and other knowledge of experts in the field of petroleum exploration and
development.

(4) Case class

This includes actual sector cases in the field of petroleum exploration and develop-
ment, stored in the form of documents, reflecting actual project cases, experiences, and
achievements related to sector work in the exploration and development field. A variety
of cases are generated in the exploration and development sector, such as drilling and
completion design cases, development plan preparation cases, etc.. Different cases are
sorted out for different sector object.

3.2 Principles for Constructing Ontology of Exploration and Development
Knowledge Graph

Thepurpose of designing the knowledge ontology classification framework is to logically
partition and organize a large number of entries based on common features, in order to
facilitate storage, sharing, and knowledge graph application. For the field of exploration
and development, knowledge classification should be guided by petroleum related topics,
and the overall classification of the main objects and sectors of the oilfield should be
summarized and summarized. Based on the exploration and development sector as the
main line, the life cycle of oil and gas field exploration and development, themanagement
stage of oil and gas field exploration and development, and other dimensions as the
principles, the core sector knowledge and functional knowledge involved in exploration
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and development are divided into categories to form a classification plan for exploration
and development knowledge, ensuring coverage of all exploration and development
sectors.

During the process of constructing the ontology, six aspects were analyzed and
considered (Table 3).

Table 3. Classification of oil and gas field exploration and development sector.

Sector Area Sector domain Number of vocabulary

Oil & gas exploration and
development

Physical and chemical
exploration

1600

Wellbore engineering 916

Comprehensive research 671

Analysis and testing 1190

Oil and gas development and
production

1116

Surface engineering 642

The main dimensions that can be adopted for the classification of exploration and
development knowledge are:

(1) Divided by sector and sector process;
(2) By sector object;
(3) Divided by professional (characteristic) knowledge.

The design of exploration and development knowledge classification follows the
principles of “complete sector, clear structure, standardized sector description, and good
scalability”, and is optimized based on the EPDMmodel. The main dimension is “sector
object”, forming the ontology classification of exploration and development knowledge.
On the basis of the knowledge classification system, feature descriptions are provided
for the objects involved in the knowledge content, providing a basis for the application
of knowledge.

Taking the sector as the main line, supplemented by objects and features for
multidimensional division.

The sector division mainly refers to the knowledge graph of China Petroleum Explo-
ration and Development, the technical specifications of artificial intelligence platforms,
and the EPDMmodel, and is optimized based on the correlation between sector attributes
andknowledge. The optimization of sector ismainly based on the principle ofmeeting the
fine-grained requirements of sector for knowledge application, effectively distinguishing
knowledge, and facilitating knowledge application.

(1) Sector integrity. Full coverage of exploration and development sector.
(2) Clear sector structure and unique sector classification.
(3) Standardized sector description and accurate sector division description.



Ontology Construction Technology of Knowledge Graph 449

(4) The granularity of sector division should be greater than or equal to the granularity
of knowledge, and a complete knowledge should not be divided into content due to
the subdivision of sector classification.

(5) Sector classification has good scalability. Fully consider reserving new sector. Ensure
the continuous development of exploration and development sector, while ensuring
the stability of sector classification.

Through multiple investigations, including exploration and development knowledge
graph and artificial intelligence platform technical specifications, EPDM models, text-
books, enterprise standards, Sinopec system, and a large number of related literature, the
first and second level knowledge classification of oil and gas exploration and develop-
ment knowledge graph has been determined. Subsequently, based on detailed research
and expert communication, a three-level and four-level knowledge classification of the
oil and gas exploration and development knowledge graph was determined (Fig. 5).

Geophysical

and

geochemical

prospecting

Wellbore

engineering

Surface

engineering

Oil and gas

development

and

production

Comprehensi

ve study

Analysis and

testing

6 first level classifications

22 second level classifications

Knowledge Graph System for

Exploration and Development

Fig. 5. Exploration and development knowledge graph classification diagram.

3.3 Construction Process of Knowledge Graph Ontology for Oil and Gas
Exploration and Development

On the basis of the constructed knowledge classification system, based on the explo-
ration and development knowledge graph and artificial intelligence platform technical
specifications, the ontology construction technology is used to express the knowledge
classification system clearly, and to establish the exploration and development domain
ontology.

The ontology construction of exploration and development knowledge graph [15,
16] is a system engineering that involves multiple sector fields such as physical and
chemical exploration, wellbore engineering, comprehensive research, oil and gas field



450 N. Li et al.

development and production, analysis and testing. The amount of sector knowledge is
huge and complex among each other. In order to clearly and accurately construct the
ontology of exploration and development knowledge graph, the specific construction
idea is:

(1) Following the top-level design theory of exploration and development, the ontol-
ogy planning and design are carried out from top to bottom, with priority given to
defining the top-level comprehensive and comprehensive concept expression in the
exploration and development sector field. Based on the artificial intelligence plat-
form and knowledge graph technical specifications, referring to the EPDM model,
after analysis and sorting, the top-level framework of exploration and development
ontology is divided into physical and chemical exploration, wellbore engineering,
comprehensive research, analysis and testing, oil and gas development and produc-
tion surface engineering, based on this concept, is refined step by step, constantly
sorting and improving new concepts at different levels.

(2) Improve the construction of exploration and development ontology from bottom
to top, by collecting actual data from exploration and development data sources,
focusing on practical application research sector, combined with the exploration
and development sector entities extracted from actual data, fully considering the
application scenarios and user actual needs of the ontology, and logically analyzing
and organizing a large number of actual data entries based on common features, At
the same time, based on the top-level design of exploration and development, refine
the ontology concepts under the sector application [17–20].

(3) Effectively combining top-down and bottom-up methods, combining top-level
concepts of discipline and industry standards with actual production application
data concepts, and refining and improving the sector ontology of exploration and
development at a hierarchical level.

For the construction of ontology, different fields have different understandings and
methods, but ontology construction basically follows the following principles:

(a) The principle of objectivity, the definition of ontology follows industry standards
and norms;

(b) The principle of completeness, the definition of ontology can fully ex-press the
meaning of industry terms;

(c) The principle of consistency is that the conclusions drawn from the inference of
knowledge are consistent with the meaning of its ontology;

(d) The principle of continuous improvement is that the exploration and development
sector is a gradual evolution and continuous improvement process. The exploration
and development sector continues to develop, and due to various reasons such as
mechanism adjustments, market changes, and sector expansion, the exploration and
development ontology will also change accordingly;

e) The principle of sector optimization, the construction of exploration and devel-
opment ontology, helps enterprises optimize (sector processes and provide better
products and services with higher efficiency and better quality.



Ontology Construction Technology of Knowledge Graph 451

The specific construction process is shown in the following figure:

(4) The granularity of sector division should be greater than or equal to the granularity
of knowledge, and a complete knowledge should not be divided into content due to
the subdivision of sector classification.

(5) Sector classification has good scalability. Fully consider reserving new sector. Ensure
the continuous development of exploration and development sector, while ensuring
the stability of sector classification.

During the process of constructing the ontology, six aspects were analyzed and
considered (Fig. 6).
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Fig. 6. Process of knowledge ontology for oil and gas exploration and development knowledge
graph.

4 Exploration and Development Knowledge Graph Ontology
Model

4.1 Construction of Exploration and Development Knowledge Graph Ontology

Sector Domain. The sector domain focuses on exploration and development sector,
with multiple dimensions such as the life cycle of oil and gas field exploration and
development, and the management stage of oil and gas field exploration and develop-
ment as the principle. The core sector knowledge and functional knowledge involved in
exploration and development are divided into categories. In accordance with the habits
of oil and gas exploration and development management, the sector within different sec-
tor domains should not overlap and ensure coverage of all exploration and development
sectors. Based on the above principles and methods, the oil and gas field exploration and
development sector is divided into six major sector domains: “physical and chemical
exploration”, “wellbore engineering”, “comprehensive research”, “analysis and testing”,
“oilfield development and production”, and “surface engineering”.
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(1) Physical and chemical exploration

To ensure that the field of geophysical and geochemical exploration does not dupli-
cate and can cover all sectors, sector division is carried out based on actual sector
work and scenarios, and a geophysical and geo-chemical exploration ontology model
is established. The sector model involved in geophysical and geochemical exploration
is established through the top-level sector of geophysical and geochemical exploration
set by experts in the petroleum field. Based on multiple characteristics such as the con-
tent, object, and scope of the sector, the multi-level sector ontology model architecture
is formed, which mainly includes all content related to geophysical and geochemical
exploration deployment, seismic exploration, gravity exploration, magnetic exploration,
chemical exploration, and electrical exploration (Table 4).

Table 4. Examples of Physical and Chemical Exploration Sector Concepts.

Sector domain First level sector Secondary sector Third level sector

Physical and chemical
exploration

Physical and chemical
exploration deployment

Seismic exploration
deployment

Surface seismic
deployment

Well site seismic
deployment

Gravity exploration
deployment

–

Magnetic exploration
deployment

–

Chemical exploration
deployment

–

Deployment of
electrical exploration

–

(2) Wellbore engineering

The wellbore engineering constructs a multi-level sector ontology model architec-
ture based on the concept of physical and chemical exploration sector do-main, mainly
including logging, logging, drilling, testing, and all other content related to the wellbore
(Table 5).

(3) Comprehensive research

Comprehensive research constructs a multi-level sector ontology model architecture
based on the concept of physical and chemical exploration sector field, mainly includ-
ing planning and deployment, exploration geological research, development geological
research, oil and gas reservoir engineering, development scheme design, and all other
related content related to comprehensive research (Table 6).
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Table 5. Example of Wellbore Engineering Sector Concept.

Sector domain First level sector Secondary level
sector

Third level
sector

Fourth level sector

Wellbore
engineering

Well design Well location
design

– –

Well position
measurement

– –

Drilling
geological design

– –

Drilling
Engineering
Design

– –

Drilling
engineering

Drilling
construction

Predrilling –

Drilling
operations

Normal drilling
operations

Directional
homework

Table 6. Example of Comprehensive Research Sector Concept.

Sector domain First level sector Secondary sector Third level sector

Comprehensive
research

Planning and
Deployment

development
planning

Overall development
plan

Special planning

Exploration
Planning and
Deployment

Exploration Planning
and Design

Exploration Deployment
Design

Development
Planning and
Deployment

Development planning
and design

Development
Deployment Design

Exploration geological
research

Stratigraphic
research

Determination of
Standard Layer and
Sequence Boundary

Single well research
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(4) Analysis and testing

The analysis and testing builds a multi-level sector ontology model architecture
according to the thinkingof geophysical andgeochemical exploration sector field,mainly
including conventional core analysis, core specific analysis, fluid property analysis, rock
mineral analysis, stratum paleontology analysis, geochemical analysis, enhanced oil
recovery indoor analysis and all other contents related to analysis and testing (Table 7).

Table 7. Example of Analytical and Laboratory Sector Concepts.

Sector domain First level sector Secondary sector

Experimental analysis Routine core analysis Porosity analysis

Permeability analysis

Oil water saturation analysis

Analysis of carbonate content in rocks

Determination of chloride content in rocks

Special core analysis Determination of oil-water relative
permeability by steady-state method

Measurement of oil-water relative permeability
by unsteady state method

(5) Oil and gas development and production

The multi-level sector ontology model architecture for oil and gas development and
production is constructed based on the concept of physical and chemical exploration
sector, mainly including all content related to oil and gas development and production,
such as oil and gas reservoir engineering management and oil and gas pro-duction
engineering management (Table 8).

(6) Surface engineering

Surface engineering constructs a multi-level sector ontology model architecture
based on the concept of geophysical and geochemical exploration sector domain, mainly
including surface engineering design, surface engineering construction, and all other
related content related to surface engineering (Table 9).

Object Domain. Sector object [4] refers to sector related objects in oil and gas explo-
ration and development, including both sector object with spatial location attributes
(positioning sector object), such as structural units and wells, and objects without spatial
attributes (non positioning sector object), such as documents. According to the six sector
domains of geophysical and geochemical exploration, wellbore engineering, compre-
hensive research, analytical testing, oil and gas development and production, and surface
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Table 8. Example of oilfield development and production sector concepts.

Sector domain First level sector Secondary sector Third level sector

Oil & gas
development &
production

Oil & gas reservoir
engineering
management

Production plan Single well production
plan

Oil and gas field
production plan

Oil and gas
production

Single well production

Oil and gas field
production

Dynamic analysis Single well performance
analysis

Well group dynamic
analysis

Dynamic analysis of block
units

Oil and gas engineering
management

Injection and
production
engineering
management

Machine procurement
system management

Analysis of underground
technical conditions

Water injection system
management

Table 9. Example of Surface Engineering Sector Concept.

Sector domain First level sector Secondary sector

Surface engineering Surface engineering design Electronic power network
design

Pipeline design

Station storage design

Oilfield facility design

Oil production platform
design

Surface engineering construction Pipeline construction

Station storage construction

Electronic power network
construction

Oil production platform
construction



456 N. Li et al.

engineering involved in exploration and development, and combined with the results of
knowledge classification, the relevant objects of oil and gas exploration and develop-
ment sector are sorted out, basically covering the objects involved in exploration and
development sector, and sector object are divided uniformly according to sector types
(Table 10).

Table 10. Example of concept of exploration and development sector object.

Basin – – –

– Depression –

– – Oil and gas fields –

– – – Block

Chrono stratigraphy – – –

Seismic reflection interface – – –

Oil and gas horizons – – –

– Oil reservoir group – –

Feature Domain. The description of exploration and development characteristics is
based on earth science, including petrology, mineralogy, paleontology, stratigraphy,
structural geology and other disciplines. Each discipline knowledge has similarities
and differences. To describe the sector object, the following three feature description
conditions must be fully considered: (1) discipline knowledge can completely describe
the meaning of this feature of the sector object; (2) The disciplinary knowledge describ-
ing the characteristics of exploration and development can not only reflect the common
characteristics of different features, but also reflect the different characteristics of each
feature; (3) Having continuous improvement characteristics, able to continuously opti-
mize and supplement exploration and development feature description knowledge in
response to the development and changes of the discipline.

Exploration and development involves a large number of geoscience disciplines.
To build a feature de-scription ontology in the exploration and development field, a
certain discipline node is required as the top-level concept of feature description. Taking
“sedimentary rock” as an example, the feature concept of the discipline knowledge is
described in detail to assist ontology construction (Fig. 7).

Relationship. Relationship is the description of the relationship between two concepts.
After concept extraction and definition, it becomes scattered and isolated individual
units. It is necessary to extract and analyze the relationships between concepts, establish
the relationship between concepts, and form a network association structure. When
constructing the exploration and development ontology, it is necessary to construct the



Ontology Construction Technology of Knowledge Graph 457

Sedimentary

rock
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Parent rock

weathering

Pyroclasts

Origin

Lithology
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biogenic rock
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Oil shale
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Halide rock
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Other
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Transport
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Quartz

Calcite

Dolomite

Fig. 7. Example of sedimentary rock concept.

relationships between concepts based on the actual situation of the oil and gas sector field.
On the basis of general relationships be-tween concepts, this article further establishes
ontology custom relationships specifically for concepts in the petroleum field according
to sector ontology requirements, and improves the ontology relationship network for oil
and gas exploration and development (Table 11).

Table 11. Example of the ontology relationship network for oil and gas exploration and
development.

Relationship Name Description Example

Belong to A belongs to B, or B contains A The application area belongs to a
region

Be in The position of A is B Well No. 1 is located at the high part
of the buried hill anticline

Drilling encounter Formation encountered by bit A Well No. 1 Drilling Encounters
Quaternary System

Sub event A is a sub event of B Drilling “sub event” drilling

Nearby A and B can be
discovered and found together

Well No. 1 near Well No. 2
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4.2 Exploration and Development Knowledge Graph Ontology Model

By defining ontology concepts and constructing an exploration and development sector
domain ontology, 258 ontology concepts and 244 relationships for oil and gas exploration
and development sector services were completed (Fig. 8).

Fig. 8. Example of ontology model.

5 Conclusion

The construction of domain knowledge graph ontology of exploration and develop-
ment is a process of continuous development. With the continuous updating of new
technologies, methods and data of exploration and development, the construction of
knowledge graph is also a process of continuous updating. Ontology needs to be con-
stantly improved and developed to ensure the accuracy and integrity of exploration and
development knowledge graph ontology. In addition, although this article describes the
construction methods and ideas of the exploration and development knowledge graph,
there is currently no unified and standardized process for constructing the ontology in the
exploration and development field, and continuous exploration and research are needed
to promote the continuous development of the oil and gas exploration and development
sector knowledge graph.

Aiming at the problem of domain knowledge expression and application of explo-
ration and development sector, this paper analyzes the knowledge graph technology from
three aspects of sector domain, object domain and feature domain, proposes the con-
struction method and process of domain knowledge graph ontology of exploration and
development, and solves the expression problem of domain knowledge of exploration
and development. Based on the knowledge graph and artificial intelligence platform
technical specifications, referring to the EPDM model, design a construction plan for
the exploration and development knowledge graph, and ultimately form an exploration
and development ontology model.
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(1) Based on the core sector knowledge of oil and gas exploration and development,
knowledge related to exploration and development sector is automatically extracted
from professional websites, books, and other materials, and a professional vocabu-
lary and feature corpus in the field of oil and gas exploration and development are
established. The professional vocabulary and corpus should cover all professional
vocabulary or knowledge points in the exploration and development field as much as
possible, without emphasizing the logical relationship between knowledge points,
and emphasizing whether to fully cover all important concepts in the exploration and
development field, which is a standardized collection of concepts for establishing
an exploration and development knowledge graph.

(2) Taking sector, objects and characteristics as the main line, based on the knowledge
graph of exploration and development and the technical specification of artificial
intelligence platform, referring to the EPDMmodel, and following the principles of
sector integrity, clear sector structure, unique sector classification, sector description
specification and good scalability, a classification system of exploration and devel-
opment domain knowledge is established. Through scientific, complete and clear
expression of the domain knowledge of exploration and development and the rela-
tionship between knowledge, a knowledge classification covering the exploration
and development domain is formed.

(3) On the basis of the constructed knowledge classification system, based on the explo-
ration and development knowledge graph and the technical specifications of the arti-
ficial intelligence platform, the ontology construction language is used to express
knowledge clearly and clearly, and the exploration and development domain ontol-
ogy is established from the three dimensions of sector, object and feature, complet-
ing the preliminary transformation of the exploration and development knowledge
classification system to the knowledge graph ontology.
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learning to automatically identify natural fractures in reservoirs. The fracture labels
of conventional logging come from imaging logging. Conventional logging data is
decomposed through multi-scale wavelet to extract components that reflect frac-
ture information, and further build the original data set. The AdaBoost model is
trained based on a modified dataset of balanced samples for automatic fractures
recognition in logging. The research results indicate that the approximate compo-
nent and high-frequency component reflect the fluctuation of the formation and
noise information respectively, and have little impact on the reservoir fractures
identification; The medium frequency component can reflect the characteristic
information of fractures and can be used formodel training; After hyper-parameter
optimization, the AdaBoost model has high accuracy and generalization ability,
and can still accurately identify the types and distribution of natural fractures
from the actual unbalanced logging data. This research has important guiding
significance for the accurate characterization and construction of reservoir.

Keywords: Conventional Logging · Imaging Logging · Natural Fractures
Identification · Machine Learning · Wavelet Transform

1 Introduction

Natural fracture is an important factor affecting reservoir characteristics. The distribu-
tion and development of fractures are closely related to the stable and high production of
oil and gas resources [1, 2]. Therefore, fracture identification and evaluation is the basic
research content for efficient exploration of oil and gas resources [3]. The accurate iden-
tification of natural fractures is helpful for people to understand the physical character-
istics of the reservoir, to select reasonable mining technology or reservoir reconstruction
scheme [4, 6].

Geophysical logging has been widely used in natural fracture identification because
of its fine vertical resolution. Itmainly includes conventional logging and special logging.
Fractures produce special responses on conventional logging curves, so it is feasible to
identify fractures based on this logging [7]. Aghli et al. [8]used the first derivative curve
of conventional logging curve to detect the development of reservoir fractures, and
the results had a good correspondence with the fractures revealed by imaging logging.
Tokhmchi et al. [9] found a good correspondence between the energy and fracture density
of conventional logging curves, and established a nonlinear relationship between them.
Imaging logging is a special kind of logging. Comparedwith conventional logging, it can
more intuitively show the shape and distribution of fractures [10], can control the scaling
and has been widely used in fracture identification and evaluation [11, 12]. However, the
high cost of imaging logging makes it unable to be widely used. Therefore, conventional
logging is still the main data source for fracture identification.

Because of the complex structure and serious heterogeneity of the reservoir, it is
difficult to determine the direct relationship between fractures and conventional logging.
Machine learning can deeply mine the fracture information in conventional logging data
and establish a reasonable mapping relationship [13]. In recent years, classical machine
learning models such as multi-layer perceptron and random forest have been applied
to the identification and evaluation of fractures [14, 15]. Conventional logging data is
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relatively easy to obtain, but it cannot directly reflect the actual distribution of fractures,
and cannot provide accurate labels for data samples. It is a feasible scheme to combine
conventional loggingwith imaging logging for accurate identification of natural fractures
[16, 17]. Therefore, this paper proposes a method of natural fracture identification using
AdaBoost model based on conventional logging and imaging logging data.

This study mainly identifies open fractures and fill fractures. The fractures identified
by imaging logging are used to mark the samples of conventional logging. Then the
conventional logging data is decomposed by wavelet. The wavelet components asso-
ciated with fractures are used to construct data sets for AdaBoost model training. The
trained model is used to identify natural fractures. This sturdy provides an efficient and
convenient method for the reservoir natural fractures identification, which has important
engineering application value.

2 Geological Setting

The study area is located in the Dahebian syncline of Liupanshui City, Guizhou
Province, belonging to the Yangtze Landmass (grade I), Qianbei uplift (grade II),
Liupanshui fault depression (grade III) and Weining northwest structural deforma-
tion area. The strata include the Emeishan basalt formation of Upper Permian
(P3β), Longtan Formation(P3l),Lower Triassic Feixianguan Formation(T1f), Yongn-
ingzhen Formation(T1yn),Middle Triassic Guanling Formation(T2g)and quaternary sys-
tem(Q)overlying the above strata. The main lithology includes siltstone, argillaceous
siltstone, mudstone, coal and basalt. Fractures are developed in various rock layers, and
some fractures are fill with calcite and other minerals (see Fig. 1).

Fig. 1. Core photos with fractures. (a)Mudstone with open fracture (b) siltstone with fill fractures
(c) mudstone with open and fill fractures (d) coal
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3 Methodology

3.1 Adaboost Algorithm

AdaBoost is an ensemble learning algorithm that promotes weak learners to strong
learners [18]. The core principle is to fit a sequence of weak learners (such as decision
trees). Adjust the weights of the training samples based on the performance of the weak
learners generated during each training session, and apply them to the generation of the
next learner until all weak learners have been trained. Then, the predictions of all weak
learners are combined through weighted majority vote (or summation) to produce the
final prediction. During the iteration process, the weights of training samples that were
incorrectly predicted will increase, the weights of training samples that were correctly
predictedwill decrease. In thisway, each subsequentweak learner focuses on the example
which the previous learner identifying errors. The iterative approach adopted by the
Adaboost algorithm enhances the accuracy and generalization ability of the classifier
[19].

3.2 Wavelet Transform

Wavelet transform is a time-frequency localization analysis method with a variable
time-frequency window [20].The formula is given by Eq. (1)

WT (α, τ ) = 1√
α

∞∫
−∞

f (t)ϕ ·
(
t − τ

α

)
dt (1)

where, f (t) is the original signal, ϕ is a base wavelet transform function, α is the scale
factor, τ is the shift factor [21]. α and τ can control the scaling and translation of
wavelets. The original signal can be decomposed into approximate components and
multi-level detail components by wavelet transform. The approximate component rep-
resents the low-frequency information of the signal, and the detail components represent
the information of different frequencies. Fractures can disturb logging signals, but this
disturbance may be masked by the overall formation signal. At the same time, the noise
will also affect the disturbance. Through the multi-scale wavelet decomposition of the
logging signal, the signal characteristics of different frequencies can be obtained, so as
to extract the critical component that can best reflect the fracture.This method has been
successfully applied in lithology division and fracture identification [22, 23].

3.3 Adaptive Synthetic (ADASYN) Algorithm

In this study, the natural fractures to be identified include open fractures and fill fractures.
The samples in the original data set are from conventional logging, and the fracture labels
of the samples are marked by imaging logging. Non-fracture samples are marked as 0,
open fracture samples are marked as 1, and fill fracture samples are marked as 2. The
dataset contains a total of 6641 samples, including 6376 non fracture samples, 114 open
fracture samples, and 151 fill fracture samples. In the original data set, the number of
samples marked as fractures accounts for a low proportion of the total samples. If the
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learner determines all samples as non-fracture samples, the overall accuracy of themodel
is still as high as 96%. Imbalanced data will cause the model to pay more attention to the
learning of majority classes and cannot learn the characteristics of minority classes. A
large number of fracture samples will be judged as non-fracture samples, so the fractures
cannot be identified.Theomission andmisjudgment of fractures have a significant impact
on the accurate characterization of reservoir structure, and then affect the subsequent
decision-making. An ideal learner should recognize the fracture samples as accurately
and comprehensively as possible. Therefore, the original data set must be modified to
solve the problemof data imbalance, so as to improve the recognition ability of the learner
for fractures. ADASYN is an oversampling method used to deal with unbalanced data
sets. The algorithm is similar to (Synthetic Minority Oversampling Technique) SMOTE
[24], but it generates different number of samples depending on an estimate of the
local distribution of the class to be oversampled [25]. Through ADASYN algorithm,
new minority samples are generated to achieve sample equilibrium. There are 19111
samples in the new data set after reconstruction, including 6376 non-fracture samples,
6370 open fracture samples and 6365 fill fracture samples.

3.4 Tree Structured Parzen Estimator

Tree structured Parzen Estimator (TPE) is a Bayesian optimization modeling strategy
aimed at finding the optimal parameters from the configuration space to maximize the
expected improvements (EI) [26]. TPE algorithm can accurately and quickly find the
optimal configuration parameters of AdaBoost model.

3.5 Model Training and Performance Evaluation

The workflow of model training is shown in Fig. 2. The data set was divided into training
set (75%) and testing set (25%). The training set is used for model training and hyper-
parameter optimization, and the testing set is used for model performance evaluation.
The parameters to be optimized mainly include: n_estimators,learning_rate, max_depth
and min_samples_split. Where, max_ depth and min_ samples_split is the configuration
parameter of the base learner (decision tree). To prevent over fitting during training,
the average error loss of 5-fold cross-validation is used as the objective function of
the hyper-parameter optimization. After obtaining the optimal parameter configuration
through iterative training, the performance of AdaBoost model is evaluated based on the
testing set.

4 Results and Discussion

4.1 Fracture Feature Extraction by Wavelet Transform

In this study, the original logging data included the natural gamma (GR), sonic (AC),
compensated neutron (CNL), densities (DEN), deep lateral resistance (LLD), caliper
logging (CAL), spontaneous potential(SP).In order to eliminate the dimensional dif-
ference between different logs and improve the speed of machine learning, the data are
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Fig. 2. The workflow of model training

standardized. Next, all logging data are decomposed by 5-level multiscale wavelet based
on db8 wavelet function. Taking GR as an example, the approximate component and the
each level detail component are shown in Fig. 3.

The cA5 is an approximate component of GR curve, representing low-frequency
information, reflecting the overall fluctuation of the formation, and is less sensitive to
fracture identification. The cD5, cD4, cD3, cD2, cD1 are the detail components of GR
curve. cD5 and cD4,are medium frequency components, which have obvious response
to fractures.cD3、cD2 and cD1 are high-frequency components, representing noise or
other interference unrelated to fractures. Through the multi-scale wavelet transform of
logging curves, it can be considered that cD5 and cD4 record the characteristic infor-
mation of fractures, so the sum of these two components is used to establish the data set
of machine learning [22].

4.2 Hyper-parameter Optimization

The data set established by wavelet component is modified by ADASYN algorithm
to achieve sample equalization. The new dataset contains 19111 samples. It is used
for AdaBoost model training, optimization and evaluation. 75% of the data is used as
training set for model training and hyper-parameter optimization. After 1000 iterations
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Fig. 3. GR wavelet transform

of TPE algorithm, the optimal hyper parameter configuration of the model is finally
determined (Table 1).

Table 1. Optimal configuration of the hyper-Parameters

Hyper-parameters Description Range Optimal value

n_estimators The maximum number of estimators at which
boosting is terminated

(50,200) 118

learning_rate Weight applied to each classifier at each
boosting iteration

(0,1) 0.572

max_depth Base estimator parameter. The maximum
depth of the tree

(1,6) 6

min_samples_split Base estimator parameter. The minimum
number of samples required to split an internal
node

(0,1) 0.002

4.3 Performance Evaluation Result

The remainder 25% of the data is used to evaluate the performance of the model. In this
paper, the overall accuracy (OA), precision, recall and F1-score. The calculation formula
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of other metric is as follows:

OA = TP + TN

TP + FP + TN + FN
(2)

Precision = TP

FP + TP
(3)

Recall = TP

FN + TP
(4)

F1 = 2∗Recall∗Precision
Recall + Precision

(5)

where, TP, TN, FN and FP are the four elements in the confusion matrix:true positive,
true negative, false negative, false positive

Table 2 shows the calculation results of various evaluationmetric of AdaBoost model
with optimal hyper-parameter configuration on the testing set. After parameter optimiza-
tion, the evaluation metrics of the model were improved from less than 0.65 to 0.98. The
accuracy and generalization ability of the model have been significantly improved. At
the same time, this study also trained Support Vector Machine (SVM), Multi layer Per-
ceptron (MLP), and Random Forest (RF) based on the same training set, and evaluated
them in the same test set. The evaluation results show that the evaluation metrics of the
optimized AdaBoost model are higher than those of other models. Therefore, it can be
proved that AdaBoost model can more accurately identify fractures.

Table 2. Performance measure of models

Model Measurement evaluation metric

OA Precision Recall F1-score

SVM 0.774 0.793 0.777 0.768

MLP 0.826 0.828 0.828 0.824

RF 0.813 0.830 0.815 0.813

AdaBoost(default) 0.642 0.641 0.644 0.641

AdaBoost(optimal) 0.982 0.983 0.983 0.983

4.4 Natural Fracture Identification

In this paper, in order to solve the problem of sample imbalance, the original data
set is modified by ADASYN algorithm. The number, characteristics and distribution of
samples in the new dataset are different from the original dataset. In order to test whether
the optimized AdaBoost model can still accurately identify fractures from unbalanced
data sets, the original unbalanced samples are put into the model to identify natural
fractures. The identification results of natural fractures are shown in Fig. 4.
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Figure 4 shows that AdaBoost model can still accurately identify the category, loca-
tion and distribution of natural fractures in the original unbalanced data set. Figure 5
shows the confusion matrix of AdaBoost recognition results in the original data set.
In the imbalance data set, although the proportion of fracture samples is only 4%, the
model can still accurately identify most fractures. Therefore, the results can prove that
AdaBoost model can directly use the logging components after wavelet decomposition
to accurately identify natural fractures.

Fig. 4. Natural fracture identification results

In previous studies, drilling core is the most effective evidence to identify fractures.
However, It cannot be widely used due to the limitation of cost and recovery factor
[27], and cannot provide detailed fracture labels for samplesIn this study, the sample
characteristics of the dataset used to train the AdaBoost model come from conventional
logging. Imaging logging is used to mark fractures in conventional logging samples. The
advantages of this processing method are as follows: 1) imaging logging can provide
detailed natural fracture information, which solves the problem of fracture marking in
conventional logging. 2) It is only necessary to extract cD5 + cD4 wavelet components
from conventional logging data and put them into AdaBoost model. The type, location
and distribution of natural fractures in this logging can be identified. Therefore, this
study provides an efficient, practical and accurate method for the characterization and
construction of reservoirs, and has important theoretical and application significance for
the exploration and development of oil and gas resources and reservoir reconstruction.
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Fig. 5. Confusion matrix. 0: non-fracture, 1: open fracture, 2: fill fracture

5 Conclusions

In this study, AdaBoost model is constructed based on conventional logging and imaging
logging, and natural fractures are identified. The main conclusions are as follows:

(1) The wavelet transform results of the original log show that cD5 and cD4 components
have a greater response to fractures. The cD5 and cD4 can be considered to record
the characteristic information of fractures. Other components represent the overall
stratum fluctuation or noise, and are not related to fractures.

(2) The performance evaluation result of AdaBoost model with default parameter con-
figuration on the test set is low. After hyper-parameter optimization, the performance
ofmodel has been greatly improved, and the accuracy and generalization ability have
been significantly promoted.

(3) Although the AdaBoost model is trained based on the modified data set, the model
can still directly identify fracture (minority class samples) from the imbalanced data
set. Therefore, it proves that the model can accurately identify the type, location and
distribution of natural fractures based on conventional logging data after wavelet
transform.
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Abstract. In order to ensure the safe production of oil drilling equipment, about
2000 sets of in-service oil drilling rigs and workover rigs need to be tested and
evaluated every year, covering Daqing, Changqing, southwest, Tarim, Dagang and
other major oil and gas fields as the key equipment of the drilling rig system, the
bearing capacity of the Derrick is directly related to the safety of production. In
view of the complex data transmission line, low efficiency and high labor intensity
of the wired strain tester, a wireless strain testing system with the function of
testing and analyzing the bearing capacity of Derrick is developed the integration
of wireless transmission of Derrick bearing capacity test data, on-line analysis
and load capacity evaluation is realized. Through the quasi-calibration of Beijing
Institute of Metrology and Field Test of Oil Derrick, it is proved that the research
results have high accuracy in strain detection (JJG623–2005), strong stability,
high efficiency, lowpower consumption, friendly interpersonal interface and broad
application prospects.
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1 Introduction

Oil Derrick is a kind of tower mast steel structure, which is used for hoisting equipment
and tools such as crane, traveling car, big hook, etc., to bear the load caused by drilling,
casing and other operations, and to provide height and space for drilling and storing
string operation [1–3]. Due to the poor working environment of the oil exploration and
development site and the complex load on the Derrick, it is affected by various defects,
overloading, corrosion and other factors in the process of long-term use, resulting in bad
changes in the internal structure of the Derrick of the in-service drilling rig. as a result,
the bearing capacity of the original design of the drilling rig Derrick is reduced [4–6].

The oil Derrick belongs to a large steel structure system. If the traditional wired
strain measurement method is adopted, the wiring installation of the system is tedious,
theworkload is heavy, themeasurement accuracy is affected by the environment andwire
length, and the testing time is longer [7–9]. Compared with the traditional wired system,
the wireless strain testing system is more convenient, more efficient, high reliability, low
power consumption, high precision, strong stability and other advantages, so it is very
suitable to be used in the field testing of oil Derrick.

2 Technical Principle

The wireless strain testing system is a set of precision instrument system for measuring
the strain of metal materials or structures. The data is transmitted through the wireless
network. In addition to the general speed measurement module, the software also inte-
grates the analysis and evaluation module of the bearing capacity of the oil Derrick. The
integration of data acquisition and analysis is realized. The instrument uses the wireless
strain detection base station to complete the strain measurement with high precision and
high stability; each detection base station can work independently and distribute; the
wireless data transmission is realized through the wireless test network composed of
the detection base station, the router and the computer; the computer is equipped with
wireless strain testing system software to collect, store, display and analyze the received
test data in real time to complete the strain test. The hardware system consists of sev-
eral wireless strain detection base stations, a wireless WIFI router and a computer, and
the software system is a wireless strain testing system. The networking structure of the
system is shown in Fig. 1.

3 System Composition

The wireless strain test system is composed of 8 wireless strain test base stations, 8
sensor connecting cables, 1 wireless router and a set of wireless strain test software. The
whole wireless strain test system is shown in Fig. 2

Theoverviewdiagramof the software interface is shown inFig. 3.Thewhole program
consists of menu bar, toolbar, base station navigation area, label function area and so
on. The navigation area of the base station equipment is a tree view, which shows all
the base stations and the corresponding test points currently online. When switching
between different base stations, the display data of the corresponding tabbed function
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Fig. 1. The networking structure of the system

Fig. 2. Physical diagram of wireless strain testing system

area on the right will also be switched accordingly. The menu system contains all the
functions of the system, including file menu module, data acquisition menu module,
data browsing menu module, auxiliary tools menu module, help menu module and label
function area module. Each wireless strain detection base station passes the distributed
location test and completes the strain measurement independently. Common functions
place shortcut buttons on the toolbar to improve operational efficiency.

By analyzing and comparing the structure composition, working principle and oper-
ating environment of drilling pump and winch equipment, the faults of drilling pump
and winch are summarized as shown in Table 1 and Table 2.
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Fig. 3. Software interface overview diagram

4 Main Technical Index

The main technical performance indicators of wireless strain testing base stations are
shown in Table 1.

The performance of the wireless strain testing system software is shown in Table 2.
The innovation of wireless strain testing system has the following two points.

1. The high-precision data acquisition and processing technology based on high-
precision differential operational amplifier, low-noise temperature compensation,
precision voltage stabilization and high-precision strain testing technology based
on elastic elements in low temperature environment are integrated. A wireless static
strain tester for on-line detection of drilling equipment is developed.

2. Combining the real-time data analysis model of bearing capacity with high-precision
data acquisition system, a wireless static strain testing system with the function of
real-time analysis of bearing capacity of drilling equipment is developed.

3. Strain testing and load capacity calculation are shown in Fig. 4。
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Table 1. Technical index of wireless strain testing base station

Technical parameters Unit Parameter value

Accuracy level Stage 0.1(JJG623–2005), ± (0.1%red ± 1 με)

Highest resolution με 1

Zero drift / 0.1με/4h

Indication stability / 0.01%/4h

Sampling frequency Hz 2

Bridge way / Full bridge, half bridge, 1/4 bridge optional

Data transmission form / Wifi transmission

Effective transmission distance m 100

Number of channels / 4 channels/base station, supporting up to 32
base stations for synchronous acquisition
(128 channels)

Working voltage V 4.2

Working current mA 160

Power supply mode / Lithium battery powered, continuous
working time ≥30 h

Continuous storage time of test data min ≥20

Strain range με ±5000

Operating temperature °C −20~60

Product size mm 1450 × 750 × 300

Product weight g 350

Fig. 4. Combination of strain test and bearing capacity evaluation
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Table 2. Technical index of wireless strain testing system software

Software name Wireless strain testing system

Function 1. Single measurement data processing and data storage upper
limit 100 M;

2. Excel format output of arbitrary sampling data can be
completed;

3. The software can automatically generate and export curves;
4. Data is transmitted over wireless network and TCP/IP

protocol to ensure stable and reliable data transmission;
5. The collected data are displayed graphically, intuitively and

clearly;
6. Complete the calculation of bearing capacity by collecting

data;
7. One-click configuration of wireless network card parameters

Development environment The development environment of the system is Windows 10, the
development tool is Visual Studio, the programming language is
Clover, and the running environment is 64-bit Windows 7,
Windows 8 and Windows 10 systems

Operation environment CPU: above 1 GHz
Memory: more than 1 GB
Remaining disk space: more than 10 GB
Graphics card: standard 16-bit VGA or above
Minimum screen resolution is 1366 × 768
100 M wireless Ethernet

5 Test

5.1 Laboratory Test

Thewireless strain testing system is brought to Beijing Institute ofMetrology and testing
for testing and evaluation, and the tester selects theDR8 standard analog strain calibration
instrument in the laboratory to compare the strain test data [10–12]. According to the
verification regulation of JJG623–2005 resistance strain gauge, the indication error, zero
drift and indication stability are verified and calibrated.Thehost is shown inTable 3.After
the verification of the Institute of Metrology and the calibration certificate, the accuracy
level of this wireless strain testing system meets the requirements of the verification
regulation of JJG623–2005 resistance strain gauge, the indication error is (0.1%red +
1με), and the indication stability is 0.01%/4h. The Calibration-certificate of Beijing
Institute of metrology is shown in Fig. 5.
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Table3. Wireless strain testing base station (7–10) indication value

Actual value/με Test value /με Actual value /με Test value /με

+ - + -

10 10.1 10.1 400 400.1 400.1

20 20.1 20.1 500 500.2 500.2

30 30.1 30.1 600 600.5 600.5

40 40.1 40.1 700 700.1 700.1

50 50.2 40.2 800 800.5 800.5

60 60.3 60.3 900 900.4 900.4

70 70.1 70.1 1000 1000.6 1000.6

80 80.0 80.0 2000 2000.8 2000.8

90 90.2 90.2 3000 3000.9 3000.9

100 100.3 100.3 4000 4001.2 4001.2

200 200.2 200.2 5000 5001.3 5001.3

Fig. 5. The Calibration-certificate of Beijing Institute of metrology

5.2 Field Test

In order to further verify the field application of the wireless strain testing system, the
field testers took the instrument to Changqing oil field and Daqing oil field to test the
stress and strain of oil Derrick. Different loads are applied to the Derrick, and the strain
test results are shown in Table 4.

Table 4 shows the stress measurement values of channel 1 and channel 2 of No. 6
base station in the 19th set of wireless strain tester when different loads are applied to
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Table 4. Strain test results of oil Derrick under different loads

Strain (Mpa) Load (KN)

160 370 500 720

STA-19-6-1 1.30 −33.50 −58.50 −94.90

STA-19-6-2 1 −40.9 −69.4 −115.6

the Derrick. The corresponding data are imported into the Excel table to get the stress
measurement value of the Derrick. The relationship between load and fitting curve,
fitting curve and linear relationship are shown in Fig. 6. Through the analysis of the data
in Table 1 and Fig. 6, it can be seen that the stress of the channel 1 test point of the
No. 6 base station and the channel 2 test point of the No. 6 base station on the Derrick
increases with the increase of load. Among them, the stress value of the channel 1 test
point of the No. 6 base station has an ideal linear relationship with the applied load value
(the fitting degree is 99.93%). The relationship between the stress value of STA-19-6-1
and the applied load value can be expressed as: y (stress) = − 0.1728 (load) + 29.215.
The stress value of the 2-channel test point of the No. 6 base station has an ideal linear
relationshipwith the applied load value (the degree of fitting is 99.97%). The relationship
between the stress value of STA-19-6-2 and the applied load value can be expressed as:
y (stress) = − 0.2088 (load) + 35.13.

Fig. 6. Corresponding relation diagram of load and Derrick strain measurement

It can be seen from Fig. 6 that when different loads are applied to the derrick, the
stress value measured by the wireless strain tester and the applied load value are in
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linear correspondence, which shows that the wireless strain tester and the wireless strain
testing system perform strain state test when different loads are applied to the derrick,
the system operates stably, the test data is accurate and reliable, and the degree of linear
fitting is high.

According to the classification criterion of comprehensive evaluationmethod of Der-
rick comprehensive evaluation method in “SY6326–2019 oil drilling rig and workover
rig Derrick base bearing capacity detection and classification standard”, when the Der-
rick test hook load is greater than or equal to 95% of the designed maximum hook load,
the Derrick evaluation grade is grade A; when the Derrick test hook load is less than 95%
of the maximum hook load and greater than or equal to 85% of the designed maximum
hook load, the Derrick evaluation grade is grade B. When it is less than 85% of the
maximum hook load and greater than or equal to 70% of the designed maximum hook
load, the Derrick evaluation level is level C. As can be seen from Fig. 7, according to the
calculation of the load-bearing capacity of the Derrick in the wireless strain testing sys-
tem, the calculated load-bearing capacity (ideal value) of the Derrick is 1548.0KN, the
evaluated load-bearing capacity (actual value) is 1449.2KN, and the maximum capacity
test point is STA-19-6-2 (that is, the maximum measured value of channel 2 of the No.
6 base station in the 19th set of wireless strain tester). After calculation, 1449.2/1548 =
93.62%, so the evaluation grade of derrick is B.

Fig. 7. Evaluation grade calculation of bearing capacity of oil Derrick

The wireless strain test system can effectively reduce the labor intensity of testers
because it saves the work of laying a large number of cables on the derrick; In addition,
strain test and derrick bearing capacity calculation are integrated to improve the detection
efficiency of oil derrick. Figure 8 and Fig. 9 are field inspection drawings. Comparedwith
the traditional strain gauge, this instrument combinedwithwireless network transmission
technology has the advantages of low power consumption, low cost, multiple nodes, high
efficiency and so on. The test results and actual use show that the wireless strain test
system has good engineering value.
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Fig. 8. Field test diagram 1 of wireless strain test system

Fig. 9. Field test diagram 2 of wireless strain test system

6 Conclusion

Thewireless strain test system is based on the strength theory of steel structure, and based
on the precise strainmeasurementmethod and reliable wireless transmission technology.
It integrates the strain test with the calculation of the derrick bearing capacity. The
system solves the shortcomings of traditional instruments in field operation, such as
poor reliability, heavy equipment, and high labor intensity, and has the ability to analyze
the main bearing parts of drilling and workover equipment in real time. The system has
high accuracy, reaching the highest accuracy level of the national resistance strain gauge
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metrological verification regulation; The system is targeted and can save a lot of working
time. According to the statistics and analysis of the on-site testing work, the wireless
strain testing system has the following advantages over the traditional stress and strain
testing equipment:

1) Compared with wired instruments, the workload in the test phase is reduced by half
2) Compared with the general wireless test instrument, in the data acquisition and analy-

sis stage, the influence of human factors on the data is eliminated, and the calculation
results are more objective; Compared with the traditional instrument, it can export
data to a fixed format, fill in test parameters, and calculate the bearing capacity
manually, which improves the work efficiency by 2 times.

3) The field operation has good anti-interference and high reliability, and the measure-
ment accuracy reaches the highest accuracy level of the national resistance strain
gauge metrology verification regulation.

The wireless strain testing system has been widely used in the drilling field. It has
detected and evaluatedmore than6000 sets of drilling andworkover rigs inmajor oilfields
such as Daqing Oilfield, Changqing Oilfield, Xinjiang Oilfield, Dagang Oilfield, and has
created direct economic benefits of tens of millions of yuan for the unit, and has played
an important role in promoting scientific and technological progress and application of
achievements in the industry.

Acknowledgments. The project is supported by Scientific Research and Technological Devel-
opment Project of CNPC (Number 2021DJ4304).
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Abstract. To solve the problems of complex in-situ stress of tight sandstone reser-
voir, few sample points of experimental data, difficulty in in-situ stress prediction,
etc., amethod for one-dimensional, two-dimensional and three-dimensional in-situ
stress prediction based on geomechanics and BP neural network was innovatively
proposed by comprehensively using various data such as core data, mechanical
experimental data, logging data, etc. In this method, the rock mechanics parame-
ters of single well in the study area were predicted by neural networkmethod using
the logging data as the learning sample and measured rock physical parameters
as the monitoring data first; then the in-situ stress of single well was accordingly
calculated by empirical formula, and predicted and analyzed by neural network
algorithmusing the calculated in-situ stress of singlewell selected by error analysis
and the indoor measured in-situ stress as the monitoring data and the conventional
logging data as the learning samples. The application in the actual areas shows
that the predicted results of in-situ stress not only conform to the measured data,
but also follow the logging curves, and thus provide an important basis for the
design of integrated geological engineering scheme.
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1 Introduction

With increasing difficulty in conventional energy exploitation, tight sandstone reservoirs
have gradually become one of the important exploration and development targets [1–3].
Due to their low porosity and low permeability, they are mainly developed by horizon-
tal drilling and staged fracturing, for which the current in-situ stress state is the main
controlling factor [4–6]. In fracturing, the in-situ stress state controls the shape, height,
width and direction of hydraulic fractures, and affects the fracturing stimulation effect.
Also, in-situ stress is an important basis for well pattern deployment and adjustment and
lateral segment direction selection. Therefore, the evaluation of the current in-situ stress
is very important for the exploitation of tight sandstone reservoirs [7, 8].

Stress activity causes rock deformation or fracture and plays an important role in
oil and gas exploration and development (Jenkins, 2017). The in-situ stress is generally
composed of tectonic stress, gravity stress, thermal stress, pore pressure, etc., and its
state is usually represented by three normal stresses, the maximum horizontal principal
stress (σ H), vertical stress (σ v) and minimum horizontal principal stress (σ h) (Lin
et al., 2006; Kuuskraa and Ammer. 2004; Matsuki and Takeuchi. 1993) [9, 10]. The
magnitude and direction of in-situ stress in different strata in different regions in the
crust change with space and time to form an in-situ stress field. Nowadays, there are
many methods for evaluation of in-situ stress, such as hydraulic fracturing, acoustic
emission and logging calculation. The methods are commonly used to determine the
in-situ stress. Fracturing method refers to the calculation of the in-situ stress according
to the relationship of fracturing pressure and time. The hydraulic fracturing method is
reliable, direct and simple, but not all wells have small-scale fracturing test data in actual
production. Acoustic emission method (Goodman 1963) refers to the determination of
in-situ stress according to the characteristics of elastic waves in the form of which some
energy is released from the rocks when the rocks are compressed by external forces
[11]. By analyzing the acoustic characteristics of these elastic waves, the size of in-situ
stress can be obtained. The acoustic emission method can measure the stress in the
deep reservoirs, but has high costs of acoustic emission test, uncontinuity of results,
and few sample points of indoor measured data and roughly estimates the in-situ stress
state of the untested reservoirs. The logging curve-based formulas method overcomes
the shortcomings of high test price and discontinuous measuring points. It refers to the
method of indirect calculation of in-situ stress according to the formula after the logging
data are used to calculate the rock mechanics parameters, such as formation Poisson’s
ratio, Young’s modulus, shear modulus and bulk modulus, etc. However, the calculation
process cannot be directly calibrated by the indoor experimentallymeasured in-situ stress
results [12], and there is a large error between final calculation results and the measured
data always [13, 14]. The neural network method better overcomes the disadvantage
that the indoor experimentally measured in-situ stress results cannot be used for logging
calibration, and seeks the relationship between the indoor experimentally measured in-
situ stress results and the geophysical logging curve by machine learning. However, the
relationship will be supported by a large number of the indoor experimentally measured
in-situ stress results [15].
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To solve the above problems, the data point continuity of logging curve-based for-
mulas method and the advantages of data calibration of BP neural network method were
combined to further improve the accuracy of in-situ stress prediction.

It includes the following steps: (1) The geophysical logging parameters of tight sand-
stone oil and gas wells, X-MAC logging parameters, indoor experimentally measured
rock parameters and stress value parameters were acquired; (2) The standard layer statis-
tical analysis method was used for environmental correction, and the histogram method
was used to standardize the data of tight sandstone oil and gas wells; (3) The location
correction method was used to correct the depth data used during the acquisition of the
above data; (4) Linear regression method was used to predict the data of S-wave curve
according to X-MAC logging parameters and processed geophysical logging parame-
ters of the area; (5) According to the predicted S-wave slowness, geophysically logged
P-wave slowness and density logging parameters, the dynamic Young’s modulus and
dynamic Poisson’s ratio of rock were calculated jointly; according to the indoor exper-
imental data, the rock mechanics parameters calculated according to the logging data
were dynamically and statically corrected to obtain static Young’s modulus, static Pois-
son’s ratio, etc.; (6) according to the indoor experimentally measured data, the biot
coefficient and pore pressure were obtained by fitting, and combined with the static rock
mechanics parameters to calculate the vertical stress, maximum horizontal stress and
minimum horizontal stress; and the error of the indoor experimentally measured stress
data was analyzed; (7) the calculated in-situ stress of the wells with small errors was
used to extend the indoor experimentally measured in-situ stress data of small samples
to form large sample learning data; and the geophysical logging parameters of single
wells were used as training samples to calculate the vertical in-situ stress, maximum
horizontal stress and minimum horizontal stress of tight sandstone oil and gas wells by
neural network method; (8) a geological mesh model was created to spatially interpolate
geophysical logging parameters, and a three-dimensional in-situ stress field model was
obtained based on neural network method to predict, analyze and evaluate the spatial
in-situ stress distribution of tight sandstone reservoirs.

2 Sample and Experiment

A tight sandstone reservoir in Sanzhao Sag in the north of Songliao Basin was taken
as an example. It has large depth, strong diagenesis, relatively tight lithology, active
porosity of 13.5%, and air permeability of 0.9 × 10−3 μm2. The natural gamma-
ray logging curve of the whole well section shows “sandstone in mudstone”, and the
natural gamma-ray logging curve shows typical “sandstone-mudstone formation”. The
channel fill deposit and delta front deposit, especially anastomosing river flooding basin,
mainly develop. The natural gamma-ray logging curves mainly show a dentate clock
with medium/high amplitude, box, and small sawtooth with low amplitude. The data
used were the logging data of 5 wells (G1, G2, G3, G4, and G5) in the area. There
were 8 logging curves in total, including natural gamma-ray logging curve, natural
potential curve, deep lateral resistivity curve, deep lateral resistivity curve, apparent
resistivity curve, borehole diameter, density curve, and P-wave slowness curve. The
reservoir more than 3550 m deep from the surface to underground was sampled at the
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interval of 0.125 m. In addition, G2 well has X-MAC logging data, including S-wave
slowness, P-wave slowness, etc.

The standard layer statistical analysismethodwas used for environmental correction.
The relationship between the target curve and the reference curve of the standard layer
was statistically analyzed by using one or more logging curves less affected by the
borehole as the generating curves (reference curves) and the curve to be corrected as
the target curve. The correlation between the generating curve and the target curve was
established for the non diameter-expanded section to predict the target curve of the
trans-well section to be corrected. The multiple regression analysis method was used
to establish the functional relationship. The coefficients of each reference curve were
obtained by solving the equation, and then the coefficients and reference curves were
used to create a mathematical model. This method, which is to apply the mathematical
model to obtain new curves in the borehole diameter-expanded section, comprises the
following steps: (1) the data of the depth section beyond the target layer (30m away from
top or bottom) were removed, and only the data of the target layer of tight sandstone
reservoir were remained for later data processing; (2) the lateral profiles of geophysical
logging curves, such as diameter curve, gamma ray curve, P-wave slowness curve and
density curve of 5 wells, were plotted; (3) the wells or depth sections with abnormal
borehole diameters were found out through horizontal comparison, and the influences
of borehole diameters on different curves were analyzed; and (4) and other curves of
the depth sections with large error at the expanded diameter were reconstructed by
empirical formula or linear relationship using one or more logging curves less affected
by the borehole as the generating curve.

The linear correlation analysis based on the data of other wells except G5 shows that
the relationship between the logarithm of P-wave slowness and the logarithm of density
is not very linear, while the relationship between the logarithm of P-wave slowness and
the logarithm of natural gamma-ray logging data is very linear. The P-wave slowness
curve was corrected for the diameter-expanded section of G5 well by the established
linear relationship.

Histogram method was used for standardization. The frequency histogram of each
logging curve in the standard layer of each well in the study area was plotted first, and
then the histogram of other wells was compared with the histogram of a coring well or
specific well as the standard histogram. If both of them have the same value and similar
shape, their scales are accurate. If they are very different and their standard layers have
consistent lithology, their scales are inaccurate, and the difference in response value
between their standard layer and the standard layer of the coring well is the correction
value.

In the area, 5 wells were tested by uniaxial compression and triaxial rock mechanics
experiment. The depth at which the indoor experimentally measured data were acquired
was corrected by the location correction method. In this method, a bar chart was plotted
based on the indoor experimentally measured data and compared with the trend of the
logging curve at the same depth. In case of the best agreement, the upward and downward
movement distance of the core was the corrected core location value; a bar chart was
plotted based on the measured core density and compared with the logging curve at the
same depth. In case of the best agreement, the core movement was taken as the corrected
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location value. The location correction method can show the location depth difference
intuitively. According to the above method, the indoor experimentally measured depth
of the cores from 5 coring wells in the area was corrected for depth location, with the
adjustment rate of 2.33%. The depth was not greatly corrected, with the average of 0.5 m
and maximum of 1.2 m, within the allowable error range.

As shown in Fig. 2, the S-wave data calculation formula of tight sandstone in this
area was established by linear regression between the S-wave slowness curve and the P-
wave slowness curve of G2 well undergoing the X-MAC logging of Q1–Q7 layers. The
regression equation has the calculation error of R2= 0.897, indicating high correlation,
so it can be used as a reference for calculation of the S-wave slowness curve data of
other wells without X-MAC logging data. The S-wave slowness is calculated according
to the following formula:

�ts = 51.142× e0.0121×�tp (1)

where �ts and �tp are the S-wave slowness and P-wave slowness, respectively.
The data of the S-wave slowness curve of Q8–Q9 layers of G2 well were used as

posterior data for error analysis. The results show that the S-wave predicted by linear
regression is highly consistent with the measured S-wave, with the relative error of
predicted S-wave slowness within 2%, indicating that the data of the S-wave slowness
curve are so reliable as to provide a basis for calculation of tight sandstone reservoir
rock parameters in the next step.

According to the different methods for their acquisition, the rock mechanics param-
eters are divided into two types, static parameters, which are obtained from uniaxial or
triaxial loading tests of rock samples in a laboratory, and dynamic parameters, which are
the mechanical parameters under various dynamic loads or periodically varying loads
(such as acoustic, impact, vibration, etc.) calculated according to the data of the logging
curve.

According to P-wave and S-wave propagation equations, the theoretical relationship
between P-wave and S-wave velocity and dynamic rock parameters was given; the P-
wave slowness �tp and S-wave slowness �ts was obtained from the logging data; and
the bulk density ρwas obtained from the density logging data in order to calculate various
rock mechanics parameters, including dynamic Young’s modulus E, bulk modulus K,
shear modulus G, and dynamic Poisson’s ratio μ.

The e dynamic Young’s modulus E is calculated according to the following formula:

E = ρ

�t2s

3�t2s − 4�t2p
�t2s − �t2p

(2)

where ρ represents the bulk density.
The dynamic Poisson’s ratio, μ, is calculated according to the following formula:

μ = 1

2

�t2s − 2�t2p
�t2s − �t2p

(3)

The shear modulus, G, is calculated according to the following formula:

G = ρ

�t2s
= E

2(1+ μ)
(4)
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The bulk modulus, K, is calculated according to the following formula:

K = ρ
3�t2s − 4�t2p
3�t2s �t2p

= E

3(1− 2μ)
(5)

The deformation and rupture process of rock is slow and static. Before analysis of
all rock mechanics, it is necessary to determine static parameters in order to predict the
deformation and rupture of rock.

The elastic modulus directly calculated according to acoustic wave and density data
is dynamic and thus impossible to predict the static mechanical properties of rocks. It
is necessary to use a conversion formula obtained by laboratory data analysis to convert
(generally linearly) the dynamic elastic modulus into static modulus, as shown in Fig. 3,
so as to dynamically and statically correct the dynamic rock mechanics parameters
calculated according to the logging data. According to the corrected static rock parameter
results, the rockparameter profile of singlewellwas plotted. It can be seen fromFig. 4 that
the calculated static Young’s modulus of G1 well is similar to the acoustic logging curve
and density logging curve, and the static Poisson’s ratio curve is negatively correlated to
the acoustic logging curve and density logging curve, consistent with the trend of indoor
experimentally measured data, indicating that the calculation result reflects the rock
mechanical properties of the reservoir very well. According to the calculation results,
the rock parameters of each single well in the study area can be evaluated.

The vertical stress, maximum horizontal stress and minimum horizontal stress of 5
wells in the study area were calculated according to the data of the density logging curve
and static rock parameters. The number of experimentally measured in-situ stress values
is too limited to obtain a continuous in-situ stress profile. However, the logging data
have good continuity and high resolution, so it is very easy to popularize the method for
prediction by empirical formula and BP neural network.

First of all, the data of the density logging curve were used to calculate the integral
of formation thickness and density and further obtain the vertical in-situ stress. The
calculation formula is as follows:

σv =
∫ h

0
ρ(h)g · dh (6)

where σv is vertical in-situ stress, MPa; h is the depth, m; ρ(h) is the density logging
value, g/cm3; g is the acceleration of gravity, m/s2.

Then the formation pore pressure was calculated. In this embodiment, it was
obtained by fitting the relationship between pressure and depth according to the indoor
experimentally measured data.

Next, the biot coefficient was calculated. In this embodiment, it was obtained by
fitting the indoor experimentally measured data. The indoor experimentally measured
mineral volume content and porosity were taken as the input conditions to solve the biot
coefficient (α), which is the ratio of formation pore space deformation to total volume
change. The biot coefficient (α) is calculated according to the following formula:

α = 1− Kdry/Km (7)
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where Kdry is the bulk modulus of dry rock, GPa; Km is the bulk modulus of mineral,
GPa.

Then the biot coefficient was linearly fitted with the active porosity to obtain the
expression of the biot coefficient of tight sandstone reservoir:

α = 0.386 · ln(ϕeff) + 1.743 (8)

where α is biot coefficient, dimensionless;Feff is the active porosity of tight sandstone,
%. The active porosity was calculated according to the logging curve in order to calculate
the biot coefficients of single wells in the whole area and modeled work area.

Finally, the maximum horizontal in-situ stress and minimum horizontal in-situ stress
were calculated according to the following formula based on the rock parameters, biot
coefficient and pore pressure:

σh = ν

1− ν
(σv − αPp) + Eξh

1− ν2
+ νEξH

1− ν2
+ αPP

σH = ν

1− ν
(σv − αPp) + EξH

1− ν2
+ νEξh

1− ν2
+ αPP (9)

whereσH is themaximumhorizontal principal stress,MPa;σh is theminimumhorizontal
principal stress, MPa; υ is Poisson’s ratio, dimensionless; σv is the overburden pressure,
MPa; α is biot coefficient, dimensionless; Pp is pore pressure, MPa; E is Young’s modu-
lus, GPa; εh and εH are the strain in the direction of minimum and maximum horizontal
principal stress obtained by fitting the experimental data, respectively, dimensionless.

According to the measure in-situ stress of the tight sandstone reservoir in the north
of Songliao Basin, the error of the calculated in-situ stress was analyzed. The error is
the ratio of the difference between the calculated stress and the indoor experimentally
measured stress to the measured stress. The error analysis shows that the overall error of
vertical stress is within 5%, meeting the error requirement. However, the calculated min-
imum horizontal stress of G2, G4 and G5 wells and the calculated maximum horizontal
stress of G5 well have large errors (more than 5%). Thus, the calculation of in-situ stress
is a complex technical task. At present, there is no calculation formula suitable for all
wells in one area. These calculation formulas are always called in-situ stress calculation
models. The results calculated according to the formulas deviate from the actual in-situ
stress value and thus will be corrected by other methods (Table 1).

In order to avoid the deviation between the calculated maximum and minimum
horizontal stress, the implicit relationship between the in-situ stress of the reservoir and
the conventional logging data was established by using the calibration and prediction
advantages of BP neural network in order to form a new in-situ stress predictionmodel in
the area. The correlation analysis between the measured stress data points of the core in
the area and the conventional logging curves (P-wave slowness, neutron logging curve,
density logging curve, gamma-ray logging curve) and depth attributes show that the
total correlation coefficient between the sample data and the input layer is more than
91%. Thus, these logging parameters can be used as learning sample data for machine
learning.

The area has some problems, such as only 48 in-situ stress measurement data points,
few learning samples, discontinuous data, multiple solutions, and random data between
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Table 1. Error of Calculated In-situ Stress

Well No. Error of calculated in-situ stress

Depth range (m) Relative error of
vertical stress (%)

Relative error of
maximum horizontal
stress (%)

Relative error of
minimum horizontal
stress (%)

G1 1773–1875 0.63 2.82 2.87

G2 2015–2100 0.30 3.29 5.24

G3 2015–2110 2.24 2.04 3.27

G4 1793–1886 0.83 3.75 5.02

G5 1996–2141 1.13 8.05 7.63

Average - 0.90 3.99 4.86

Fig. 1. Prediction of single well in-situ stress by BP neural network

measurement points. In order to solve the above problems, the neural network method
calculation formula method were organically combined together, i.e. the continuous data
of the wells with small errors in the calculated in-situ stress results were used as the sam-
ple data of machine learning, to extend the sample data from small core (discontinuous)
samples to large logging (continuous) samples, further reduce the possibility of mul-
tiple prediction results and thus keep a good correlation between the prediction result
and logging curve. Specifically, the continuous vertical stress, calculated maximum and
minimum horizontal stress of G1 well and G3 well at different depths with the error of
calculated stress value within 3%were selected to extend the data of 48 measured in-situ
stress parameters (small samples) and thus form large sample (learning sample) data;
the vertical in-situ stress, maximum horizontal stress and minimum horizontal stress
of tight sandstone oil and gas wells were calculated by BP neural network model using
the geophysical logging (acoustic logging, neutron logging, density logging, gamma-ray
logging) curve of single well and depth value as training samples. After determination of
the above training input parameters of machine learning, the BP neural network model
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(as shown in Fig. 7) consisting of one input layer, two hidden layers and one output layer
built by matlab was used to select Levenberg-Marquardt backpropagation for training
and predict the maximum and minimum horizontal principal stress of G2, G4 and G5
wells. Tables 5–6 are obtained through error statistics. The error analysis shows that
the maximum horizontal principal stress and the minimum horizontal principal stress
predicted by BP neural network based on the indoor experimentally measured data have
the average error of 4.73% and 10.28%, respectively. Compared with the error of the
calculated in-situ stress, the error doesn’t reduce. The maximum and minimum hori-
zontal principal stresses predicted by BP neural network based on the extended large
sample have the average error of 1.54% and 1.45%, respectively. The prediction by BP
neural network model shows that the extended large sample has much smaller error than
the small sample. Therefore, the calculated in-situ stresses of the wells with small error
were used to extend the learning sample of the indoor experimentally measured data and
thus change the small sample into a large sample for prediction by BP neural network.
Thus, the prediction result is more accurate. This method can be used to predict and
comprehensively evaluate the in-situ stress of other wells in this area.

Fig. 2. Indoor measured and Calculation of dynamic-static Poisson’s ratio or Young’s modulus
based on logging curve
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Table 2. Comparison of errors of the in-situ stress predicted by neural network models based on
different learning samples

Well No. Error of the in-situ stress
predicted by formula
method (%)

Error of the in-situ stress
predicted by BP neural
network only based on
indoor experimentally
measured data (%)

Error of the in-situ stress
predicted by BP neural
network based on
extended large samples
(%)

Maximum
horizontal
stress

Minimum
horizontal
stress

Maximum
horizontal
stress

Minimum
horizontal
stress

Maximum
horizontal
stress

Minimum
horizontal
stress

G2 3.29 5.24 5.23 12.07 0.16 0.21

G4 3.75 5.02 4.54 10.86 3.61 3.34

G5 8.05 7.63 4.42 7.93 0.85 0.80

Average
error

5.03 5.96 4.73 10.28 1.54 1.45

Fig. 3. Comparison between the calculated results of the three-dimensional stress neural network
and the measured values
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3 Results and Discussions

The abovemethod can further extend the establishment of in-situ stress geologicalmodel,
i.e. the fine geological model was created by using log and seismic data first and then
the acoustic wave slowness curves, neutron logging curves, density logging curves,
and gamma-ray logging curves of 5 wells in the area were discretized to obtain the
averages of each layer in each well. The area has large area and only 5 wells, so the
co-kriging interplotation algorithmwas used for spatial interpolation to obtain the spatial
distribution characteristics of different parameters.

The interpretation results of the above-mentioned in-situ stress were discretized to
obtain the correlation between statistical data points and conventional logging curves
(acoustic wave slowness logging curve, neutron logging curve, density logging curve,
gamma-ray logging curve) and depth attribute model. The neural network algorithm
shows that the total correlation coefficient exceeds 0.98. Therefore, it is feasible to use
these logging parametermodels as learning data and themeasured in-situ stress as sample
data for machine learning.

(a. Correlation between vertical stress and different logging parameter models) (b. Correlation between 
maximum horizontal stress and different logging parameter models)

(c. Correlation between minimum horizontal stress and different logging parameter models)

Fig. 4. Spatial Distribution Model of Logging Parameters

The models of vertical stress, maximum horizontal stress and minimum horizontal
stress were created by neural network algorithm. The in-situ stress prediction shows that
the study area has the characteristics of maximum horizontal principal stress > vertical
principal stress > minimum horizontal principal stress, i.e. Class III in-situ stress in
the state of sliding stress, and always form vertical fractures after fracturing. Therefore,
the area can be developed by horizontal well + fracturing; the horizontal well trend
is perpendicular to the direction of the maximum horizontal stress, so the north-north-
east well spacing is suggested. The study on the stress difference distribution shows
that due to relatively large stress difference in the axial region and anticline, intensive
cut fracturing of horizontal wells is suitable for the large stress blocks to improve the
producing degree; the basal leaf cross has smaller stress difference than the anticline,
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so large cluster distance fracturing is suitable for small stress blocks to form complex
artificial fractures and expand the swept volume.

4 Conclusions

Compared with the existing technology, this method has the following beneficial effects:
(1) By comprehensively using core analysis data, indoor measured mechanical data,
conventional logging data, XMAC logging data, etc., the method for prediction of one-
dimension, two-dimension and three-dimension in-situ stress prediction integrating arti-
ficial intelligence and traditional geomechanics was innovatively put forward based on
research on structure, sedimentary facies and reservoir properties in order to extend
small core samples to large logging samples; (2) by creating a neural network-based
three-dimensional in-situ stress prediction model, the spatial in-situ stress distribution
of tight sandstone reservoirs in the test area was predicted and analyzed. The relative
error between the predicted in-situ stress and the measured result is within 3%, indi-
cating that the method improves the prediction accuracy of in-situ stress in the study
area. Thus, the research results provide an important basis for the design of integrated
geological engineering scheme. In conclusion, this method is very worthy of applica-
tion in stress prediction technology for tight sandstone reservoirs due to its advantages,
including simple logic, accuracy and reliability.
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Abstract. Based on the production data management system of oil, gas and water
wells (A2), ChangqingOilfield has developed comprehensive query, big data anal-
ysis and other deepening application functions, which play an important support-
ing role in oil and gas exploration deployment, production dynamic analysis and
other work. At present, Changqing A2 Regional Center has many problems in
daily production data synchronization, such as long synchronization time, low
timeliness, weak verification logic, and data timeliness and accuracy are facing
challenges. In view of the above difficulties, this paper designed a new data syn-
chronization scheme and completed the feasibility test of key technical points by
analyzing the publish and unlock process of A2 data and the current synchroniza-
tion logic, and built a full process closed-loop synchronization system of “publish
awareness, decentralized synchronization, unlock identification and local update”.
Through actual operation, the average data synchronization time was shortened
from 83 min to 2 min, and the unlock recognition rate was improved to 100%,
which realized the efficient application of A2 production data and boosted the
high-quality secondary accelerated development of Changqing Oilfield. At the
same time, the scheme has good guidance and reference significance for other
oilfield companies that need to build A2 regional data center.

Keywords: A2 System Regional Center · Data synchronization · Unlock
identification · Full process closed loop

1 Introduction

The production data management system for oil, gas and water wells (A2) is a pro-
fessional information system built by China National Petroleum Corporation (CNPC),
aiming at the organization and management of the core data of oil and gas field pro-
duction and development. Changqing Oilfield has developed a series of comprehensive
query, big data analysis and other in-depth application function modules based on A2,
which play an important supporting role in oil and gas exploration deployment, develop-
ment plan adjustment, production performance analysis and other work [1]. In 2018, the
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A2 system of Changqing Oilfield was migrated from Xi’an to Beijing Changqing Data
Center. After the migration, due to network bandwidth, link stability and other reasons,
the A2 related oilfield self-built system cannot connect to the Beijing A2 database (Bei-
jing database), resulting in the normal operation of each system. Therefore, Changqing
Oilfield has redeployed a set of databases (Xi’an database) that are isomorphic to Beijing
Database in Xi’an. At first, GoldenGate software was used for real-time data synchro-
nization, but due to frequent failures, it brought huge workload of operation. Therefore,
a programmed automatic data synchronization mode was adopted every night to support
the data application of the oilfield self-built system. This synchronization mode does not
judge A2 data modification, which makes it difficult to ensure data accuracy. In addition,
the data published today can be used only the second day, which is difficult to meet the
new needs of the secondary accelerated development of the oilfield. It is urgent to build
a new data synchronization system [2].

2 Research on the Mechanism of A2 Data Synchronization
and Unlocking

Currently, A2 data synchronization consists of three phases: company data publishing,
basic entity synchronization and daily data synchronization. Company data publishing
needs to go through three levels of auditing, including operation area, oil/gas production
plant and oil field company. When the second level auditing is completed by the oil/gas
production plant, A2 system will automatically summarize and check the data of every
plants under the jurisdiction of Changqing Oilfield Company, and complete the first level
auditing and the official publish of company data, usually before 15:00 a day. Basic
entities, including well basic information, well bore information, well status history
information, etc., start up at 20:00 a day and take an average of 3 min. Daily data
synchronization involves common data such as production day data, mining machine
data and test sample data of 36 plants. The process starts at 22:00 and takes an average
of 83 min to complete deletion and increase of data in the last three days.

A2 data unlocking refers to the publish of company-level data after the completion
of the publish, for the existing abnormal data, each plant can apply to unlock all the
data this month from the date of the abnormal, the unlocked data can be modified, and
need to publish and synchronize again. However, the current synchronization logic only
complete deletion and increase of data in the last three days. It cannot accurately identify
the unlocking plants and date range, and cannot process data for more than three days.
It requires manual problem detection and manual day-by-day processing.

In summary, the existing A2 data synchronization mechanism has simple logic, less
code, and artificial operation, which achieves the data “published today, applied the next
day”. However, with the increasing speed of scientific research and production, more and
more oil/gas production plants put forward the urgent need for data “published today,
applied today”. It is urgent to build an agile synchronization systemwith high efficiency,
accurate judgment and reliable data [3].
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3 Data Synchronization Scheme Design

3.1 Overall Scheme Design

Based on the analysis of existing synchronization logic, the overall implementation
scheme of A2 data synchronization designed in this paper includes basic entity synchro-
nization, daily data synchronization and unlocked plant data resynchronization. The
scheme can synchronize the data in time after the initial release of the data of each plant,
and accurately identify and resynchronize the data unlock of the current month in the
subsequent synchronization process [4, 5]. The scheme changes the data synchroniza-
tion mode from synchronizing the data of 36 plants for 3 days at a time to real-time
synchronizing the data published by each plant (See Fig. 1).

Fig. 1. Overall scheme of data synchronization

3.2 Release Status Judgment of Oil/Gas Production Plant

The data audit at the oil/gas production plant level is a secondary audit. The audit shows
that the production data to be synchronized on that day has been released at the plant
level. Since the plant-level release status is a sufficient and unnecessary condition for
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each data table to complete the data entry on the current day, the data table containing
the approval status field within the synchronization scope can be used as the starting
data synchronization condition.

3.3 Unlock Status Judgment

The essence of unlocking is the re-publishing of data, which is completely opposite to
the process of data publishing. If the changed data is in the operation area, it needs to be
unlocked by the company, then by the plant level, and finally by the operation area, and
the data will be reprocessed. For data unlocking over a period of time, it is necessary to
unlock data day by day from the current data release date until the start date of the data
change. Since data needs to be republished after unlocking, data unlocking can change
the data release time. By comparing the data release time, it can be determined whether
there is data unlocking or multi-day unlocking in the oil/gas production plant [6].

4 Construction of Whole-Process Synchronization System

4.1 Data Table Structure Analysis

In terms of daily data synchronization, the old delete all add all data synchronization
method does not need to determine which company the data in the data table belongs
to, but the new synchronization method needs to specify how the company relates to
the data in different data tables, so that the data of a company in the table can be
accurately and completely synchronized after the data of a company is published. Daily
data synchronization involves more than 20 data tables, including well completion layer
table, production layer status history table, daily data of injection well status, and daily
data of production well status. The primary key is divided into two types: well ID and
entity ID. Well ID is directly associated with the organization ID. Entity ID includes
geological unit, combination unit and station library, and each type is associated with the
organization ID. Through the above association relationship, the data to be synchronized
in the data table can be accurately identified after the oil/gas production plant data is
released [7].

4.2 Effective Field Analysis

A2 system is developed based on EPDMmodel, and there are a certain number of invalid
fields in actual application. After testing, reducing the number of synchronized fields
can improve the efficiency of data synchronization. Therefore, invalid fields need to be
judged and filtered. First of all, the fields with the number of duplicate values less than 10
should be initially filtered, and then the total data volume of the above fields containing
duplicate values, the data volume of non-null values, and the specific data of non-null
values and other auxiliary information should be obtained. Finally, whether the field is
invalid can be determined through manual judgment of the auxiliary information. For
example, Data table X contains field Y, in which the number of non-repeating values is
1, the total data amount is 34452797, the total effective data amount is 128629, and the
total effective field value is 0. It can be determined from the above information that this
field is invalid.



502 Y. Jiao et al.

4.3 Synchronous Log Construction

By comparing the data release time of Beijing Database with the data synchronization
start time of Xi’an Database, the logical trend of the synchronization scheme can be
obtained (see Fig. 2). Therefore, date and time are the key data that must be recorded.
Before building the data synchronization logic, the data synchronization log table needs
to be established first. The log table mainly includes six aspects: name of the oil/gas
production plant, data release time, data synchronization start time, data synchronization
end time, synchronization consumption time, and remarks. The data synchronization
log table not only determines the direction of synchronization logic, but also records the
synchronization and unlocking status of data in a timely manner to assist in the analysis
of synchronization efficiency and troubleshooting of synchronization errors [8].

Fig. 2. Data synchronization and unlocking judgment logic

4.4 Synchronization Logic Construction

The data synchronization logic of A2 regional center is mainly based on the data release
time of Beijing database and the data synchronization time of Xi’an database. Accord-
ing to this scheme, data synchronization is started at 9:00 a.m. every day. First, the data
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synchronization oil/gas production plants are obtained and written to the data synchro-
nization log table. Then, the oil/gas production plants in the data table are periodically
traversed, and the data release and data synchronization time of each plants are queried
circularly. According to the data synchronization and unlocking judgment logic in Fig. 2,
the initial synchronization or unlocking resynchronization of data is started. After the
synchronization of all oil/gas production plants are completed, continue to judgewhether
the data of the current day is unlocked until 11:00 p.m. At 10:45 p.m., a special judgment
will be made. If the number of units completing data synchronization on the current day
is less than the total number in the synchronization log data table, a full data synchro-
nization of the current day will be started, and the operation will be recorded in the
synchronization log data table. The system administrator will be notified the next day to
check the data integrity. At 10:45 p.m., a special judgment will be made. If the number
of oil/gas production plant completing data synchronization on the current day is less
than the total number in the data synchronization log table, a full synchronization of the
current day’s data will be started, and the operation will be recorded in the data syn-
chronization log table, and the system administrator will be notified to check the data
integrity [9].

5 Application Effect

5.1 Improve the Data Unlocking Recognition Rate

Based on the statistical analysis of data synchronization logs, the average daily data
synchronization time of each unit is about 120 s (see Fig. 3). Compared with the original
data synchronization time of 83 min, the efficiency is increased by more than 20 times.

Fig. 3. Average synchronization time of new scheme
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5.2 Improve the Accuracy of Data Unlocking

By comparing the data release time in reverse order between the Beijing database and
the data synchronization log table, the accurate identification and resynchronization
of cross-date data unlocking are realized, and the data accuracy and consistency are
effectively improved.

6 Conclusion

The A2 system regional center data synchronization solution solves the problem that the
oilfield self-built information system is difficult to directly apply A2 data. The core of the
scheme is to identify the release status and unlock status of the data. At the same time, the
efficiency of data synchronization has been improved again by simplifying the invalid
fields, and finally the “published today, applied today” of A2 production data has been
realized. It has good guidance and reference significance for other oilfield companies
that need to build the regional center of A2 system, or the database cannot be directly
connected to the application due to network, efficiency, synchronization software and
other problems, the business scenario that needs to build a regional data center has good
guidance and reference significance.
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Abstract. Reservoir numerical simulation is a time-consuming and expensive
procedure, especially for production optimization and history matching, which
requires multiple calls to the reservoir numerical simulator. The surrogate model
based on deep learning can provide a proxy solution to the process of calculat-
ing the production curve by the numerical reservoir simulator with approximate
accuracy and higher computational efficiency, while an attention mechanism can
better capture the local time characteristics of production time series. The attention
mechanism is introduced based on deep CNN and LSTM to build an attention-
based temporal and spatial convolution recursive neural network for surrogate
modeling which is capable of extracting spatial features of reservoir static param-
eters and handling temporal data, and establishing an image-sequence mapping
relationship from reservoir static parameters to reservoir production curve which
is used to predict the reservoir production curve. The constructed surrogate model
can fast and accurately predict production curves and improves the computational
efficiency of production optimization and history matching.

Keywords: Deep Learning · Surrogate Model · Production Curve Prediction ·
Attention Mechanism
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1 Introduction

The intelligence of oilfields has become the mainstream trend of oilfield development
at present, and the fine modeling of oilfields has become an essential guarantee for
the real-time dynamic adjustment of production in intelligent oilfields [1]. The com-
plex geological conditions and geological such as permeability and porosity make the
numerical model with non-negligible uncertainties, resulting in a very challenging fine
description of reservoir model properties [2, 3]. The automatic history matching method
corrects the oil reservoir numerical simulation results to decrease uncertainty of oil
reservoir parameters which aims to fit the oil reservoir historical observation results,
so as to dynamically adjust the random geological model initialized according to the
field measurement data of the oilfields to approach the real geological model which
is a general fine-grained reservoir modeling method adopted in the field of petroleum
engineering [4]. The automatic history matching process requires repeatedly drawing
on the oil reservoir numerical simulator to characterize the reservoir fluid flow pro-
cess and seepage characteristics and calculate the reservoir numerical model’s oil and
water production data. Because of the complexity of oilfield reservoir distribution and
the complex nonlinear flow features of reservoir fluid flow, the oil reservoir numerical
simulation is time-intensive and expensive resulting in the automatic history matching
process becoming a typical high-dimensional, time-consuming, and expensive inverse
problem-solving procedure [5]. Despite the existence of many ways and measures to
improve computational efficiency, the technical difficulties associated with expensive
and time-consuming calculations remain [6, 7].

Encouragedby the introductionof deep learning in petroleumengineering, themodel,
such as a deep neural network, can learn the hierarchical characteristics of the reservoir
geological grid attributes similar to the picture pixel format, and establish the nonlinear
regression relationship from image data to sequence data which can forecast the pro-
duction data [8]. Data-driven surrogate modeling of the reservoir numerical simulation
process based on deep learning methods is an effective solution to the time-consuming
and costly problems caused by repeated calls to the reservoir numerical simulator in
the automatic history matching process [9–11]. The LSTM can predict time series data.
The attention mechanism is capable of better capturing local temporal features of the
production time series [12, 13]. In this work, the attention mechanism is introduced on
the composition of deep CNN and LSTM. By establishing an attention-based temporal
and spatial convolution recursive neural network surrogate model, the spatial charac-
teristics of reservoir static parameters can be obtained which makes the reservoir static
parameters can be mapped to the reservoir production curve. The image-sequence map-
ping relationship of reservoir production curve prediction is used to predict the reservoir
production curve.

2 Methodology

With the introduction of image-to-sequence regression and the attention mechanism, an
attention-based temporal and spatial convolution recursive neural network for surrogate
modeling is built to achieve fast and accurate prediction of reservoir production.
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The workflow for production curve forecasting using a surrogate model is shown
below: Firstly, the data sample required for model is generated. Secondly, an attention-
based temporal and spatial convolution recursive neural networkwhich is builtwith dense
CNN and multi-layer LSTM is used to capture the complex nonlinear mapping relation-
ship between geological oil reservoir model parameters and oil reservoir production
curves. In the surrogate modeling process, the accuracy of the agent model is improved
by the introduction of the attention mechanism. Finally, the predictive performance of
the surrogate model is tested.

2.1 Surrogate Model Dataset

The two-dimension reservoir stochastic permeability field used in this paper was pro-
duced by the Stanford open-source software SGeMs and the size was set to 60× 60× 1
grid blocks. The reservoir model assumes that the discrete permeability field of non-
homogeneous reservoir follows log-normal distribution, with a logarithmic mean of 6
and a variance of 1 for the permeability.

Table 1. Parameters used to produce phase percolation curves.

Range Parameters

no nw R(0,1) (kro)swc (krw)sorw

Upper 7.75 7.75 1 / /

Lower 1 1 0 / /

Value / / / 0.85 0.60

Table 2. Parameters used for reservoirs numerical simulation.

Parameters Value Parameters Value

Injection well downhole
pressure

430 bar Water viscosity 1 cp

Irreducible water
saturation

0.17 Porosity 0.2

Water injection rate 520 m3/d Residual oil saturation 0.25

Dimensions 480 × 480 × 4 m Production wells downhole
pressure

395 bar

The oil viscosity 5 cp

The relative permeability data is generated based on a Corey model with the param-
eters set as shown in Table 1. The well-distribution method is an inverse five-point
injection mode. For each set of input data, a numerical simulator was run to generate
the corresponding 750 days of constant pressure production data in conjunction with
the corresponding production regime in Table 2, which was divided evenly into 25-time
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steps. Finally, the 2000 samples pool was split into a training set and a test set in a ratio
of 3:1.

2.2 Network Architecture

In contrast to the traditional image-to-image regression prediction of permeability field
to pressure field and saturation field [14], the output of the image-to-series regression
prediction model of permeability field to production data is no longer a single image
and no longer uses the pixel values on the image to characterize the desired output,
but directly outputs a time series, the production data curve, with a more reasonable
consideration of temporal information [15]. In addition, the image-to-image regression
gets the saturation and pressure data, which requires a further calculation to obtain the
production data observed on site, such as through the Peaceman equation calculation
[11], which will add some additional calculations cost.

Reservoir production prediction required in the history matching process is a typical
image-to-sequence regression problem. The model inputs the permeability field image
and relative permeability curve, and the model directly outputs the predicted value of
oil production and water production. Convolutional networks are good at extracting
image features, while the LSTM has advantages over other networks in processing time-
series data. Therefore, this paper focuses on combining densely connected CNN with
LSTM to build a surrogatemodel for oil reservoir production prediction, and the network
incorporates an attention mechanism to improve the accuracy.

The map between inputs and outputs of model is shown in Eq. (1):

f : RH×W×D×Nf → RT×Nd (1)

In the above equation, f is the relationship between model input and output data;
H × W × D is the size of oil reservoir model, which is 60 × 60 × 1; Nf is the number
of uncertain parameter fields, which is 2; T is time steps, which is 25; Nd is the number
of the production, which is 2.

A surrogate model based on a spatial-temporal convolutional RNN is constructed by
using a densely CNN and LSTMneural network combinedwith an attentionmechanism.
First, a densely connected CNN extracts spatial features of high-dimensional uncertain
parameters. Then, the spatial feature maps are transformed into vector features and
concatenated to relative permeability vectors. Finally, amultilayer LSTMneural network
incorporating an attention mechanism is used for time series regression and prediction
of the simulated data. The model is an end-to-end training model, i.e. after inputting
geological parameters, the network can directly output reservoir production data without
going through the next calculation step as shown in Fig. 1.

The input data of the model are the permeability field distribution and the 6 param-
eters of the relative permeability curves, with permeability field characterized as an
image, the permeability values as image pixel values, and the relative permeability pro-
file characterized as a vector of size 6. The permeability field is first fed into the encoding
network for feature extraction and a stepwise reduction in the feature map size, with the
extracted feature size being 32 × 32, which is then compressed into a vector of size
1024 as shown in Fig. 2. For the relative permeability, 2 simplified FNN is used first



An Attention-Based Temporal and Spatial Convolution 509

Fig. 1. The structure diagram of attention-based temporal and spatial convolution recursive neural
network

to process the 6 parameters of the relative permeability curves which are presented as
a vector. After the relative permeability vector is processed by the FNN, the feature of
last FNN is a vector with a size of 1024. The features extracted from the permeability
and the relative permeability are connected, and feature connection is realized by the
concatenate function.

Fig. 2. The structure of the encoding

Once the features were extracted and connected, a fully connected neural network
was first connected to change the dimension to 100, which in turn was repeated 25 times
using the RepeatVector function. The feature maps were fed into a stacked multilayer
LSTM neural network, which was recovered as the reservoir production over 25-time
steps. The first LSTM layer received the input from the convolutional neural network
features. The next layer was used to receive the hidden states from the previous layer.
Multi-layer LSTM can handle sequential data with stronger non-linearities than single-
layer LSTM models. Two to four layers are usually recommended, and two layers were
used in this paper. The LSTM incorporated an attention mechanism to calculate the
output. The size of the output is 25 × 8, 25 means 25-time steps, and 8 means the oil
production and water production of 4 production wells.

Figure 3 shows the structure of an LSTM. The cell state (ct) is the key to the LSTM
and is used to store the state information of the current LSTM and pass it to the LSTM
at the next moment. The current LSTM receives the cell state (ct−1) from the previous
moment and works together with the signal input received by the current LSTM to
generate the cell state of the current LSTM.

Attentional mechanisms originated from the study of human vision, which is a brain
signal processing mechanism unique to human vision. Human vision first quickly scans
the global image, then acquires the target area to focus on, which is the focus of attention,
and then logically devotes more attention to this area to obtain more details about the
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Fig. 3. The structure diagram of LSTM

target to be focused on, while ignoring other irrelevant information. These mechanisms
are often referred to as attentional mechanisms.

The core operation of the attention mechanism is a series of weight parameters that
are learned from the sequence to determine the importance of each element, and then
the elements are combined by importance. Essentially the attention mechanism is a
weighted summation of the values of the elements. The essential idea can be rewritten
as the formula:

Attention(Query, Source) =
Lx∑

i=1

Similarity
(
QueryKeyi

)
× Valuei (2)

As for the specific calculation process of the Attention mechanism, if abstracted
from most current methods, it can be summarized into two processes: the first is the
calculation of the weighting factor based on the Query and Key, and the second is the
weighted summation of the Value based on the weighting factor. In turn, the first process
can be subdivided into two stages: the first stage calculates the similarity or correlation
between Query and Key; the second stage normalizes the raw scores from the first
stage. An attention layer was added to the model of LSTM to incorporate the attention
mechanism, and the model principle is shown in Fig. 1.

2.3 Model Training and Performance Metrics

The absolute permeability values, the two shape factors characterizing the relative per-
meability, and the production data calculated by the oil reservoir numerical simulator
were normalized to a maximum and minimum value, and the normalization method is
shown below:

T̃ = T − Tmin

Tmax − Tmin
(3)

In this equation, T̃ is the parameter to be normalized; T is the true value of the
parameter; Tmax is the maximum of the true values; Tmin is the minimum of the true
values.
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The surrogate model used the L1 loss to measure the absolute error as shown in
formula (4):

L1 =
n∑

i=1

∣∣yi − ŷi
∣∣ (4)

In this equation, n is the number of samples; yi is the true value of the i− th sample;
ŷi is the model prediction of the i−th sample.

A variant of stochastic gradient descent with adaptive moment estimation (Adam)
was used as the optimizer. The batch size was set to 16 and the loss rate was set to 0.1.

Dynamic learning was used, with initial learning set to 0.001 and divided by 2
when the error was stable. Absolute error was used to iteratively update the weights of
the network model using back propagation and gradient descent algorithms, until the
iterative updating of the weights stopped when reached a pre-determined number of
training sessions. The model and training process were implemented using Keras and
TensorFlow.

The surrogate model was trained 200 times on an NVIDIA K80 GPU (4992 cores,
128G graphics) and took approximately 22 min to train.

RMSE is a measure of the L2 parametric distance between the true and predicted
values as shown in Eq. (5):

RMSE =
√√√√1

n

n∑

i=1

∥∥yi − ŷi
∥∥2
2 (5)

The coefficient of determination (R2) is generally used to evaluate the correlation
between the predicted and true values. A higher score indicates a higher similarity, which
is calculated as follows:

R2(y, ŷ) = 1 −

n−1∑
i=0

(
yi − ŷi

)2

n−1∑
i=0

(yi − y)2
(6)

In this equation, y is the average target value;

3 Results and Discussion

The examples shown in the results are randomly selected samples from the sample library
test set. The input permeability samples and the relative permeability curve correspond-
ing to model prediction results shown in this paper are plotted as shown in Fig. 4. In
the permeability field diagram, black triangles indicate injection wells and black circles
indicate production wells.

The test dataset was used to evaluate the trained convolutional recursive data-driven
model incorporating an attention mechanism. The proxy model predicted oil and water
production over 25-time steps.
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Fig. 4. The true log-permeability and relative permeability curve

Figure 5 shows a plot of comparison of reservoir oil and water production prediction.
The first row plots the oil rate of the four production wells and the second row plots
the water production of the four producing wells. The solid blue line is the predicted
value from the recursive convolutional network data-driven model. The red dashed line
is the calculated value from the reservoir numerical simulator. It was hoped to train a
surrogatemodelwhose outputwould be highly similar to that calculated by the numerical
simulator, so the numerical simulator’s calculations are treated as real values. The closer
the two curves are, the smaller the error between the data-driven surrogate model and
the data predicted by the real model. Case test results show that the surrogate model can
predict reservoir yields more accurately.

Figure 6 shows the loss plots for the full sample in training and testing. In this paper,
both L1 and RMSE errors are used to evaluate the model training results. The left curve
shows the L1 loss for the full sample, and the right curve shows the RMSE loss for the
full sample. The solid blue line shows the curve of training set error, and the solid red
line shows the loss curve of the test set with increasing number of iterations.

Figure 7 shows the coefficient of determination
(
R2

)
and learning rate for full sample

in training and testing. The left plot shows R2 and the right curve shows the learning rate.
The solid blue line in the left curve shows the curve of R2 of the training set, while the
solid red line shows the curve of R2 of the test set. The results showed that the coefficient
of determination of the training set gradually increased to close to 1 with the training,
whileR2 of the test set fluctuated at first and gradually increased to a steady level with the
increase of iterations. The final training and test set coefficients are 0.9951 and 0.9095
respectively, and the final test (R2) is above 0.90, which means that the network has good
learning ability in this case. The learning rate is set in such a way that it keeps decreasing
as the error gradually smoothed out, with each change shrinking to 1/2 of the original.
The graph on the right shows the curve of the learning rate, and the final learning rate is
1 × 104.
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Fig. 5. Comparison of well rates

Fig. 6. Loss curve

Fig. 7. Coefficient of determination and learning rate curve
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4 Conclusion

This paper constructs an attention-based temporal and spatial convolution recursive
neural network for surrogate modeling of the production curve prediction that can end-
to-end predict production data directly from oil reservoir spatial parameters. In concrete
terms, it is a surrogate modelling framework based on image-to-sequence regression,
constructed based on CNN and LSTM model, combined with an attention mechanism.
Instance testing of the two-dimensional oil reservoirmodel shows that the proposed data-
driven surrogate model of spatial-temporal convolutional recurrent neural networks can
predict reservoir production quickly and efficiently.
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Abstract. Production optimization is an important way to improve technical and
economic benefits in the process of reservoir development. Generally, most pro-
duction optimization problems of chemical flooding are solved separately using
mathematical algorithms, which limits optimization efficiency. This paper intro-
duces the prior scheme obtained from reservoir engineering method into the opti-
mizationmathematicalmodel to improve the efficiency of production optimization
problems of chemical flooding. Firstly, the reservoir numerical simulation model
and optimization mathematical model for chemical flooding are established. Sec-
ondly, the injection and production allocations are carried out through statistical
analysis of the present development performance of reservoir, and a prior scheme
based on reservoir engineering method is obtained. Finally, the prior scheme is
used as the initial scheme for optimization. The optimization mathematical model
takes net present value as the objective function, and the injection-production vol-
ume and chemical agent concentration as the optimization variables. The solving
algorithm adopts particle swarm optimization. It can be seen from the results that
the net present value of the uniform scheme is 0.761 × 108 RMB while 0.963 ×
108 RMB for the prior scheme, which has an increase of 26.54%. Moreover, the
conventional method converges to 1.317× 108 RMB after 22 iterations, while the
proposedmethod converges to 1.328× 108 RMBafter 11 iterations. The proposed
method reduces calculation amount by 50%with satisfactory accuracy. Therefore,
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the proposed method using the prior scheme obtained from reservoir engineering
method as the initial scheme achieves better optimization performance than con-
ventional method. This method achieves the combination of mathematical theory
and engineering experience, and providing an effective way to reduce calcula-
tion costs and increase efficiency for solving reservoir optimization production
problems.

Keywords: Chemical flooding · Production optimization · Reservoir
engineering method · Net present value

1 Introduction

With the implementation of polymer flooding and polymer-surfactant flooding pilot
tests, chemical flooding achieves industrialization in major oilfields in China, and is
currently an important method for enhanced oil recovery [1–6]. However, due to the
heterogeneity of formation and the complex distribution of remaining oil after water
flooding, it is necessary to further enhance oil recovery through reasonable injection-
production allocation in chemical flooding stage. At present, there are two main meth-
ods for injection-production allocation. The first method is to use reservoir engineering
method to adjust development scheme based on geological characteristics. The reservoir
engineering method refers to the comprehensive use of various production and logging
data to study the laws of various indicators in the process of development, which are
used to adjust and improve the development scheme [7]. This kind of method is simple
and practical, and can achieve the goal of enhanced oil recovery. However, it is usually
not only difficult to obtain accurate data for complex reservoir, but also achieve best
development results [8]. For these reasons, the application of this method is limited.
The second method is to solve production optimization problems through algorithms.
The use of optimization algorithms for production optimization problems has gradually
emerged in recent years. This kind of method establishes mathematical models for opti-
mization problems and select appropriate algorithms for solution [9–12]. Compared to
reservoir engineering method, it can effectively improve the development performance
without any production or logging data. However, it usually requires a large amount
of calculation costs, which is difficult to apply in practical production in commercial
oilfields. Therefore, this paper combines reservoir engineering method and optimization
algorithms to solve production optimization problems of chemical flooding. The prior
scheme is obtained through statistical analysis of current development performance of
reservoir in the stage of chemical flooding, which is used as the initial scheme for
optimization to achieve better performance.

2 Method

2.1 Reservoir Engineering Method

In the process of oilfield development, the heterogeneity of the formation leads to dif-
ferences in the development performance of different parts of reservoir. It is an effective
way to improve oil recovery by formulating development scheme based on the develop-
ment performance. The injection-production allocation scheme can be obtained through
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reservoir engineering method to statistically analyze the development performance in
the stage of chemical flooding, which is taken as the prior scheme. Compared to uniform
scheme, the prior scheme reflects the present development performance of reservoir and
has better technical and economic benefits. The specific steps are as follows:

Firstly, the well pattern is divided based on the location and corresponding relation-
ship between injection and production wells. Generally, the area well pattern is adopted
considering the complexity of the actual oilfields well pattern. In each area well pattern,
the non-central wells are connected sequentially, and the midpoint of the connection
lines of non-central wells are connected with the central well. The divisions of well
pattern and regions within each well pattern are achieved through this method. Sec-
ondly, the parameter values of each grid in the numerical simulation model required
for injection-production allocation are counted in the chemical flooding stage. And the
sum of parameter values in each region are calculated based on the grids contained
within each region. Generally, production allocation parameters include remaining oil
saturation, remaining geological reserves, formation pressure and others. The injection
allocation parameters include pore volume, formation pressure, formation coefficient
and others. Finally, each non-central well is allocated injection or production propor-
tionally based on the parameter values of corresponding region under the condition of
constant total injection and production allocation, and each central well is allocated pro-
portionally based on the sum of parameter values of all regions in the corresponding well
pattern. Taking injection well as the central well and production well as non-central well
as an example, the calculation formula of injection and production allocation is shown
as:

Qp
m,k = Param,k

M∑

m=1

Km∑

k=1
Param,k

Qp
total (1)

Qi
m =

Km∑

k=1
Param,k

M∑

m=1

Km∑

k=1
Param,k

Qi
total (2)

whereM is the number of well patterns;Km is the number of regions in eachwell pattern;
Qp
m,k is the production allocation of the production well of region k in well pattern m;

Qi
m is the injection allocation of the injection well in well pattern m; Qi

total and Qp
total

are the total injection and production amount of the model, respectively; Param,k is the
parameter value of region k in well pattern m.

2.2 Optimization Mathematical Model

Model Establishment. Generally, the evaluation of development performance includes
technical and economic. Net present value (NPV) as an economic indicator is a common
method to evaluate the development performance for optimization problems [13–15].
NPV refers to the cumulative net cash flow discounted from the net cash flow of each
year to the starting year within the project implementation cycle. The calculation process



Production Optimization of Chemical Flooding 519

conforms to the benchmark rate of return or discount rate of the industry. Taking polymer
flooding as an example, the injection-production optimization mathematical model can
be established.

NPV =
t∑

i=1

{
QoPoα − [

QoCm + QpPp + (Rs + RtPo)Qoα
]} × (1 + r)−i − nIs (3)

where t is the development time after polymer flooding;Po andPp are the prices of oil and
polymer, respectively;Qo is the annual oil increase of polymer flooding relative to water
flooding; Qp is the annual injection volume of polymer; Cm is the incremental operating
cost of oil; α is the oil commodity rate; Rs is the resource tax; Rt is the comprehensive
tax rate; r is the benchmark rate of return; n is the total number of wells for polymer
flooding; n is the incremental investment cost for a single well.

Furthermore, the range of injection and production parameters are limited by equip-
ment, technology, and other factors. That is to say, each optimization variable must
comply with bound constraints.

ulowk ≤ uk ≤ uupk , k = 1, · · · ,Nu (4)

where uk is the optimization variable; ulowk is the lower bound of uk ; u
up
k is the upper

bound of uk ; Nu is the number of optimization variables.

Solving Method. Considering the complexity of chemical flooding optimization prob-
lems, particle swarm optimization (PSO) is adopted in this paper. PSO is a gradient free
optimization algorithm proposed by Eberhart and Kennedy, which has strong global
search ability [16–19]. It does not rely on the gradient information, and only seeks the
optimal solution through information sharing among individuals in the group. In the
production optimization problem, each particle represents a feasible combination of
injection and production parameters. The formula of PSO is as follows:

ul+1
m = ulm + vl+1

m (5)

vl+1
m = ωvlm + ccr

l
c(u

l
mpb − ulm) + csr

l
s(u

l
gpb − ulm) (6)

where ulm and ul+1
m are the position of particle m after l and l + 1 iteration, respectively;

vl+1
m is the velocity of particle m in l + 1 iteration; ω is the inertia weight; cc and cs are
acceleration constants tend to itself optimal of global optimal, respectively; rlc and rls
are random numbers vary from 0 to 1; ulmpb is the best position searched by particle m

after l iteration; ulgpb is the best position searched by all particles after l iteration, which
represents the current optimal value of the objection function.

3 Results

The numerical simulation model for polymer flooding is established based on A oilfield,
as shown in Fig. 1. The model adopts corner grid system with a total of 488160 grids.
Among them, there are 120, 113, and 36 grids in the X, Y, and Z directions, respectively.
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The model includes 12 injection wells and 21 production wells. It is worth noting that
there are 9 injection wells implement layered injection process, which is represented by
well name followed by “N”. The basic physical parameters are shown in Table 1. The
model adopts water flooding firstly, and turn to polymer flooding when the water cut
arrives at 95%. After 0.3PV of polymer flooding, it turns to water flooding and stops
until the water cut arrives at 98%. Therefore, the number of optimization variables in
production optimization problems is 63. Among them, since there are 9 layered injection
wells, the number of production rate, injection rate, and polymer concentration are 21,
21, and 21, respectively.

Fig. 1. Numerical simulation model

Table 1. Physical parameters of reservoir

Parameter Value Parameter Value

Geological reserves/104m3 877 Permeability/10−3µm2 1719

Pore volume/104m3 3450 Oil viscosity/mPa·s 40

Oil saturation/% 65 Oil density/kg·m−3 950

Porosity/% 21 Pressure/MPa 16.7

The prior scheme is designed for polymer flooding based on reservoir engineer-
ing method. Furthermore, a uniform scheme is designed for comparison to illustrate
the performance of the proposed method, which injection volume, production volume,
and polymer concentration are evenly distributed in each well. In uniform scheme, the
injection volume is split according to the perforating layers. In this paper, the inertia
weight and acceleration coefficients are 0.7298 and 1.4296, respectively [20]. The value
of economic parameters in NPV is shown in Table 2.

The comparison of iteration curves of using the uniform scheme and prior scheme
as the initial scheme are shown in Fig. 2. The NPV of the uniform scheme is 0.761



Production Optimization of Chemical Flooding 521

Table 2. Value of economic parameters in NPV

Parameter Value Parameter Value

Benchmark rate of return/% 12 Oil price/(RMB·t−1) 2500

Incremental operating cost of
oil/(RMB·t−1)

600 Resource tax/(RMB·t−1) 14

Comprehensive tax rate/% 14 Oil commodity rate/% 97

Incremental investment
cost/(RMB·well−1)

1000000 Polymer price/(RMB·t−1) 20000

× 108 RMB, and converges to 1.317 × 108 RMB after 22 iterations. The NPV of
the prior scheme is 0.963 × 108 RMB, and converges to 1.328 × 108 RMB after 11
iterations. It can be seen that the NPV of prior scheme increases by 26.54% compared
to the uniform scheme, and reduces calculation amount by 50% after convergence with
satisfactory accuracy. Therefore, the proposed method of using prior scheme obtained
from reservoir engineering method as the initial scheme enables optimization problems
to be carried out at a better initial level, which can significantly reduce calculation costs.

Fig. 2. Comparison of iteration curves

The results of prior scheme initialization are taken as the optimization scheme, and
compare with the uniform scheme and prior scheme. The comparisons of injection rate,
production rate, and polymer concentration for each well are shown in Fig. 3. It can be
seen that the variation trend of the prior scheme and optimization scheme is roughly
the same compared to uniform scheme, reflecting the reservoir experience of injection-
production adjustment based on geological conditions and development performance of
reservoir.

Figure 4 is the comparison of recovery factor and water cut of the uniform scheme,
prior scheme, and optimization scheme. It can be seen that the recovery factor of the
uniform scheme is 26.17%, and the lowest value of water cut is 88.21%. The recovery
factor of the prior scheme and optimization scheme are 26.70% and 28.53%, increasing
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Fig. 3. Comparisons of optimization variables

by 0.53% and 2.36% compared to the uniform scheme. The lowest value of water cut of
the prior scheme and optimization scheme are 86.87% and 85.87%, reducing by 1.34%
and 2.34% compared to the uniform scheme. Furthermore, the increase speed of water
cut of the prior scheme and optimization scheme is slower than that of uniform scheme.
Figure 5 compares the NPV of the uniform scheme, prior scheme, and optimization
scheme.Theprior schemeandoptimization schemehave largerNPVand shorter payback
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period. It is worth noting that there is a slight decrease in NPV at the end of development,
which is because the annual oil increase of polymer flooding relative to water flooding
is negative. Briefly, the prior scheme can achieve better development performance both
in technical and economic compared to uniform scheme, thereby achieving the goal of
improving optimization efficiency.

Fig. 4. Comparison of recovery factor and water cut

Fig. 5. Comparison of NPV

4 Conclusions

This paper introduces reservoir engineeringmethod into optimization algorithms to solve
production optimization problems of chemical flooding. The optimization process can
be effectively accelerated by using the prior scheme obtained from reservoir engineering
method as the initial scheme. The results show that the NPV of the prior scheme is 0.963
× 108 RMB, which is 26.54% higher than that of the uniform scheme. Meanwhile,
the method of uniform scheme initialization converges to 1.317 × 108 RMB after 22
iterations, while prior scheme initialization converges to 1.328 × 108 RMB after 11
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iterations. The calculation amount reduces by 50% with satisfactory accuracy. The pro-
posed method combines mathematical theory with engineering experience, providing an
effective way to reduce costs and increase efficiency for solving production optimization
problems of chemical flooding.
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Abstract. In recent years, the country has successively passed a series of laws
and regulations on the reform of the mining rights system, especially related to
exploration and construction, land use, and ecological environment restrictions,
which have a profound impact on the exploration decision-making and develop-
ment of oil fields. Analyzing the available dimensions of mining rights, compre-
hensively evaluating the ground environment, determining whether the ground
conditions can be constructed, and the difficulty of construction, has become one
of the important tasks in oilfield exploration deployment and mining rights eval-
uation. GlobeLand30 is the world’s first high-resolution land cover dataset, with
the advantages of comprehensive information coverage and high display accuracy.
This article takes GlobeLand30 as the starting point, and through key steps such
as data collection and download, coordinate projection conversion, and vectoriza-
tion into maps, it achieves the accurate display of all surface elements in oilfield
exploration areas for the first time, accurately implementing the distribution and
morphology of various surface elements. Meanwhile, combined with the analy-
sis of oilfield exploration and construction technology and policy restrictions, the
surface types of difficult operation areas in the exploration area have been clari-
fied, and precise evaluation of the surface environment has been achieved through
hierarchical classification and vectorization mapping. The results indicate that the
main types of surface cover in the Daqing Oilfield exploration area of the Songliao
Basin are cultivated land, grassland, water bodies, wetland, and artificial surfaces;
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The most difficult construction operations are water bodies and wetland, followed
by artificial surfaces, and the construction difficulty of cultivated land, grasslands,
and forest also needs to consider policy restrictions. The ground environmen-
tal assessment method based on GlobeLand30 has important scientific guidance
for oilfield exploration deployment decision-making and mining protection plan
formulation.

Keywords: High Precision Global Surface Cover Data · GlobeLand30 ·
Oilfield · Ground Environment Assessment · Difficult Operation Area

1 Introduction

Ground environment assessment is one of the important contents of oil and gas explo-
ration evaluation. The underground geological conditions of exploration targets are the
main factors determining whether oil and gas can be obtained, while the ground con-
ditions and the difficulty of construction are the direct factors affecting exploration
deployment. In recent years, the country has vigorously promoted the reform of the oil
and gas mining rights system, especially policies such as competitive transfer of explo-
ration rights, mandatory 25% reduction upon expiration, and strict adherence to the
ecological red line, which have led to many unfavorable situations for exploration rights
in various domestic oil fields, such as “fast reduction, difficult acquisition, and difficult
construction” [1–3]. How to fully protect high-quality exploration rights and accurately
determine the difficult operation areas within existing exploration rights has important
practical and strategic significance for oilfield exploration deployment decision-making
and long-term development.

At present, due to limited data mastery and access, there are generally problems with
incomplete surface information elements, inaccurate location, and insufficient accuracy
in surface environmental assessment of various oil fields [4–8]. Specifically, incomplete
and inaccurate data on difficult operate areas such as rivers, lakes, andwetlands;Artificial
surfaces in urban areas, airports, villages, and other areas are mostly schematic labels
without complete and clear boundaries, and the dynamic evaluation of planning and
construction areas is relatively lagging behind; The existing data on “policy restricted
areas” such as nature protected areas and ecological redlines are limited, and the com-
prehensive assessment of the ground environment is not in place [9]. The above issues
directly affect the selection of exploration target locations, construction methods, and
plan formulation, and are also practical challenges that oilfields must attach importance
to and solve after the reform of the mining rights system.

2 Brief Introduction to Global Surface Cover Data

Surface cover and its changes are essential basic information and key parameters for
environmental change research, geographic monitoring of national conditions, and sus-
tainable development planning. So far, the United States and the European Union have
completed global surface cover data products with resolutions of 1000 m and 300 m.



528 H. Wang et al.

China independently developed and officially released the world’s first 30 m resolution
global land cover dataset, GlobeLand30, in 2014, and donated it to the United Nations,
becoming the first global geographic information high-tech public product provided by
China to the United Nations.

The GlobeLand30 dataset is an important achievement of the China National High
tech Research and Development Program’s “Global Land Cover Remote Sensing Map-
ping and Key Technology Research” project. This project is led by the National Basic
Geographic Information Center, and 18 units from 7 departments including the Survey-
ing and Mapping Bureau, the Chinese Academy of Sciences, the Ministry of Education,
the Ministry of Agriculture, and the Forestry Bureau jointly participated in the com-
pletion. The GlobeLand30 dataset covers the land area at latitude 80° north and south,
representing 10 types of surface cover in different colors, including arable land, forests,
grasslands, shrublands, wetlands, water bodies, tundra, artificial land, bare land, glaciers,
and permanent snow cover (Table 1). It contains richer and more detailed spatial distri-
bution information of surface cover, which can better depict human land use activities
and the landscape patterns formed by them.

Table 1. Explanation of 10 Different Surface Types of GlobeLand30

ColorContentClassCode

10 Cultivated Land Lands used for agriculture, horticulture and gardens.

20 Forest Lands covered with trees, with vegetation cover over 30%.

30 Grassland Lands covered by natural grass with cover over 10%.

40 Shrubland Lands covered with shrubs with cover over 30%.

50 Wetland Lands covered with wetland plants and water bodies.

60 Water Bodies Water bodies in the land area.

70 Tundra Lands covered by lichen, moss, hardy perennial herb and 
shrubs in the polar regions.

80 Artificial Surfac-
es Lands modified by human activities.

90 Bareland Lands with vegetation cover lower than 10%.

100 Permanent Snow 
& Ice Lands covered by permanent snow, glacier and icecap.
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3 General Idea

A detailed ground environment assessment requires a comprehensive understanding of
the actual surface coverage information of the exploration area, and precise implemen-
tation of the distribution and morphology of various difficult operation areas. After
vectorizing the surface elements into maps and overlaying them with drilling, seis-
mic, infrastructure and other data information of the oil field, it is necessary to accu-
rately determine the types of difficult operation areas and their construction difficulties,
thereby guiding exploration deployment decisions and plan formulation. The following
two overall goals should be achieved: to construct comprehensive and accurate surface
coverage information of exploration areas, clarify surface types, and guide exploration
deployment decisions; Identify key surface elements, focus on characterizing difficult
operation areas and vectorizing. Then, through classification, and statistical analysis,
carry out a detailed evaluation of the surface environment, providing a scientific basis
for formulating mining protection plans.

In response to the above objectives, this article first cites high-precision global surface
coverage data as the basic data. Through key steps such as Data information acquisition
and organization, Coordinate projection conversion andMap-making, and Vectorization
of key surface elements, a complete and accurate map of surface coverage information
in exploration areas is obtained. Then, combined with geographic information and satel-
lite maps, mutual proofreading is carried out to determine the types and boundaries of
difficult operation areas. Finally, a comprehensive evaluation map of the ground envi-
ronment in the exploration area was established, and we can use it for achieving the
goal of classifying and grading the difficult operation areas within the exploration area
(Fig. 1). The key technical steps include Coordinate projection conversion and Color
information vectorization into a graph.

Fig. 1. Schematic diagram of technical process for ground environment assessment.
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4 Specific Technical Solution

4.1 Data Information Acquisition

Log in to the website of “National Catalogue Service For Geographic Information”, reg-
ister user information with real name, and indicate the data using field and purpose [10].
Wait for approval before downloading. Click on the “GlobeLand30” on the homepage to
open the system interface. Click onAsia and China in themenu bar on the right, compare
them with the map, select the corresponding global surface coverage data based on the
location of the work area, and download individual tile data separately. It should be noted
that each tile data has different geographic location parameter information. When down-
loading, it is necessary to record its projection type, geodetic reference, band number,
and other parameters in order to correctly set and convert projection parameters.

TheGlobeLand30 tile data product consists of format files such as “*.tif, *.tfw, *.shp,
*.xml”. Among them, the data used in this study is “*.tif” file with its own geocoding
information, which contains various types of surface coverage information and is the
main image result file of the segmented data.

4.2 *.tif File Loading and Mapping

For ease of use and accurate location, commonly used maps in various regions have
traditional geographic coordinate projection parameters. For the Songliao Basin, the
projection parameters commonly used in the DoubleFoxDraw Software for oil fields are
“Geodetic Datum China1954 or China1980, Projection Gauss-Kruger, Central Meridian
E123, and 6 Degree Zone Number 21”. The geographic coordinate information of the
downloaded GlobeLand30 tile data is “Geodetic DatumWGS84, Projection UTM, Cen-
tral Meridian E123, and 6 Degree Zone Number 51”. This requires the correct loading
and projection conversion of the map, which can be converted into the commonly used
coordinate projection system in the oil field, in order to correctly match and use the
information elements such as drilling and mining rights in the oil field.

The loading and drawing of “*.tif” files are mainly divided into two steps.
The first step is to load the original TIF image file. Decompress the segmented data

compression package, load the original image filewith the suffix “.tif” into the commonly
usedDoubleFoxDrawSoftware in the oil field, and correctly set the coordinate projection
parameters of the original image file based on the geodetic datum, projection, central
longitude, segmented band number, and other information of the segmented data. After
setting up, save as “File 1”.

The second step is to perform coordinate projection conversion on “File 1”. Firstly,
open the “Projection Conversion” module in the DoubleFox Cartography System, select
“File 1” at the input file, and set parameter information such as ellipsoid, projection,
coordinates, and numbers one by one according to their original projection parameters;
Secondly, at the place of output file, create a new location and file name for saving
the output file (which can be defined as “File 2”), and set the ellipsoid, projection,
coordinates, and number information of “File 2” based on the commonly used map
projection information in the oilfield. After setting, click “Convert”, and the converted
“File 2” will be the correct matching map with the existing available map in the oilfield.
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In addition, if the research area spansmultiple segmented data (i.e. “cross zone”), it is
necessary to download the corresponding multiple segmented data, load the TIF file and
coordinate projection conversion separately, select the main-zone position map, convert
the sub-zone map to the main-zone coordinate projection, and then perform multi-map
stitching to finally build a complete surface coverage information map of the research
area (Fig. 2).

The surface coverage data map of the Daqing exploration area in the northern part
of the Songliao Basin (Fig. 2) drawn through the above steps not only includes all

Fig. 2. Surface Cover Data Map of Daqing Exploration Area in the Northern Songliao Basin.
Legend Description: 1-Exploration Right, 2-Mining Rights, 3-Cultivated Land, 4-Grassland, 5-
Water Bodies, 6-Wetland, 7-Artificial Surfaces, 8-Forest, 9-Shrubland, 10-Bareland.
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accurate surface coverage data of Cultivated Land, Grassland, Wetland, Water Bodies,
etc. in the research area, but also can be used in conjunction with existing mining rights,
drilling, seismic and other maps in the oil field, which can intuitively, accurately, and
comprehensively display the surface information of the oilfield area for exploration and
deployment personnel to use, greatly improving work efficiency.

4.3 Classification, Gradation, and Vectorization of Difficult Operation Areas

The above surface coverage map can well reflect the actual situation of the exploration
area’s surface, and have high practical value. However, considering the severe situation
of current exploration and mining right management and environmental restrictions,
comprehensive analysis of the availability of ground conditions in different exploration
and mining rights or certain specific areas, from qualitative research to quantitative
statistical analysis of surface composition, especially the classification and quantitative
evaluation of difficult operation areas in all oilfields, has become a practical issue that
needs to be taken seriously. The core problem is to comprehensively consider the current
policies and oilfield exploration and construction capabilities, and to comprehensively
evaluate the surface types and areas of the “difficult operation area”.

For onshore oilfields, generally speaking, among the 10 types of surface cover,
Water Bodies, Wetlands, and Artificial Surfaces are all difficult operation areas, with
the greatest difficulty in exploration and construction; Cultivated Land, Forests, and
Grasslands have certain policy-limited construction difficulties, which require specific
analysis and comprehensive evaluation to maximize the clarity of the construction scope
and difficulty level; The construction difficulty of Shrubland, Tundra, and Bareland is
minimal and generally not limited by policies; Permanent Snow and Ice are currently
not involved in domestic oilfields.

From the perspective of methodological research, this study identified three types of
surfaces: Water Bodies, Wetland, and Artificial Surfaces as difficult operation areas, and
vectorized them one by one using DoubleFoxDraw Software commonly used in Daqing
oilfields.

The first step is color replacement. For example, prioritizing the selection of dark blue
colors that representWater Bodies for vectorization. In the surface coverage information
map (Fig. 2), right-click on the image to enter the image processing interface, click
“Color Replacement”, keep the dark blue color unchanged, and replace the colors of
other surface types with white one by one. Now, the image only retains two colors:
dark blue and white. The second step is color binarization. Right click on the image
to enter the image processing interface, select “Color Binarization”, set the maximum
and minimum range values for input binarization, click “OK", and wait for the software
to complete running. The third step is to vectorize the image color blocks. Right click
on the image to enter the image processing interface, click on “Image Semi-automatic
Vectorization”, and the software will start automatic vectorization of colors. After the
software finish running, a complete and closed vectorized line will be formed around
each dark blue color block, indicating that the color vectorization of the Water Bodies
completed. Repeat the above operation and vectorize the other difficult operation areas
one by one, ultimately obtaining a complete vectorized map of all difficult operation
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areas. Figure 3 is a vectorized map of two difficult operation areas: Water Bodies and
Wetland, with dark blue representing Water Bodies and light blue representingWetland.

Due to the objectivity and complexity of surface information, vectorization of two
or more types of color blocks often involves situations such as inclusion, intersection,
and overlap. For solution, manual identification and removal of overlapping elements
are required. For large and complex research areas, the workload of manual identifying
and removing overlapping elements is relatively high.

After measurement and comparison, using this method to vectorize the color blocks
of difficult operation area in DoubleFoxDraw Software, the boundaries are clear and
complete. Each difficult operation area has independent and continuous boundary lines,
and the position error is less than 50m (Fig. 4), fully achieving the purpose of classifying,
grading, and statistical analysis of difficult operation areas.

Fig. 3. Example of color vectorization of water bodies and wetlands in the northern Songliao
Basin. Description: dark blue color representing Water Bodies, light blue color representing
Wetland.
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Fig. 4. Enlarged display ofWater Bodies boundaries after vectorization. All of the boundary lines
of Water Bodies are independent and continuous, and the position error is less than 50 m after
measurement.

4.4 Preparation of Ground Environment Comprehensive Assessment Map

In fact, there aremany conflicts in oil and gas exploration and development, especially the
conflict of diversified mining rights, the conflict of whether the ecological environment
allows construction, and so on, which directly affect the work process and interests
of the oilfields [11]. For oilfields, ground environment assessment is a very important
foundational work in order to avoid more conflicts. The purpose of ground environment
assessment in oilfield exploration areas is to accurately discriminate the type, location,
and area of difficult operation areas, and further to guide exploration and development,
deployment plans, exploration and mining rights protection, and other works through
classification and statistical analysis of difficult operation areas. The specific method is
to establish different types of difficult operation areas in the DoubleFoxDraw Software
map to achieve classification management, and then establish different levels of sub
layers within the type layer based on the area size of the elements, and classify and
count the difficult operation areas. The classification names of difficult operatione areas
should follow the categories in global surface cover data, such asWater Bodies,Wetland,
Artificial Surfaces, etc. The classification of difficult operation areas needs to consider
exploration and construction requirements and relevant policy restrictions.
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According to the area of difficult operation areas, this study divides them into four
levels: “>1 km2, 1–0.1 km2, 0.1–0.05 km2, and <0.05 km2”. Difficult operation areas
with an area greater than 1 km2 have a certain distribution scale and are stable throughout
the year, such as reservoirs, lakes, rivers, towns, etc., which have the greatest impact
on oilfield exploration, deployment and surface engineering construction; The difficult
operation area with an area of 1–0.1 km2 has a significant impact on oilfield drilling
construction, pipeline laying, and ground infrastructure, and should also be graded for
consideration; The difficult operation areawith an area of 0.1–0.05 km2 also has a certain
impact on oilfield drilling construction, as well as the construction of various factories
and stations, which needs to be considered in gradation; However, the distribution range
of difficult operation area with area less than 0.05 km2 is relatively small, and work
objectives can generally be achieved through avoidance in exploration, deployment and
actual construction. Therefore, in this graded statistics, difficult operation areas with an
area less than 0.05 km2 will no longer be subdivided, and if necessary, layers can be
hidden or not displayed to make the map beautiful.

After the above classification, the map of difficult operation areas can be overlaid
with geographic information such as railways, highways, airports, place names, oilfield
data such as drilling and mining rights, as well as policy restricted areas such as nature
protected areas and ecological redlines. Finally, a comprehensive evaluation map of
the ground environment of oilfield exploration areas can be developed (Fig. 5). This
map not only comprehensively and objectively displays the types and distribution of
difficult operation areas in the exploration area, but also accurately identifies, extracts,
and analyzes the distribution of a certain or several types of difficult operation areas
within a certain area. It provides a important and scientific work foundation and data
support for the comprehensive evaluation of the ground environment in the exploration
area, and can effectively support the decision-making of oilfield exploration deployment
and mining rights evaluation.

Traditional ground evaluation is mainly based on the richness of surface data. There-
fore, due to the limitations of data acquisition channels, it is difficult for most oilfields to
obtain comprehensive and accurate surface information, and thus it is difficult to carry
out accurate vectorization evaluation and classification research on difficult operation
areas. This study is the first application of GlobeLand30 in vectorization evaluation
of oilfield surface environment in China. The resulting map can fully and accurately
display difficult operation areas on the surface, with advantages such as complete infor-
mation, accurate location, and realisticmorphology. After comparison, the error between
the boundary position and the actual position of the surface features depicted by this
method is less than 50 m. Considering the public welfare of GlobeLand30 and the need
for oilfields to display all surface elements, this study only annotates the types of surface
elements and does not involve issues such as place names and uses required by national
confidentiality.



536 H. Wang et al.

Fig. 5. ComprehensiveAssessmentMap ofDifficult OperationAreas andGroundEnvironment in
the Daqing Exploration Area in the Northern Songliao Basin. The types of difficult operation areas
mainly includeWater Bodies,Wetland, Artificial Surfaces, Nature Protected Areas and Ecological
Redlines. The Artificial Surfaces mainly refer to the surface areas modified by human activities
such as urban areas, railways, airports, etc. Nature Protected Areas and Ecological Redlines are
policy restricted areas. Nature Protected Areas include core protected areas and general control
areas. Legend Description: 1-Exploration Right, 2-Mining Rights, 3-Urban Area, 4-Railway, 5-
Airport, 6-Water Bodies, 7-Wetland, 8-Artificial Surfaces, 9-Core ProtectedNature Protected area,
10-General Control Nature Protected Area, Ecological Redlines.
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5 Conclusion

This study introduces high-precision global surface cover data (GlobeLand30) into the
exploration area of Daqing Oilfield for the first time, and establishes a ground environ-
ment assessment technology based on multiple information, providing comprehensive
ground data information and technical support for the oilfield.

The vectorized ground environment assessment map has the characteristics of com-
plete surface information and high accuracy, which can accurately determine the shape,
location, and area of the “difficult operation areas”. It not only greatly reduces the
workload of ground exploration in the early stage of exploration deployment, but also
provides a fine evaluation method for ground environment classification and grading,
which has important guidance for the quantitative evaluation of the ground availability
of exploration areas.

The ground environment assessment method based on GlobeLand30 has been
promoted and applied in the exploration deployment and mining rights manage-
ment evaluation of Daqing Oilfield, which has important significance and application
value for guiding legal and compliant exploration, deployment decision-making, and
medium-long-term planning scheme preparation.
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Abstract. In conventional reservoir modeling, the well log curve shape informa-
tion is usually lost when it is up-scaled. In this study, we implemented machine
learning method to capture the well log curve shape information of each well and
clustering those wells in target spatial domain. One state-of-art machine learning
algorithm used in most of time series classification area is implemented for fea-
ture extraction. All the wells are grouped into different groups according to the
similarity of extracted features from multiple log curves. The final spatial reser-
voir segmentation is obtained through spatial interpolation from the clustered well
groups. The results of the 2D spatial map provides valuable insights to the deposi-
tional background analysis through providing the lateral geological heterogeneity
features. One small synthetic data set is used in case study to illustrate this method
as an effective way to characterize the spatial heterogeneity. As illustrated in the
case study, the proposed spatial segmentation technique can be used as a fast geo-
logicalmodellingmethod to integrate geological heterogeneity features embedded
in multiple well logs.

Keywords: Machine learning · Feature extraction ·Multiple data integration ·
Geological heterogeneity characterization · Fast segmentation

1 Introduction

Recently, various machine learning (ML) algorithms have been successful implemented
in petroleum exploration and development. It has been proved as an efficient and cost
saving technique to harness the vast amount of reservoir-related information [1–5]. This
article reports an innovative reservoir segmentation technique aiming to characterize
the subsurface geological heterogeneity using high dimensional feature extraction, time
series clustering, and spatial mapping.

In the proposedworkflow, thewell log curves of the target formationwill be extracted
as time series along the well trajectory. Particularly, Time Series Classification (TSC)
methodology is used to group the target formation wells into different clusters or groups.
In the TSC, it involves running a sliding window across each well log series. Then,
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discretising the window to form some words, forming a histogram of word counts over
the dictionary. Finally, it is to construct a specific group based on the obtained histograms.

Each group would represent a kind pattern in well log data domain. The study shows
that TSC method can capture the stacking pattern of each well log curve. More impor-
tantly, the clustering can capture the vertical geological stacking patterns represented by
each well log, which is essential for reservoir heterogeneity characterization or reservoir
segmentation. In coming section, more details will be given to each step.

2 Methodology and Workflow

2.1 Time Series Transformation from Multiple Well Logs

In this paper, we seek to extract the well log data along trajectory as time series data.
Conventional time series data is a sequence of data points indexed in time order. It tracks
a sample over time and allows one to see what factors influence certain variables from
period to period. Time series analysis are useful in way of finding how a given asset,
security, or economic variable changes over time.

For well log data, given a target formation top and bottom, the measurements along
borehole could also be looked as time series data. Comparing to traditional time based
time serious data, here data are measured along depth with a even depth interval which
is equivalent to time intervals in conventional time series analysis.

First, let’s assume the wells in a reservoir is denoted as W1,W2, · · · ,WN. For each
well, it has multiple log curves, which are denoted as L1,L2, · · · ,LM as shown in Fig. 1.
There are different well log types along the measured depth, such as Gamma Ray (GR),
Spontaneous Potential (SP), or resistivity logs, etc. Then, each well log curve is observed
as a multivariate time series given certain target formation top and bottom. Each well log
time series id denoted as d�1, d�2, · · · d�D,D = 1, 2, · · · ,M . The whole well log data
dimension for a reservoir formation under analysis is N ×M × D, as shown in Fig. 1.
The objective is to cluster all the N wells based on M well log curves which will be
looked as time series of D measurements along depth.

Fig. 1. Time series representation of well log data in a 3-dimensional form.
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2.2 Time Series Classification with Dictionary Based Classifiers

In each time series, the curve has certain patterns. In classification, this shape pattern has
to be captured. The dictionary approaches of Time Series Classification (TSC) address
this by forming frequency counts of repeated patterns. In TSC, the dimensionality of time
series are approximated and reduced by transforming those series into representative
words. Then, comparing the distribution of words will calculate a similarity matrix
between all of them.

More specifically, a window with certain size slides across each time series. Using
this window sliding, it can form a pseudo-word using the information captured with
the all the sliding window. In the algorithm, words are created using Symbolic Fourier
Approximation (SFA), more technique detailed can be found in various reference [6, 7].
Then, it will construct a histogram of word counts over the dictionary. Usually, there is
an encapsulates process that doesn’t count trivially self similar words: if two consecutive
windows produce the same word, the second one will be ignored actually. This greatly
avoids a slow-changing pattern relative to the window size being over-represented in
the resulting histogram. Finally, it will construct a classifier on the obtained histograms.
Three approaches that have been published in the time series data mining literature are:
Bag of Patterns (BOP); the Symbolic Aggregate Approximation Vector Space Model
(SAXVSM); and the Bag of Symbolic Fourier Approximation Symbols (BOSS) [6, 7].
In this study, the BOSS method is implemented.

2.3 Clustering Ensemble and Reservoir Segmentation

After the wells are clustered in log data domain according to each log curve data, user
will obtain M partition results from all the wells because each well log will have a
different clustering result. Until now, the clustering or grouping of wells is done in latent
space of well log curves data domain. The well locations are not play roles yet during
clustering.

The spatial reservoir segmentation will count the spatial location into consideration.
Reservoir segmentation is a procedure of spatial clustering using the ensemble clustering
results based on the spatial locations. For the thickness of each target formation, it can
be determined from the heterogeneity study requirement. Usually, for geo-modeling
purpose, it could be just one zone that is believed to be the finest heterogeneity study
vertical unit. Laterally, the principle follows the same rule of traditional geo-spatial
statistics that the closer in spatial domain should have closer relationship in log curve
latent curve domain. So, the traditional indicator facies modeling approach could be
used. But, modeling indicator variogram is always a challenge [9, 10]. Thus, in this
study, a conventional inverse distance interpolation method is implemented.

The proposed methodology workflow is illustrated in Fig. 2. For a whole reservoir,
after detailed well correlation analysis, the segmentation will be done on each single
zones. In each zone, the well log curves will be treated as a whole in clustering and
segmentation using the workflow given above. Then, after segmentation is done for all
the zones. The stacking of those segmentation results will be a full reservoir model for
further heterogeneity characterization purpose, such as quick reservoir simulation or
stratigraphy analysis.
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Fig. 2. Illustration of separately spatial segmentation given a certain target formation

3 Case Study

The proposed methodology is illustrated with one synthetic data set. In this data set,
there are 13 wells in total as the well location map is shown in Fig. 3. For each well, only
one zone is chosen as target analysis formation as shown in Fig. 3(a). The well location
of the formation top will be used to do final spatial segmentation as shown in Fig. 3(b).
Each well, there are nine well log curves available for clustering. For each well, the
log attributes measured along the depth are transformed as time series for clustering as
shown in Fig. 3(c). In practice, the entire wells trajectory are re-scaled so that the length
of all the wells are the same given certain target formation top and bottom.

Fig. 3. The extracted time series from all the well log curves of the target formation

Using the proposed workflow, the spatial spatial segmentation is shown as Fig. 4.
The final spatial segmentation result is consistent with those of different sedimentary
environment for each well group based on the subsurface geological analysis. Thus, the
obtained facies model can be looked as a facies or rock type modeling relatively to the
facies modeling in conventional geological facies modeling.
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Fig. 4. Final clustering and spatial segmentation of the target area

4 Conclusion

It is an effective way to extract the geological feature through treating the well log data
along well trajectory as time series data as illustrated in this study. The final obtained
spatial reservoir segmentation can represent the heterogeneity lateral features revealed
by the multiple well logs of the target formation.

The BOSS method can reveal the well log shape information from multiple log
curves. Not only the well log measured values but also the stacking patterns, the shape
message of each log curves, are accounted for in the time series analysis.

Alternatively, the 2D spatial segmentation obtained from each single layer or zone
could be stacked together for a fully 3D reservoir facies or rock typemodelingwhich actu-
ally can be used an effective fast geomodeling approach comparing to current existing
modeling method.
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Abstract. Continued low oil prices and the demand for green and low-carbon
development have put forward urgent requirements for the traditional oil and gas
industry to upgrade its productionmodel. In recent years, with the deep integration
of emerging technologies such as 5G, Internet of Things, artificial intelligence,
cloud computing, big data, edge computing and the energy sector, new opportu-
nities and challenges have been created for the traditional oil and gas industry
to seek industrial upgrading, and digital transformation and intelligent develop-
ment have become a way to achieve oil and gas fields Digital transformation and
intelligent development have become the inevitable trend to achieve high quality
development of oil and gas fields. As a guarantee unit for seasonal peaking and
emergency gas supply in the Beijing-Tianjin-Hebei region, Jidong Gas Storage
is responsible for the stable delivery of natural gas energy supply in the region.
The non-linear relationship between gas supply capacity and formation pressure
changes in natural gas storage reservoirs makes accurate regulation extremely dif-
ficult; the frequent changes of gas injection and extraction wellbore conditions
make the control of wellbore integrity a IFEDC-202315047 2 great challenge; the
non-linear changes of formation supply capacity in upstream storage reservoirs
and the rapid changes of downstream customer demand make the ground system
load fluctuate greatly, making it difficult to ensure the smooth operation of the
pipeline network. In the face of these challenges, exploring the construction of an
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intelligent gas storage reservoir with integrated and coordinated regulation of the
ground, wellbore and formation is the best solution to meet this demand.

Keywords: Gas storage digitized · ground engineering · Digital delivery · 3D
visualization · intergrated datamanagement

1 Present Situation of Intelligent Gas Storage Construction
at Home and Abroad

1.1 Global Gas Storage Construction Status

As countries gradually shift from coal to clean energy natural gas in a large number of
industrial and civil scenarios, and rapidly increase natural gas imports, how to safely
reserve and timely dispatch natural gas is increasingly important. In summer, when the
gas storage is traditionally filled, with the arrival of the winter heating season, the gas
storage reserve will be emptied in winter, which involves the safe and stable operation
mechanism of the gas storage.

There are 400 gas storages in the United States, 20 in Russia, Ukraine, Germany,
Italy, Canada, France and China. There are many types of gas storage, of which the
highest proportion of abandoned gas fields is 76%, the aquifer structure is 13%, the salt
cavern is 6%, and the abandoned reservoir is 5%. The market-oriented operation mode
of gas storage in Europe is relatively mature, all of which are operated by gas storage
operators. There are 54 gas storage operators, including 14 operators in Germany, more
than 4 operators in Austria, the Netherlands and the United Kingdom, and only one gas
storage operator in 12 countries.

Since the outbreak of the war between Russia and Ukraine in February 2022, the EU
has faced the risk of relying on Russian natural gas and Russia ’s reduction of natural gas
supply, prompting the European heating season to fill the gas storage capacity to more
than 80%. Germany is the EU ’s largest gas storage location, in this particular context
by November reached 95% of the gas storage.

1.2 Construction Status of Foreign Intelligent Gas Storage

After decades of development, foreign gas storage construction technology is more
mature. The intelligent function of gas storage focuses on the whole life cycle manage-
ment and control of gas storage management. Starting from the numerical simulation
analysis of target oil and gas reservoirs, the intelligent control decision is established by
means of neural network to realize the intelligent production and injection allocation of
gas storage, and gradually optimize the whole cycle operation and management mode
of gas storage.

1.2.1 Czech RWE Company Intelligent Gas Storage Scheme

RWE Gas Storage CZ (RWE) is the largest natural gas storage operator in the Czech
Republic. It has developed an integrated platform with Schlumberger [1]. The platform
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includes data center and gas storage engineering analysis function realized by data min-
ing technology. It can automatically perform history matching to predict gas reservoir
parameters, determine formation constraints, and predict maximum injection and pro-
duction gas volumes. It can realize active intelligent gas storage management functions
such as over-limit alarm, production prediction and optimization scheme push.

1.2.2 Dutch Bergermeer Intelligent Gas Storage Scheme

Research on dynamic mechanism model around digital twin is one of the important
directions of intelligent gas storage. Based on the dynamic simulation technology of
digital twin, the Bergermeer gas storage in the Netherlands has developed a decision
support and prediction system [2], which provides a virtual model consistent with the
field operation, predicts and intervenes in the production plan data, and predicts the
future dynamic changes of the system in real time based on the process system to assist
in supporting the field operation and decision-making.

1.2.3 Italian SNAM Company Intelligent Gas Storage Solution

SNAM, Italy ’s national gas pipeline network company, independently developed the
ARPOS system [3], which can display the entire gas storage system 360°, monitor oper-
ating parameters in real time and perform intelligent diagnosis and provide optimization
solutions. The system integrates functions such as data visualization display, multi-level
trend gas storage operation trend, and oil and gas well performance evaluation.

1.3 Domestic Intelligent Gas Storage Construction Status

The construction of gas storage in China started late. At present, the number of gas
storage (group) has reached 17, 38 new gas storages will be added in the future, and the
working volume will exceed 40 billion cubic meters. The construction of intelligent gas
storage in most companies is also in the exploratory stage.

1.3.1 Hutubi Intelligent Gas Storascheme

Hutubi gas storage in Xinjiang is the largest natural gas storage in China.In the process of
design, construction and operation of the gas storage, the Internet of things and big data
technology are fully applied, and the functions of data acquisition, state monitoring,
risk early warning and remote centralized control are integrated to realize the unat-
tended operation of single well and distribution station, improve production efficiency
and safety factor, and reduce operation cost. Through the construction of automatic
production, digital office and intelligent management, the Hutubi gas storage has estab-
lished a newmanagement mode of single well unattended+ regional centralized control
+ remote support and cooperation of control center. At present, one gathering station,
three distribution stations and 45 single wells have realized the construction of digital
stations. Build an intelligent office platform, accurately grasp the operation status of
the production process through the platform, and make production adjustments through
historical data analysis.
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With the help of digital construction, Hutubi gas storage actively responds to
extremely cold weather and increases supply guarantee. Technical personnel use intelli-
gent office platform to carry out " one well, one policy " management of gas production
wells, do a good job in fine analysis of geology, temperament and water quality, pay
close attention to gas production wells and formation pressure changes, and ensure the
maximum injection and production capacity.

1.3.2 Xiangguo Temple Intelligent Gas Storage Scheme

With the help of wired production network and IOT control technology, the Xiangguosi
gas storage reservoir integrates numerical simulation models of gas reservoir, wellbore
and ground on the basis of digital platform, uses advanced big data, cloud computing,
artificial intelligence, image recognition and other technologies, builds an intelligent
gas storage cloud platform supporting digital twin, establishes a three-in-one dynamic
simulation system, divided into three levels: collection and injection station, gas stor-
age management office and research institute The system is divided into three levels,
i.e., gathering station, reservoir management office and research institute, and realizes
the functions of production management, operation optimization, safety control, staff
training and operation management in five aspects, i.e., “one platform”, “three levels”
and “five aspects”. The aim is to realize the four intelligent functions of “comprehensive
perception, automatic control, trend prediction, and optimal decision-making” [4, 5].

2 Implications of Digital China Construction Practice for Gas
Storage Digital Transformation

In recent years, a new generation of digital technologies, represented by mobile Inter-
net, cloud computing, big data, etc., has been deeply integrated with traditional indus-
tries such as transportation, finance, retail, manufacturing, etc., creating more high-
quality new industries and new models, and playing an increasingly important role in
the transformation of China’s economic growth from “high speed” to “high quality”.
This has played an increasingly important role in the process of transforming China’s
economic growth from “high speed” to “high quality”. At the same time, digital tech-
nology is gradually spreading from the economic field into other areas of practice such
as government management and enterprise transformation, expanding horizontally and
extensively. Innovations are emerging and fruitful, producing more successful cases in
strengthening the people’s “sense of access” and enhancing the core competitiveness of
traditional enterprises.

Industry, academia and research circles have carried out a series of exploration and
research work around the basic logic of how digital technology can empower the change
of traditional productionmode, and have refined somemore scientific guidelines to guide
the implementation of digital transformation in the industry.

In his “Theory of Data Elements” [6], Rong Ke summarizes the newly emerged
factors of production (land, labor, capital, knowledge, technology, management, data)
in the evolution of the agricultural economy, industrial economy, and digital economy
from the perspective of economic history, based on the assertion that “the contradictory
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movement of productive forces and production relations is the fundamental driving
force for the continuous development of human society”, In addition, it also compares
data resources with traditional resources such as land, labor, capital, knowledge, and
technology across history, elements, and forms, and then proposes specific ways to build
a data ecology, discusses the importance of data elements for building a newdevelopment
pattern and promoting high-quality economic development based on a new development
stage, and also provides an opportunity for It also provides a referenceway for enterprises
to scientifically use data elements to upgrade their production and organization models.

In the period of global digital transformation, countries in Europe and the United
States have introduced digital government innovation strategies, aiming to build an intel-
ligent governance system led by digital governance. China also attaches great importance
to the important role of government digital transformation in driving the moderniza-
tion of national governance capacity. iShenzhen, Guangdong Provincial Affairs, Zheli
Office, Yu Express Office, Digital Fujian and a series of digital technology-based gov-
ernment management practices, based on data integration and algorithms as the core,
reshape the organizational form and responsibility system of government, public gov-
ernance boundaries, governance capacity and governance technology, and government-
enterprise interactionmechanism, etc., and have achieved remarkable results. The results
are remarkable.

Central enterprises are generally larger in size and have more complex business
processes, management decisions, organizational models, and industry chain synergies.
More and more central enterprises are exploring the digital transformation of their enter-
prises and have released strategic plans or roadmaps for digital transformation. A prelim-
inary statistical analysis of the digital transformation strategy plans of 62 central enter-
prises shows that at this stage, the focus of digital transformation of central enterprises in
several fields is on strengthening data management. Central enterprises are committed to
building complete, efficient and secure data management platforms and systems, imple-
menting data sharing, mining data value, and providing scientific support for enterprise
decision-making, thereby reconfiguring business models and empowering enterprise
development. Specifically, the focus of the digital transformation of central enterprises
is to take data management as the core, gradually realize the digital transformation of
business and promote the upgrade of digital services and transformation.

In response to the practical achievements of digital transformation in various indus-
tries, the 19th Party Congress pointed out the important direction of building “Digital
China”, and in October 2019, the 4th Plenary Session of the 19th Party Central Commit-
tee established data as a factor of production for the first time; the 14th Five-Year Digital
Economy Development Plan released by the State Council in 2021 further pointed out
that data is the core engine of digital economy. In February 2023, the Central Committee
of the Communist Party of China and the State Council issued the Overall Layout Plan
for the Construction of Digital China, proposing the overall framework of “2522” for
the construction of digital China [7–10], based on the application practices of various
industries. The plan emphasizes that data is the core driver of enterprise transformation,
and traditional enterprises should learn from the digital China construction plan, focus
on data infrastructure construction and data resource integration, sharing and utiliza-
tion, realize business data digitization, process digitization and decision digitization,
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and promote digital transformation; the overall framework of digital transformation is
clarified, and the overall framework provided by the overall layout plan of digital China
construction provides guidance and reference for enterprises to Digital transformation
provides guidance and reference, emphasizing that digital transformation should focus
on the adjustment of organizational structure and management system. The digital trans-
formation of enterprises needs to focus on the adjustment of organizational structure and
management system, and the concepts of digital governance, digital organization and
digital talent proposed in the overall layout plan of digital China construction can provide
reference for the digital transformation of enterprises.

3 Analysis of Intelligent Gas Storage Construction Strategy

3.1 Analysis of Gas Storage Business Management Activities

The purpose of intelligent gas storage construction is to optimize the business manage-
ment capability of gas storage, improve the operational efficiency of gas storage, and
reduce the operating cost and risk. Around this goal, figuring out the key pain points of
the management of each business link of gas storage and introducing data technology
to empower the business management process reengineering of gas storage is the key to
do a good job of intelligent gas storage construction.

Compared with oil and gas field development and construction, the construction of
gas storage reservoirs started late and the supporting technologies are still immature,
facing many challenges, one of which is the complex geological conditions, broken
tectonics, burial depths generally greater than 2500 m, and strong non-homogeneous
reservoirs. The second is that the ground injection capacity is 5–10 times that of oil
and gas wells of the same scale, and the block pressure of the reservoir is high and
the components of the extractables are complex, so it is difficult to select and smoothly
control the core equipment of the ground high-pressure large-scale injection and extrac-
tion during the operation period; the third is that it is difficult to analyze and complete
the optimization of the reservoir injection and extraction operation from the aspects of
market demand, block pressure difference, energy efficiency, etc.; the fourth is that the
risk of safe operation is large. Fourth, the risk of safety operation is great. The alternate
injection and extraction of large volumes of gas, pressure cycle changes are likely to
cause geological instability, well control failure and ground equipment failure, how to
real-time warning of formation, wellbore, ground facilities abnormalities, and prevent
accidents is difficult. The traditional construction and production management model
is no longer able to meet these challenges. The introduction of digital technology and
the construction of intelligent gas storage suitable for the construction and production
management model of gas storage in Jidong Oilfield will effectively promote the rapid,
orderly, efficient and safe construction of gas storage [11–16].

3.2 Analysis of the Key Points of Intelligent Gas Storage Construction
Management in Jidong

The accurate control of core business activities and the accurate control of core business
management bottlenecks is fundamental to the good management of gas storage, and is
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also the main point of concern for the construction of intelligent gas storage. By summa-
rizing the management problems encountered during the whole process of gas storage
construction in the past two years, we analyze that the construction and operation of
Jidong gas storage urgently need to improve the management efficiency in the following
aspects:

3.2.1 Key Points of Management During the Construction Period of Jidong Gas
Storage

During the construction period of the gas storage reservoir, it is necessary to optimize
the sharing of the work results of the geological, engineering and ground design teams
as well as the communication channels among the various departments involved in the
construction of the gas storage reservoir, to strengthen the selection of equipment, and
to enhance the efficiency of long-cycle equipment procurement to ensure the speed of
gas storage construction.

Effective coordination among all parties involved in the construction of gas storage
is the basis for the efficient construction of gas storage. The construction of gas storage
is a comprehensive system project involving multiple professions and disciplines, which
requires collaborative evaluation and selection in terms of reservoir capacity demonstra-
tion, compressor energy efficiency, comprehensive economic benefits, reliability design
of drilling and completion engineering solutions, and design of ground engineering con-
struction solutions. The research results of each profession support each other and there
aremutual constraints, how to let each department in the process of professional research
work in a timely manner to understand the dynamics of other professional work results
and research index adjustment, timely feedback to the work of the professional state-
ment to the brother professional response, will be able to efficiently mobilize resources
to ensure the quality of gas storage construction and construction efficiency of the key.
The research and construction period cross-professional research results sharing and
standardized query platform, the construction of “engineering construction community
of fate” digital ecosystem will be the most effective means to supplement the traditional
management means across time and space management inefficiency.

Equipment procurement and selection is another key management point in the con-
struction period of gas storage, and the cost performance, reliability and procurement
efficiency of equipment selection are the main requirements in this stage. Due to the
late start and small scale of the domestic gas storage construction, there is less research
and development of equipment for the complex components of the gas storage and
the production characteristics of “alternate injection and extraction, large injection and
extraction, high pressure operation”, and there is a lack of high-pressure large injec-
tion and extraction core equipment with superior performance in the market. Equipment
selection, how to quickly grasp the dynamics of the market input of high-quality equip-
ment in line with the operating conditions of gas storage, is the key to enhance the quality
of gas storage construction; part of the construction of gas storage long-cycle equipment
(6–12 months) whether timely delivery into the key factors that restrict the construc-
tion of gas storage can be put into operation on schedule. Under the premise of clear
design requirements, how to realize efficient collaboration among construction units,
operation units, material procurement units and bidding units, compress the technical
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capability assessment, price assessment, quality assessment, bidding and procurement
cycle of long-cycle materials, save procurement cost and ensure equipment quality is the
key management pain point during the construction period; the massive static parame-
ters of equipment and construction process information are the important guarantee for
equipment management and safety management during the operation period of gas stor-
age. It is important to monitor and evaluate the leakage, corrosion, failure and process
hazards of each key node of gas storage wells and ground, which need to be collected
and collated from the design stage of gas storage scheme, and it is another key point
of management during the construction period to realize the cooperation among all par-
ties involved in the construction of gas storage and complete the data collection with
high efficiency and quality. Therefore, the construction of a set of comprehensive con-
trol platform for equipment and facilities to solve the problems of supplier information
assessment, cost performance evaluation of supply products, control of basic equipment
parameters, detection and early warning of equipment operation indexes will effectively
improve the quality of equipment procurement and selection management.

3.2.2 Key Points of Jidong Gas Storage Operation Management

The management objectives of the Jidong gas storage reservoir during the operation
period are mainly focused on providing stable and reliable peak regulation and supply
assurance capability, realizing a highly reliable integrity management capability of the
trinity of geology, wellbore and ground during the operation of the gas storage reservoir,
and exploring a set of highly efficient and high-level operation management mode.

Therefore, the focus of work during the operation period of gas storage has three
main points. The first is to focus on the research of the digital twin model of gas storage
reservoirs. Based on reservoir seepage research andwellbore-surface constraints, wewill
promote the study of underground and surface storage numerical simulation, and dynam-
ically evaluate the technical indicators, safety operation parameters, and optimized oper-
ation parameters of each node based on reliable numerical simulation models. Second,
focus on the optimization of operation and scheduling technology research. In view of
the dynamic changes in demand for peak regulation and supply protection, as well as the
bottlenecks in the production capacity of each node in the underground, wellbore and
surface process equipment and facilities of gas storage, we will strengthen the construc-
tion of the production command platform, build an integrated production and scheduling
platform with source data collection and multi-disciplinary coordination and integration
that is adapted to the operational characteristics of gas storage, achieve a high degree of
sharing of production source data, real-time control and real-time decision-making, and
use information technology to realize the operational indicators of gas storageAutomatic
analysis and statistics, intelligent production and injection of injection and extraction
wells, dynamic warning of wellbore safety of injection and extraction wells, monitoring
and warning of ground equipment and facilities, and dynamic control to ensure effi-
cient operation and management of gas storage, as well as to enhance the scientificity
of operation and scheduling decisions; third, focus on safe operation and management
of gas storage. Large-scale alternate injection and extraction of gas storage, pressure
cycle fluctuations are prone to destabilization of the reservoir geological structure, well
integrity failure and ground equipment failure, resulting in accidents. JidongGas Storage
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insists on scientific means to manage gas storage and digital means to improve the safety
management efficiency of gas storage. By integrating the management requirements of
three sets of technical documents, namely “Digital Delivery Specification for Oil and
Gas Field Ground Engineering”, “Integrated Management Measures for Equipment and
Facilities of Jidong Oilfield Company”, “Pipeline and Station Integrity Management”
and “Integrity of Wellbore and Geological Body”, a set of above-ground and below-
ground management documents is resolved. The data form of reservoir stratigraphic,
wellbore and ground integrity management is integrated to meet the safety management
requirements of gas storage construction and operation throughout the life cycle, and
data collection and analysis are continuously carried out from the initial planning and
design, project construction to the later production and operation of the whole life cycle
to form data asset management, and based on the conclusion of data analysis, the risk
evaluation of gas storage is done, remediation measures are formulated, and the con-
struction of integrity system is promoted to ensure the safe operation of gas storage. To
ensure the safe operation of gas storage reservoirs. The work direction includes geo-
logical integrity management, injection and extraction well integrity management, and
surface equipment and facility integrity management. Geological integrity management
focuses onmonitoringwhether the reservoir is sandy, the possibility of well wall collapse
data, the production pressure difference of injection and extraction wells, and using the
relationship between inventory and formation pressure to comprehensively evaluate and
verify whether there is leakage in the reservoir. Injection and production well integrity
management is mainly concerned with the three annular air pressure monitoring, annular
fluid analysis, annular fluid level monitoring, wellhead corrosion monitoring and other
work, the establishment of injection and production wellboremonitoring baseline, track-
ing annular air abnormalities. So as to achieve the purpose of reducing and preventing
accidents and guaranteeing the safe operation of gas storage. The integrity management
of ground equipment and facilities is mainly to improve the management of basic static
data resources for ground process facilities and pipelines, standardize the collection and
storage of regular testing and inspection data, determine the risk factors of gas storage
through systematic analysis of the working process of each node of the ground system
of gas storage, combine the results of statistical analysis of the causes of gas storage
failures and accidents at home and abroad, and, based on the results of risk evaluation,
target the existence of Based on the results of risk evaluation, preventive risk reduction
measures are formulated and implemented to ensure the safe production of gas storage.

4 Intelligent Gas Storage Construction Plan

Referring to the “2522” overall construction framework construction idea of the “Digi-
tal China Construction Overall Layout Plan”, Jidong intelligent gas storage construction
should pay attention to the “two basic” construction of digital infrastructure and data
resource system at the early stage of construction, and at the same time of data resource
construction improvement In the early stage of the construction of intelligent gas storage,
Jidongneeds to pay attention to the constructionof digital infrastructure anddata resource
system, and at the same time, while improving the construction of data resources, Jidong
needs to combine the key pain points of gas storage business management, and focus on
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the deep integration of digital technology with the management of gas storage construc-
tion process, the integrity management of gas storage stratum, wellbore and ground,
the efficient operation and dispatch of gas storage, and the optimization of production
dynamic analysis capability of gas storage, so as to create safe, efficient and high-level
gas storage operation and management capability.

4.1 Overall Architecture

The overall planning strategy for the construction of smart gas storage is divided into
two major phases according to the order of implementation:

The first stage is the construction of digital infrastructure and data resource system.
Through the analysis of the business requirements of gas storage construction and oper-
ation management, the digital infrastructure needed for the construction of smart gas
storage includes two aspects: first, it is necessary to focus on the construction of cost-
effective and highly reliable wireless network system infrastructure to ensure that gas
storage sites put in as many wireless sensors as possible to collect various operational
parameters of gas storage [17]; second, it is necessary to tackle the highly concurrent
IoT data storage and call solution to solve the problem of inconsistent data standards of
various PLC systems and DCS systems in gas storage reservoirs, and to realize real-time
and stable uploading of IOT data on data servers of each field station to the SCADA
system in the data center of gas storage reservoirs [18, 19].

The data resource system construction focuses on sorting out whether the various
types of data required for the efficient operation of gas storage reservoir business have
achieved database control, whether the data sources are unique and reliable, and whether
the data from various data sources can be integrated, etc. Through demonstration and
analysis, the data base of Jidong intelligent gas storage reservoir needs to do a good job
of building three major data resources, one is to do a good job of interconnection with
A1, A2, A4, and Jidong oil field regional data lake, which can efficiently call The second
is to build a static data resource base based on information collection of equipment and
facilities and ground engineering construction process, to realize the control of all equip-
ment and facilities of gas storage throughout their life cycle data, and to provide data
support for the digital delivery of gas storage, integrity management of field stations and
pipeline integrity management during operation; the third is to build an IOT database to
realize The third is to build an IOT database to realize real-time data collection of equip-
ment and facility operation parameters, provide data support for abnormal equipment
operation warning, and provide reference basis for reasonable regulation and control
of production operation. At the same time, it realizes real-time monitoring and early
warning of dynamic changes in the whole process of gas storage and extraction (forma-
tion, wellbore and ground), and provides data support for the construction of intelligent
applications for gas storage and digital gas storage. Based on the integration of the three
data resources, a trinity data base of “surface engineering - wellbore - underground (gas
reservoir)” is formed to support the construction of intelligent gas storage [20, 21].

The second phase focuses on the deep integration of digital technology and exist-
ing business management (intelligent application phase). Focusing on the construction
of three information platforms to enhance the operation and management capabilities
of gas storage reservoirs, one is the establishment of an information platform for the
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construction of gas storage reservoir ground projects, through the establishment of a
unified platform for collaborative collection, collaborative processing, and collaborative
release of project information to achieve the same source release and tracking of project
results, major changes, and project progress plans at all levels, the refinement of infor-
mation collection during construction, the standardization of management processes, the
strengthening of project construction processes The second is to build a digital manage-
ment platform for intelligent scheduling of production operations and dynamic analysis
of gas storage reservoirs to achieve efficient and high-level operation and scheduling
management; the third is to build a system integrity management platform to explore a
new mode of integrity management that integrates oil and gas reservoir, wellbore, and
ground, and to ensure the operational safety of gas storage. (See Fig. 1 for the overall
architecture of intelligent gas storage).

Fig. 1. General architecture of gas storage digitization

4.2 Data Ecosystem Construction Plan

The data ecosystem of gas storage is mainly divided into two categories, static data
and dynamic data, static data from the unified A1, A4 and Jidong Oilfield data lake,
digital delivery platform (new), dynamic data from the unified A2 and IOT data, through
data linkage, import and other different ways to form the data ecosystem of gas storage
(Fig. 2).

4.2.1 Static Data Resource Construction Program

Static data mainly refers to the design, procurement, construction and other engineering
information data generated during the whole process of engineering construction, and its
accurate control is necessary for good site integrity management and fine management
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Fig. 2. Analysis of digital delivery data flow in Jidong Oilfield

of equipment and facilities, asset management and other business during the operation
period of gas storage, the traditional management method is to store these data in the
form of paper documents in the archives with the completion of the project, and the data
guiding decision-making ability has not been given full play. Therefore, the best practical
way to solve this pain point is to carry out digital delivery to realize the standardized
management of engineering construction data.

Digital delivery mainly includes three aspects of work, which are to establish a
ground engineering digital resource center that can be called efficiently, to establish
a digital collaborative work platform, to establish a data visualization work platform,
and to use digital delivery results and digital modeling technology to quickly establish a
digital twin of engineering objects or entities in the physical realityworld and to correlate
with IOT data to further realize the operation of gas storage nodes in the The interaction
andmanipulation between the physical world and the digital world can realize automatic
sensing, intelligent control, digital operation and intelligent management of gas storage
operation (Fig. 3).

Fig. 3. Material control scheme of Jidong Oilfield
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4.2.1.1 Construction of static digital resource center for ground engineering
In the construction of static digital resource center for ground engineering of gas storage
reservoirs, the key is to form and improve the digital delivery technology support system,
mainly including: standardization of digital delivery, data collection process and tem-
plate, support for standardization and standardization of source data collection; based on
a unified platform, support for collaborative review and online evaluation of engineering
design with the participation of multiple parties, and realization of online annotation and
annotation of models and drawings It adopts mobile app technology to realize construc-
tion site data collection, automatic data acquisition and offline storage without network;
through the implementation of the “Digital Delivery Technology Regulations for Oil
and Gas Field Engineering of Group Companies” in Jidong Oilfield, it fully realizes
standardization, standardization and online audit and archiving of engineering data. It
supports the process approval of documents in the whole process of design, procurement
and construction, and the online generation and archiving of archival documents.

By integrating the business management requirements of CNPC’s “Technical Pro-
visions on Digital Delivery of Oil and Gas Field Ground Engineering”, “Pipeline and
Station Integrity Management” and “Integrated Management of Equipment and Facili-
ties of CNPC Jidong Oilfield Company”, the data of ground engineering construction is
standardized according to three dimensions of data type, data generating unit and data
attribution business scope, and 527 data forms are resolved. Among them, the data are
divided into structured data, semi-structured data and unstructured data according to
data type; the data are divided into owner unit, design unit, procurement unit, construc-
tion unit, inspection unit, supervision unit, monitoring unit, quality supervision unit and
digital delivery contractor unit according to data generation unit; the data are divided
into pipeline and site equipment data according to data attribution business scope, and
the pipeline equipment data are divided into valve, high consequence area Identification,
pipeline appurtenances, pipeline components, welding seams, monitoring and evalua-
tion, hydraulic protection, surrounding environment data, site equipment data is divided
into dynamic equipment, static equipment, skid-mounted equipment, thermal equipment,
fire equipment, self-control equipment.

4.2.1.2 Material whole process control function module construction program
The core of the construction of this function is to realize the effective collaboration
between multiple participating units (design unit, construction unit, bidding unit, mate-
rial supervisor, construction unit and suppliers) in the whole process of material procure-
ment through QR code, so as to improve procurement efficiency and improve the quality
of procured materials. The specific approach is to build online procurement process
flow, through the process control engine, the material demand plan development, mate-
rial procurement, delivery, storage,material clearance, installation and other processes to
complete the online circulation, online collection; construction of material information
collaborative collection, through the role to complete thematerial information entry, such
as for the same bit number of materials, the establishment of sub-authority entry inter-
face, design units to complete the design parameters collection, suppliers This avoids
the traditional problem that each department only establishes data ledgers related to the
business management of the department, and realizes the integration of material infor-
mation; establishes a full-cycle monitoring program for material status, and through the
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whole process of QR code, users can grasp the overall real-time status of project mate-
rials from all levels to achieve the purpose of material tracking management. Achieve
the purpose of material tracking and management [22, 23].

4.2.1.3 Digital Collaboration
Based on the standardized collection and management of data resources, digital collabo-
ration enables the owner and all parties involved in the construction to participate online
in the review of technical proposals (design, construction, etc.) and models at all stages,
improving the review efficiency and realizing the closed-loop processing of problems;
realizing the visualization of production operation parameters and on-site video mon-
itoring. For example, the document distribution collaborative process is shown in the
following figure VII Digital Collaboration (Document Distribution Process). The effect
achieved through the realization of digital collaboration: realize online collaborative
review of 2D drawings and problem pinning; realize online collaborative review of 3D
models and problem pinning; realize online distribution and transmission of 2D drawing
documents.

4.2.1.4 Data visualization
On-ground visualization realizes the association between 3D model and progress plan,
and realizes dynamic control of project progress plan through 3D progress visualization
simulation; meanwhile, the platform realizes the visualization display of key business
index information based on 3D model and business comprehensive statistical informa-
tion, provides intuitive and unified information display window for project management
personnel and project visitors, and provides an auxiliary means for project management
personnel to control the overall construction appearance of the project. Auxiliary means.

4.2.2 Dynamic Data Resources Construction Program

The dynamic digital resources required for the construction of intelligent gas storage
mainly include production parameters and dynamic monitoring parameters collected
by A2 system and real-time data such as pressure, flow rate, temperature, liquid level
and vibration collected by IOT equipment, which are the basis for tracking the dynamic
changes in production, warning the overrunning of production facilities and assisting the
decision of injection and extraction scheduling. Among them, A2 system is a dynamic
database that has been in mature application in the gas storage reservoir. Every day,
the basic data reflecting the production dynamics are entered into the system class by
the grassroots personnel, which is the basis for the dynamic analysis of the gas storage
reservoir carried out by various departments of the reservoir, but the data collected by
A2 system is coarse in granularity and not comprehensive enough to meet the real-time
warning of the operation status of the injection and extraction wells and production field
stations, and the abnormal state of the production facilities Therefore, it is necessary
to build a plant-level industrial data resource center to provide unified standard data
services for gas storage production management and production optimization to meet
the needs of efficient development and management of gas storage in the future.

Focusing on the requirements of intelligent applications on data quality and data
granularity, the focus of the construction of the plant-level industrial big data resource
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center is to consider the performance of the front-end intelligent instrumentation equip-
ment and DCS system, the communication protocol and network transmission quality
between the DCS and other regional data centers and the plant-level industrial big data
resource center, the data reading andwriting capability and data quality of the plant-level
industrial big data resource center.

Among them, the intelligent instrumentation equipment of the field station and the
construction of the DCS system, fully investigated the minimum requirements of the
oil and gas reservoir analysis department, production operation management and other
departments on the scope and frequency of data collection and data quality, combined
with the later business needs, it is clear that the intelligent instruments attached to the
injection and extraction wells all adopt wireless transmission, the transmission protocol
is rola, the frequency of equipment collection can be set as required, and the minimum
frequency of equipment collection is not In addition to the minimum requirements for
DCScontroller performance, controller operating load rate, processor switching stability,
real-time switch acquisition, real-time network transmission and other indicators, and
focus on the DCS system read and write performance, the DCS system is required
to meet the normal business needs. The DCS system is required to meet the normal
collection operation, and at the same time, it is also required to meet the higher-level
system batch data call operation without crashing, and all new DCS systems of gas
storage must provide OPC data transmission protocol to meet the data center can collect
data of intelligent equipment of each field station through the standard protocol.

The network transmission link construction includes two parts, one is the communi-
cation between the individual equipment and the DCS system of the site, and the other
is the communication link between the DCS system and the plant-level industrial data
resource center. Among them, the communication link with the plant-level industrial
big data resource center uses the company’s existing fiber optic communication, using a
dual link with one backup; the wireless communication between the equipment and the
field station DCS system, taking into account the communication distance, communica-
tion cost, easy control of strategy, good scalability, minimizing the scope of failure and
recovery time, reducing the overall TCO and other factors, using the wireless controller
AC (wireless Access Controller) + thin AP (wireless access point) wireless network
architecture, through the convergence switch and POE access switch, to achieve wire-
less terminal access and communication. Under this architecture, the wireless controller
provides unified configuration and management for APs.

The plant-level industrial big data resource center requires the data server with data
collection capacity above 100,000 points, plant-level data latency within 20 s, data
concurrent writing capacity above 100,000 points, data collection and storage support
distributed, meet the simultaneous access rights of 100 users, and the third-party appli-
cations can retrieve the data resources of the real-time data center in a stable and efficient
manner. And the data server can meet the OPC and other protocol docking.

4.2.3 Above-Ground and Underground Data Integration Management Scheme

The above-ground and underground data integration management subsystem takes
EPDM2.0 model standard and oil and gas field surface engineering digital delivery tech-
nology regulations as the integration service standard, and customizes the integration
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data service for each professional data on the basis of this integration service standard
to support each system application.

The system application part mainly includes underground data management, above-
ground data management, aboveground data visualization, and underground data visu-
alization. After logging into the integration portal through the unified authentication
service, users can enter each application module according to the assigned authority
(Fig. 4).

Fig. 4. Integrated management of above-ground and underground data

4.3 Intelligent Application Ecosystem Construction Plan

Based on the reliable quality of data resources, and based on the business pain points
exposed in the production management process of each section of the gas storage, the
intelligent application ecosystem of the gas storage is formed by empowering the orig-
inal production management process through information technology. The intelligent
application ecosystem mainly focuses on the construction and management of gas stor-
age ground engineering, the optimization of gas injection and extraction operation and
scheduling management capabilities, and the construction of intelligent applications to
improve the safety and production capacity of gas storage.

4.3.1 Integrated Intelligent Management of Gas Storage Projects

The construction goal of the integrated intelligent management module for gas storage
projects is to achieve the perfect project construction process data collection, online
display of project promotion constraints, and unified release of project goals and project
progress by building a shared information technology platform to eliminate the problem
of untimely and inaccurate access to project construction information by all parties
involved in project construction, which affects the overall construction efficiency of the
project and improves Project construction management capability.
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This function enables the creation, modification, application and sharing of projects
in the form of user rights and application side tomeet the needs of various positions in the
enterprise and maximize the management efficiency. Taking a single project as a unit, it
correlates information on data, drawings, progress, quality, safety, technology and cost in
the construction building process, forming a digitalmanagement solution for engineering
projects, providing data support for projects and realizing effective decision-making and
fine management. The main functions designed are as follows:

First, project schedule management. By inputting project schedule plan and generat-
ing Gantt chart simultaneously, it visually reflects the deviation of project schedule and
provides early warning for the project.

The second is the safetymanagementmodule, including safety system,man-machine
management, safety inspection, hazard sources, dangerous works, technical briefing,
which are the key concerns of project safety. It insists on the policy of safety first,
prevention first and comprehensive management, implements the work concept of safety
management by everyone and safety grasp by everyone, cuts into safety management
from various aspects, records the whole process of safety management, helps safety
personnel tomanagemore easily and efficiently; realizes data trace, data sharing, accident
warning, and prevention before it happens.

Third, the quality management module, including quality system, quality inspection,
technical delivery. It helps project managers to ensure project quality in all aspects, from
system establishment, to task responsible person implementation, to technical handover,
to quality hidden danger investigation before it happens.

Fourth, the filemanagementmodule. According to the project acceptance and archiv-
ing document specification required by oilfield ground engineering construction, stan-
dardized filemanagement process. It contains functionmodules such as document recep-
tion, pre-assembled files, archivingmanagement and basic settings, etc. It receives exter-
nal electronic documents through local uploading of attachments, and realizes automatic
assembling of files by setting file classification and assembling rules in advance to meet
thewhole processmanagement fromdocument reception, arrangement to final formation
of electronic files.

Fifth is the intelligent site module. Using wireless network to integrate HD cam-
eras, drones, mobile helmets and other video image data into the smart site platform to
realize the functions of multi-departmental cross-regional remote supervision of con-
struction site status, occasional spot-checking of construction situation, live and remote
command of drones for major dangerous operations, and post-facto traceability of con-
struction problems on the same webpage, and applying image recognition technology of
deep learning algorithm to the construction site violation monitoring field [24] to solve
the common construction violations with automatic warning and further promote the
management quality of project construction sites.

4.3.2 Intelligent Production and Operation Management

The objective of the intelligent production operationmanagementmodule is to establish a
standard work page, integrate and display the work results among multiple departments,
promote management synergy among multiple departments, realize digital enhance-
ment of key operations such as geological research of gas storage reservoirs, injection
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and extraction regulation and control, transmission difference trend tracking, peak regu-
lation optimization and wellbore integrity management, accurately control the changes
of production indexes at each node, intelligently analyze production operation abnor-
malities and scientifically to make production control decisions. Based on this goal, the
intelligent production operation management module includes a collaborative produc-
tion operation and scheduling management module, a gas reservoir dynamics analysis
module, and a gas injection and extraction formation and wellbore abnormality warning
management module.

Among them, the goal of the collaborative production operation and scheduling
management module is to realize the automatic production of technical reports required
for operation management and dynamic warning of transmission difference changes.
By calling real-time data from the Internet of Things and dynamic monitoring data
in the A2 database, it realizes automatic generation, query, statistics and analysis of
technical reports required for the operation and management of gas storage reservoirs
to support the speed and quality of daily scheduling decisions for the production and
operation of gas storage reservoirs; at the same time, by integrating real-time flow data
and cumulative flow data from flow meters at each node, it visualizes the changes in
the operation of gas injection and extraction of each gas storage reservoir as well as the
changes in the transmission difference of each At the same time, by integrating the real-
time flow data and cumulative flow data of each node, it can visualize the changes of gas
injection and extraction operation of each reservoir as well as the trend of transmission
difference of each reservoir, assist multiple departments to reach a unified understanding
of transmission difference changes and take timely control measures in response to the
trend changes.

The objective of the gas reservoir dynamic analysis module is to empower geolog-
ical managers with information technology to improve the efficiency of injection and
extraction well and reservoir dynamic analysis, and to improve the efficiency of dynamic
assessment of reservoir capacity. The design functions include one-click generation and
loading of basic data from common software for gas reservoir management and analysis,
online generation of key technical charts for gas reservoir dynamic analysis, and early
warning of abnormal parameters for gas reservoir operation [25].

The objective of the construction of the early warning management module for gas
injection and extraction stratigraphic, wellbore, and surface abnormalities is to realize
real-time dynamicmonitoring of daily operating parameter abnormalities and to improve
the safety management capability of gas reservoir operation. This is done by realizing
real-timemonitoring and early warning of formation andwellbore annular pressure data,
and monitoring and early warning of surface sand emergence monitor data to realize
the function of quantitative risk assessment of formation and wellbore integrity and to
guarantee the production safety of gas wells.

4.3.3 Integrated Management of Gas Storage Equipment and Facilities

The goal of integrated management of gas storage equipment and facilities is to
strengthen the ability of fine-tuned control of the whole life cycle of equipment and
facilities, to enhance the ability of pipeline and equipment integrity management as the
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target orientation, and to build business function modules such as integrity data man-
agement, high consequence area management, and integrated management of the whole
life cycle of equipment based on business requirements to achieve accurate control of
gas storage equipment and facilities.

With the improvement of equipment refinement management requirements, the oil-
field has an increasingly urgent need for static data consistency, traceability of man-
agement information, controllability of safety status, development and application of
dynamic data and auxiliary decision support of various types of equipment. Through
the construction of gas storage system integrity, it will achieve the standardization of
gas storage equipment data and support the digitization of gas storage business and
visualization of equipment management.

Equipment data standardization: Based on the static data transferred from the digital
delivery platform, standardized data management of pipelines and equipment is real-
ized; the digitally delivered equipment is classified andmanaged, and different classified
equipment is provided with different attribute templates for management, so that equip-
ment data is standardized and standardized. According to the concept of the whole life
cycle of equipment, digital applications are established for each major link of equipment
management, based on comprehensive evaluation of field stations, using IOT technology,
with the goal of accurate operation and maintenance of equipment and dynamic control,
planning to achieve automatic collection of equipment IOT information, remote control
of key equipment, comprehensive coverage of security facilities, and standardized man-
agement level of equipment dynamic and static information to promote scientific and
healthy management of equipment and ensure equipment In the process of gas storage
construction and production operation tomaximize the effectiveness; from decentralized
management to unified management and from passive maintenance to active prevention.

Equipment-related master data integration: through the development of equipment
basic ledger management function, build a unified equipment data collection portal
and the ability to provide equipment ledger data service to other application systems;
through the development of real-time production data management platform, form a
clear “organization - production area - process equipment - real-time point The logical
mapping relationship of “organization - production area - process equipment - real-time
points” is formed; while maintaining the equipment ledger, the association between
IOT data and the equipment itself is realized, which provides the basic conditions for the
subsequent big data development and utilization scenarios such as production equipment
fault monitoring and operation efficiency analysis.

Business digitization: through the high consequence area identification management
module, realize the integrated management of the whole process of pipeline high con-
sequence area identification information reporting, evaluation and release; realize the
integrated management of the whole life cycle business of equipment and facilities, and
reduce the workload of equipment and facility management.

Management visualization: realize pipeline visualization based on GIS map, associ-
ated query function, and static data information of pipeline related ontology and affiliated
facilities by way of layers; combine with GIS map, realize hierarchical display of high
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consequence area location information and query display of related information; pro-
vide comprehensive statistical analysis charts of equipment multi-class data and data
management kanban.

5 Application Scenarios

After the completion of the digitalization of gas storage, it will play a supporting role
in the business management of the construction period and operation and maintenance
period of gas storage business, and will be widely used in production management,
operation management, geological drilling and extraction, ground engineering and other
business scenarios (Fig. 5 Application scenario analysis).

Fig. 5. Application scenario analysis

6 Research Conclusion and Outlook

The following conclusions are obtained through the research and analysis of the business
pain points of the construction andoperationmanagement of Jidonggas storage reservoir.

Drawing on the experience of intelligent gas storage construction at home and abroad,
the construction of an intelligent platform based on multi-data collection and fusion
sharing, with digital twin as the core, to realize the collaborative control of gas storage
stratum, wellbore and surface operations, real-time online monitoring and early warning
of safety risks and technical indicators, and intelligent analysis and decision making will
be a necessary path for digital operation of gas storage.

Intelligent gas storage construction needs to focus on planning to ensure the scien-
tific nature of construction and cost performance. At present, the domestic construction
of intelligent gas storage is in its infancy, the field is still a blue ocean, in many aspects
of information technology construction work can achieve better results, but at this stage
should bemore cautious to promote the construction of information technologywork, the
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need to systematically analyze the status of various aspects of the business management
of gas storage, to catch the key pain points that restrict the level of business manage-
ment of gas storage improvement, and based on this, to clarify what is the gas storage
The construction of gas storage must be synchronized with the construction of informa-
tion technology infrastructure, which is the key infrastructure can significantly improve
the efficiency of the information technology construction of gas storage, which is the
urgent need to improve the business management capacity of gas storage information
technology construction functions.

Intelligent gas storage construction needs to do a good job of digital resource con-
struction. Because the business management characteristics of gas storage reservoirs are
different from the focus of traditional oil and gas field business management, the data
system developed for traditional oil and gas field management cannot better meet the
requirements of refined management of gas storage business, and in order to support
multiple business disciplines to reduce the threshold and workload of information con-
struction, it is recommended that in addition to improving the traditional oil and gas field
data collection work such as A1 and A2, a new set of equipment and facility-based full
In order to support multiple business disciplines to reduce the threshold and workload
of information construction, it is recommended that in addition to further improving the
traditional oil and gas field data collection work such as A1 and A2, a new set of static
database for equipment and facilities with the goal of full life cycle management should
be built, and a new set of real-time database with the goal of meeting real-time data call
and big data analysis should be built to serve the efficient development of gas storage
information construction.

Intelligent application ecology construction needs to focus on improving the abil-
ity of gas storage to regulate and maintain supply and safety production management.
Only by meeting the core objectives of gas storage construction and the demand for safe
production can intelligent gas storage construction be better realized. Unlike the tradi-
tional oil and gas field construction, the safe production and intelligent construction of
gas storage puts more emphasis on enhancing the optimization of parameters operation
in the working pressure range of gas storage; intelligent real-time completion of the
adjustment of the production and injection distribution operation plan; the impact of the
injection and extraction well switch of the production and injection distribution plan on
the operation capacity and safety of the surface facilities; the integrity of wellbore, field
station, pipeline and lean operation management. Therefore, the intelligent gas storage
construction program should give priority to the construction of intelligent functions in
the integrated scheduling of production and operation of gas storage for large injection
and extraction, and the safety management of gas storage.
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Abstract. The original reservoir dynamic monitoring data management system
of Changqing Oilfield was built in 2008. With the continuous development of oil-
field, dynamic monitoring technology is also developing, business management
is becoming more rigorous and standardized, and the operation problems of the
original database are becoming increasingly prominent. Unable to meet and adapt
to the actual needs of enterprise development, it also faces the bottleneck of iter-
ative upgrade due to the difficulty of function expansion, which greatly hinders
the subsequent digital transformation. System problems are mainly reflected in
the following aspects: outdated system architecture, incomplete application func-
tions, and inconsistent data standards and specifications. Therefore, it is urgent
to reconstruct the original dynamic monitoring database system based on cloud
native architecture and business application. Based on the development planning
of digital transformation and upgrading of petroleum enterprises, this paper com-
prehensively expounds the construction and application of reservoir dynamicmon-
itoring data management system based on H5 technology and oriented to micro
service. Through the cloud upgrade of reservoir dynamic monitoring database, to
solve the problem of timely, complete and accurate business data; Form closed-
loopmanagement of business chain including plan delivery, plan distribution, data
archiving and plan tracking; By using the functions of report statistics, data anal-
ysis, graph drawing and comparison, we can better assist the management and
technical personnel in application analysis, and guide the efficient development
of reservoir by giving full play to the value of data assets.

Keywords: Dynamic monitoring · Cloud native architecture · Database · Data
standard · Closed-loop management

1 Introduction

With the development of cloud computing technology, cloudnative has becomean impor-
tant trend of enterprise information construction. As the core component of enterprise
informatization construction, database needs to be optimized and upgraded in the cloud
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native environment. The traditional database system has many problems in the cloud
native environment, such as low resource utilization and poor Dr Performance. There-
fore, the study of dynamic monitoring database system design based on cloud native
has important theoretical and practical significance for improving the performance,
reliability and scalability of the database system.

The dynamic monitoring system originally constructed in the oilfield adopts the C/S
mode and is developed in the form of intelligent client. Due to the early development
time of the system and the lack of structural upgrade in the operation process, the
technical defects of the client are gradually exposed. In order to solve the security risks
caused by the defects of technical architecture and further adapt to the requirements
of current information development, this paper describes the comprehensive upgrade
and optimization of dynamic monitoring database under the condition of cloud native
technology. This paper mainly describes the construction and application of reservoir
dynamic monitoring data management system of cloud native architecture.

2 Cloud Native Technology

Pivotal’s Matt Stine pioneered Cloud native in 2013 with the Pivotal Cloud Foundry and
Spring series of development frameworks. Cloud native architecture is an innovative
software development method designed to make full use of the cloud computing model.
Cloud computing platform uses cloud computing technologies such as virtualization
to abstract physical devices into logical resources, connect multiple servers to form a
larger resource pool, and improve resource utilization [1]. Cloud computing platform
can be deployed in public cloud, private cloud and hybrid cloud, which is the basis of
cloud-native technology.

The problem to be solved by the cloud native architecture is not simply tomigrate the
application to the cloud, but to maximize the non-business code part of the application
through a set of architectural principles and design patterns, so that the cloud facility
can take over a large number of non-functional features (such as elasticity, toughness,
security, etc.) existing in the application, so that the business is no longer troubled by
non-functional business interruption. It has the characteristics of light weight, agility
and high automation (Table 1).

The concept of cloud native is to decouple software development using representa-
tive cloud native technologies such as container, Micro services, Devops and Continuous
Delivery. On the one hand, it can improve the flexibility, easy maintenance and scala-
bility of business development deployment. On the other hand, unified dynamic man-
agement and scheduling of applications and micro-services are carried out to improve
work efficiency and resource utilization. The features mentioned above are not available
in traditional monolithic applications, so the micro-service architecture is necessary to
implement cloud native applications [2]. The cloud native composition (see Fig. 1).
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Fig. 1. The cloud native composition

2.1 Container Technology

Containers are an important part of the cloud native concept. Containers are similar to
virtualization, but unlike virtualization, they are a lightweight virtualization technology
that provides users with a portable and reusable way to package, distribute, and run
applications. The basic idea of a container is to package software that needs to be exe-
cuted into an executable package. For example, package a Java virtual machine, Tomcat
server, and application into a container image. Users can use this container image in
the infrastructure environment to start containers and run applications, and can also iso-
late applications running as containers from the infrastructure environment. Containers
are highly portable and users can easily run the same container in a development, test,
pre-release, or production environment [3, 4].

2.2 Microservice

Microservices mean that different units or functions of the system run different contain-
ers, and the number of containers for each service can be adjusted according to its own
load. For example, a large system includes user login, data query, application analysis
and other functions, but all parts of the system do not linearly increase at the same time,
some parts may be busy, and some parts may have more capacity [5, 6].

2.3 Devops

Devops literally stands for Development&Operations, Development&Operations.
Devops emphasizes how the lifecycle management of software can be accomplished
through automated tool collaboration and communication between efficient organiza-
tion teams, allowing rapid delivery of development and stable deployment, and making
the overall software development process faster by streamlining the process between
Dev and Ops teams.
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Table 1. The difference between traditional architecture and cloud native architecture

Cloud native architecture Traditional architecture

Predictable, cloud-native applications fit into a
framework designed to maximize resiliency
through predictable behavior

Unpredictable, often with longer build times,
mass releases, scaling only gradually, and
more single points of failure

Operating system abstraction Dependent operating system

Resource scheduling is elastic There are many redundant resources and lack
of expansion ability

DevOps makes it easier for teams to collaborate Departmental walls isolate teams from each
other

Agile development Waterfall development

Microservices are independent, highly
cohesive, and low coupling

Single service coupling is severe

Automated operation and maintenance
capability

Manual operation and maintenance

Quick recovery Slow recovery

3 Construction and Application of Reservoir Dynamic Monitoring
Database System

3.1 System Design

With the continuous deepening of application, the problems of inconsistent data stan-
dards and specifications, imperfect application functions, and outdated technical archi-
tecture become increasingly prominent. In order to give full play to the guiding role
of dynamic monitoring data, it is urgent to upgrade and improve the dynamic mon-
itoring data model through unified data acquisition specifications, and continuously
improve the quality of dynamic monitoring data. Improve application functions to better
support business applications and assist management decisions; Through system archi-
tecture reconstruction, the system is scalable and easy to maintain to quickly respond
to service requirements. For the actual business of oil and gas field dynamic monitor-
ing, a database management application system is designed, which integrates dynamic
monitoring plan, data acquisition, processing, storage management, and release and
application of dynamic monitoring interpretation results (see Fig. 2).

Fig. 2. Overall framework
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3.2 System Construction

In this system, a standardized and complete oilfield dynamic monitoring database archi-
tecture has been established, and a data management platform and application release
platform for oilfield dynamic monitoring have been built. The system construction is
based on the original architecture of Dream cloud, and more than 50 micro-components
have been formed. By means of “component-type development and block-type con-
struction”, the cloud can be deployed quickly and iteratively. The whole-chain business
process from test plan issuance, task distribution, implementation tracking and results
submission is constructed to realize closed-loop management of dynamic monitoring
business and meet the requirements of unified management and business application of
oilfield companies [7, 8].

3.2.1 Improve the Closed Loop Management Function Node

On the basis of upgrading the planned data delivery function of the original old oilfield,
a series of functions from planned data delivery - single well work progress tracking -
test data collection are developed for new stimulation and construction of single well.
According to the current operation and management status of the production unit, the
plan should be distributed in the factory level, divided into operation areas and blocks,
and the functional links of the business process should be improved.

3.2.2 Standardize the Dynamic Monitoring Data Management

The dynamic monitoring items, test technology names and archived data categories are
standardized. The required data items and data filling rules of each type of monitor-
ing items are sorted out and standardized. Establish data quality control rules, adopt
two-level data verification mechanism, use data check tool for first-level verification,
and data acquisition interface for second-level verification, to ensure the accuracy and
integrity of data. The unified data collection portal supports multiple methods of batch
import and single page input, realizing dynamic configuration of the collection mod-
ule and enhancing system scalability. Manage the test team according to the bidding
rules of three years to one field, and solve the problem that the name of the test unit is
inconsistent, different oil production units correspond to the same test unit, and the data
cannot be stored independently. To realize dynamic management of monitoring items
andmonitoringmethods, the administrator canmaintain the oilfield dynamicmonitoring
items and monitoring methods in a unified manner [9].

3.2.3 Optimize and Improve Application Functions

In the report query, from the workload statistics, single well work progress, single well
data step by step drilling query; Different dynamic monitoring methods can be dis-
tributed and displayed on the well map, monitoring projects can be queried by region,
year and custom well, and legend attributes can be set flexibly. This paper focuses on
the comparative analysis of original pictures and drawn pictures, which are urgent for
business applications.
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3.3 System Application

The systemmanages the dynamicmonitoring data of 14 production units of the company,
integrates the storage, management and analysis functions of dynamic monitoring data,
and is widely used in oil field production management departments, scientific research
departments andproduction departments. Through the interactive operation of the system
platform, management and professional technical personnel at all levels can quickly and
accurately monitor and diagnose the formation dynamic and production changes, so as
to effectively guide the oilfield development and measure adjustment work, and play a
positive role in the efficient management of oilfield dynamic monitoring business [10].

4 Conclusion

This paper mainly expounds the construction and application of cloud native technology
and reservoir dynamic monitoring system, and deeply analyzes how to integrate infor-
mation technology and business application. The reservoir dynamic monitoring data
management system uses cloud platform (IaaS/PaaS) to build an information system
and realize intensive and refined management of software and hardware resources. It
adopts micro-service architecture to design the integrated application architecture of
“platform + module”, which can flexibly configure system functions, realize dynamic
adjustment of posts, and support multi-post integration. The use of cloud platform and
micro-service architecture can bring higher service quality, lower development, opera-
tion and maintenance costs, achieve rapid business iteration, and improve the efficiency
of management decision-making and business analysis.
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