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Preface 

This book contains papers presented at the International Workshop “New Approaches 
for Multidimensional Signal Processing-NAMSP 2023” which was carried out during 
July 06–08, 2023 at the Technical University of Sofia, Bulgaria. The workshop 
was a part of the “Days of Science 2023” at the Technical University of Sofia, 
organized in collaboration of the Research and Development Sector at TU-Sofia, 
Bulgaria. The workshop was supported by the Bulgarian National Science Fund 
(BNSF) at the Ministry of Education and Science of Bulgaria. Co-organizers of 
NAMSP2023 were Interscience Research Network (IRNet) International Academy 
Communication Center, China; Deenbandhu Chhotu Ram University of Science and 
Technology, Murthal, Haryana, India, and Interscience Institute of Management and 
Technology-Bhubaneswar, India. In the workshop scientists participated from China, 
India, Canada, USA, Hungary, Nigeria and Bulgaria. 

The book comprises 25 chapters. The three main topics, on which were focused 
the accepted papers, are: 

(1) Multidimensional Image Tensor Decomposition and Analysis; 
(2) Theoretical Approaches in Multidimensional Signal Processing; 
(3) Multidisciplinary Applications of Multidimensional Signal Processing in 

industry, business, medicine, power engineering, ecology, etc. 

The aim of the book is to present the latest achievements of the authors in the 
processing and analysis of multidimensional signals and the related applications, to 
a wide range of readers: IT specialists, engineers, physicians, Ph.D. students and 
other specialists. 

Sofia, Bulgaria 
Sofia, Bulgaria 
Sofia, Bulgaria 
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Chapter 1 
Deep Representation and Analysis 
of Visual Information, Based on the IDP 
Decomposition 

Lakhmi C. Jain, Roumen K. Kountchev, and Roumiana A. Kountcheva 

Abstract We present contemporary methods for image decomposition analysis in 
the spectrum domain, based on the Inverse Difference Pyramid (IDP) decomposition. 
The basic IDP implementations in various aspects of visual information processing 
and analysis are discussed, in the range from 2D images to third-order tensors. 
Special attention is paid to the main IDP features, which are compared with those of 
the famous pyramidal decompositions. The basic IDP modifications are presented: 
the Reduced Branched IDP, which could be implemented on the basis of various 
2D orthogonal transforms (WHT, discrete Fourier transform DFT, DCT, KLT, etc.), 
and the upgrade to the Adaptive IDP, based on neural networks integration. Special 
approaches are introduced for the IDP-based decomposition for sequences of corre-
lated images, and some important applications in multidimensional image tensor 
representation are given; the compression of single and groups of correlated multi-
spectral, multi-view, and computer tomography images; and the faster object search 
in large image databases. The experimental results obtained by the approaches based 
on the IDP decomposition, confirm its efficiency which is very high for some image 
classes. In the conclusions the analysis results and the trends for future investigations 
and implementations are explained.
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1.1 Introduction 

The widely used methods for hierarchical image decomposition, based on the pyra-
midal representation in the pixel domain, comprise of two main approaches, the 
Non-orthogonal Pyramids and the Orthogonal Pyramids [1, 2]: 

– Non-orthogonal Pyramids belong the Gaussian/Laplacian Pyramid (GP/LP); the 
Reduced/Enhanced Laplacian Pyramid, the Reduced-Sum/Reduced-Difference 
Pyramid, the Hierarchy-Embedded Differential Pyramid, etc., 

– Orthogonal Pyramids are mainly represented by the Sub-Band Decomposition 
based on filter banks: the Orthonormal Wavelet Pyramid, the Steerable Pyramid 
(based on directional filter banks), the Curvelets Pyramid, the Ridgelet Pyramid, 
etc. 

The approaches, based on the Laplacian/Gaussian decompositions are well-known 
and multiple applications already exist for image compression, analysis, machine 
learning, etc. [1–3]. Specific for these decompositions is, that in the lowest decom-
position level the number of components is the largest, and decreases in each consec-
utive level (Fig. 1.1). The decomposition ends after the last coefficients of the highest 
level are calculated. Besides, these decompositions require the execution of multiple 
decimations and interpolations. Unlike this the IDP decomposition starts with a rela-
tively low number of decomposition components and each level contains a larger 
number, but the decomposition can stop before the last possible level is executed, 
depending on the needed quality of the restored image.

The Inverse Difference Pyramid [4] is a kind of hierarchical image decomposition, 
based on pyramidal representation in the spectrum domain. The IDP structure is based 
on orthogonal deterministic or statistic transforms, such as the Discrete Fourier Trans-
form (DFT), the Discrete Cosine Transform (DCT), the Walsh-Hadamard Transform 
(WHT), the Complex Hadamard Transform (CHT), the Karhunen–Loeve Transform 
(KLT), etc. One modification of IDP is the Adaptive Inverse Difference Pyramid 
(AIDP), which could be based on the following: Back-Propagation Neural Networks 
(BPNN), Gaussian Radial Basis Function Networks (GRBFN), Self-Organizing 
Feature Mapping Vector Quantization (SOFM-VQ). Another kind of IDP decompo-
sition is the Non-linear Inverse Difference Pyramid (NL-IDP), based on the Discrete 
Modified Mellin-Fourier Transform (MMFT). 

A simplified structure of the basic IDP decomposition is shown on Fig. 1.2.
The processing of the input (original) 2D image starts at the lowest level. For this, 

the image is represented by the matrix, [B]. To simplify the calculations, the image 
is divided into smaller pieces (sub-blocks), each of size 2n × 2n, and on the figure 
is shown the processing of one of these blocks only. For the decomposition any 2D 
orthogonal transform could be used like the Walsh-Hadamard Transform (WHT), 
the Discrete Fourier Transform (DFT), the Discrete Cosine Transform (DCT), the 
Karhunen–Loève Transform (KLT) or Principal Component Analysis (PCA), etc. 
In order to reduce the number of calculated transform coefficients, the “truncated” 
orthogonal transform is used, i.e., part of the coefficients are not calculated because
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Fig. 1.1 Image decomposition based on Gaussian/Laplacian pyramid

(after analysis) their values are evaluated as too small to influence the quality of 
the restored image. The corresponding block in the figure is denoted as Truncated 
Orthogonal Transform, “TOT”. The values of the calculated coefficients are saved 
in the block [ ̂S] (in the figure are used correspondingly: [ ̂S0]—for the start level; 
[ ̂S1]—for level 1, etc.). From the start level in this example 4 coefficients are retained, 
ŝ0(u, v)  only, as shown in the lower right part of the figure. The processing continues 
with the preparation of the data for the next decomposition level. For this, on the 
coefficient s0 Inverse Orthogonal Transform (the block “IOT”) is executed, and the 
first is obtained, which is the coarse approximation of the processed image block, 
[ ̂B0]. This approximation (i.e., the restored image sub-block) is subtracted from the 
original in “

∑
” and the difference (error) image is calculated. For this level, the 

“Error” image matrix is denoted as [E0]. In the second level it is divided into smaller 
sub-blocks, of size 2n−1 × 2n−1, and after that processed with TOT again. The values 
of the calculated coefficients are saved in the corresponding blocks [ ̂S1]. The calcu-
lated 16 coefficients for this level, are saved in the block ŝ1(u, v). The coefficients 
in the next level are calculated in a similar way and the obtained corresponding 256
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Fig. 1.2 Basic structure of the inverse difference pyramid

coefficients are retained and saved in the block ŝ2(u, v). As it is shown, the number 
of coefficients is higher in each consecutive decomposition level, and this is why the 
decomposition is called “Inverse Difference Pyramid”. The decomposition can stop 
in any decomposition level, depending on the achieved quality of the restored image, 
or on the values calculated for the “difference” image. When the decomposition is 
stopped, the values of the coefficients, retained in all levels, are arranged in accor-
dance with their spatial frequencies and are then losslessly coded through Adaptive 
Run-length Encoding (ARLE), followed by a Modified Huffman (MH) coding. The
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ARLE and the MH coding were specially developed for the IDP decomposition, 
in accordance with the specifics of the processed data [5]. The restoration of the 
decomposed image is executed in reverse order. 

The main advantage of IDP is its efficiency when used for the compression of 2D 
or 3D visual information. Unlike Laplacian/Gaussian pyramids, the IDP decomposi-
tion does not use decimations and interpolations, because it is based on some kind of 
orthogonal transform. The computational cost of the process depends on the number 
of needed operations, analyzed in previous research of the authors [6]. The authors 
also proved theoretically the low computational complexity for the tensor represen-
tation of multidimensional visual information [7, 8]. One important disadvantage of 
IDP is, that if all coefficients are retained, the decomposition is over-complete. To 
avoid this, the properties of the used orthogonal transform, are used. For example, for 
the WHT it is not necessary to calculate all neighbor coefficients in a group, because 
for each 4 coefficients is necessary to calculate 3 only (the fourth is calculated by 
using the values of the remaining three). On the basis of this property, the problem 
with the decomposition over-completeness, is solved. 

1.2 Branched IDP 

To achieve a better performance for the processing and analysis of sequences of corre-
lated images, the Branched Inverse Difference Pyramid (BIDP) was developed. This 
approach is extremely useful for processing sequences of medical images (computer 
tomography images, magnetic resonance images, etc.), and groups of multispectral 
or multi-view images. In all these cases, the processed groups of images have high 
mutual correlation. The BIDP block diagram is shown on Fig. 1.3. In this case, the 
basic IDP diagram is retained (the red rectangle), but some new relations between 
images in the processed group, are introduced.

In the case shown on Fig. 1.3, one sequence of (2N+ 1) images (representing same 
object or scene) is processed bound together by similarity, and one of the images is 
used as a reference. 

To select the reference image, various approaches could be used, for example, 
through PSNR comparison, etc. For video sequences, the middle image in the group 
is usually the most suitable, and this is the easiest solution. Another approach is based 
on the analysis of the images histograms for the group: the image, whose histogram 
is most similar with these of the remaining in the group, is chosen to be used as a 
reference (R). 

The image decomposition starts with this reference image, which is processed with 
some kind of orthogonal transform, using a limited number (preset) of transform 
coefficients. After inverse transform of the so calculated coefficients, the coarse 
approximation of the processed image is obtained. The IDP decomposition then 
branches out into several decompositions, whose number corresponds to the number 
of images in the group. The first approximation for all multispectral images is that 
calculated for the reference image. In case that IDP comprises of 2 levels only, each
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Fig. 1.3 Block diagram of BIDP

branch is built individually in the next level. For IDP of more levels, the reference 
image approximation could be used also in the second level, etc. The similarity 
between the processed images, permits the same coarse approximation to be used 
for the whole group. Depending on the visual contents, the number of images in 
one group could be different and is set in relation to their mutual correlation. For 
example, for video sequences, the highest correlation usually exists between each 
8–12 sequential frames, and for CT and MRI sequences, longer groups could be used. 
Due to the result of the processing based on BIDP, high compression and very good 
visual quality of the restored images are achieved, as confirmed by the experimental 
results.
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1.3 Multi-layer Tensor Decomposition Trough 3D IDP 

The common practice in image representation is based on the use of a 2D matrix, 
where each pixel corresponds to one matrix element. Together with this, many 
contemporary applications exist, where video sequences and groups of correlated 
images, obtained from various sources must be stored, analyzed or searched, and 
for this, the most suitable approach is that they are to be treated as 3D arrays of 
matrices. Recently tensors, and specially the third-order tensors, are most suitable 
to represent such sequences. The main obstacle for the wide tensor decomposi-
tion implementation in real time applications is the high computational complexity. 
Tensor decompositions are usually based on deterministic discrete transforms of the 
kind: Discrete Wavelet Transform (DWT), or the Discrete Cosine Transform (DCT) 
followed by SVD in the frequency domain [9]. In part of the related publications 
[10–13], algorithms are proposed for cubical decomposition based on the 3D sepa-
rable discrete transforms: Discrete Fourier Transform, Discrete Hartley Transform, 
Discrete Cosine Transform, etc. To reduce the computational complexity, in many 
cases “fast” algorithms are used, one of which is the 3D Fast Fourier Transform (FFT). 
Compared to the SVD/PCA-based algorithms, the tensor decomposition based on 
deterministic orthogonal transforms offers lower energy concentration in the first 
decomposition components but accelerates the computations. This is why, the tensor 
decomposition based on orthogonal transforms is reasonable in cases when real-time 
processing of various multidimensional data is needed. 

The approach, presented here, is the hierarchical third-order tensor decomposition 
based on the 3D-IDP. For this, the tensors are transformed into the 3D-WHT spectrum 
space. The basic concept is to represent each third-order tensor X of size N × N × N 
through a 3D Reduced IDP (3D-RIDP) [14] of the kind, shown on Fig. 1.4. For this, 
the tensor X is initially divided into Q sub-tensors Xq for q = 1, 2, …, Q, each of size 
M × M × M, where M = |

N/ 3
√
Q

|
. The  value of  M is defined in accordance with 

the condition M = 2m. For the calculation of each sub-tensor Xq of size N × N × N 
(N = 2n) is built the individual n-level 3D-RIDP. In result, the tensor X is transformed 
into the corresponding spectrum tensor S, which comprises n levels of coefficients. 
The coefficients in the initial level have the highest energy concentration, while 
the energy in the next levels decreases quickly. In correspondence with Parseval’s 
theorem, where the total energy of the coefficients of the tensor S is equal to that of 
the elements of the tensor X, but is redistributed. The main advantages of the method 
are the lower computational complexity because the only mathematical operations, 
which are needed, are “additions” and their number is relatively low. Furthermore, the 
main part of the tensor energy is concentrated in a small number of coefficients from 
the first pyramid level which permits significant information redundancy reduction, 
after neglecting the low-energy elements.

The properties of the 3D-RIDP open new possibilities for implementation in 
various application areas related to processing and analysis of 3D data: sequences of 
correlated images (video, multi-spectral, multi-view, medical images from various 
sources), multichannel signals, etc.
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Fig. 1.4 Block diagram of 3D reduced IDP

1.4 Multi-layer Tensor IDP, Based on Hierarchical SVD 

To achieve computational complexity reduction, a new non-iterative approach for 
multi-dimensional tensor representation based on the Multi-layer Tensor Spectrum 
Pyramid (MLTSP) [15] is proposed, with embedded 3D orthogonal transforms (3D 
OT) and Hierarchical Tensor SVD (HTSVD) [8]. This approach is illustrated by 
an example for the representation of a tensor of size 8 × 8 × 8 through a two-
layer tensor spectrum pyramid (2LTSP), with embedded 3D Frequency-Ordered Fast 
Walsh-Hadamard Transform (3D FO-FWHT) [7] and HTSVD for a tensor of size 2 
× 2 × 2 (HTSVD2×2×2) [8]. To explain the multi-layer TSP structure, as an example 
here is used the two-layer tensor spectrum pyramid (2LTSP), which comprises a 
coder and a decoder. The structure of the decoder is mirror-symmetrical to that of 
the coder. Both block diagrams are shown on Fig. 1.5, a, b. The block diagram of the 
computational graph of the algorithm HTSVD2×2×2 of two hierarchical levels for 
the decomposition of the elementary tensor S2×2×2 of size 2 × 2 × 2, is shown in 
Fig. 1.6. The decomposition is based on SVD for the matrix [X] of size 2  × 2, denoted 
as SVD2×2. The SVD2×2 decomposition is executed through simple relations, of low 
computational complexity [15]. After the decomposition of S2×2×2 is finished, the 
tensors in the resulting sum are arranged following the decrease of the variances for 
the sub-matrices obtained after the unfolding.
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Fig. 1.5 2LTSP based on 3D OT and HTSVD2×2×2 for input tensor X of size N × N × N, for  N 
= 8

The voxels of higher values in the S2×2×2 decomposition in Fig. 1.6, are colored 
in red, and these of lower—in blue. The main advantages of the MLTSP algorithm 
are the low computational complexity, the high flexibility regarding the choice of 
their parameters, and the high ability for information redundancy reduction in the 
input tensor. 

1.5 3D Adaptive Inverse Difference Pyramid 
with Convolutional Auto Encoder/Decoder 

This adaptive IDP version is based on the use of a Convolutional Auto Encoder/ 
Decoder (CED) [16]. The two components of the CED neural network are ained by 
deep learning. These are the Convolutional Coder (CE), is used to compress the input 
data, and the Convolutional Decoder (CD), which restores the already compressed 
input data. On Fig. 1.7, the block diagram of one multi-layer CED is shown, of the 
kind m3 → n → m3, i.e., it comprises m3 input cells, n cells in the hidden layer (the
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Fig. 1.6 HTSVD2×2×2 algorithm for the tensor S2×2×2 decomposition

output of the coder and the input of the decoder, respectively), and m3 output cells. 
After the end of the iterative CED training, the values obtained for the output cells 
approximate these from the input cells, at minimum root mean square error.

Two new approaches are offered here for the compression of a single third-order 
(cubical) tensor. 

The First approach is based on the Adaptive Inverse Difference Pyramid (AIDP) 
structure, combined with CED. On Fig. 1.8 the corresponding three-level block 
diagram is shown. Here the third-order tensor of size m × m × m, enters the AIDP 
input. In the initial (zero) hierarchical AIDP level, the elements of the input tensor 
are arranged as a sequence of length m3, following a preselected rule. This sequence 
defines the m3-dimensional vector, which enters the auto-encoder CED-0. In this 
case, the hidden layer contains n cells (for n << m3), while the output layer is of m3 

cells. From them, after inverse rearrangement, the output third-order tensor of size m 
×m × m is restored. After the CED-0 self-training is finished, the so obtained output 
tensor approximates the input tensor, of size m × m × m. In the first summator (∑1), 
the approximated tensor is subtracted element-by-element from the input tensor, and 
as a result the difference tensor is obtained, which corresponds to the approximation 
error. In the first hierarchical AIDP level, the difference tensor is divided into 8 sub-
tensors, each of size (m/2) × (m/2) × (m/2). The elements of these sub-tensors are
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Fig. 1.7 Convolutional E/D (CED)

transformed into eight (m3/8)-dimensional vectors respectively. They enter sequen-
tially the input of CED-1, whose hidden layer contains (n/2) cells, and the output 
layer—(m3/8) cells. After the self-training of CED-1 for these sub-tensors is finished, 
the corresponding 8 sub-tensors of length (m3/8) are restored, which comprise the 
approximating difference tensor. In the second summator (∑2), the approximated 
difference tensor is subtracted element-by-element from the first approximation, and 
in the end the second difference tensor, i.e., the second approximation of the tensor is 
obtained. In the second hierarchical AIDP level, the difference tensor is divided into 
64 sub-tensors, each of size (m/4) × (m/4) × (m/4), which are then transformed into 
the corresponding (m3/64)-dimensional vectors. They enter sequentially the auto-
encoder CED-2, whose hidden layer comprises (n/4) cells, and the output layer, (m3/ 
64) cells.

After the end of the CED-2 self-training, from the so calculated 64 output vectors 
of length (m3/64), the corresponding 64 sub-tensors are restored which build the 
approximated second difference tensor. Each of the restored tensors in the AIDP 
levels, has a corresponding feedback to the CED-0, CED-1, and CED-2 coders. 
These connections are used in the self-training process of the auto-encoders. At the 
output of the AIDP zero level, an n-dimensional vector is obtained, which comprises 
the cells of the hidden layer of the trained CED-0. At the output of the AIDP first 
level, the (4n)-dimensional vector which is the concatenation of the elements of the 
8 vectors is obtained, each of length (n/2), built by the cells of the CED-1 hidden
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Fig. 1.8 Block diagram of the two-level adaptive IDP with convolutional Encoder/Decoder

layer, for the corresponding input vector. At the output of the AIDP second level, 
the (16n)-dimensional vector is obtained which is the concatenation of the elements 
of the 64 vectors, (each of length (n/4), built by the cells of the hidden layer of 
the trained CED-1, for the corresponding input vector. The output n-dimensional 
vector for the zero AIDP level is the shortest, but it carries the largest information 
volume for the input tensor of size m × m × m. The output vectors from the first 
and second AIDP level, are correspondingly 4 and 16 times longer than these from 
the zero level, but they carry much less information about the input tensor. This 
permits significant reduction of the data obtained from the AIDP outputs, without 
noticeable information loss; i.e., the meaningless information is filtered (neglected). 
The number of AIDP levels together with the size growth of the input third-order 
tensor, should be increased. 

The Second approach, aimed at tensors sequence compression (for example, color 
RGB images), as illustrated in Fig. 1.9. Here, a tensor decomposition is shown, based 
on the 2-level 3D Branched IDP (3D BIDP). The levels numbers are p = 0.1 [17], 
in correspondence to the block diagram from Fig. 1.3. Each tensor is of size M × 
N × 3; the input sequence is denoted as X t−1, X t , X t+1 for k = 1, and in the time 
moments t − 1, t, t + 1, where it contains 3 matrices of size M × N. For the moment, 
at the input of the trained CED arrives the tensor X , and at the output is obtained 
the approximated tensor, X̂ . The approximation accuracy depends both on the CED 
training, and on the neuron number (n) in the hidden layer. These neurons are the 
components of the corresponding output n-dimensional vector, s.
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Fig. 1.9 Block diagram of the two-level 3D BIDP based on the convolutional Encoder/Decoder 

Due to the result of the 3D BIDP implementation for the tensor sequence X t−1, 
X t , X t+1, the output vectors s0,t , ∆si 1,t−1, and ∆si 1,t+1 for i = 1, 2, 3, 4 are obtained 
of total length n + 4n + 4n + 4n = 13n. Due to high correlation existing between the 
sequential tensors X t−1, X t , X t+1, the values of the significant part of the components 
in the difference vectors ∆si 1,t+1 and ∆si 1,t+1 are close to zero. In this way, the input 
tensors are transformed into an output vector of small length which contains many 
zero values, i.e., the features’ space is reduced at minimum computational cost. For 
the calculations reduction the mutual correlation between the tensors is used, which 
determines the relation X̂ t ≈ X̂ t−1 ≈ X̂ t+1. In the result, the calculation of tensors 
X̂ t−1 and X̂ t+1 through the corresponding CEDs, is not necessary. In the second level 
(p = 1) of the 3D BIDP, each difference tensor E0,t = X t − X̂ t , E0,t−1 = X t−1− X̂ t , 
and E0,t+1 = X t+1 − X̂ t , is divided into four sub-tensors of size (M/2) × (N /2) × 
3, and for each, a corresponding CED is used. The neurons in the hidden layers of 
all CED in the level p = 1 are represented by the vectors s1,t , s1,t−1, and s1,t+1.
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Applications 

In this part of our work, the experimental results obtained for some of the most 
important applications are shown: for compression and image content protection, 
and for efficient object search in large image databases. 

1.5.1 Compression of Multidimensional Images 

The compression algorithms are developed both for single images, and for groups 
of correlated images or sequences. The approach is based on the IDP decomposition 
with Back Propagation Neural Networks (BPNN). In Table 1.1 are shown some 
comparison results obtained for several widely used test images, when approximately 
the same quality of the restored images is achieved. The results for the IDP-BPNN 
decomposition are given for two-level IDP with initial sub-blocks of size 8 × 8. As it 
could be noticed, the compression ratio for IDP-BPNN for most of the test images is 
approximately two times higher, while the quality of the restored images (evaluated 
by their PSNR) is close or better than this for JPEG 2000.

The use of the BIDP for sequences or groups of correlated images offers 
similar results, part of which are given in Table 1.2. For the evaluation were used 
various kinds of medical images. The following abbreviations are used: CT— 
computer tomography; MG—mammography; NM—nuclear magnetic; US—ultra-
sound; dcm—Dicom; and jp2—JPEG2000. The “idp” format was specially created 
for the IDP decomposition [18]. The header contains detailed information about 
the decomposition structure—the number of levels, the used transform for each 
level (for example, DCT WHT, etc.), the arrangement of the retained coefficients, 
and the kind of lossless compression applied on the compressed image data. The 
lossless compression method is based on adaptive run-length coding, which corre-
sponds to the data statistics. The results show that IDP offers higher compression 
ratio than Dicom, and is comparable in efficiency with JPEG 2000, but at lower 
computational cost (the wavelet transform is more complicated than WHT or DCT). 
Additional advantage of IDP is the sub-block structure, which offers high flexibility 
in observing medical images, and permits enlargement (on request) of a selected 
Region Of Interest (ROI). This is an important feature in case of remote diagnostics 
and medical decision support applications.

1.5.2 Content Protection of Visual Information 

The IDP-based decomposition permits the insertion of invisible resistant watermark 
(WM) [19]. The block diagram of a two-level WM insertion algorithm, is shown in 
Fig. 1.10. In this case, the IDP structure is retained, but the decomposition is based on 
the Complex Hadamard Transform (CHT). The watermark is prepared in the same
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Table 1.1 Comparison results for JPEG2000 and IDP-BPNN 

No Name 8 bpp 
512 × 512 

JPEG 2 K (Matlab) IDP-BPNN(8 × 8) 
CR PSNR [dB] CR PSNR [dB] 

1 Boy 25.23 28.98 60.40 29.05 

2 Fruits 32.64 32.69 60.29 32.89 

3 Tracy 54.13 35.66 59.93 35.32 

4 Vase 35.75 27.20 60.18 26.83 

5 Clown 31.71 31.47 60.01 31.81 

6 Peppers 38.39 30.70 60.23 30.94 

7 Text 17.86 18.35 60.22 18.69 

8 Lena 32.10 29.20 59.57 29.15

way, as the image (i.e. decomposed into 2 or 3 levels), and in the watermarking 
process, its coefficients are added to the image decomposition coefficients. To retain 
the image quality unchanged (i.e., “invisible” watermarking), the WM information 
is inserted in the phases of selected coefficients, and could be extracted by using a 
special decoding software. The watermark “depth” depends on the phase rotation
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angle, for example, for rotations in the range 0–20°, the PSNR is always higher 
than 35 dB, i.e., the visual quality of the watermarked test images is retained. In 
Fig. 1.10, the following notations are used: w0(r)—the decomposed watermark data 
for level 0; w1(r)—the decomposed watermark data for level 1; Z0(r)—the calcu-
lated coefficients for the initial (zero) level, with the inserted watermark; Z1(r)—the 
calculated coefficients for level 1, with the inserted watermark. For a decomposition 
of higher number of levels, the structure is retained. The so calculated coefficients 
are arranged following their spatial frequency, and are losslessly coded. With this, 
the coding procedure is finished. The decoding is executed in reverse order. 

The main advantages of the algorithm [19], are: 

– The algorithm is highly resistant against attacks, based on high-frequency filtration 
(JPEG compression), which is confirmed by the almost constant MSE value for 
the extracted watermark. 

– The algorithm permits insertion of significant amounts of data (the number of 
inserted bits could be approximately equal to ¾ of the total number of pixels). 

– The algorithm is highly resistant against attacks related to image editing of the 
kind: crop, rotations, etc. 

– The algorithm permits to insert different watermarks in each consecutive 
decomposition level, which is an additional tool to ensure hierarchical access 
control.

Fig. 1.10 Block diagram for 2-layer WM insertion in one IDP sub-block of size 8 × 8 
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1.5.3 Object Search in Large Image Databases 

Contemporary databases contain huge number of images, video sequences, etc., and 
sometimes the search needs too much time. The layered structure of the IDP-based 
decomposition gives significant abilities for the search process enhancement. 

For this, the images in the database and the query image are decomposed in 
a similar way. The retained decomposition coefficients from all decomposition 
levels, which represent the query image, constitute the “Cognitive 3D IDP model” 
(Fig. 1.11). The retained coefficients are used for the layer-by-layer comparison and 
evaluation in the search process. 

In case that the search is aimed at a specified group of images, the method permits 
to select in advance the most suitable group of coefficients (which ensure the highest 
similarity), so as to enhance the process significantly. 

The model is based on the n-level IDP decomposition under Neural Network 
(NN) control, shown on Fig. 1.12. The accuracy of the 3D model in the IDP level 
p is defined by the NN in the preceding level p − 1, and as a result the minimum

Fig. 1.11 Creation of the cognitive 3D IDP model 
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mean-square approximation error in the restored image for the corresponding level 
is obtained. 

The comparison starts in the initial (lowest) decomposition level. The similarity 
of the first approximations of the query image and the images in the database is 
evaluated, and for the search in the next level the closest images only are retained. 
Thus, the number of analyzed images in each consecutive level is reduced, which 
enhances the process efficiency.

Fig. 1.12 Block diagram of the algorithm for layered IDP-based object search 
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1.6 Conclusions 

In this work, the basic IDP implementations in various aspects of visual information 
processing and analysis are discussed, starting with single images, and upgrading 
to the third-order tensor representation of multidimensional visual information. The 
main advantages of IDP compared to other well-known decompositions, are the lower 
computational complexity, the feasible hardware implementation and the application 
flexibility. Very good results are achieved in processing and compression of correlated 
sequences of medical images. 

The analysis and the related experiments show that the basic pyramidal struc-
ture of the IDP decomposition suits the 2D and 3D (tensor) implementations in 
various applications: compression of visual information; content protection, effi-
cient object search, etc. The layered architecture permits adaptive processing and 
flexible approach, with changeable structure. 

The future work will be mostly aimed at the implementation in new medical 
devices based on the IDP decomposition, which will support remote diagnostics and 
medical decision support integrated in the contemporary smart communications. 
Special interest attract some new technologies, which need processing of continu-
ously changing information, among which are the Digital twins and the Mip-Map 
technology. The flexibility of the IDP structure permits easy development of adaptive 
decomposition architectures. 
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Chapter 2 
Some Trends in Application of Geometric 
Approaches in Multimodal Medical 
Image Fusion 

Veska Georgieva and Diana Tsvetkova 

Abstract The multimodal medical fusion combines data from different medical 
modalities, and thus can improve clinical information from medical images for a 
better understanding of the content of the image and to obtain a more precise diag-
nosis. The multimodal registration task is not easy, since images obtained from 
different modalities may have exceptional differences. This type of regeneration 
produces images that combine physiological and anatomical information. The aim 
of this paper is to present some trends in application of geometric approaches in fusion 
of multimodal medical images. For the efficient extraction of geometric character-
istics, some trends are related to the use of structure tensors in combination with 
other transformations. The problem is considered in two main directions, namely 
registration and sparse representation and their role for obtaining better results in 
multimodal medical image fusion. 

2.1 Introduction 

In recent years, progress in medical image technology has been based on receiving 
high resolution images and more information about anatomical and functional 
changes in patients. Precise diagnosis should be based on the possibility of seeing 
different depths and structures of the human body, which are usually not visible 
from just one modality. The main purpose of such a system is to effectively combine 
various diagnostic modal images to bring out a representation that can help experts 
(radiologists, oncologists, interventionists) in the process of diagnostics and deci-
sion making. Fusion algorithms are associated with many challenges, conditioned
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not only with theoretical origin, but also to the nature of medical images, which in 
most cases are low contrast, poor quality and show ambiguous information. 

The multimodal medical image fusion (MMIF) is described as a process that 
combines two or more geometrically registered images of a single or multiple modal-
ities. The main purpose is to generate a composed fused image with improved 
quality and clear characteristics [1–4]. In addition, the rapid progress in medical 
imaging techniques (Computed Tomography (CT), Positron Emission Tomography 
(PET), Magnetic Resonance Imaging (MRI), and Single Photon Emission Computed 
Tomography (SPECT)) can help the researcher to fuse different modalities to be 
useful in making decisions by experts during biopsy, applying computer diagnostics 
and therapy. Moreover, fused images can help solve other tasks such as detection, 
segmentation and classification. 

The aim of this survey is to focus on some trends in the application of geometric 
approaches in image registration and sparse representation and their role for obtaining 
better results in multimodal medical image fusion procedures due to their significance 
in the medical field. The paper is organized as follows. Section 2.2 describes the 
main steps in image fusion procedure, and different levels of fusion. In Sect. 2.3 the 
registration process as an essential step in performing the fusion process and trends 
in the application of rigid and non-rigid transformations are described. Section 2.4 
is focused on multimodal medical image fusion with sparse representation. Finally, 
Sect. 2.5 concludes the paper with a summary of the brief survey. 

2.2 Main Steps in Image Fusion Procedure 

The general multimodal medical image fusion procedure consists of some main steps 
[5]. These steps are described here briefly. First, the body organ of interest is selected 
for making the multimodal image fusion. Then, two or more imaging modalities are 
selected to fuse using an appropriate algorithm. Figure 2.1 presents schematically 
the main steps of the procedure.

An important step in the procedure is to register the input medical images. Image 
registration is the process of mapping input images using a reference image. The 
purpose of such mapping is to match the corresponding images based on certain 
characteristics. The registration step is considered as an optimization problem whose 
aim is to maximize the similarity. In the registration process, a parametric transfor-
mation is applied on the input (target) images in order to maximize their similarity 
with the reference image. Choosing an appropriate geometric transformation model 
is extremely important to perform correct registration. It is essential that targeted 
similarity depends on the defined similarity (cost) function [5]. 

In the future extraction step, the characteristic features of the registered images 
are extracting and producing one or more feature maps for each of the input images 
[5, 6].
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Fig. 2.1 Main steps in medical image fusion procedure

The step for decision making is characterized as follows: when selecting a given 
criterion, a set of decision maps is created by applying a decision operator that aims 
to label the pixels of the registered images or feature maps [6]. 

Semantic analysis matching is needed in cases where the resulting decision maps 
may not refer to the same object. In these cases, semantic equivalence is applied to 
associate these maps with a common object to facilitate the merging procedure [7]. 
Such a procedure is not necessary for input images obtained from the same type of 
sensors [5]. 

In the radiometric calibration step, the spatially aligned input images and 
feature maps are transformed to a common scale. The goal is obtaining a general 
representation format to act as input to the next step [7]. 

The final step of the procedure is to combine the images obtained into one output 
image, which contains a better description of the object than each of the input images. 
The advantage of image fusion is the quality of the information contained in the fused 
image. 

The fusion process can be performed at three levels, namely: pixel level, feature 
level and decision level [1]. Pixel-level fusion is a direct process that combines the 
data from imaging modalities. Fusion at the feature level uses machine learning and 
statistical approaches for combining the features extracted from different data types. 
Fusion of decision level is related to a combination of variables that are related to 
the rules of decision. 

Multimodal medical image fusion can be performed in the spatial domain, or in 
the transform domain. The characteristic of processing in the spatial domain is that 
we can directly process pixels rather than transform the coefficients. The regions or 
pixels are selected directly in accordance with some visibility measures, and are then 
combined with linear or non -linear operations. If more salient features cannot be 
captured in the spatial domain, the fusion is made in the transformation domain.
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2.3 Geometric Approaches in Multimodal Registration 

Multimodal medical image registration tasks have an important role in image fusion. 
The main applications are connected with reconstruction of the 3D images, medical 
object recognition and analysis. It is connected with correction of different patient 
positions between scans. Medical image registration allows structural (CT, MRI, 
US) and functional (PET, SPECT, fMRI) images to be presented and analyzed in the 
same coordinate system [8]. The registration algorithm includes three components 
and is presented in Fig. 2.2. The similarity measures are needed to show how well the 
images are matched. For example, in registration based on patient image content we 
can use geometric approaches. They build explicit models of anatomical elements, 
which can be identifying in the images. The elements include important surfaces, 
curves and point landmarks. 

They can be matched with their corresponding elements in the other image [9, 
10]. Linear features called ridges are extracted directly from 3D images [11, 12]. 
Most of the non-rigid registration approaches are based on 3D geometric features, 
which are anatomical surfaces [9, 13, 14]. 

The transformation model defines how the source image can be changed to match 
the other. This model has two main goals: to control how the selected features can be 
moved to one another for improving the similarity and to interpolate between those 
features that are known to contain no useful information [9]. For this purpose rigid 
and non-rigid registrations are used. 

The optimization process is connected with adjustment of the transformation to 
improve the medical image similarity. 

The registration methods based on geometric approaches can be classified on three 
basic criteria: dimensionality, type of transformation and domain of transformation. 
Figure 2.3 presents this classification.

The dimensionality can be presented for spatial cases as well as for time domains. 
In multimodal medical image registration, spatial dimensions are typically 3D but 
they can also be of two-dimensions. The 3D to 3D registration gives most accurate 
registration results. The 2D to 2D registration is less complicated, easier in imple-
mentation and faster than 2D to 3D and 3D to 3D. Dimensionality 2D to 3D is 
used for positioning of slices from tracked B-mode ultrasound, interventional CT, 
or interventional MRI images for construction of 3D volume [5, 15]. But in some 
situations, different from operations and radiotherapy the computational complexity 
and the speed of applying 2D to 3D registration are not relevant.

Fig. 2.2 Registration algorithm structure 
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Fig. 2.3 Classification of geometric approaches

The rigid transformation methods are characterized so that the 2D or 3D images 
are transformed by translating, rotating, scaling and/or shearing of every depicted 
object in the same way so that distances, lines and angles are preserved [5, 16, 
17]. These methods include affine transformation. They can be represented with 
homogeneous matrices (4 × 4 matrices) for 3D to 3D mapping [18]. These methods 
are applied to the images that contain small changes in the object shape and lead to a 
good approximation in medical image registration. Figure 2.4 presents the US image 
of esophageal adenocarcinoma [19] and its modification by translating, rotating, and 
shearing.

But in many cases various body organs have spatially variant geometric differ-
ences and require more flexible methods to achieve the multimodal medical regis-
tration task. The most used methods nowadays are based on non-rigid registration 
techniques. They have many applications such as modeling, tissue deformations to 
anatomical structures’ variability [5]. The types of non-rigid registration techniques 
are presented in Fig. 2.5.

For registration metric is used to determine the distance between corresponding 
pairs of landmarks, which are obtained from the images. In the case of non-rigid 
registration, these landmarks are used with thin-plate splines. The landmarks allow 
to determine the transformation in closed form, but their disadvantages are that we 
need a large number to try a tightly the deformed field and the localization process 
can introduce an error. Modern trends are in the use of image similarity measure. 

The geometric transformations can be global or local. Global transformations are 
made with mapping parameters valid for the all image. In the local case, a small 
part of the image is transformed where the local mapping function parameters are 
exclusively valid for a small area around the position of the selected control point 
[5, 15]. 

In [20] the geometric information is used, such as edges and thin structures, 
for obtaining a similarity measure for deformable registration models of multimodal 
images. The idea is to register the template image with the reference one by applying a 
spatial transformation to the template image. The authors introduce a new similarity 
term for image registration which is based on the geometric information that is 
extracted from the images by using the Blake-Zisserman’s energy (BZ), an energy 
that is defined by a second-order derivative [20, 21]. This model is compared to
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Fig. 2.4 US image of esophageal adenocarcinoma: a original; b translated; c rotated on 30°; d after 
shearing

Fig. 2.5 Non-rigid registration techniques

the Mumford-Shah energy model, which uses only first-order derivatives [22]. The 
model based on first order derivative cannot be useful when the image contains high-
order features such as thin structures. The proposed model was tested by MRI cross 
sections of the brain [20].
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On the basis of research presented in [5], the following data on the application of 
rigid and non-rigid types of transformation for diagnostic features of some diseases 
are summarized. They are given in Table 2.1. 

The main trends of application of geometric approaches are connected to combi-
nations of techniques from different types. Much of researches are in the field of 
investigation of the normal and pathological structure of the brain [23, 24]. 

By a combination of geometric information from white and gray matter their 
morphology is investigated and a framework in multimodal brain image fusion from 
diffusion tensor imaging is proposed [25]. The authors introduce a scale-based white 
matter geometry method for the analysis. This method is an intermediate between 
the tensor gradient method [26] and vector field methods. The advantage is that 
there is no limit to the tensor model of diffusion and more precise characteristics of 
macrostructures in different spatial scales. Furthermore this method uses a tangent 
vector field of tracts and can be compared to the tensor-based model of dispersion in 
[26]. The advantage is that the analysis of a specific tract can be made independently 
from other tracts, which are in the neighbor. This method is used to study autism 
disaster in children. 

The multimodal fusion of the brain image based on geometric framework for 
feature mapping is used in [27]. It is applied by fusing structural MRI and diffusion 
MRI images for improving statistical analysis. The authors propose to adopt the 
Riemannian metric for modeling an inherent relation between white and gray matter 
anatomical features. An adjustment of Riemannian metrics for presenting the original 
mesh of obtaining the feature embedding is used for this purpose. As result a unified 
framework for mapping of the surface and volumetric features from neuroimaging 
data based on geometric methods with defined Riemannian metrics is obtained. This 
approach is investigated for classifying such diseases as Alzheimer, mild cognitive 
impairment and Schizophrenia [27]. 

In [28] a comparative analysis of 3 different gradient geometries for MRI and 
PET brain image fusion is presented. The proposed approach includes separation of 
luminance channel from each of the images. The gradients are than selected using

Table 2.1 Types of transformation for diagnostic features of some diseases 

Diseases Modality Transformation type 

Parkinson MRI/SPECT Non-rigid/rigid 

Cerebral tumor deformations CT/MRI Non-rigid 

Eye fundus Ophthalmological images Rigid 

Retinal diseases Ophthalmological images Rigid 

Tongue disorders hMR/Cine MR Non-rigid 

Coronary artery diseases X-ray/CT Non-rigid 

Carotid arteries US/MRI Non-rigid/Rigid 

Liber tumor CT/US Rigid 

Prostate Cancer TRUS/MRI Non-rigid 
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various geometries such as Hudgin geometry, Fried geometry, Southwell geometry. 
Each of these strategies are results of different quality of the fused image that can 
be used for reconstruction. The reconstruction of the channel from the gradient data 
is made on the base of the wavelet algorithm proposed in [29], followed by image 
enhancement with gamma correction. The fusion procedure for grayscale images 
is the same as for the luminance channel. The experimental results show that the 
Soutwell geometry provides better quality of the fused MRI and PET image in the 
case of diagnoses of brain tumor, motor neuron disease, metastatic bronchogenic 
carcinoma and hypertensive encephalopathy [28]. 

Another direction of application of geometric approaches is connected to perform 
all fusion operation in the contourlet, shearlet or wavelet domains. 

The fusion of CT/MRI based on multiscale geometric analysis of contourlet trans-
form is presented in [30]. This transform has more advantages over the conventional 
image representation methods. It is more suitable for the human vision system. 
Compared with other multi-scale decompositions, the nonsubsampled contourlet 
transform eliminates the “block-effect” and the “pseudo-effect”. It represents the 
source image in multiple directions and captures the geometric structure of source 
image in the transform domain [31, 32]. 

An optimization model for fusing CT and MRI images is proposed in [33]. It 
is based on structure tensor and nonsubsampled shearlet transform (NSST). The 
advantage is effective extraction of geometric features. The pre-fused gradient can be 
obtained from the weighted structure tensor. The final image is a result from solving 
the constructed optimization problem by the conjugate gradient method [33]. 

Using multi-scale geometric and multi-resolution geometric analysis an optimized 
multimodal medical image fusion framework is proposed in [34]. The idea is to 
obtain high-spectral and high-spectral spatial data. As the solution is proposed a 
complete fusion system for CT/MRI brain images is obtained according to their multi-
resolution, multi-scale transforms. A modified central force optimization (MCFO) 
technique is used in the optimization step. It is based on Optimized Discrete Wavelet 
and Dual-Tree as a multi-resolution transform [34]. 

2.4 Multimodal Medical Fusion with Sparse 
Representation 

In recent years, the multiscale decomposition methods have developed quickly. These 
are the following methods: discrete wavelet transform (DWT) [35, 36], framelet 
transform [37], contourlet transform [30], and non-subsampled contourlet transform 
(NSCT) [38, 39]. But transform-based methods give poor fusion results due to the 
presence of noise and difficulty in choosing the decomposition levels [38, 40, 41]. 

Sparse representation (SR) has many advantages compared to conventional repre-
sentation approaches. The problem is that image fusion based on joint sparse repre-
sentation needs much iteration and accordingly many resources in terms of memory
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and time. The decision map can help to solve this task by extracting the local structure 
feature of the image blocks [42, 43]. 

In [38], three decision maps are constructed. They include structure information 
map and energy information map, as well a composite structure and energy map with 
the goal to reserve more energy and edge information. For medical image fusion 
of CT/MRI, MRIT1/MRIT2 and CT/PET based on SR with the decision map, the 
local structure and energy information of images is added. The proposed approach 
improves the speed of processing and the quality of the fused images. 

In [44], the authors proposed a multimodal medical fusion algorithm with 
geometric algebra based sparse representation. In the traditional sparse representa-
tion fusion method, the color channels usually are processed separately. This destroys 
the correlation between image channels and results in loss of color in the fused image. 
Geometric algebra (GA) has many applications. The geometric algebra space does 
not work with coordinate information [45]. All geometric operators are included in 
the space. The multimodal medical image can be represented as a multi-vector. The 
proposed model for medical image fusion based on geometric algebra and sparse 
representation has the advantage of preventing the loss of channels correlation of the 
image [44, 46, 47]. For obtaining the sparse coefficient matrix is proposed to apply 
an orthogonal matching pursuit algorithm based on geometric algebra. For a more 
specific disease information that can be used for diagnosis, the dictionary learning 
method based on geometric algebra is applied. The fusion procedure was made on 
SPECT-T1 and SPECT-TC1 medical images for neoplastic disease of brain tumor 
[44]. 

2.5 Conclusion 

In this paper we present some trends in the application of geometric approaches in 
the fusion of multimodal medical images. The application of geometric approaches 
is shown primarily in the registration processes as in sparse representation. This 
includes both geometric transformations themselves as well as the processes of 
extracting geometric features and the use of geometric models. The brief survey 
shows that the main trends are related to the use of hybrid methods. They are 
characterized by the following:

• They combine purely geometric models with transformation models in order to 
obtain a better quality of the multimodal medical fused image;

• For the optimization step in the registration process, a model based on struc-
ture tensor and nonsubsampled shearlet transform for fusing is proposed. The 
advantage is effective extraction of geometric features;

• Another advantage is that in this way the computational resources in terms of 
memory and time can be reduced;
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• There are in the literature mainly described results related to the application of 
geometric approaches in multimodal image fusion in the field of brain diseases, 
but opportunities for their use in other diseases are increasingly sought;

• Another major trend is their application in the fusion of nuclear medicine images 
and images from other modalities. 
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Chapter 3 
Weighted Tensor Least Angle Regression 
for Solving Sparse Weighted Multilinear 
Least Squares Problems 

Ishan M. Wickramasingha, Biniyam K. Mezgebo, and Sherif S. Sherif 

Abstract Sparse weighted multilinear least-squares is a generalization of the sparse 
multilinear least-squares problem, where prior information about, e.g., parameters 
and data is incorporated by multiplying both sides of the original problem by a 
typically diagonal weights matrix. However, the introduction of arbitrary diagonal 
weights would result in a non-Kronecker least-squares problem that could be very 
large to store or solve practically. In this paper, we generalize our recent Tensor 
Least Angle Regression (T-LARS) algorithm to efficiently solve either L0 or L1 

constrained multilinear least-squares problems with arbitrary diagonal weights for 
all critical values of their regularization parameter. To demonstrate the validity of 
our new Weighted Least Angle Regression (WT-LARS) algorithm, we used it to 
successfully solve three different image inpainting problems by obtaining sparse 
representations of binary-weighted images. 

3.1 Introduction 

Weighted least squares is a generalization of the least-squares (LS) problem, where 
prior information about parameters and data is incorporated by multiplying both sides 
of the original LS problem by a typically diagonal weights matrix. Applications of 
weighted least-squares in Signal Processing include signal restoration [1, 2], source 
localization in wireless networks [3–6], adaptive filters [4, 7–9], and image smoothing 
[10]. In Statistics, weighted least-squares regression is often used to reduce bias from 
non-informative data samples [11, 12]. Also, a best linear unbiased estimator (BLUE) 
is obtained by using the inverse of the data covariance matrix as the weights matrix 
[13]. 

Recently, sparsity has become a commonly desired characteristic of a least-squares 
solution [14, 15]. Because of its relatively small number of non-zero values, a sparse
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solution could result in faster processing with lower computer storage requirements 
[14, 15]. A sparse solution is usually obtained by solving a least-squares problem 
while minimizing either the L0 norm of the solution (non-convex optimization 
problem) or minimizing the L1 norm of the solution (convex optimization problem), 
where the L0 norm of a vector is its number of non-zero elements and the L1 norm 
of a vector is the sum of the magnitude of its elements [14]. 

Several methods have been proposed to solve sparse least-squares problems, 
including the Method of Frames [16], Matching Pursuit (MP) [17], Orthogonal 
Matching Pursuit (OMP) [18], Best Orthogonal Basis [19], Least Absolute Shrinkage 
and Selection Operator (LASSO) that is also known as Basis Pursuit [20, 21], and 
Least Angle Regression (LARS) [21]. Both MP and OMP solve the L0 constrained 
least-squares problem [22] using sequential heuristic steps that add solution coeffi-
cients in a greedy, i.e., non-globally optimal, way. LASSO relaxes the non-convex L0 

constrained least-squares problem to solve the convex L1 constrained least-squares 
problem instead [20]. Among the above solution methods, only Least Angle Regres-
sion could efficiently solve both the L0 and, with a slight modification, L1 constrained 
least-squares problem for all critical values of their regularization parameters. This 
parameter is required to balance the minimization of the LS residual with the 
minimization of the norm of the solution [21]. 

In addition to incorporating a priori information, weights also could be introduced 
to sparse least-squares problems to improve the L1 minimization problem results 
[23, 24]. Candès et al. also used a reweighted L1 minimization approach to enhance 
sparsity in compressed sensing [25]. Also, weighted L1 constrained least-squares 
regression has been used to extract information from large data sets for statistical 
applications [26, 27]. We note that sparse weighted least-squares problems could be 
solved using any of the above optimization methods. 

Multilinear least-squares is a multidimensional generalization of least-squares 
[28–30], where the least-squares matrix has a Kronecker structure [31, 32]. Sparse 
multilinear least-squares could be either an L0 constrained or an L1 constrained 
multilinear least-squares problem. Caiafa and Cichocki introduced a generalization 
of OMP, Kronecker-OMP, to solve  the  L0 constrained sparse multilinear least-squares 
problem [32]. Elrewainy and Sherif [33] developed Kronecker Least Angle Regres-
sion (K-LARS) to efficiently solve both L0 and L1 constrained sparse least-squares 
having a specific Kronecker matrix form, A ⊗ I , for all critical values of the regular-
ization parameter. To overcome this limitation, the authors further developed Tensor 
Least angle Regression (T-LARS) [30], a generalization of K-LARS that does not 
require any special form of the LS matrix beyond being Kronecker. T-LARS solves 
either large L0 or large L1 constrained, sparse multilinear least-squares problems 
(underdetermined or overdetermined) for all critical values of the regularization 
parameter λ with significantly lower computational complexity and memory usage 
than Kronecker-OMP. 

Weighted multilinear least-squares is a generalization of multilinear least-squares 
that introduces a typically diagonal weight matrix to both sides of the original LS 
problem. Since an arbitrary diagonal weight matrix would not be Kronecker, the
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weighted LS matrix would lose its original Kronecker structure, resulting in a poten-
tially very large non-Kronecker LS matrix. Thus solving these weighted sparse multi-
linear least-squares problems could become highly impractical, as it would require 
significant memory and computational power. 

Therefore, in this paper, we extend T-LARS to Weighted Tensor Least Angle 
Regression (WT-LARS) that could solve efficiently both L0 and L1 constrained 
sparse weighted multilinear least-squares problems for all critical values of the regu-
larization parameter. It is organized as follows: Sect. 3.2 includes a brief introduction 
to the sparse weighted multilinear least-squares problem. In Sect. 3.3, we describe 
our new Weighted Tensor Least Angle Regression (WT-LARS) algorithm in detail. 
Section 3.4 provides results of applying WT-LARS to solve three different image 
inpainting problems by obtaining sparse representations of binary-weighted images. 
We present our conclusions in Sect. 3.5. 

3.2 Problem Formulation 

3.2.1 Sparse Weighted Multilinear Least-Squares Problem 

A multilinear transformation of a tensor X could be defined as, Y = 
X×1Φ

(1)×2 · · · ×NΦ(N ) , where Y ∈ RJ1×···×Jn×···×JN and X ∈ RI1×...×I n×···×IN are 
Nth order tensors, with the equivalent vectorized form

Φvec( X ) = vec(Y) (3.1) 

where Φ ∈ RJ×I , and Φ = Φ(N ) ⊗  · · ·  ⊗ Φ(1) , and ⊗ is the Kronecker product 
operator [34]. 

Let W = SH S, be a diagonal weight matrix. We could obtain a weighted linear 
transformation [35] of (1)  as  

SΦvec(X ) = Svec(Y) (3.2) 

A sparse solution of the weighted linear system in (2) could be obtained by solving 
an L p (p = 0 or p = 1) minimization problem, 

∼ 
X= argmin 

X
∥SΦvec(X ) − Svec(Y)∥2 2 + λ∥vec(X )∥p (3.3) 

where λ is a regularization parameter. 
If S is a Kronecker matrix, then SΦ = (

S(N )Φ(N ) ⊗  · · ·  ⊗  S(1)Φ(1)
)
and we could 

use T-LARS [30] to obtain a sparse solution for either L0 or L1 optimization problem 
in (3) efficiently. However, S is not typically Kronecker, so SΦ would not have a 
Kronecker structure, and (3) should be solved as a potentially very large vectorized
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(one-dimensional) sparse least-squares problem which could be very challenging in 
terms of memory and computational power requirements. Therefore, in this paper, we 
develop Weighted Tensor Least Angle Regression (WT-LARS), a computationally 
efficient method, to solve either L0 or L1 constrained sparse weighted multilinear 
least-squares problems in (3) for an arbitrary diagonal weights matrix W = SH S ∈ 
R

J ×J . 

3.3 Weighted Tensor Least Angle Regression 

In this section, we develop Weighted Tensor Least Angle Regression (WT-LARS) by 
extending T-LARS to solve the sparse weighted multilinear least-squares problem 
in (3), for weights W = SH S and Kronecker dictionaries Φ. 

Inputs to WT-LARS are the data tensor Y ∈ RJ1×···×Jn×···×JN , mode-n dictio-
nary matrices Φ(n); n ∈ {1, · · ·  , N } where Φ = Φ(N ) ⊗  · · ·  ⊗ Φ(1) , the diagonal 
weight matrix W = SH S, and the stopping criterion as a residual tolerance ε or the 
maximum number of non-zero coefficients K (K-sparse representation). The output 
is the solution tensor X ∈ RI1×...×I n×···×IN . 

WT-LARS requires weighted data Svec(Y), and columns of the weighted dictio-
nary SΦ to have a unit L2 norm. Normalized weighted data could be easily calculated 
by YW = Svec(Y)/∥Svec(Y)∥2. However, the dictionary matrix SΦ does not have 
a Kronecker structure. Hence, normalizing mode-n dictionary matrices Φ(n) does 
not ensure normalization of the columns of SΦ. Therefore, in WT-LARS, we use 
the normalized weighted dictionary matrix ΦW = SΦQ instead of the normalized 
dictionary matrix Φ in T-LARS, where Q is a diagonal matrix, 

Qi,i = 1
∥(SΦ)i∥2 (3.4) 

where (SΦ)i is the i
th  column of the weighted dictionary matrix SΦ. We can 

efficiently calculate the diagonal matrix Q as, 

diag( Q) = 1./
/(

Φ∗2)T diag(W ) (3.5) 

where, Φ∗2 [36] denotes the Hadamard square of Φ, such that Φ∗2 
i, j =

(
Φi, j

)2 
, "./" 

denotes elementwise division, and diag( Q) and diag(W ) are diagonal vectors of 
Q and W respectively. We could efficiently calculate

(
Φ∗2)T diag(W ) using the full 

multilinear product. 
WT-LARS solves the L0 or L1 constrained minimization problems in (3) for all 

critical values of the regularization parameter λ. WT-LARS starts with a large value 

of λ, that results in an empty active set I = {}, and a solution ∼ 
X t=0 = 0. The  set  I 

denotes an active set of columns of the dictionary ΦW , i.e., column indices where 

the optimal solution 
∼ 
X t at iteration t , is nonzero, and I c denotes its corresponding
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inactive set. Therefore, ΦW I contains only the active columns of the dictionary ΦW 

and ΦW I c contains only its inactive columns. 
At each iteration t , a new column is either added (L0) to the active set I or a new 

column is either added or removed (L1) from the active set I , and λ is reduced by a 
calculated value δ∗

t . 
As a result of such iterations, new solutions with an increased number of coeffi-

cients that follow a piecewise linear path are obtained until a predetermined residual 
error ε or a predetermined number of active columns K is obtained. 

The regularization parameter λ is initialized to the maximum of the correlation 
c1, between the columns of ΦW and the initial residual r0 = vec(Y). 

c1 = ΦT 
W r0 (3.6) 

Since ΦT 
W = QΦT S, we can easily calculate ΦT Sr0 using the full multilinear 

product as 

C '
1 = RS0 ×1 Φ(1)T ×2 . . .  ×N Φ(N )T (3.7) 

where vec
(RS0

) = Sr0 and c1 = Qvec
(C '

1

)
. The column index corresponding to 

the maximum correlation c1 is added to the active set. For a given active set I , the  

optimal solution 
∼ 
X t at any iteration t , could be written as 

vec

( ∼ 
X
t

)
=
 (

ΦW T It
ΦWIt

)−1 (
ΦW T It 

vec(Y) − λtzt
)
, on I 

0, Otherwise 
(3.8) 

where, zt is the sign sequence of ct on the active set I , and ct = ΦT 
W r t−1 is the 

correlation vector of all columns of the dictionary ΦW with the residual r t−1 at any 
iteration t. 

The optimal solution at any iteration, t must satisfy the following two optimality 
conditions,

ΦW 
T 
It r t = −λt zt (3.9)

∥ΦW 
T 
I c t 
r t∥∞ ≤ λt (3.10) 

where, r t = vec(Y) − ΦW vec
( ∼ 
X t

)
is the residual at iteration t , and zt is the sign 

sequence of the correlation ct at iteration t , on the active set I . The condition in (9) 
ensures that the magnitude of the correlation between all active columns of ΦW and 
the residual is equal to |λt | at each iteration, and the condition in (10) ensures that the 
magnitude of the correlation between the inactive columns of ΦW and the residual 
is less than or equal to |λt |.
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At each iteration t , λt is reduced by a small step size, δ∗
t , until a condition in 

either (9) or (10) violates. For L0, and L1 constrained minimization problems, if an 
inactive column violates the condition (10), it is added to the active set, and for L1 

constrained minimization problems, if an active column violates the condition (9), 
it is removed from the active set. 

As λ is reduced by δ∗
t , the solution 

∼ 
X t changes by δ∗

t d t along a direction d t , where 
d I c t = 0 and d It = G−1 

t zt , and G−1 
t is the inverse of the Gram matrix of the active 

columns of the dictionary Gt = ΦW 
T 
ItΦW It . 

The size of this Gram matrix would either increase (dictionary column addition) 
or decrease (dictionary column removal) with each iteration t . Therefore, for compu-
tational efficiency, we use the Schur complement inversion formula to calculate G−1 

t 
from G−1 

t−1 thereby avoiding its full calculation [30, 37]. 
The smallest step size for L1 constrained sparse least-squares problem δ∗

t = 
min

{
δ+
t , δ

−
t

}
is the minimum of δ+

t , minimum step size for adding a column, and δ−
t , 

minimum step size for removing a column. The minimum step size for removing a 
column from the active set is given by, 

δ−
t = min 

i∈I

{
− xt−1(i ) 

d t (i)

}
(3.11) 

The minimum step size for adding a new column to the active set is given by, 

δ+
t = min 

i∈I c
{

λt−ct (i ) 
1−vt (i ) , 

λt+ct (i ) 
1+vt (i)

}
(3.12) 

where 

vt = ΦT 
WΦW d t (3.13) 

Since ΦW = SΦQ, We can efficiently calculate vt using two full multilinear 
products. 

Let vt = Qvec(Vt '), where 

V '
t = Uwt ×1 Φ(1)T ×2 . . .  ×N Φ(N )T (3.14) 

and vec
(Uwt

) = Wvec
(Dt ' ×1 Φ(1) ×2 . . .  ×N Φ(N )

)
, and vec(Dt ') = Qd t . 

The residual r t+1 is calculated at the end of each iteration using, 

r t+1 = r t − δ∗
t ΦW d t (3.15) 

where we can efficiently calculate ΦW d t using

ΦW d t = Svec
(Dt ' ×1 Φ(1) ×2 · · ·  ×N Φ(N )

)
(3.14) 

WT-LARS stops at a predetermined residual error r t+1 ≤ ε or when a 
predetermined number of active columns K is obtained.
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3.3.1 Weighted Tensor Least Angle Regression Algorithm 

Algorithm 1: Weighted Tensor Least Angle Regression (WT-LARS) 

Input: WT-LARS_mode = or , normalized tensor Mode-n 
dictionary matrices ; 

Diagonal Weights Matrix Stopping criterion: residual 
tolerance: or number of non-zero coefficients: 

Initialization: Residual: ; ; ; 
1. 

2. 

3. 

4. 

5. 

6. 

7. while : 
8. = sign ( ) 
9. updateWeightedInverseGramMatrix( , , , { }, I, 

add_column, column_idx) % See reference [30] 

10. 

11. 

12. 

13. 

14. 

15. 

16. = ./ % “./” - Elementwise division 
17. = ./ 
18. 

19. 

20. add_column == True 
21. if WT-LARS_mode == && min ( : 
22. = min ( 
23. add_column = False 
24. end 
25. 

26. 

27. 

28. 

29. 

30. if add_column == True: 
31. else: end 
32. end while 
33. return ,
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3.4 Experimental Results 

In this section, we present experimental results for WT-LARS as a tensor completion 
problem [38–40], using inpainting as an example. Image inpainting has progressed 
significantly during last few years, specifically using machine learning methods [41– 
43]. However, as far as we know, no other tensor-based method is available for solving 
the image inpainting problem as a weighted tensor least squares problems. 

For experiments shown in Figs. 3.2 and 3.1, we obtained fenced images from 
the Image datasets for MSBP deformable lattice detection Algorithm [44], and for 
the experiment shown in Fig. 3.1, we obtained a landscape image from the DIV2K 
dataset [45]. 

Our experimental results were obtained using a MATLAB implementation of 
WT-LARS using the MATLAB version R2017b on an MS-Windows machine: 2 
Intel Xeon CPUs E5-2637 v4, 3.5 GHz, 32 GB RAM, and NVIDIA Tesla P100 GPU 
with 12 GB memory.

Fig. 3.1 a Original image with a fence b weights image with zero weights for the fence c WT-LARS 
reconstructed image (Fence Removed) 

Fig. 3.2 a Original image with a fence b weights image with zero weights for the fence c WT-LARS 
reconstructed image (Fence Removed) 



3 Weighted Tensor Least Angle Regression for Solving Sparse Weighted … 43

3.4.1 Inpainting 

In this experiment, we use WT-LARS for inpainting. We obtained a sparse repre-
sentation of the inpainted image using WT-LARS after applying zero weights to the 
missing data. 

In our experimental results shown in Figs. 3.1 and 3.2, we obtained a fenceless 
image by considering pixels behind the fences as missing data. Figures 3.1a and 3.2a 
show the original image with a fence, and Figs. 3.1b and 3.2b show the respective 
masks applied to each pixel of the original image, where black indicates zero and 
white indicates one. Figures 3.1c and 3.2c show the obtained sparse representation 
of images behind fences using WT-LARS. 

We obtained RGB image patches, 200× 200× 3 pixels, from the original images 
in Figs. 3.1a and 3.2a. For each patch, we obtained a weighted K-sparse repre-
sentation using WT-LARS, with 10% nonzero coefficients, for three fixed mode-n 
overcomplete dictionaries, Φ(1) ∈ R200×400, Φ(2) ∈ R200×400 and Φ(3) ∈ R3×4, by  
solving a L1 constrained sparse weighted least squares problem. Weights consists 
of zeros for the pixels that belong to the fence in the original images and ones for 
everywhere else. Used fixed mode-n overcomplete dictionaries were a union of a 
Discrete Cosine Transform (DCT) dictionary and a Symlet wavelet packet with four 
vanishing moments dictionary. In the experimental results shown in Figs. 3.1 and 
3.2, the RGB patches with the minimum number of nonzero samples had 79, 834 
and 92, 748 nonzero samples, respectively. We collected 60 image patches from the 
image in Fig. 3.1a and 35 image patches from the image in Fig. 3.2a, where on 
average WT-LARS took 476 s to collect 12,000 (10% of 200 × 200 × 3) non-zero 
coefficients from each image patch. 

In the experimental results shown in Fig. 3.3, we use WT-LARS to obtain a 
landscape image occluded by a person in Fig. 3.3a. Figure 3.3b shows the weights, and 
Fig. 3.3c shows the inpainting result after removing the person from the foreground 
of the landscape image. 

The RGB images in Fig. 3.3a is a scaled version of the original image with 
200 × 300× 3 pixels. We obtained a weighted K-sparse representation for the scaled 
image in Fig. 3.3a using WT-LARS, with 20% non-zero coefficients, for three fixed 
mode-n overcomplete dictionaries, Φ(1) ∈ R200×400, Φ(2) ∈ R300×604 and Φ(3) ∈

Fig. 3.3 a Original image with a person b weights image with zero weights for the person c WT-
LARS reconstructed image (Person Removed) 
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R
3×4, by solving a weighted L1 constrained sparse least squares problem. Weights 

consist of zeros for the pixels belonging to the person in the original image and ones 
for everywhere else. Used fixed mode-n overcomplete dictionaries were a union of a 
Discrete Cosine Transform (DCT) dictionary and a Symlet wavelet packet with four 
vanishing moments dictionary. In the experimental results shown in Fig. 3.3, a total of 
170,829 nonzero samples have been used to obtain the sparse signal representation 
of the landscape image. The WT-LARS took 20,625 s to collect 36,000 non-zero 
coefficients, which is 20% of the size of the image tensor in Fig. 3.3a. Therefore, 
inpainting results in, Figs. 3.1c, 3.2c and 3.3c clearly show that WT-LARS can be 
successfully used to approximate missing/incomplete data. 

3.5 Conclusions 

Sparse weighted multilinear least-squares is a generalization of the sparse multilinear 
least-squares problem, where both sides of the Kronecker LS system are multiplied 
by an arbitrary diagonal weights matrix. These arbitrary weights would result in a 
potentially very large non-Kronecker least-squares problem that could be impractical 
to solve as it would require significant memory and computational power. 

This paper extended the T-LARS algorithm, earlier developed by the authors [28], 
to become the Weighted Tensor Least Angle Regression (WT-LARS) algorithm that 
could solve efficiently either L0 or L1 constrained multilinear least-squares problems 
with arbitrary diagonal weights for all critical values of their regularization parameter. 
To validate our new WT-LARS algorithm, we used it to solve three image inpainting 
problems. In our experimental results using WT-LARS shown in Figs. 3.1 and 3.2, 
we obtained the exact sparse signal representation of RGB images behind fences 
after applying zero weights to the pixels representing the fences. In the experimental 
result using WT-LARS shown in Fig. 3.3, we successfully obtained an exact sparse 
signal representation of an RGB landscape image occluded by a person by applying 
zero weights to the pixels representing this person. These results demonstrate the 
validity and usefulness of our new Weighted Least Angle Regression (WT-LARS) 
algorithm. 

Possible future applications of WT-LARS include efficiently solving weighted 
least-squares applications for tensor signals. Such examples include tensor comple-
tion, image/video inpainting, image/video smoothing, and tensor signal restorations. 

A MATLAB GPU-based implementation of our Weighted Tensor Least Angle 
Regression (WT-LARS) algorithm, Algorithm 1, is available at https://github.com/ 
SSSherif/Weighted-Tensor-Least-Angle-Regression.

https://github.com/SSSherif/Weighted-Tensor-Least-Angle-Regression
https://github.com/SSSherif/Weighted-Tensor-Least-Angle-Regression
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Chapter 4 
Research on Behavior Control Method 
in 3D Virtual Animation Design Based 
on the Purpose of Improving the Effect 
of Overseas Dissemination 

Nan Zhang and Xu Liu 

Abstract In order to improve the overseas dissemination effect of 3D (Three-
dimensional) animation, this paper starts from the perspective of animation char-
acter behavior control to improve the dynamic texture of animation and enhance the 
audience’s visual experience. Moreover, this paper designs and verifies the behavior 
control system of mobile animation character model based on the mathematical 
model. In addition, the initial animated character model is used to collect and summa-
rize the working data, and the targeted hierarchical behavior design method is formu-
lated by analyzing and adjusting the target tasks of the moving animated character 
model, which can generate the real-time behavior track meeting the requirements, 
strengthen the motion control, pose data estimation and safety control of the behavior, 
and realize more efficient reaction control. Finally, the experimental results verify 
the effectiveness of this method, which has a certain effect on improving the overseas 
dissemination effect of animation. 

4.1 Introduction 

At present, the top three countries in the global animation industry are the United 
States, Japan, South Korea. Among them, there are eight animation companies in the 
United States. Moreover, advanced technology, sufficient funds, fully supported poli-
cies and excellent talents make its animation industry develop rapidly, which can be 
said to be the largest animation country in the world. Japan has a strong development
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momentum in recent years. With the strong support of its government, social recog-
nition and excellent talents, it produces a large number of exquisite and high-quality 
animation works almost every year. Since the financial crisis, the government of 
South Korea also began to focus on the development of animation economy, and has 
now leapt to the third animation country. In addition, France, Britain, the Netherlands 
and other countries have strong creative and cultural industries. 

From the perspective of animation companies, the transformation is difficult. Even 
though the country has gradually attached importance to the animation industry and 
provided strong policy support, there are significant shortcomings in China’s anima-
tion companies themselves: firstly, there is a lack of original animation. Animation 
itself is a creative and cultural industry, and creativity occupies a large proportion, 
which can be said to be the soul of the entire industry. However, most animation 
companies in our country are processing companies and do not have a complete 
production chain, which leads to a situation where “skillful women cannot cook 
without rice”, even with the best technology, it cannot be solved. Secondly, due to 
insufficient investment, animation works require a large amount of capital invest-
ment, which can directly lead to the production and quality of the works. According 
to international practice, the recovery of animation costs should account for 20 to 
30% of production costs, and the return on investment in peripheral product devel-
opment should be 70 to 80%. In China, the cost of playing original animated films 
is low, accounting for only 10% of the cost, making it difficult to recover produc-
tion costs and continue operating, creating a vicious cycle. Once again, professional 
talents have withered, and the subject of animation education in China has just started. 
There is a shortage of animation talents, especially those who are skilled in creation 
and technology, which directly restricts the development of animation in China. Due 
to the inadequate development of animation companies, hard work and low wages, 
the temptation of the animation market demand is directly weakened. The cultivation 
of animation talents cannot be completed overnight and requires a short period of 
time. Finally, the domestic environment is chaotic, and vicious competition often 
occurs. Due to the increasing number of animation companies that draw well and 
cheaply, with an average cost of 5 yuan per animation, many people are willing to 
pay 2 or 3 yuan. Therefore, in order to compete for business, the industry has started 
vicious competition, forcing the entire industry’s profit and income to decrease. 

Technology is one of the important elements in the development of the animation 
industry, especially for some countries with relatively backward animation industry 
development, the advantages of technology are bound to become one of the shortcuts 
to accelerate industrial development. Currently, with the increasing use of computer 
technology in the field of animation, especially 3D and Flash technologies, significant 
breakthroughs have been made in the production of animation [1]. 

Traditional animation visual stimulation experiments play an important role 
in behavioral experiments, while other sensory stimulation experiments (such as 
hearing, smell, touch, etc.) are relatively less applied due to technical limitations 
[2]. Visual stimulation experiments are the largest and most diverse work to date, 
and commonly used visual stimuli can be divided into three different types: static 
stimuli, abstract stimuli, and video stimuli. Static stimuli are some of the earliest



4 Research on Behavior Control Method in 3D Virtual Animation Design … 51

stimuli used in behavioral experiments. Stimulation often involves related animals, 
which are presented as a static object, such as animal models, images, etc. [3]. We 
used cardboard models of adult seagulls to simulate the begging behavior of seagull 
chicks. The chicks responded naturally to the model, just like begging for food from 
their parents. Reference [4] used a predator model to study the alarm behavior of 
animals. When the eagle’s model moved above the cage, the chicken emitted an 
alarm sound. Scientists speculate that the test animals may view static models as 
real animals and react to them. The main advantage of reference [5] is that the same 
stimulus can be applied to different animals, and its visual characteristics can be 
modified between different experiments, which can control the time and frequency 
of stimulus transmission. The main limitation is that there is no interactive feedback 
between the stimulus and the tested individual, and over time, the individual becomes 
accustomed to the stimulus and stops responding to it [6]. 

This paper combines the design technology of three-dimensional virtual anima-
tion design to improve the behavior control in animation design, improve the overall 
design quality of animation, and promote the overseas dissemination effect of 
animation. 

4.2 Behavior Control Algorithm of 3D Animation 

4.2.1 Mathematical Model of Behavior Control 

Due to the limitation of technology, the control of some kinds of animation character 
behavior is still a single form of control, and the average control efficiency is low 
and the stability is poor. Traditional control instruction is relatively independent. 
Although it is a single control unit, but in the process of practical application, in the 
face of complex execution and processing environment, it will still produce certain 
errors and problems, resulting in more or less influence. In order to innovate the 
execution process, expand the control range of interactive instructions and form a 
more modular design idea, it is necessary to introduce the instructions of real-time 
data sharing area into the original initial control system, so as to create a more 
active, systematic and comprehensive execution environment, and use mathematical 
models to determine the task execution range of animation characters, and calculate 
the execution range through mathematical linear equations, as shown in the following 
formula (4.1) [7]:

 
K = r 3 + 6ϕ − √

2a + 1 
P = 2β + 4ω 

(4.1)
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In the formula, K represents the execution range, r represents the hierarchy ratio, 
ϕ represents the degree of shared control, a represents existing control errors, P repre-
sents the linear execution range, β represents the execution limit value, and ω repre-
sents the interaction coefficient. Through the above calculation, the actual execution 
range of animated characters can be finally obtained. Taking the obtained execu-
tion range as the actual processing range of the animation character behavior control 
system, on the basis of the above and combining with the actual control requirements, 
the limit edge control coefficient of the animation character is calculated, as shown 
in the following formula (4.2) [8]: 

H = −χ + 1.5 − 
e − 2π 

7 
(4.2) 

In the formula, H represents the limit edge control coefficient, χ represents the 
value of edge distance, e represents the strain control ratio, and π represents the 
interaction area. Through the above calculation, the actual limit edge control coef-
ficient can be finally obtained. According to the calculated value, the specific edge 
control range is set to form the limit internal control standard. It is set in the behavior 
control system processing model of moving animation characters, and according to 
the actual situation, the corresponding interactive control instructions are formed [9]. 

The control structure diagram of multi-behavior cooperative synthesis is shown 
in Fig. 4.1 [10]. 

After completing the design of interactive control instructions under the mathe-
matical model, it is necessary to design the hierarchical module of the mathematical 
model of mutual class function. First of all, we need to build a linear mutual class 
environment according to the actual control requirements and execution conditions

Fig. 4.1 Illustration of multi-behavior cooperative synthesis control structure 
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of animation characters [11]. In essence, this part delineates the instruction import 
area of animation characters under the mutual class mode, and associates the func-
tional mathematical model with the related execution and processing instructions to 
form a more stable module control program. Therefore, we can first determine the 
cross-class control range and calculate the cross-class control ratio, as shown in the 
following formula (4.3) [12]: 

G = (5ξ + 0.25) − 
1 

x 
(4.3) 

In the formula, G represents the mutual class control ratio, ξ represents the coef-
ficient of linear change, and x represents the controllable weight value. Through 
the above calculation, the actual cross-class control ratio can be finally obtained. 
According to the control ratio, the mathematical control model is created, and the 
mutual class function modules at different levels are designed. The mutual class func-
tion module is different from the common system execution module, and the mutual 
class module has stronger flexibility and can increase the connection between anima-
tion characters. It is necessary to first calculate the terminal deviation coefficient of 
the executive control section of the mutual class function module, as shown in the 
following formula (4.4): 

O = Q 

2ϕ + 1 
− 2 

√
3 + 7ς (4.4) 

In the formula, O represents the terminal deviation coefficient, ϕ represents the 
number of interactive control sections, Q represents the actual behavior control range 
of animation characters, and ς represents the change protocol side. 

Through the above calculation, the actual terminal deviation coefficient can 
ultimately be obtained. Construct a NAO processing program within the hierar-
chical module of the mathematical model, utilize the obtained data information, 
and combine it with choreography software to develop corresponding animation 
character behavior control instructions. This section is mainly divided into basic 
control commands, travel commands, jump commands, arm lift commands, etc. All 
commands are added to the control module to form a stable command control group. 
Under the influence of mathematical models, mathematical mobile programs are 
added to the instruction control group. The program is interconnected with instruc-
tions at each level and has a certain degree of adjustability. Changes can be made 
at any time according to actual needs. In the process of motion, control, and even 
inspection of animated characters, there are also different levels of mutual control 
commands. Similar to mathematical mobile programs, interclass control instruc-
tions execute tasks assigned by the system in a predetermined order, requiring fixed 
execution standards and levels to form initial functional modules, secondary func-
tional modules, and top-level functional modules. Each functional module is inde-
pendent of each other and has a certain degree of correlation, enhancing the stable 
operation of the system and ensuring clear execution goals, further improving the
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final design of the hierarchical module of the mathematical model for optimizing 
interclass functions. 

4.2.2 Multi Behavior Collaborative Design 

After completing the design of the hierarchical module of the mathematical model 
for mutual class functions, it is necessary to carry out the design of multi-behavior 
collaboration for mobile animation characters. Due to the fact that the animation 
characters designed in this article are multi-level control programs, supplemented 
by inter class control instructions, the control of animation character behavior also 
needs to be set to bidirectional or multiple to ensure the comprehensive control effect 
within the system. 

Usually, when implementing behavior settings for animated characters, 3D tech-
nology is combined to establish a comprehensive coordinate system centered around 
themselves, using the animated character’s abdomen as a preset reference to construct 
WDS (Wireless Distribution System) coordinates. W represents the horizontal axis 
for forward behavior control, D represents the vertical axis for backward behavior 
control of the animated character, and S represents the core axis for mid-range 
behavior control. When observing, the forward, backward, left, and right move-
ments of animated characters are generally basic habits that can be completed in 
conjunction with mutual control commands. However, for jumping, forward, and 
other movements, joint coordination is required. 

Generally, there are 30 joints in the animated character itself. By using bus associ-
ation and timing control program, the joints are demarcated in the same control area, 
the timing access protocol is designed, and the specific number of timing protocol 
nodes is calculated, as shown in the following formula (4.5): 

E = −  j − (
4
√
g + 2.5

)− 
1 

b 
(4.5) 

In the formula, E represents the number of timing protocol nodes, j represents the 
main control coefficient, g represents an access weighting value, and b represents 
the central control standard value. Through the above calculation, we can finally get 
the actual number of timing protocol nodes. Meanwhile, we set nodes in the main 
control area of the system according to the number. Combined with Choregraphe 
software animation character development software, we change the related index 
parameters and interface functions of animation character behavior control in the 
system, and adjust the running function and coverage control range of animation 
character ontology. Moreover, in the control system, the complex behavior of anima-
tion characters is also divided into several small behavior combinations, which can 
reduce the internal pressure of animation characters’ behavior control to a certain 
extent. In addition, small behavior combinations consist of behavior units, so we can 
calculate unit behavior units first, as shown in the following formula (4.6).
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N =
/
5γ −

√
2I 

3 
+ R − o (4.6) 

In the formula, N represents the unit of the unit line, γ represents the inte-
gration ratio, I represents the behavior synthesis ratio, R represents the standard 
value of behavior activation limit, and o represents the limit mathematical priority 
series. Through the above calculation, the actual unit behavior unit can be finally 
obtained. According to the above coordinate system, the behavior units are added 
to the hierarchical structure of the system and associated with the set mathematical 
model to form a multi-behavior cooperative synthesis control structure. The design 
of multi-behavior cooperative synthesis control structure can be completed. After 
completion, different behavior cooperation goals are set up in each control level, and 
different goals represent the corresponding behaviors of animation characters. So 
far, the multi-behavior cooperation construction is realized and the software design 
is completed. 

4.2.3 Behavior Characteristic Selection 

The quality of feature selection results directly affects the lightness and quality of the 
constructed human behavior recognition model. Excessive redundancy and irrelevant 
features are not only detrimental to the improvement of model generalization, but also 
easy to increase modeling difficulty and computational load This article proposes a 
feature selection technique based on Neighborhood Component Analysis (NCA) to 
perform high correlation feature selection on the original human behavior recognition 
feature set Therefore, from the perspective of correlation between behavioral features, 
this article uses NCA to select the highly correlated optimal feature subset from the 
human behavioral feature set, thereby improving the lightness of the behavior recog-
nition model calculation process. NCA is a simple and efficient distance measure-
ment algorithm. It selects the optimal feature subset for human behavior recognition 
models by maximizing the classification accuracy of the retention method. 

The original feature set of human behavior is S = {(
x̃i , f̃i

)
, i = 1, 2, ..., n

}
, 

where x̃i ∈ Rm is the i-th behavior sample, f̃ ∈ {1, 2, ..., c} is the label of the i-
th behavior sample, c is the number of categories and m represents the number of 
features. The Mahalanobis distance between behavior features x̃i and x̃ j is: 

d
(
x̃i , x̃ j

) =
/(

A x̃i − A x̃ j
)T (

A x̃i − A x̃ j
)

(4.7) 

In the formula, A is the Mahalanobis distance transformation matrix, and T is the 
matrix transposition, and j = 1, 2, ..., n. 

Using the method of leaving one to maximize the classification accuracy on the 
sample set of human behavior, the probability that the sample x̃i selects the sample 
x̃ j as its reference point is as follows:
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Pi j  = 
exp

(
−∥∥A x̃i − A x̃ j

∥∥2)
∑

q /=i exp
(
−∥∥A x̃i − A x̃ j

∥∥2) , Pii  = 0 (4.8) 

In the formula, q = 1, 2, ..., n represents the probability that the sample x̃i chooses 
the sample x̃ j as its reference point. The probability that the sample x̃i is correctly 
classified is: 

Pi =
∑

i=1, j /=1 

Pi j  f̃i j (4.9) 

Among them, f̃i /= f̃ j , f̃i j  = 0, and vice versa f̃i j  = 1. 
The objective function is to maximize the number of correctly classified behavioral 

features, so it is defined as follows: 

F(A) =
∑
i 

pi (4.10) 

We use conjugate gradient method to solve A: 

∂ F 
∂ A 

= −2A
∑
i

∑
j∈ f̃i 

pi j
(
x̃i j  x̃

T 
i j  −

∑
q 
Piq  x̃i j  x̃

T 
i j

)
(4.11) 

Among them, x̃i j  = x̃i − x̃ j . 
Using the optimized A, the feature subset after NCA selection is obtained 

X = X̃ · A (4.12) 

In the formula, X̃ = { ̃x1, x̃2, ..., x̃n} and X = {x1, x2, ..., xn} represents the 
optimal feature subset selected by NCA. 

4.3 Behavior Control Model of 3D Virtual Animation 
Design 

When the three-dimensional virtual character external building is completed, it is 
necessary to adjust and control its movements to achieve the required authenticity. 
The control process is shown in Fig. 4.2. First of all, the action of the character 
material is captured, and the trajectory is copied by the method of physics, so that 
the 3D virtual animation can realize the movement and adjustment corresponding to 
the real character, thus realizing the fidelity of the three-dimensional virtual anima-
tion character. After that, through system feedback, the control parameters suitable
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Fig. 4.2 Behavior control process of 3D simulation animation image 

for 3D simulated character animation joints are set, which realizes the combina-
tion of external information and 3D virtual animation in proportion, avoids external 
interference as much as possible, realizes the conversion of relative data, increases 
the similarity between character image and real image, and satisfies the constraint 
control conditions for 3D virtual animation. 

The visual perception model simulates the visual cone of real human eyes, and 
sets the appropriate visual field angle and range. Usually, the comfortable visual field 
of human eyes is within 30°, and only objects in the visual cone can be perceived by 
agents. Figure 4.3 is a visual perception model of intelligent characters. We assume 
P is a point on the object, O is the origin of the agent’s line of sight, the distance 
between other objects and the agent character is d, and R represents the visual field 
angle. If ∥O − P∥ ≤  d and the angle between the ray OP and the z axis (directly in 
front of the agent’s line of sight) is less than R/2, the object is within the visual field 
of the agent character. In the virtual environment, it is necessary to judge whether 
the object is in the field of vision and whether the object is occluded. In this paper, 
point occlusion detection method is used for line-of-sight detection.

The auditory perception model of intelligent characters simulates the real auditory 
region through a spherical region, as shown in Fig. 4.4. If the agent can hear the sound, 
it makes behavior decision by the sound and makes appropriate behavior response. 
In order to increase the authenticity, we also need to consider the intensity range of 
sound.
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Fig. 4.3 Visual perception 
model

(a) Visual stereoscopic images 

(b) Planar decomposition image 

4.4 Model Validation 

Currently, the operation of 3D virtual animation design is mostly based on MAYA 
software. Therefore, this article chooses MAYA software as the system software and 
combines the algorithm in the second part to improve 3D virtual animation design 
and automate the processing of intelligent characters. 

After constructing the above model, the effect of the model is verified. Firstly, the 
behavior control simulation analysis of domestic animation is carried out through 
the model constructed by the simulation system. The following Fig. 4.5 shows an 
example of simulation analysis through this model, and the case comes from the 
characters in domestic animation “Kuiba”. With this method, the role reconstruction 
and behavior control analysis can be carried out from multiple angles, and behavior 
control can be carried out, and finally the following model is obtained.

After building the above model, we verify the effect of the model, and use multiple 
groups of simulation to verify the effect of this model in animation character behavior 
control, and finally get the verification results shown in Table 4.1 and Fig. 4.6.
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Fig. 4.4 Auditory 
perception model

(a) Auditory stereogram 

(b) Horizontal exploded view 

From the above analysis results, we can see that the behavior control method in 
3D virtual animation design proposed in this paper has a good effect on the behavior 
control of animation characters, so it can promote the look and feel of animation 
and have a certain positive effect on promoting the overseas dissemination effect of 
animation.
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Fig. 4.5 Example of 
behavior control model

(a) Model sketches 

(b) Behavior control model 

Table 4.1 Simulation analysis of behavior control 

Simulation 
serial number 

Behavioral 
control 

Simulation 
serial number 

Behavioral 
control 

Simulation 
serial number 

Behavioral 
control 

1 79.83 13 83.54 25 83.60 

2 81.71 14 88.56 26 80.90 

3 79.14 15 86.90 27 85.09 

4 78.03 16 86.12 28 84.60 

5 86.32 17 82.80 29 81.66 

6 86.19 18 79.96 30 79.64 

7 80.51 19 83.08 31 81.88 

8 78.98 20 82.63 32 88.75 

9 78.74 21 82.80 33 80.27 

10 86.49 22 79.06 34 81.32 

11 87.99 23 87.69 35 82.22 

12 88.84 24 78.51
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Fig. 4.6 Statistical diagram of behavior control simulation data

4.5 Conclusion 

This paper combines with 3D virtual animation design technology to improve the 
behavior control in animation design to improve the overall design quality of anima-
tion and promote the effect of animation overseas dissemination. Moreover, this paper 
designs and verifies the behavior control system of mobile animation character model 
based on the mathematical model. Under the aided design of the mathematical model, 
the behavior control program of animation character model is innovated, and the 
initial animation character model is used to collect and summarize the working data. 
Moreover, by analyzing and adjusting the objectives and tasks of moving animation 
character model, a targeted hierarchical behavior design method is formulated, which 
can generate real-time behavior trajectory meeting the requirements, strengthen the 
motion control, pose data estimation and safety control of behavior, and realize more 
efficient reaction control. From the analysis results, we can see that the behavior 
control method in 3D virtual animation design proposed in this paper is very good 
for improving the effect of animation character behavior control, which is helpful to 
promote the overseas dissemination effect of animation. 
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Chapter 5 
The Positive Exertion of “Fuzzy Control” 
in Art Appreciation Class 

Yi Zou and Wenjing Wang 

Abstract In order to improve the teaching effect of art appreciation class and 
promote the development of students’ creative thinking, based on ASIFT (Affine 
Scale-Invariant Feature Transform) algorithm, this paper uses Nelder-Mead method 
as an optimization tool, introduces fuzzy control according to the characteristics of 
ASIFT sampling space to realize the self-adaptive adjustment of simplex parame-
ters, and makes the sampling points converge towards the optimal matching direction. 
Moreover, this paper puts forward that in the process of art appreciation, it is neces-
sary to combine fuzzy control method for image intelligent control, and resample 
the image by setting discrete sampling points to simulate the deformation caused 
by visual angle transformation. In addition, this paper gives a teaching model of 
art appreciation class combined with fuzzy control, demonstrates the display effect 
of fuzzy control art works through cases, and evaluates the teaching effect of this 
method combined with teaching evaluation. From the evaluation results, it can be 
seen that the fuzzy control method proposed in this paper can play an important role 
in art appreciation class. 

5.1 Introduction 

Art is a kind of spiritual product created by human beings, which is different from 
music of auditory art and literature of language art. It is a kind of space art with 
modeling, visibility, static, and materiality. Because of the above basic characteristics, 
art works should first be a spatial form that can be perceived by people, which 
can arouse people’s visual perception; Secondly, it shows people a relatively ideal 
objective world in a static state through its material media, and then triggers people 
to create specific emotions for the second time.
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In terms of art appreciation teaching, art is a comprehensive art that combines 
emotional, formative, visual, static, and material characteristics. These characteris-
tics make its teaching methods correspondingly diverse and flexible. The ways and 
methods of appreciating art works of different schools and styles also vary. When 
students first come into contact with a piece of art, their appreciation experience exists 
in a scattered, free, and uncertain form, a completely subjective appreciation and 
imagination of the individual. The appreciation process will go through three stages, 
from “initial perception” to “emotional experience” and finally to “understanding 
improvement” [1]. Teachers should give students enough tolerance in this process, 
allowing them to self improve their understanding of themselves and emphasize 
the psychological process of the subject’s emotional experience [2]. Fuzzy teaching 
method can fully leverage its uncertain advantages and stimulate students’ subjective 
initiative. Fuzzy teaching breaks away from the traditional thinking pattern of “either 
this or that” binary logic in teaching, and is more conducive to cultivating students’ 
creative thinking [3]. 

From a psychological perspective, there is a type of thinking that lacks rigorous 
logical reasoning in its judgments. Instead, the brain constantly experiences concep-
tual leaps and intersections of light and dark, demonstrating the situation of the 
problem in an unconscious process [4]. Therefore, psychologists refer to it as fuzzy 
thinking. Due to the different life experiences of students, it is impossible to have 
identical experiences with the same artwork. If the teacher only gives one apprecia-
tion result, students will not be able to stimulate emotional resonance with the work 
[5]. 

Art works, as a bridge between painters and viewers, have an indirect nature. 
Information can only be obtained visually, and this information is inevitably indi-
rect. The painter’s inner emotional world is expressed through external images, and 
external images only appear meaningful when expressing a person’s inner emotions 
[6]. Therefore, art works serve to express the emotional world of painters. Art mainly 
appeals to emotions, and the stimulation of emotions inevitably carries a strong 
personal color. The blurriness of emotions displayed on the screen may attract the 
viewer in a broader field, causing them to experience the beauty of blurriness and 
melting their own experience into the blurriness of the work [7]. 

The application of fuzzy teaching method in art appreciation teaching is deter-
mined by the characteristics of art and the existence of students’ fuzzy thinking ability. 
Art appreciation is an aesthetic activity that takes art works as objects and experi-
ences and comprehends the true essence of art through observation and other auxiliary 
means, thereby obtaining spiritual pleasure. Appreciation teaching holds a signifi-
cant proportion and holds a significant position in art classes. It not only enriches 
students’ associative and aesthetic abilities, but also enhances their emotional expe-
rience and intuition abilities, thereby cultivating students’ interest in art, expanding 
their artistic horizons, and enriching the emotional world [8]. 

Relatively speaking, students lack rich life experience, lack rigorous logical 
thinking, and exhibit active and jumping characteristics. However, their ability to 
think vaguely is quite strong. Their unique and profound perception and under-
standing of art works can sometimes be surprising. Therefore, in art appreciation



5 The Positive Exertion of “Fuzzy Control” in Art Appreciation Class 65

classes, teachers should not accurately explain and depict the “unique” context of 
the picture, but should broaden the space for art thinking, so that students can have 
multiple ways of understanding the language, emotional, and meaning levels [9]. 

Cloud class is a platform for teacher-student communication and learning based 
on the development of digital technology. Teachers and students can communicate 
and learn in cloud class, and even complete classroom teaching. Through cloud 
based classes, teachers can create classes and courses, push teaching materials such 
as courseware, videos, images, and text to students, and students can also respond 
in cloud based classes. The launch of this modern interactive teaching platform has 
brought more possibilities for art teaching. In the process of practice and explo-
ration in the use of cloud classes, teachers have changed the teaching state, no 
longer instilling knowledge into students, but teaching students how to use modern 
technology to obtain real and effective information, how to improve the interaction 
of learning in the process of learning, and how to conduct active inquiry learning 
methods [10]. How to make this technological means play a significant advantage in 
art classroom and extracurricular teaching and learning, making the use of mobile 
devices such as mobile phones in students’ hands undergo powerful changes, turning 
them into powerful learning tools, and stimulating students’ interest in using mobile 
phones for self-directed learning. Making these tools better serve art appreciation 
teaching is worth exploring and researching strategies for teachers and students to 
interact in real-time using mobile phones [11]. 

By using this interactive platform in autonomous learning, students can choose 
learning content according to their own needs, the depth of learning content according 
to their own ability, and the learning content according to their own needs, whether in 
class or at any free time after class. Teachers can track and feedback students’ learning 
situation in time, so as to achieve effective learning. The appropriate combination of 
the positive role of fuzzy control can effectively improve the teaching effect of art 
appreciation. 

5.2 Sampling Point Optimization Strategy Based on Fuzzy 
Control 

In the process of art appreciation, it is necessary to combine fuzzy control method to 
control the image intelligently, and resample the image by setting discrete sampling 
points to simulate the deformation caused by the transformation of viewing angle. 
Because discrete sampling cannot guarantee the optimal matching of the sampled 
image, this paper uses Nelder-Mead method [12] as an optimization tool based on 
ASIFT algorithm, and introduces fuzzy control according to the characteristics of 
ASIFT sampling space to realize the adaptive adjustment of simplex parameters, in 
order to make the sampling points converge towards the optimal matching direction.
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5.2.1 Affine Imaging Model 

ASIFT algorithm simulates the deformation of target in different angles by means of 
affine image sampling. Through Singular Value Decomposition (SVD), the algorithm 
verifies that any positive definite affine transformation A can be decomposed into: 

A = λRψ

(
t 0 
0 1

)
Rφ = λ

(
cos ψ − sin ψ 
sin ψ cos ψ

)(
t 0 
0 1

)(
cos φ − sin φ 
sin φ cos φ

)
(5.1) 

Among them, λ >  0, ϕ ∈ [0, 180], t ≥ 1, Rψ and Rϕ are rotation matrices 
corresponding to camera orientations. Figure 5.1 depicts the geometric meaning of 
λ, ψ , ϕ in Eq. (5.1). Among them, λ represents the scale change, ϕ = arccos

(
1 
t

)
, 

and ψ is the camera rotation angle. In the sampling process, the image to be matched 
is placed in the center of XOY plane, and the transformed image can be resampled 
according to the camera orientation and angle. 

Because SIFT (Scale-Invariant Feature Transform) operator is invariant to rotation 
and scale, ASIFT only samples t and l in Eq. (5.1). The sampled image can be obtained 
by the following transformation matrix, see Eq. (5.2): 

It,φ =
(
t 0 
0 1

)
Rφ(I ) (5.2) 

Figure 5.1 depicts the ASIFT sampling point setting with respect to t and ϕ, where 
the black dots indicate where the camera is placed. 

After the sampled images are generated, all images are extracted and matched 
by SIFT features. In order to speed up the algorithm, ASIFT adopts dual-resolution 
strategy. In the first stage of the algorithm, the image to be matched is sampled by 3 
× 3 to reduce the resolution of the image, so as to speed up SIFT feature extraction 
and matching, and save the five transformation models with the most matching. 
Re-transform and SIFT feature extraction in high-resolution images to improve the 
robustness of the algorithm to affine transformation.

Fig. 5.1 Sampling point settings of t and ϕ 
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Although ASIFT algorithm has strong robustness to the change of viewing angle, 
the sampling points of ASIFT algorithm are discrete, which cannot guarantee the 
maximum matching of the obtained images in continuous space. As shown in 
Fig. 5.2a, b, there is deformation between the two images. By affine sampling of 
two images and calculating SIFT feature matching number, the matching point func-
tion corresponding to rotation angle is shown in Fig. 5.2c. It can be seen that the 
matching feature is a multimodal problem. Obviously, the matching number obtained 
by ASIFT finite discrete sampling points cannot guarantee global optimality. Because 
the sampling points of ASIFT algorithm are dense and the optimal matching is gener-
ally not far from the global optimum, this paper introduces Nelder-Mead algorithm, 
which takes the approximate optimal transformation model found by ASIFT algo-
rithm as the initial point, and uses Nelder-Mead algorithm’s ability to climb moun-
tains quickly to find the optimal transformation model. In addition, according to 
the characteristics of image sampling set, this paper also introduces fuzzy control 
strategy to realize the adaptive adjustment of simplex parameters, so that simplex 
algorithm can better converge to the extreme point of matching function.

5.2.2 Fuzzy Control Strategy with Pure Shape Parameters 

In Nelder-Mead method, γ , β and ρ are the key parameters, which determine the 
search range and convergence rate of simplex. Generally, we take γ = 1, β = 0.5, 
and ρ = 0.5. In the observation of ASIFT, we find that its parameter space and 
objective function have the following characteristics (see Fig. 5.3).

(1) The objective function changes little (flat) near the peak value. This is because 
the traditional SIFT algorithm itself has a certain view invariance, and changing 
the sampling parameters in a small range will not affect the SIFT matching 
value. Therefore, even if the search range is enlarged near the optimal value, 
the convergence property of the algorithm is generally not affected; 

(2) The objective function shows a step in the non-peak region. Especially, in the 
process of climbing to the “peak”, the objective function changes dramatically, 
so the search range should be reduced to ensure the convergence stability of the 
algorithm. 

In view of the above characteristics, this paper introduces fuzzy control strategy 
into Nelder-Mead simplex method. The purpose is to make the optimization algo-
rithm adaptively adjust the parameters according to the current matching value, so as 
to improve the search efficiency. Because ASIFT only samples two rotation angles, 
simplex consists of three vectors in two-dimensional parameter space. If the three 
vectors are assumed to be a0, a1 and a2 respectively, the difference between the three 
vectors can be expressed by the following Eq. (5.3):
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Fig. 5.2 Image deformation 
and multimodal cost function

(a) 

(b) 

(c) 

E = 
1 

3N 

2∑
i=0 

E(ai ) (5.3) 

Var = 
1 

3N 

2∑
i=0 

(E(ai ) − E(a))2 (5.4)
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Fig. 5.3 Basic operation of 
Nelder-Mead algorithm

Among them, a represents the mean of three vectors, E(ai) represents the number 
of matches corresponding to the i-th vector, and N represents the number of feature 
matches of the optimal vector. 

5.2.3 Fuzzy Control Model of Art Appreciation Class 

Combined with fuzzy control algorithm, this paper puts forward the idea of using 
paintings to improve visual literacy, analyzes paintings and students as the main 
factors affecting the improvement of visual literacy, and puts forward specific 
improvement methods. Finally, the solutions are applied to specific teaching prac-
tices. Moreover, this paper gets teaching feedback from students’ classroom partic-
ipation and homework completion, and explores effective resources suitable for 
improving students’ visual literacy, as shown in Fig. 5.4.

Under the background of computational thinking teaching, based on the virtual 
teaching model of “input-virtualization-output”, this study recombs the relation-
ship between users and systems in virtualization from the perspective of embodied 
cognition, that is, the relationship between students, learning tools, and teachers. 
Specifically, students form a perceptual motor cycle by controlling the feedback of 
learning tools and perceptual learning tools, while teachers need to support students’ 
interaction with tools (as shown in Fig. 5.5). The introduction of cognitive perspec-
tive enables this model to explain more deeply how students learn computational 
thinking in the interaction between body and environment, and the role played by 
teachers in it.
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Fig. 5.4 Teaching modulus 
of art appreciation class 
combined with fuzzy control 
algorithm

Fig. 5.5 Virtual teaching model of computational thinking in art appreciation class 

5.3 Verification of the Function of “Fuzzy Control” in Art 
Appreciation 

The “fuzziness” in painting creation does not mean the real confusion or pure fuzzi-
ness in its connotation. It is relative to the clear concept of rational abstraction, 
relative to the accuracy of science and relative to the essential law of abstraction. It 
refers to the richness, polysemy and uncertainty of sensibility, which has no strict 
scientific logic, but has a moving emotional rationality with strong subjective color.
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Moreover, emotional factors undoubtedly run through the whole process of painting 
creation, and it is the rich emotional experience that urges painters to pick up brushes. 
The artist’s inspiration imagination is the irresistible passion of emotion, and it is 
the strong artistic impulse of not spitting out unhappiness that has the motive force 
of continuous innovation and development of painting art. There is no doubt that 
finding our attitude towards life-unique emotional experience is the first step into 
creation. 

Art works have the basic characteristics of modeling, visibility, static, and mate-
riality. Therefore, art image has naturally become an ideal terminal form for artists 
to realize in art works. The purpose of a work of art is to express basic or remarkable 
features, which are more complete and clearer than physical objects. Artists first 
form a concept of basic features, and then change physical objects according to the 
concept. After such changes, the objects are “consistent with the artist’s concept”, 
that is to say, they become “ideal”. Although it also belongs to objective existence, it 
is different from the objective reality in our lives. The so-called “art originates from 
life and is higher than life”. This shows that the concepts instilled by artists in their 
works also have “undetermined” “fuzzy levels”. 

In art appreciation, students often play a “rational” bystander and an object of 
appreciation, describing artistic emotions in a stylized way, such as “embodying 
the wisdom and strength of the working people”, “expressing the lofty ideals of the 
author”, “reflecting the darkness and cruelty of feudal society”, etc., without their 
own true emotional imagination at all, they are completely passive in appreciation. 

Constructivism theory holds that learning is a process in which learners actively 
construct knowledge, rather than a process in which textbooks and teachers’ knowl-
edge are simply loaded into students’ minds. Art appreciation can’t be a process in 
which teachers instill a single certain related knowledge into students, and students 
can’t be bystanders and recipients of appreciation. 

Based on the “fuzzy level” of art works, we should create a certain situa-
tion, encourage students to boldly imagine emotions and feel artistic images from 
multiple angles, and don’t let teachers’ aesthetic expression become the only aesthetic 
standard. 

The “fuzzy level” in art works leaves readers with broad thinking space and room 
for emotional association, and each reader’s personality is different. Teachers can 
make full use of this, explore each student’s perception potential, and give students 
more opportunities to take the initiative to participate, which is very beneficial to the 
development of students’ aesthetic personality. 

Build a simulation experimental environment by combining hardware and soft-
ware environments. The hardware environment is divided into five parts, namely: 
output device, input device, central processing unit, motherboard, and memory. The 
specific hardware device environment settings are shown in Table 5.1

Under the guidance of the above ideas, this paper verifies the effect of fuzzy 
control algorithm in art appreciation. 

Figure 5.6 shows an appreciation case of hazy art works. In this paper, the fuzzy 
control algorithm proposed in this paper is used to analyze art works in a variety of 
ways, so as to improve the diversity of art works and facilitate students to appreciate
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Table 5.1 Simulation experimental environment 

Type Model 

Display DELL Ultra Sharp3008 WFP 

Central processing unit Intel Core i9 -3970X 

Memory storage ADATA XPG DDR3-1600 4 GB*4GIGABYTE GA-X79-UD7 

Motherboard Cinema series 

Scanner Guide 600/i700 Series

Fig. 5.6 A case of fuzzy appreciation of art works

art works from multiple angles. On this basis, we verify the effect of art appreci-
ation system based on fuzzy control, count the practical effect of this model in art 
appreciation class, and get the verification results shown in Table 5.2 and Fig. 5.7. 

As shown in Table 5.2 and Fig. 5.7, the fuzzy control model proposed in this 
paper has good performance in art appreciation, with evaluation scores distributed 
directly in [77,87]. Based on this, the method proposed in this paper is compared 
with the fuzzy control method proposed in Ref. [12] to analyze its effectiveness in art 
appreciation. Reference [12] developed an optimized driven deep learning technique 
for image forgery detection. Local GaborXOR patterns and Texton features were 
extracted from the partition, and deep neural fuzzy networks were used to detect 
forgery. Similarly, a scoring method is used for comparison, and the results shown 
in Table 5.3 are obtained.

From the above analysis, it can be seen that the fuzzy control method proposed in 
this article has good effects on art appreciation and has certain advantages compared 
to traditional algorithms. 

From the above research results, we can see that the fuzzy control algorithm 
proposed in this paper can effectively improve the appreciation effect of art works, 
facilitate the development of students’ creative thinking, and contribute to the 
innovation and improvement of the follow-up art appreciation course.
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Table 5.2 Effect evaluation of art appreciation system based on fuzzy control 

Number Fuzzy control 
evaluation 

Number Fuzzy control 
evaluation 

Number Fuzzy control 
evaluation 

1 79.83 13 83.61 25 78.36 

2 77.29 14 78.96 26 83.70 

3 80.18 15 80.17 27 83.89 

4 77.66 16 79.63 28 80.18 

5 83.79 17 80.47 29 80.04 

6 82.46 18 83.48 30 79.15 

7 80.18 19 82.55 31 83.96 

8 83.43 20 79.30 32 79.72 

9 84.06 21 83.21 33 84.19 

10 85.02 22 85.69 34 78.12 

11 81.72 23 78.06 35 78.71 

12 84.95 24 85.99 36 80.12 

Fig. 5.7 Statistical diagram of system evaluation data

Table 5.3 Comparison test 
results Method of this article Method of Ref. [12] 

1 85.23 79.52 

2 84.32 78.24 

3 84.63 80.11 

4 84.35 79.32 

5 85.21 79.56 

6 85.33 80.11
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5.4 Conclusion 

Today’s education is vigorously advocating the cultivation of students’ innovative 
thinking and practical ability. The art discipline aims at cultivating students’ aesthetic 
ability and aesthetic quality, which can only be reflected in real life. “Lifelong educa-
tion” has been deeply rooted in people’s hearts, and art education is not the accumu-
lation of art works, but the comprehension of the inner meaning of artistic images, 
so as to hone their thinking habits and emotional imagination. 

In the process of art appreciation, we need to combine fuzzy control method to 
control the image intelligently, and resample the image by setting discrete sampling 
points to simulate the deformation caused by the transformation of visual angle. 
This paper gives a teaching model of art appreciation course combined with fuzzy 
control, and verifies the effect of the teaching model by combining cases with teaching 
evaluation. The research shows that the fuzzy control algorithm proposed in this paper 
can effectively improve the appreciation effect of art works, facilitate the development 
of students’ creative thinking, and contribute to the innovation and improvement of 
the follow-up art appreciation course. 
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Chapter 6 
Discussion on the Establishment 
and Application of Intelligent Design 
Platform for Concrete Proportioning 

Zhengguang Zhang and Jing Chen 

Abstract More than 3 billion m3 of ready-mixed concrete was produced nationally 
in 2021, the largest structural engineering materials for transportation and urban 
construction. The key to ensuring project quality and cost optimization is the design 
of the concrete mix ratio. The system shares the massive concrete raw material, 
mix ratio, compressive strength, and real-time testing data deposited by concrete 
producers to the cloud (Ali cloud) through the concrete mix ratio intelligent design 
and sharing platform. It provides real-time feedback to guide the adjustment and 
optimization of the mix ratio through the machine learning algorithm deployed in 
the cloud, integrating expert knowledge, deep neural network, and Monte Carlo 
algorithm. It also carries out 28-day concrete compressive strength prediction. The 
platform and terminal equipment realize the digitization and sharing of data related 
to concrete ratio design, which is an important carrier for the industrialization of 
concrete mix data and is of great significance to cost reduction and efficiency of 
engineering construction, as well as having great potential commercial value. For the 
application scenario of slab ballastless track, a test device for intelligent testing of key 
properties of self-compacting concrete (SCC) is designed and produced, relying on 
the intelligent design and sharing platform to realize the collection, storage, analysis, 
and application of SCC data. 

6.1 Introduction 

Machine learning is capable of mining laws and knowledge from complex data 
through various computational models and algorithms. It has become one of the core 
technologies in contemporary artificial intelligence. Deep neural networks, with the
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advantage of fitting nonlinear problems, have been used to predict the key properties 
of concrete and mix ratio design [1]. It has been shown that the use of deep learning 
techniques for concrete proportion design is an effective way to address the design 
of concrete proportions for complex components. 

Ren et al. introduced a new approach to optimize the proportion design of high-
performance concrete (HPC) for multiple objectives, including compressive strength, 
production cost, and carbon emissions, using artificial intelligence algorithms and 
metaheuristic search techniques [2]. The effectiveness and superiority of this method 
have been successfully demonstrated through its application in a specific engineering 
project [3]. Zhao discussed potential issues that may arise when integrating the 
concrete industry with the artificial intelligence industry. It is important to note that 
effective communication between the concrete and artificial intelligence industries 
requires individuals with relevant knowledge to act as intermediaries, and the culti-
vation of such personnel is necessary [4]. For the two core requirements of intelligent 
concrete mix design and accurate prediction of concrete properties, four technical 
aspects are described in this paper. Firstly, hardware, basic network construction, 
computer hardware, and equipment intelligent transformation are carried out; then 
data collection system deployment and development are carried out; then the intel-
ligent design and sharing platform of the mix ratio is established; finally, big data 
mining and analysis of the platform are carried out and developed and applied. 

Based on the intelligent design and sharing platform of concrete ratio, a 
special concrete performance testing device is designed for the rheological prop-
erties, construction performance, and forming quality of CRTSIII SCC application 
scenarios, which builds a physical platform for data collection of the same type 
of concrete and establishes a data foundation for intelligent design of this type of 
concrete. 

6.2 Platform Architecture 

A necessary prerequisite for intelligent concrete mix design is the acquisition, 
processing, and application of raw material, mix, and performance data obtained from 
existing concrete business operations. In pursuit of this objective, a series of tech-
nological advancements have been pursued to optimize data utilization and enhance 
the intelligence of concrete mix design. As shown in Fig. 6.1, we virtualized the data 
in the host, storage, network, and other infrastructure to form a pool of resources 
such as computing resources, storage resources, and network resources. This allows 
us to flexibly adjust the resource allocation to meet the needs of different application 
scenarios.

In the specific implementation process, we relied on Chongqing Construction 
Industry Building Materials Logistics Co., Ltd. to establish a database covering raw 
materials, mixing ratios, and performance data. This database includes various key 
data generated in the production process of the enterprise, such as cement type, 
aggregate grade, admixture content, etc. By analyzing these data in detail, we can
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Fig. 6.1 Overall architecture of the intelligent design and sharing platform for concrete mix ratio

gain a more comprehensive understanding of the various variables in the concrete 
production process and provide a basis for intelligent design. 

To further enrich the database, we also intend to use other infrastructures to 
collect specific data for specific application scenarios. For example, special equip-
ment was developed to measure and upload the performance of key indicators of 
self-compacting concrete (SCC) for ballastless track, and a special database was 
created. This data will not only help us to better understand the concrete performance 
requirements in these specific scenarios, but will also provide additional reference 
information for our intelligent design.
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6.3 Design Scheme 

The platform proposes a prediction model for 28-day compressive strength of 
concrete based on integrated learning, considering that the prediction ability of 
multiple models is stronger than that of a single model. Subsequently, considering that 
deep learning has a more mature framework and can adapt to the real-time required 
for production, by weighing the advantages of deep learning and integrated learning, a 
deep learning-based intelligent concrete mix ratio design model is proposed, which 
selects the mix ratio by establishing an expert knowledge base, adjusts the mix 
ratio with Monte Carlo random scoring, and uses a deep learning-based concrete 
performance prediction method. Finally, the cost of concrete mix ratio is used as the 
optimization target to find the optimal value. 

6.3.1 Record Extraction and Cost Optimization 

On the application terminal, the user enters the technical requirements of the desired 
target concrete and the varieties of raw materials and their performance indexes 
through the intelligent design page, and then searches, matches, and scores a large 
number of records in the cloud concrete database through the matching rule table 
summarized from the expert experience, and the 10 records with the highest scores 
are used as the results of the initial screening and transmitted in the form of an 
alternative set to the intelligent design model. Then, based on the records matched 
by the database, the intelligent design model integrates expert knowledge, deep neural 
network, and raw material prices, and uses Monte Carlo search algorithm to find a 
set of optimal mix ratio design solutions in the domain knowledge space. Finally, 
this solution and the 10 historical records matched by the database are put back to 
the intelligent design page as the final result [5, 6]. 

The ultimate goal of the intelligent design is to minimize the unit cost of the 
concrete while satisfying the target concrete performance requirements and propor-
tional constraints. According to this objective, the mathematical expression of 
optimal cost model is shown in Fig. 6.2. After determining the optimization target, 
the concrete mix fine-tuning specific steps are shown in Fig. 6.2: the user needs to 
filter out the concrete production mix with the highest rating in the database as the 
benchmark mix through the scoring rules, calculate the production cost of the mix as 
the preset optimal mix unit production cost Cost_min, set d to 0, set the maximum 
effective number of counts dmax to 50,000 times, carry out Iterative calculation, and 
finally achieve the purpose of cost reduction. “d” refers to the number of iterations 
of the process.
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Fig. 6.2 Cost optimization model 

6.3.2 Compressive Strength Prediction Model 

The prediction model framework for the 28-day compressive strength of concrete is 
shown inFig.  6.3. The model mainly consists of four components: data preprocessing, 
feature engineering, ADARF (AdaBoost Method Based on Random Forests) regres-
sion model, and performance evaluation criteria. Because of manual data collec-
tion, data entry, and other factors, the provided concrete data have problems with 
missing data and noise. Therefore, we need to perform data preprocessing on histor-
ical data, which mainly includes eliminating outliers, removing duplicate data, and 
missing value filling. After data preprocessing, this paper analyzes the heat map, 
consults industry experts for feature selection and fusion, and finally selects common 
regression evaluation indexes to evaluate the performance of the model, as shown in 
Fig. 6.3.

The concrete mix production dataset provided by Chongqing Construction Group 
contains 11 attributes, covering 9,500 production data from January to December 
2018. Of these, 3 attributes are related to concrete mix production, while 28 attributes 
are related to concrete production conditions and performance testing. The dataset 
has been preprocessed and cleaned, including removing missing values, deleting 
duplicate data, removing outliers, and filling in missing values. Pearson correlation 
coefficients and consultations with concrete experts were used for feature selection 
and combination. For the first type of attribute, missing values were replaced with 0 
to indicate that the material was not used. For the second type of attribute, missing 
values were filled in with the median value to obtain the best predictive performance. 
The second type of attribute related to concrete production conditions was encoded
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Fig. 6.3 Prediction model for 28-day compressive strength of concrete

Test set samples 

Strength 

Prediction Strength 

Fig. 6.4 Actual compressive strength versus model-predicted compressive strength 

using ordered numbers for better performance. Overall, the dataset contains rich 
information, and after preprocessing and feature selection, it can be used to establish 
a concrete compressive strength prediction model [7]. 

The actual compressive strength of concrete on the test set at the same time and the 
model-predicted compressive strength are shown in Fig. 6.4, with red representing 
the actual compressive strength and blue representing the predicted compressive 
strength. As can be seen from the figure, the neural network operation results match 
well with the actual compressive strength and their regression values with good 
accuracy. Only three groups of ultra high compressive strength concrete predicted 
values can be seen as significant errors, because they exceed the predicted threshold. 
The online capability of the built BP neural network is strong through experimental 
testing, which can adapt to the high real-time requirement of the concrete intelligent 
proportioning design model. 

6.3.3 Performance Testing Device of CRTSIII SCC 

CRTSIII SCC is a type of concrete with high fluidity, resistance to segregation, and 
gap passage properties. Before construction, the SCC must be subjected to a process 
test—the uncovering test. The uncovering test is mainly to observe the working 
performance of concrete during the filling process, to uncover the slab 24 h after
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filling, and to judge the forming quality of SCC by inspecting the air bubbles on 
the joint surface and section of concrete. The ratio will then be empirically adjusted 
in conjunction with the ambient temperature and humidity conditions. This test is 
tedious, time-consuming, and labor-intensive, and the empirical judgment by visual 
inspection is less efficient and accurate. It cannot form a systematic method for 
adjusting the mix ratio. The uncovering test has specific requirements for the site, 
which cannot be met by ordinary R&D laboratories. At the same time, concrete 
is highly sensitive to materials and environment, and a small change in the mix 
ratio will have a large impact on the concrete performance. Therefore, we have 
designed a device that can standardize the performance testing of the same type of 
SCC, taking into account the actual needs. The device is small enough to be used 
in the scenarios of laboratory and mixing plant, and can be used to standardize the 
recording, performance data, and conditions, then store them. The application of 
this device is an attempt to the concrete intelligent design platform in the design of 
special concrete mixes. 

In order to meet the special performance inspection requirements of CRTSIII SCC 
[8], our design scheme is as follows: the test storage device is an inverted quadri-
lateral cone-shaped feeding cylinder that can control the concrete filling volume 
and characterize the concrete viscosity by detecting the concrete outflow time; the 
length of the device chute is set to 4.2 m according to the distance from the track 
slab to the filling port in engineering applications, and the discharge port is designed 
For observation; In order to release the concrete after hardening, the concrete chute 
cross-section is designed as inverted trapezoid, and handrails are set around;In order 
to clearly observe the concrete flow state, the chute cover is designed as acrylic 
transparent material, and at the same time, a sheet pressure detection module is 
installed on the chute cover to measure the jacking force after the concrete filling is 
completed;Spacers were set at four equal parts of the chute to simulate distribution 
of reinforcement, with the aim of testing its gap passage performance. The model 
drawing is shown in Fig. 6.5.

6.4 Technical Architecture and Application 

The system forms a complete technical architecture by establishing an intelligent 
design and sharing platform for concrete, designing an intelligent design scheme for 
the mix ratio, constructing a pre-integrated prediction model for the 28-day compres-
sive strength of concrete, and inventing an intelligent data collection terminal such 
as performance testing device of CRTSIII SCC, which can realize data collection in 
various ways, mix ratio design for various needs, data extraction, optimization and 
prediction. 

The system has a wide range of application scenarios. For professional concrete 
production enterprises, the production process requires a large number of concrete 
ratio design work. There is a large amount of raw materials, ratio, and performance 
data, which can supplement and improve the database. For non-professional units
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(a)Performance 

(b)Acrylic cover plate                           (c)Pressure detection device 

Fig. 6.5 Performance Testing Device for CRTSIII SCC

and on-site mixing stations, it can lower the threshold of the industry and improve the 
efficiency and accuracy of the mix design. For universities and research institutions, 
it provides new ways for data collection and analysis. For special concrete projects, 
it provides a data interface for concrete with special performance requirements, and 
realizes data collection, storage, analysis, and application. The technical architecture 
and application are shown in Fig. 6.6.

Based on this, relevant tests were conducted in this study. Firstly, the target mix 
design parameters were determined as follows: compressive strength grade C30, 
variety: ordinary concrete, slump: 200 mm, expansion: 500 mm, impermeability 
grade: P6. The source material information was as follows: cement from Chongqing 
Xiaonanhai Cement Plant, variety grade: P·O42.5R; fine aggregate 1: fine sand, fine
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Fig. 6.6 Technical architecture and application direction

aggregate 2: medium sand; coarse aggregate 1: 5–10 mm, coarse aggregate 2: 10– 
20 mm; water reducing agent variety: PCA-l polycarboxylic acid high-performance 
water reducing agent; water reducing rate: 30%. 

Finally, the target concrete mix design was developed, with the dosage per cubic 
meter (kg) of cement, coarse aggregate 1, coarse aggregate 2, fine aggregate 1, fine 
aggregate 2, water, and water reducing agent being 315, 375, 709, 12, 804, 160, and 
6.53, respectively. The calculated density of the concrete was 2382 kg/m3, and the 
compressive strength prediction model yielded a compressive strength of 45.3 MPa 
at 28 days, which met the design requirements.
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6.5 Conclusion 

Concrete mix ratio intelligent design and sharing platform is the product of the 
combination of traditional concrete producers and digital technology, which has 
significantly improved the accuracy and efficiency of concrete mix ratio design and 
saved engineering costs. The platform has been developed into a SaaS product and 
is now open to a wider range of construction workers, concrete producers, scien-
tists, and non-concrete professionals, greatly improving the intelligence of concrete 
mix design, improving the efficiency and accuracy of design, lowering the technical 
threshold of relevant practitioners, and providing a new solution to problems related 
to the design of special concrete mixes. 
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Chapter 7 
Locally Adaptive Processing of Color 
Tensor Images Represented as Vector 
Fields 

Lakhmi C. Jain, Roumen K. Kountchev, and Roumiana A. Kountcheva 

Abstract A new approach for locally-adaptive processing of color RGB images 
represented as tensors of size M × N × 3, is offered in this work. Unlike the 
famous similar methods of the kind, the processing here is executed on a single 
matrix only, which comprises the modules of the vectors, corresponding to the image 
pixels’ colors. A group of related basic algorithms for locally-adaptive processing is 
presented, which have lower computational complexity than that of the algorithms, 
applied individually on each of the RGB components. As it is known, in the famous 
color RGB transform models of the kind YCrCb, HSV, HSI, Lab, KLT, etc., the 
processing is applied on the most powerful transformed color component only, and 
after inverse operation, the original RGB model is restored. In contrast, the idea 
for locally-adaptive processing does not need direct and inverse transform of the 
color model. Together with this, the brightness and the color hue of the processed 
image pixels, are retained. The characteristics of the proposed basic algorithms 
for contrast enhancement, linear and non-linear sharpness filtration, noise suppres-
sion, and texture segmentation, are defined. Some examples for locally-adaptive 
processing of color medical images are given, which illustrate the related algorithms. 
The presented approach could be also used for other kinds of color images, where 
the visibility of their local structure is of high importance.
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7.1 Introduction 

The initial form for color image representation is a tensor of size M × N × 3, which 
has three sections—the matrices R,G,B each of size M × N, whose pixels have m 
= 2b intensity levels in the range (0 to m − 1), coded through 24 bpp, for b = 
8. The objective of this work is to present and analyze some basic algorithms for 
locally-adaptive processing of color tensor images represented as vector fields, and 
to evaluate the advantages in some basic operations for various applications, such as: 
contrast enhancement, noise filtration, contours extraction, areas segmentation, etc. 
In many publications [1–6] related to color images processing, used the approach in 
which the RGB color model is transformed by using some other models: YCrCb, 
HSV, HSI, Lab, KLT, etc. [7]. In these cases, the chosen operations are applied on 
the most powerful component of the new model, after which the original RGB model 
is inversely restored. Such approach implies the use of direct and inverse transform 
of the color model, which increases significantly the computational complexity of 
the processing. In [8], a method is described to improve the quality of RGB images 
through saturation increase and retaining the hue, but without brightness preserving. 

In this work, a new approach is offered for locally-adaptive processing of color 
images, represented as matrices of the modules of the color vectors, framed by a 
sliding window. This approach is highly efficient and adaptive, which opens wide 
abilities in various application areas. The proposed algorithms do not need direct and 
inverse transform of the color model and ensure hue and brightness preservation in 
the processed image. These properties of the introduced algorithms are based on the 
new form for color tensor image presentation, i.e.—the vector field, which comprises 
the colors of all pixels. The paper is structured as follows: in Sect. 7.2, the tensor 
image representation as a vector field is explained; in Sect. 7.3—the essence of the 
proposed new approach is given; in Sect. 7.4, the image color vectors’ modules are 
defined through 2D-DFT; in Sect. 7.5, the local histograms of color vectors’ modules 
are calculated; Sect. 7.6 is about the local cumulative histograms application; in 
Sect. 7.7 are given the details of the locally-adaptive filtering for tensor images, 
represented as vector fields; and the conclusions are in Sect. 7.8. 

7.2 Color Image Tensor Representation as a Vector Field 

7.2.1 Color Vectors Presentation in Orthogonal Coordinate 
System Framed by a RGB Cube 

In Fig. 7.1a, an RGB cube is shown, into which are defined the color vectors Ck,i for 
the pixels (k,i) of the color tensor image of size M × N × 3, 24 bpp. One example 
vector placed in the color cube is shown, denoted as C0. The color vector Ck,i in the 
orthogonal RGB coordinate system, is defined by the relation:
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Fig. 7.1 RGB cube in a sphere with a radius MC = 442 and the color vector 

Ck,i = [Rk,i , Gk,i , Bk,i ]T for k/ i = 0, 1, 2, . . .  , (M − 1)/(N − 1). (7.1) 

7.2.2 RGB Image Representation as a 2D Vector Field 

The tensor RGB image representation as a 2D vector field in the 3D spherical coor-
dinate system, is defined by the modules and the phase angles of the color vectors, 
Ck,i . 

The color vector Ck,i(denoted as C0 on Fig. 7.1) could be represented in the 
spherical polar coordinate system, in accordance with the relation below: 

Ck,i=[MC(k, i ), aC(k, i ), bC(k, i )]T for MC (i, j ) = 0, 1, 2, . . .  ,  255 
√
3, (7.2) 

where (255 
√
3 ≈ 441.6 ≈ 442) and 0 ≤ αC(k,i) ≤ π/2; 0 ≤ βC(k,i) ≤ π/2. 

C0 = [RC0, GC0, BC0]T , colored in red (in the RGB cube). 
The module, and the orientation angles of the color vector Ck,i, are defined by the 

relations: 

MC (k, i ) =
∥
∥Ck,i

∥
∥ = 

/

R2 
k,i + G2 

k,i + B2 
k,i (7.3)
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αC (k, i ) = arcsin[BC (k, i )/MC (k, i )] (7.4) 

βC (k, i ) = arcsin{GC (k, i ) /  
/

[RC (k, i)]2 + [GC (k, i )]2} (7.5) 

As a result, the matrices [R(k, i )],[G(k, i )], and [B(k, i )], each of size M × N, 
are replaced by two matrices: of the modules [MC (k, i)], and of the color vectors’ 
angles [θ C(k,i)] = [αC (k), βC (i )], both of size M × N . The relationship between 
the orthogonal and the spherical coordinate systems (R, G, B) and (MC,αC,βC), is: 

RC = MC cos α sin β; GC = MC cos α cos β; B C = MC sin α; (7.6) 

MC =
/

R2 
C + G2 

C + B2 
C ; αC = arccos(RC / 

/

R2 
C + G2 

C );βC = arcsin(BC /MC ). 
(7.7) 

Then, the color vector could be represented as follows: 

Ck.i = MC (k, i )e j θC(k,i) = MC (k, i )e j [αC (k),βC (i)] 

7.3 The Essence of the New Approach 

The new approach is based on the replacement of the three matrices of the tensor 
image RGB components by a single matrix, which comprises the modules of the 
color vectors of the pixels. The locally-adaptive processing is applied on the module 
of the vector, corresponding to the pixel placed in the center of a sliding window. The 
processing is based on the well-known algorithms used for halftone matrix images, 
which are the particular case of the color tensor images, when the vertices of all 
color vectors are placed on the diagonal between the black and white areas in the 
RGB cube. For such vectors, the three components are equal, i.e. R = G = B, = 
αβ = π /4, and their modules are in the range from 0 up to (m − 1) 

√
3 (here m 

denotes the number of values for each component R, G, and B). Depending on the 
processing algorithm used, the magnitudes of part of the so calculated color vectors 
could get too large values, and as a result, their ends will be placed out of the RGB 
cube: this happens if at least one of the R, G, B components is larger than (m − 1). 
The colors of the corresponding image pixels could not be reproduced accurately, 
and produced noticeable color distortions. To solve the problem, the largest color 
component should be corrected, so as to get a new value, equal to (m − 1). Then, to 
avoid additional color distortions in the restored image, all color vectors placed in 
and out of the cube, should be corrected accordingly. As a result, the brightness is 
changed too. To retain the pixel brightness, additional correction is needed (which
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follows the color correction). Both corrections (color and brightness) are needed 
only in case that the number of vectors placed out of the color cube is higher than a 
pre-defined threshold. In the text below are given the specific features of the basic 
algorithms for locally-adaptive processing of color images, applied on the matrices 
of the color vectors’ modules, framed by the sliding window. 

7.4 Definition of the Image Color Vectors’ Modules 
Through 2D-DFT 

To define the image color vectors’ modules, forward 2D Discrete Fourier Trans-
form (2D-DFT) is executed for the modules MC (k.i ) of the color vectors Ck,i, in  
correspondence with the relation: 

sC (q, p) = 1 

M × N 

M−1
∑

k=0 

N−1
∑

i=0 

MC(k, i )e−2π j
(
qk  
M + pi N

)

for q/ p = 0, 1, .., (M − 1)/(N − 1). 

(7.8) 

Here, sC (q, p) is the spectrum color coefficient. The inverse 2D-DFT is defined by 
the relation: 

MC (k, i ) = 
M−1
∑

q=0 

N−1
∑

p=0 

sC (q, p) e2π j ( qk  M + pi N ) fork/i = 0, 1, .., (M − 1)/(N − 1). 

(7.9) 

Each spectrum coefficient sC (q, p) is represented as a vector in the complex space: 

sC (q, p) = Re(sC (p, q)) + jIm(sC (p, q)) = ∥sC ( p, q)∥ e j φ(  p,q) (7.10) 

where ∥sC (p, q)∥ =
√

Re2 (sC (p, q)) + Im2 (sC ( p, q)) is the amplitude 2D spec-

trum, and φ(p, q) = arctg
[
Im(sC ( p,q)) 
Re(sC ( p,q))

]

is the phase 2D spectrum of the matrix 

[MC (k, i )], which comprises the color vectors’ modules. 
In general, the 2D-DFT in a sliding window could be used for homomorphic 

locally-adaptive filtering of the existing multiplicative or convolutional noises in the 
color image, retaining the saturation transitions. To accelerate the 2D-DFT calcu-
lation, the well-known algorithm for 2D fast Fourier transform (2D-FFT) is used 
[9].
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Fig. 7.2 The vector field Ck,i for the pixels of the color tensor image of size M × N × 3, and the 
sliding window Wk,i, used for the local processing 

7.5 Calculation of the Local Histograms of Color Vectors’ 
Modules 

7.5.1 Local Histogram 

The local histogram of the modules of image color vectors Ck,i in the sliding window 
Wk,i of size (2b + 1) × (2b + 1) (framed in red on Fig. 7.2 for the case b = 1), is 
defined by the relation: 

hk.i (r ) = 
N k,i MC 

(r ) 
(2b + 1)2 

forr = 0, 1, 2, . . .  , (7.11) 

where m '' =
|

255 
√
3 + 0.5

|

= 442, when m − 1= 255;  • denotes the “rounding” 
operator; N k,i MC 

(r) is the number of pixels, for which the value of the module MC (k, i ) 
for the corresponding color vector Ck,i, is equal to r. 

7.5.2 Local Modified Histogram 

The local modified histogram of the modules of color vectors Ck,i of the tensor RGB 
image framed by the sliding window Wk,l, is defined as follows: 

– the adaptive threshold CLk,i is calculated, which limits the local histogram, hk,i (r ). 
The area of the histogram, which is above this limiting value, is represented as a 

rectangle of same area, which has one side of length m ' =
|

m 
√
3 + 0.5

|

. The
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so calculated rectangle area is added to the part placed under the threshold and is 
obtained from the so-called “modified local histogram”, hM 

k,i (r). The equalization 
of this modified histogram is much more accurate than that of the initial local 
histogram, hk,i (r ). The  value (CLk,i) is automatically calculated following the 
conditions to equalize the histogram areas placed above, and below the threshold 
[10], i.e.: 

m ''
∑

r=0 

h'
k,i (r ) = 

m ''
∑

r=0 

h''
k,i (r) = 0.5 for  h'

k,i (r ) + h''
k,i (r ) = hk,i (r ). (7.12) 

Accordingly, the parts of the histogram hk,i (r ), which are above and below the 
threshold value, are defined by the relations: 

h'
k,i (r ) =

 

hk,i (r ) − CLk,i for hk,i (r ) ≥ CLk,i ; 
0 for  hk,i (r ) <  CLk,i ; 

h''
k,i (r ) =

 

CLk,i for hk,i (r) ≥ CLk,i , 
hk,i (r ) for hk,i (r ) <  CLk,i 

. 
(7.13) 

To calculate CLk,i in accordance with Eq. (7.12), the following iterative algorithm 
is proposed [10]: 

Let CLk,i = x , with initial values x = 0, and = δ0.01(experimentally set). 
Step 1.x = x + δ;. 
Step 2.D(x) = ∑m ''

r=0 [hk,i (r ) − x] for hk,i (r ) ≥ x; 

Step 3.If D(x) 

⎧ 
⎨ 

⎩ 

> 0.5 return in step 1, 
< 0.5, then x = x − δ and return in step 2, 
≈ 0.5 go to step 4; 

. 

Step 4. Stop and set CLk,i = x .. 

– to accelerate the calculation of CLk,i , the image is divided into square sub-blocks. 
For each sub-block are calculated the local histogram hk.i (r ) of the color vectors’ 
modules and the adaptive threshold CLk,i , regarding the corresponding central 
element, MC (k, i). For each of the remaining matrix elements [MC (k, i)], an indi-
vidual threshold is calculated through bilinear interpolation, by using the thresh-
olds calculated for the central elements of the neighbor sub-blocks in horizontal 
and vertical directions. 

– after the threshold CLk,i is calculated, the modified local histogram is defined, in 
accordance with the relation: 

hM 
k,i (r ) = (1/m ') 

m ''
∑

i=0 

h'
k,i (i ) + h''

k,i (r) (7.14) 

where m ' =
|

256 
√
3 + 0.5

|

= 443, for  m = 256.
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7.5.3 Local Cumulative Histogram 

The local cumulative histogram of the vectors’ modules Ck,i framed by the window, 
is calculated: 

Hk,i 
MC 

(r ) = 
r
∑

l=0 

hM 
k,i (l) = [(r + 1)/m '] 

m ''
∑

l=0 

h'
k,i (l) 

+ 
r
∑

l=0 

h''
k,i (l) = 

⎧ 
⎨ 

⎩ 

(r + 1)/m ' for hk,i (r ) ≥ CLk,i ;
r∑

l=0 
hk,i (l) for hk,i (r) <  CLk,i ; 

(7.15) 

for r = 0,1,2,…, m''
From the above relation, it follows that the local cumulative histogram Hk,i 

MC 
(r ) is 

a linear function of the current value of r. This is why, for the above-threshold area, 
full equalization of the modified local histogram hM 

k.i (r ) is achieved, which does not 
depend on its distribution. In the sub-threshold area, however, the equalization of 
hM 
k.i (r ) depends on the histogram hk.i (r ) and sometimes it is not full. 

7.5.4 Computational Cost 

The computational cost [10] of the operations, needed to define the cumulative 
histogram Hk,i 

MC 
(r ), is reduced through recursive calculation of hM 

k,i (r ): 

hM 
k+1,i (r ) = hM 

k,i (r ) − hM 
k−d,i (r ) + hM 

k+d+1,i (r ) for r = 0, 1, 2, .., (7.16) 

After summing up for both sides of Eq. (7.16), is obtained: 

Hk+1,i 
MC 

(r) = Hk,i 
MC 

(r ) − Hk−d,i 
MC 

(r ) + Hk+d+1,i 
MC 

(r ) (7.17) 

7.6 Applications of the Local Cumulative Histograms 

7.6.1 Local Contrast Enhancement 

The local contrast of the color image is enhanced by using the local cumulative 
histogram Hk,i 

MC 
(r ), in correspondence with the relation:
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gr (k, i ) = 

⎧ 
⎨ 

⎩ 
442 for

|

442 Hk,i 
MC 

(r) + 0.5
|

> 442;
|

442 Hk,i 
MC 

(r ) + 0.5
|

- in all other cases, 
(7.18) 

for r = 0,1,…,442, when m = 256. 
Here gr (k, i ) is the new value for the element (k,i), which replaces the original 

value r. 
To avoid false contours appearance in the processed image, it is supposed here 

to increase the number of bits used for image elements’ coding: for example, if the 
values r of the elements MC(k,i) in the original matrix were coded with 10 bits, after 
the processing, 12-bits coding for the new elements, zr(k,i) is supposed to be used: 

zr (k, i) =
|

m
'' × Hk.i 

MC 
(r) + 0.5

|

for r = 0, 1, 2, . . .  ,  m '' ;
(

m
'' =  1.73(m − 1) + 0.5 

) (7.19) 

In this case, the number of levels m = 212 = 4096 and m '' =  1.73.4095 + 0.5 = 
7086, correspondingly. 

7.6.2 Calculation of the RGB Vectors of the Enhanced Image 

For this, the following relation is used: 

CE 
κ,i =

[

RE 
κ,i , G

E 
κ,i , B

E 
κ,i

]T 
for k/i = 1, 2, . . .  , M/N (7.20) 

where RE 
κ,i = zr (k,i ) 

MC (k.i) Rk,i;GE 
κ,i = zr (k,i) 

MC (k.i) Gk.,;BE 
κ,i = zr (k,i) 

MC (k.i) Bk,i, 
for r = 0,1,…, m''

7.6.3 Adaptive Color Correction 

The adaptive color correction of vectors CE 
k,i is done on the basis of the vectors, 

whose ends are out of the RGB cube. For this, the following steps are performed: 
Step 1. For all CE 

κ,i vectors is checked if their ends are out of the RGB cube, 
and if there is at least one of their components, whose magnitude is larger than the 
maximum value, m − 1. After that is checked if the condition NC ≥ δ is satisfied, in 
which NC is the number of color vectors CE 

κ,i which are out of the RGB cube, and δ 
is the pre-selected threshold. If these two conditions are satisfied simultaneously, the 
vector CE 

κ0,i0 
= [RE 

k0,i0 
, GE 

k0,i0 
, BE 

k0,i0
]T is detected, which has at least one component 

larger than all other components.
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Step 2. In case, that the component RE 
k0,i0 

of the vector CE 
κ0,i0 

is larger than the 
maximum value, then RE 

k0,i0 
= max (RE 

k,i , GE 
k,i , BE 

k,i ) >  m − 1 for k/i = 0, 1, 2, 
…, (M − 1)/(N − 1). For the components of this vector, the following correction is 
done: 

RE 
k0,i0 (cor) = m − 1, GE 

k0,i0 (cor ) = GE 
k0,i0 /(R

E 
k0,i0 /m − 1), 

BE 
k0,i0 (cor ) = BE 

k0,i0 /(R
E 
k0,i0 /m − 1). 

(7.21) 

The brightness of the pixel (k0,i0), in which color vector CE 
k0,i0 

(cor ) is corrected, 
is defined by the relation: 

Y E i0, j0 (cor ) = 0.21 × (m − 1) + 0.72 (m − 1) (GE 
i0, j0 /R

E 
i0, j0 ) 

+ 0.07 (m − 1) (BE 
i0, j0 /R

E 
i0, j0 ) 

(7.22) 

Taking into account that (in accordance with [10, 11]), the brightness of the 
pixel (k0,i0) in the original image is defined by the relation: Yk0,i0 = 0.21 Rk0,i0 + 
0.72 Gk0,i0 

+ 0.07 Bk0,i0 
, to retain the brightness of this pixel in the improved image, 

must satisfy the equation: 

Yk0,i0 = Y E k0,i0 (cor ) = 0.21RE 
k0,i0 (cor ) + 0.72GE 

k0,i0 (cor) + 0.07BE 
k0,i0 (cor ), 

(7.23) 

from which follow the relations: 

RE 
k0,i0 (cor ) = m − 1,GE 

k0,i0 (cor) = (m − 1)(GE 
k0,i0 /R

E 
k0,i0 ), 

BE 
k0,i0 (cor) = (m − 1)(BE 

k0,i0 /R
E 
k0,i0 ). 

(7.24) 

For the remaining vectors CE 
k,i = [RE 

k,i , GE 
k,i , BE 

k,i ]T , to retain the brightness of their 
pixels (k,i) for  k/i = 0,1,2,.., (M − 1)/(N − 1), the components of the corresponding 
corrected vectors CE 

k,i (cor) must be calculated accordingly: 

RE 
k,i (cor ) = (m − 1)( RE 

k,i /R
E 
k0,i0 ), G

E 
k,i (cor ) 

= (m − 1)(GE 
k,i /R

E 
k0,i0 ), B

E 
k,i (cor ) = (m − 1)(BE 

k,i /R
E 
k0,i0 ). 

(7.25) 

Step 3. In case, that the maximum value of one of the components GE 
k0,i0 

or BE 
k0,i0 

is higher than m − 1, it should be corrected in a way, similar to the correction done 
for the maximum component, RE 

k0,i0 
> m − 1. The correction of the components of 

the remaining color vectors CE 
k,i is done by analogy with Eq. (7.25). 

To illustrate the presented algorithm, in Fig. 7.3a are shown the original medical 
tensor R, G, B images, and in Fig. 7.3b—same images, after local contrast 
enhancement with a sliding window of size 33 × 33 (experimentally set).
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a b  

Fig. 7.3 Medical R, G, B images: a originals; b after local contrast enhancement with a sliding 
window Wk,i of size 33 × 33 

7.7 Locally-Adaptive Filtering for Tensor Images, 
Represented as Vector Fields 

In this section, some of the well-known algorithms [1–6, 9, 12–14] for locally-
adaptive linear and non-linear filtering are investigated for the case, when they are 
applied on the matrix [MC (k, i)] of size M × N, if its elements are quantized at m'
levels. 

7.7.1 Linear 2D Filtering 

The linear 2D filtering of color tensor image is represented through the modules of 
the color vectors framed by the sliding window Wk,l, of size (2b + 1) × (2h + 1): 

FC (k, i ) = MC (k, i ) ∗ f (k, i ) = 
b
∑

s=−b 

h
∑

l=−h 

MC (k + s, i + l) f (s, l) (7.26) 

for k/i = 0,1,…, (M − 1)/(N − 1), where f (s,k) denotes the kernel of the 2D filter, 
defined in the window Wk,i; FC (k, i ) is the filtered value of the elements MC (k, i ),
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framed by the window, and “*” denotes the operator for 2D convolution of MC (k, i ) 
and f (s,k). The kind and the size of the kernel f (s,k) determine the filtration result. 

• To achieve higher sharpness (saturation changes) in the image, is used the 
algorithm, based on the Laplacian operator. The following assumptions are set. 

Let: 

FC (k, i ) = (1 + 4α)MC (k, i ) − α [MC (k − 1, i) 
+ MC (k + 1, i) + MC (k, i − 1) + MC (k, i + 1)], (7.27) 

where the window Wk,i is of size 3 × 3 (for  b = h = 1). If = α1 is set, the filter 
kernel is defined by the corresponding matrix, 

[ fα(k, i)] =  

⎡ 

⎣ 
0 −α 0 
−α (1 + 4α) −α 
0 −α 0 

⎤ 

⎦ = 

⎡ 

⎣ 
0 −1 0  
−1 5  −1 
0 −1 0  

⎤ 

⎦ . 

In the general case, the sharpness increase is achieved through the algorithm for 
adaptive unsharp masking, in accordance with which: 

FC (k, i ) =
 

F '
C (k, i ) for|MC (k, i ) − MC (k, i)| ≥  δ, 

MC (k, i ) in other cases, 
(7.28) 

where F '
C (k, i) = (1 + α)MC (k, i ) − αMC (k, i ); 0 <  α ≤ 1; δ is the threshold value, 

and MC (k, i ) is the mean value of the elements, framed by the sliding window Wk,i 

of size (2h + 1)(2b + 1): 

MC (k, i) = 
1 

β 

b
∑

s=−b 

h
∑

l=−h 

MC (k + s, i + l) for β = (2h + 1)(2b + 1) (7.29) 

The algorithm, described above, is illustrated by Fig. 7.4: in Fig.  7.4a is shown  
the original image, and in Fig. 7.4b—the result of the local sharpness enhancement 
with a sliding window of size 3 × 3.

To accelerate the calculation of MC (k, i ), two-dimensional recursion is used, 
based on the relation: 

MC (k, i ) = MC (k − 1, i ) + MC (k, i − 1) 
− MC (k − 1, i − 1) + (1/β)[MC (k + b, i + h) 
− MC (k + b, i − h − 1) − MC (k − b − 1, i + h) 
+ MC (k − b − 1, i − h − 1)]. 

(7.30) 

As a result, the mean value MC (k, i ) is recursively calculated by only 7 operations 
instead of adding all pixels in the sliding window. In the last case, the number of
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ba 

Fig. 7.4 Medical R,G,B image: a original; b same image, after local sharpness enhancement for a 
filter kernel of size 3 × 3

needed operations is (2b + 1) × (2h + 1) − 1 (for example, if b = h = 5, we 
get (2b + 1) × (2h + 1) − 1 = 120, and then the acceleration of the calculations 
MC (k, i ) is 120/7 = 17.14 times). 

The recursive calculation of F '
C (k.i) in the relation (7.28) for the unsharp masking, 

is executed in correspondence with the equation: 

F '
C (k.i ) = (1 + α)MC (k, i ) − α[MC (k − 1, i ) 

+ MC (k, i − 1) − MC (k − 1, i − 1)] −  (α/β)[MC (k + b, i + h) 
− MC (k + b, i − h − 1) − MC (k − b − 1, i + h) 
+ MC (k − b − 1, i − h − 1)]. 

(7.31) 

• The locally-adaptive image filtering aimed at the additive Gaussian noise 
reduction, is performed in accordance with the relation: 

F f C (k, i ) = 

⎧ 
⎨ 

⎩ 
MC (k, i ) + 

σ 2 MC 
(k,i) − v2 

σ 2 MC 
(k,i ) [MC (k, i ) − MC (k, i )] for σ 2 MC 

(k, i ) ≥ v2; 
MC (k, i ) for σ 2 MC 

(k, i ) <  v2, 
(7.32) 

where: F f C (k, i ) is the filtered element MC (k, i); MC (k, i ) denotes the mean value 
of the element MC (k, i ) in the sliding window Wk,i of size (2b + 1) × (2h + 
1); σ 2 MC 

(k, i ) = [(1/β)
∑b 

s=−b

∑h 
l=−h M

2 
C (k + s, i + l)] −  MC (k, i ) is the local 

variance of the element MC (k, i ) in the sliding window Wk,i; v2 = (1/M × 
N )

∑M 
i=1

∑N 
j=1 σ 2 MC 

(k, i ) is the mean noise variance in the input matrix [MC (k, i )]. 
To accelerate the calculation of the mean value MC (k, i ) for all elements, except those 
on the first row and first column of the input matrix [MC (k, i )], recursive relation 
is used in accordance with Eq. (7.30). When compared to the well-known adaptive 
Wiener filter [12], the main advantage of the new filter is, that it is adaptive to the 
relation of the local variation to the global one, in result of which the transitions in 
the image are retained, and the noise is suppressed.
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7.7.2 Weighted Median Filtering 

The weighted median filtering of pulse noises in the color tensor image, represented 
through the matrix [MC (k, i )] of the color vectors’ modules, framed by the sliding 
window Wk,l of size (2b + 1) × (2h + 1), is executed in accordance with the relation: 

FWM  
C (k, i ) = MedW MC (k, i ) = Med  [t (s, l) × MC (k + s, i + l) : s, l ∈ Wk,i ], 

(7.33) 

where s = - b, - b  + 1,.., 0,..,b−1,b; l = - h, - h  + 1,.., 0,..,h−1,h. The coeffi-
cients t(s,l) show how many times appears the corresponding element MC (k+s, i +l) 
in the monotonic increasing sequence xp for p = 1,2,…,P, from which is defined the 
weighted median function, xWM: 

x1 ≤ x2 ≤ ... ≤ xWM  ≤ ...xP−1 ≤ xP forP = (2b + 1)'(2h + 1). (7.34) 

The filtered element (k,i) corresponds to the weighted median FWM  
C (k, i ) = xWM . 

In accordance with Eq. (7.33), the sum of all elements t(s,l) is an odd number, and 
the elements xp in Eq. (7.34) are defined by the modules MC (k + s, i + l) framed by 
the window Wk,l, after rearrangement into an increasing monotonic sequence. The 
size of the window is defined so as to frame the noise elements of average size, which 
should be filtered. 

The algorithm is illustrated in Fig. 7.5: in Fig.  7.5a is shown the noise image, and 
in Fig. 7.5b—the filtered image. 

ba 

Fig. 7.5 Test R, G, B image: a The image with 1% additive pulse noise; b same image, after 
weighted median filtering by using a window of size 3 × 3 (for b = h = 1)



7 Locally Adaptive Processing of Color Tensor Images Represented … 101

7.7.3 Suppression of Additive Pulse and Gaussian Noises 

To suppress the additive pulse and Gaussian noises in a color image, and to retain 
the existing transitions, the algorithm for vector median filtering is used [13]. 
For this, from the color vectors placed in the sliding window Wk,l (Fig. 7.1), 
the sequence C1, C2, .., Cp, .., CP−1, CP is composed. For each vector from the 
sequence Cp = [Rp, G p, Bp]T are calculated the distances Dp to all remaining 
vectors, C j = [R j , G j , Bj ]T , framed by the window Wk,l, i.e.: 

Dp = 
P
∑

j=1 

/

(Rp − R j )2 + (G p − G j )2 + (Bp − Bj )2 for p /= j and p/j = 1, 2, .., P. 

(7.35) 

The so calculated distances Dp are arranged as an increasing monotonic sequence, 
D1 ≤ D2 ≤ … ≤ DP. The index p0 of the filtered color vector Cp0 = [Rp0 , G p0 , Bp0 ]T , 
which replaces the vector Ck,i in the center (k,i) of window, is defined by the condition: 

Dp0 = min{D j } forj = 1, 2, .., P. (7.36) 

7.7.4 Morphological Filtration 

For the morphological filtration of the color image A (represented as the matrix 
[MC (k, i )]), is used the “flat” structuring element B with components b(s,l), defined 
in a sliding window of size (2b + 1) × (2h + 1). The filtration is executed by using 
the following basic morphologic operators [6, 14]:

- morphological dilatation and erosion: 

D( A, B) = max [MC (k − s, i − l) + b(s, l)] =  A ⊕ B (7.37) 

E(A, B) = min [MC (k + s, i −+l) − b(s, l)] =  AΘB (7.38) 

where s = −b, −b + 1, .., 0, .., b − 1, b; l = −h, −h + 1, .., 0, .., h − 1, h.

- morphological opening and closing: 

OP(A, B) = (AΘB) ⊕ B = AoB = D{E(QA, B), B} (7.39) 

CL( A, B) = (A ⊕ B)ΘB = A · B = E{D(QA, B), B} (7.40)
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7.7.4.1 Operator for Morphological Noise Suppression 

The operator for morphological noise suppression is represented as: 

Fsm = Mor ph Smooth ( A, B) = CL{OP(A, B), B} =  (AoB) · B (7.41) 

7.7.4.2 Morphological Gradient Operators for the Outer and Inner 
Contours 

The morphological gradient operators for detection of the outer and inner contours 
of the objects are represented as follows: 

Fext = DG(A) = D( A, B) − A; and Fint = EG(A) = A − E(A, B). (7.42) 

7.7.4.3 Morphological Gradient Operators of Laplace, Bother, Li1 

and Li2 

The morphological gradient operators of Laplace, Bother, Li1, and Li2 for contours 
detection are represented as follows: 

FLap = DG( A) − EG(A); FBoth = DG(A) + EG(A); (7.43) 

F1 
Li  = min[DG(A), EG(A)]; F2 

Li  = max[DG( A), EG(A)]. (7.44) 

7.7.4.4 Morphological Operators Top Hat and Bot Hat 

The morphological operators Top Hat and Bot Hat for detection of dark/light objects 
on an irregular background, are defined as given below: 

Top  Hat  ( A, B) = CL(A, B) − A; Bot  Hat  (A, B) = A − OP( A, B). (7.45) 

7.7.4.5 Morphological Operator for Sharpness Enhancement 

The morphological operator for sharpness enhancement and for contrast enhance-
ment of the small details in the color image, respectively, is defined by the relation 
below:
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Fms = Morph  Sharpness  (A, B) = A + [A − (AoB)] − [(A · B) − A]. 
(7.46) 

7.7.4.6 Segmentation of Color Textures 

The segmentation of color texture images is based on morphological filtration. The 
following assumptions are set: 

Let the color image A, represented by the matrix [MC (k, i )] contains two different 
textures, each built by repetitive elements of different average sizes. To detect the 
border, the following three steps are performed: 

Step 1 : Sn 1 = E(A, nB1) = (((AΘB1)ΘB1)....)ΘB1 = AΘnB1 (7.47) 

where n denotes the number of erosions, and B1 is the structuring element. Its shape is 
chosen so that after the n-th erosion, the elements of one of the two textures disappear, 
merging into a homogenous area, i.e.: 

Step 2 : Sm 2 = D(Sm 1 , mB2) = (((Sm 1 ⊕ B2) ⊕ B2)....) ⊕ B2 = Sm 1 ⊕ mB2, (7.48) 

where m denotes the number of dilatations, and B2 is the structuring element. Its 
shape is chosen so that after dilatations, the elements of the second texture disappear, 
merging into a homogenous area, i.e.: 

Step 3 : S = Sm 2 − (Sm 2 ΘB1), (7.49) 

where S is a color image, which contains the border between both textures, of width 
one pixel only. 

The shape and the size of the structuring elements B1 and B2 conform to the mean 
values of the corresponding elements in the first and second textures. In this way, the 
number of erosions and dilatations needed to execute steps 1 and 2, is reduced. In 
particular, if B1 = B2 = B, the values of n and m increase, but the operations needed 
for steps 1 and 2, are simpler. 

In case that the color image contains more than two different textures, the presented 
morphological algorithm for detecting the border between neighbor textures is 
applied repeatedly, depending on the number of textures. 

After each dilatation, needed for the morphological filtration or segmentation, 
should be evaluated the number of color vectors, whose ends are out of the color 
cube. In case that this number is higher than the preset threshold, color and brightness 
correction of the vector field is needed, similar to that from Sect. 7.6 (the algorithm 
for local contrast enhancement). 

The algorithm for morphological filtration is illustrated in Fig. 7.6, where in 
Fig. 7.6a is shown the original color image. It contains two textures with similar
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Fig. 7.6 Color texture image: a original; b after morphological segmentation by using a flat 
structuring element B, shaped as a horizontal/vertical line and placed in a window of size 9 × 
9 

color characteristics, but with different orientations of their elements (horizontal and 
vertical). In Fig. 7.6b is shown the result obtained after a morphological segmentation 
with a flat structuring element B, whose shape is a line (horizontal/vertical), defined 
in a window of size 9  × 9. As a result of the segmentation, the elements of both 
textures merge into two homogenous areas. If the color image contains two textures, 
which comprise similar elements, distinguished by their hue, similar algorithm could 
be used. However, in this case, the algorithm for morphological segmentation should 
be applied on the matrix [θC(k,i)] of the angles (orientation) of the color vectors Ck,i 

instead of the matrix [MC (k, i )], composed by the modules of these vectors. 

7.8 Conclusions 

The objective of this work is to formulate one new approach for locally-adaptive 
processing of color third-order tensor RGB images represented in a vector form, 
and to analyze the characteristics of the corresponding basic algorithms so that to 
exploit efficiently the spatial and inter-channel correlation. These algorithms need 
only operations executed on a single matrix image, which comprises the modules of 
the corresponding color vectors. As a result, triple reduction of the computational 
complexity is achieved, compared to algorithms executed on each color component 
individually. Together with the reduced computations, the hue and the brightness of 
the original image are retained. 

The presented locally-adaptive algorithms are extremely efficient in the processing 
of medical images, which have variable color characteristics (brightness, satura-
tion and hue). The new approach will be further investigated and extended, aiming 
at applications in various multidisciplinary areas. The future development of the 
locally-adaptive algorithms will be mainly aimed at the integration with deep neural 
networks with different architectures, so as to achieve higher flexibility in the adaptive 
processing of color images.
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Chapter 8 
Energy Efficient VgSOT-MTJ Based 1 
Bit Subtractor 

Payal Jangra and Manoj Duhan 

Abstract To harness the potential of VgSOT MRAM in digital signal processing 
circuits, this study presents a 1-bit full subtraction circuit based on voltage gated 
Spin–Orbit Torque Magnetic Tunnel Junction (MTJ) technology. The circuit design 
adopts a dual-track structure that seamlessly integrates CMOS and MTJ components. 
By precisely controlling the timing of reading and writing operations, the circuit 
achieves the desired full subtraction functionality. This integrated structure enables 
the seamless integration of MTJ memory devices into the full subtractor circuit while 
significantly reducing overall power consumption by minimizing the frequency of 
MTJ writing operations. This paper has implemented VgSOT, SOT, and STT based 
subtractor and borrow circuit for performance evaluation. Performance parameters 
like average delay, energy consumption, and Average power consumption have been 
analyzed in this paper. With VgSOT MTJ based subtractor, performance improve-
ment of 93% and 97% is seen in terms of energy/Average power consumption over 
SOT and STT based implementations. In terms of average delay. VgSOT MTJ based 
subtractor performs 47% and 69% better over SOT and STT based implementations. 

8.1 Introduction 

In the realm of advanced technologies, the continuous scaling down of CMOS 
(Complementary Mosfet) technology [1, 2] to lower nodes has led to an upsurge 
in leakage current, which contributes significantly to the overall dynamic power 
consumption, accounting for approximately 40% [3]. As a consequence, the demand 
for low-power devices becomes paramount for achieving high-performance in deep 
sub-micrometer technology. To overcome these challenges, researchers in academia 
and industry have shifted their focus towards nanoscaled technologies [4, 5], 
with magnetic tunnel junctions (MTJs) [6–8] emerging as a prominent contender. 
MTJs have garnered considerable attention due to their remarkable attributes,
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including non-volatility [9], high speed, minimal leakage [10]/power consumption, 
and compatibility with semiconductor devices [11, 12]. These spintronic devices 
[13–15] leverage both the charge and spin properties of electrons and are composed 
of two ferromagnetic layers separated by a dielectric layer. The pinned layer or refer-
ence layer remains firmly magnetized, while the free layer’s magnetization direction 
can be altered. MTJs exhibit two distinct states: the parallel state (RP) with low 
resistance and the anti-parallel state (RAP) with high-resistance. 

The unique characteristics of MTJs have positioned them as a promising candi-
date for various applications, particularly in the field of memory technology [16]. 
The ability to switch between low resistance parallel and high resistance anti-parallel 
states offers the foundation for reliable data storage and retrieval. Furthermore, the 
compatibility of MTJs with existing semiconductor technologies facilitates seamless 
integration into conventional CMOS circuits, enabling the development of hybrid 
systems that leverage the strengths of both spintronic and traditional electronic 
components. This opens up exciting possibilities for the design of advanced memory 
architectures, such as spin-transfer torque magnetic random-access memory (STT-
MRAM) [17, 18] and spin–orbit torque magnetic random-access memory (SOT-
MRAM) [19, 20], that offers enhanced performance, reduced power consumption, 
and improved scalability. With ongoing research and development efforts, the poten-
tial of MTJs in revolutionizing memory technologies is being realized, paving the 
way for future advancements in data storage and processing. 

The emergence of voltage-controlled spin–orbit torque (VgSOT) MTJs (lever-
aging the voltage-controlled magnetic anisotropy effect [21]) [22] has revolutionized 
the field of memory design. VgSOT MTJs provide an additional degree of freedom 
in spintronic device design, enabling precise control over the magnetic states of the 
MTJ through the application of voltage pulses. This unique feature has led to signif-
icant advancements in data storage and processing capabilities. By utilizing VgSOT 
MTJs in memory architectures, it becomes possible to achieve lower-power, higher-
speed, and trustworthy operations. The ability to dynamically control the magnetic 
states of the MTJs allows for efficient data storage, retrieval, and manipulation, 
thereby opening up new possibilities for memory applications in various domains. 
The continued exploration and utilization of VgSOT MTJs in memory designs will 
undoubtedly lead to exciting developments and transformative improvements in data 
storage and processing capabilities. 

This research paper presents the design of a functional circuit for digital signal 
processing systems. The circuit focuses on implementing a full subtractor utilizing a 
VgSOT MTJ device. The circuit ensures efficient utilization of resources while main-
taining the desired functionality of the full subtractor, showcasing its potential for 
low-power digital signal processing applications. Section 8.2 presents the subtractor 
and borrow circuits implemented using VgSOT, SOT, and STT MTJ respectively. 
Simulation results have been presented in Sect. 8.3 while performance analysis in 
terms of energy, delay has been done in Sect. 8.4. Section 8.5 concludes the research 
work on VgSOT performance compared to SOT and STT and Sect. 8.6 presents the 
future scope for VgSOT based devices.
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8.2 VgSOT MTJ Based Full Subtractor 

The hybrid functional circuit [23] designed for MTJ device applications is depicted 
in Fig. 8.1. This circuit comprises three essential components: the MOSFET circuit, 
the pre-charge Sense Amplifier (PCSA) [24], and the MTJ device. The PCSA compo-
nent facilitates the reading of the memory content stored in the MTJ device, while 
the MOSFET circuit is specifically designed to execute the necessary logic functions 
required by the circuit. The MTJ device serves as the storage element, storing the 
necessary circuit information (logic “0” or “1” based on the states of the MTJs) to 
perform the desired circuit function. The circuit structure provides numerous advan-
tages such as fast readout speed, high readout accuracy, and lower power consumption 
during the readout process. 

Figures 8.2 and 8.3 present the VgSOT MTJ based subtractor and the borrow 
circuit. Within each part, two non-volatile MTJ devices are employed to create a Non-
volatile circuit, where the VgSOT devices store complementing information. The 
circuit arrangement includes a set of output terminals that are complementary to each 
other, which generate the subtraction—Sub and Sub and borrow variables—borrow 
and borrow.

The subtractor circuit works in the writing and the reading/calculating modes 
of operation. The transition between these modes is controlled by the clock signal. 
During the low phase of the clock, transistors MP1 and MP2 are activated, allowing 
Sub and Sub being set to a logic Vdd. During the reading operation, the stored 
information from the VgSOT MTJ is retrieved through the pre-charge sense amplifier 
(PCSA). 

The logical functions of the full subtraction circuit depicted in Figs. 8.2 and 8.3 
are expressed by Eqs. (8.1) and (8.2), representing the operations of subtraction and 
borrowing, respectively. The circuit corresponding to these equations is divided into 
two parts, each responsible for implementing the subtraction and borrow functions. 
Each part of the circuit in the figure consists of two tracks, with MTJs utilized in

Fig. 8.1 Hybrid MTJ/CMOS circuit [23] 
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Fig. 8.2 VgSOT MTJ based 
subtractor circuit

both tracks. 

Sub = A ⊕ B ⊕ Borrow_in  

= A.B.Borrow_in  + A.B.Borrow_in  + A.B.Borrow_in  + ABBorrow_in  
(8.1) 

Borrow = A.B.Borrow_in  + A.B.Borrow_in  
+ A.B.Borrow_in  + A.B.Borrow_in (8.2) 

The subtractor and borrow circuit, during the writing operation, MP1 and MP4 
transistors get enabled, causing the potentials of Sub, Sub, Borrow, and Borrow being 
pulled to a logic high level. Concurrently, MN5 and MN6 transistors are closed, 
allowing for the writing operation of the MTJ storage content.
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Fig. 8.3 VSOT MTJ based 
borrow circuit

During the calculating/reading mode, the transistors MP1 and MP4 are closed, 
while MN5 and MN6 are open. This configuration enables the reading of the MTJ 
storage content. Additionally, based on the input signals A, B, and Borrow_in, the 
outputs of Sub and Borrow can be obtained, thereby achieving the full subtraction 
function of the circuit. 

Consider the scenario where the inputs B = 0 and A = 0, and the stored state 
of VgSOT MTJ0 in Figs. 8.2 and 8.3 is logical “0,” representing Borrow_in = 
0. Correspondingly, MTJ1 stores the content “1” indicating Borrow = 1. In the 
writing mode, the signals Sub, Sub, Borrow, and Borrow are set to logic 1 level. 
When CLK signal is also logic 1, MN5 is turned on, establishing conducive paths 
in: MN4-MN84-MTJ0-MN11 and MN6-MN10-MTJ1-MN11. However, since the 
stored state of MTJ1 is “1,” it exhibits a lower resistance state, causing a large 
current to flow through path MN6-MN10-MTJ1-MN11. As a result, the output Sub 
transitions between lower and high state values, achieving the difference function 
when Sub = 0. Simultaneously, MN6 is activated, creating a conductive path in path 
5: MN3-MTJ0-MN7 and path 8: MN6-MTJ1-MN7 in borrow circuit. As the stored 
state of MTJ1 is “1,” it also presents a low resistance state, leading to a large current 
in path 8. Consequently, the Borrow terminal reaches a low level first, followed by



112 P. Jangra and M. Duhan

Table 8.1 Subtractor truth-table 

Borrow_in B A Sub Borrow 

0 0 0 0 0 

0 0 1 1 0 

0 1 0 1 1 

0 1 1 0 0 

1 0 0 1 1 

1 0 1 0 0 

1 1 0 0 1 

1 1 1 1 1 

the later transition of Borrow to a high level. This condition corresponds to Borrow 
= 0, accomplishing the borrowing function. 

For various combinations of inputs B, A, and Borrow_in in the MTJ device, 
Sub and Borrow are determined following the same operating principle. These 
values align with the truth table of the VgSOT based subtractor circuit, as shown 
in Table 8.1. The truth table presents the correlation between the input variables and 
the corresponding output values of the full subtractor circuit. 

Similarly, we have implemented the SOT and STT based subtractor and borrow 
circuits, as seen in Figs. 8.4, 8.5, 8.6, and 8.7, respectively. The functionality 
of subtractor remains the same for SOT and STT based implementations similar 
to VgSOT MTJ subtractor. VgSOT employs Antiferromagnetic layer (AFM) as 
compared to Heavy Metal (HM) layer in SOT.

8.3 Simulation Results and Modulation Parameters 

The simulation of the Vg-SOT based Full subtractor has been conducted using 
CADENCE VIRTUOSO 16.6 software on a 45 nm technology node, with a supply 
voltage (VDD) of 1.2 V. Vg-SOT MRAM, SOT MRAM, and STT MRAM Verilog-
models are employed in this paper. Table 8.2 shows the Vg-SOT, SOT, and STT 
device parameters used in circuit simulations.
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Fig. 8.4 SOT MTJ based 
subtractor circuit

As per subtractor truth table, inputs A, B, and Borrow_in are configured. The 
transient analysis of VgSOT MTJ based subtractor, depicted in Fig. 8.8, confirms 
the validity of the circuit. During the “writing” mode, when CLK is set to 0, the 
VgSOT MTJ undergoes a “writing” process. Specifically, the stored content in MTJ0 
transitions from “0” to “1”, while the content in MTJ1 transitions from “1” to “0”. 
Conversely, when CLK is set to 0, the stored content in MTJ0 switches from “1” to 
“0”, and the content in MTJ1 switches from “0” to “1”.

By analyzing the simulation results in Fig. 8.8, it is evident that the circuit operates 
in accordance with subtractor functional truth table. For each combination of A, B, 
and Borrow_in, the corresponding values of Sub and Borrow align precisely with 
the expected outcomes. The simulated behavior of the circuit matches the predicted 
functionality, thereby validating the accurate operation of the full subtractor circuit.
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Fig. 8.5 SOT MTJ based 
borrow circuit

Similarly, Figs. 8.9 and 8.10 show the transient response of SOT and STT-MTJ 
based subtractor respectively.

8.4 Performance Evaluation 

Table 8.3 presents the comparison between different performance parameters such as 
Energy consumption (fJ), Delay (ns), and Average power consumption (µW) among 
VgSOT, SOT, and STT MTJ based subtractor implementation respectively.

From Table 8.3, it is seen that in terms of Energy consumption, VgSOT MTJ 
based subtractor performs 93% and 97% better as compared to SOT and STT-
based subtractor implementations. In terms of average delay, VgSOT MTJ based 
implementation perform 45% and 69% better as compared to SOT and STT-based 
implementations, respectively. In terms of Average power consumption, performance 
improvement of 93% and 97% is seen over SOT and STT based subtractor.
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Fig. 8.6 STT MTJ based 
subtractor circuit

Figures 8.11, 8.12, and 8.13 show the graphical representation of performance 
parameters comparison between different design implementations of subtractor as 
shown in Table 8.3.
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Fig. 8.7 STT MTJ based 
borrow circuit

Table 8.2 Device parameters 

Parameters Vg-SOT [25] SOT [26] STT [27] 

Write voltage (V) 1.2 1.2 1.2 

CMOS technology (nm) 45 45 45 

Tunnel magnetoresistance ratio (TMR) (%) 100 120 200 

MTJ surface area (nm * nm) 50 * 50 40 * 40 40 * 40  

Oxide barrier thickness (nm) 1.4 0.85 0.85 

Free layer thickness (nm) 1.1 0.7 1.3

Fig. 8.8 Transient analysis of VgSOT MTJ based subtractor and borrow circuit
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Fig. 8.9 Transient analysis of SOT MTJ based subtractor and borrow circuit 

Fig. 8.10 Transient analysis of STT MTJ based subtractor and borrow circuit

Table 8.3 Performance parameters comparison between different designs 

Design Energy consumption (fJ) Delay (ns) Average power 
consumption (µW) 

VgSOT MTJ subtractor 19.4 1.26 0.986 

SOT MTJ subtractor 310 2.3 14.81 

STT MTJ subtractor 691 4.11 35.22
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Fig. 8.11 Energy consumption variation for different design 

Fig. 8.12 Delay consumption variation for different design
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Fig. 8.13 Average power consumption variation for different design 

8.5 Conclusion 

In conclusion, the VgSOT-based 1-bit subtractor circuit presents a novel approach 
for digital signal processing. By utilizing the VgSOT effect in conjunction with 
vertical MTJs, this circuit offers an efficient solution for performing subtraction 
operations with reduced power consumption. Simulation results demonstrate the 
successful implementation of the subtraction circuit, validating the outputs sub and 
borrow as per truth table. From performance parameters comparison, With VgSOT 
MTJ based subtractor, performance improvement of 93 and 97% is achieved in 
terms of energy/Average power consumption as compared to SOT and STT based 
implementations. In terms of average delay. VgSOT MTJ based subtractor performs 
47 and 69% better over SOT and STT based implementations. With its low-power 
characteristics and reliable functionality, the VgSOT-based 1-bit subtractor circuit 
holds significant promise for enhancing digital signal processing systems in the 
domain of performance and energy efficiency. 

Furthermore, VgSOT MTJ 1-bit subtractor circuit opens up possibilities for 
broader applications in the field of digital signal processing. Its successful imple-
mentation serves as a foundation for the development of more complex arithmetic 
units and computational circuits. By leveraging the advantages of VgSOT and MTJ 
technology, it is feasible to explore the design of higher-order subtractor, multi-bit 
subtraction circuits, and even more advanced computational modules for low-power 
and high-speed processors. 

Additionally, the integration of VgSOT-based circuits with existing digital systems 
holds potential for enhancing overall system performance and efficiency. The reduced 
power consumption and high-speed operation offered by the VgSOT-based 1-bit 
subtractor circuit make it an attractive choice for various applications, such as in
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portable devices, Internet of Things (IoT) systems, and embedded systems. The 
compact size and compatibility with semiconductor devices further contribute to its 
versatility and integration capabilities. 

8.6 Future Scope 

The successful implementation of VgSOT-based circuits in the 1-bit subtractor 
has opened up exciting possibilities for their application in various fields. Moving 
forward, there are several potential areas of future research and development for 
VgSOT-based applications: 

Advanced Computing Systems: VgSOT-based circuits can be further explored and 
optimized for advanced computing systems, such as high-performance processors 
and data centers. Their unique characteristics, including non-volatility, low-power 
consumption, and high speed, make them attractive candidates for improving overall 
system performance and energy efficiency. 

Non-Volatile Storage Solutions: The integration of VgSOT with memory tech-
nologies holds great potential for the development of non-volatile storage solu-
tions. By leveraging the advantages of VgSOT, such as low write energy and 
high endurance, researchers can explore the design of next-generation non-volatile 
memory devices, such as MRAM, that offer fast access times, high density, and 
reliable data retention. 

Neuromorphic Computing: VgSOT-based circuits can play a significant role in the 
advancement of neuromorphic computing systems. With their ability to emulate the 
behavior of biological synapses, VgSOT-based circuits can enable the development 
of energy efficient and high-performance neuromorphic systems for applications in 
artificial intelligence, machine learning, and pattern recognition. 

Integration with IoT Devices: As the Internet of Things (IoT) continues to expand, 
there is a need for low-power and compact devices. VgSOT-based circuits have the 
potential to meet these requirements by enabling the design of energy efficient IoT 
devices with enhanced computational capabilities and non-volatile memory storage, 
contributing to the growth of smart homes, wearable devices, and industrial IoT 
applications. 

Emerging Technologies and Applications: VgSOT-based circuits can be explored 
in emerging technologies and applications. For example, their compatibility with 
semiconductor devices makes them suitable for integration in flexible electronics 
and sensor systems, where low-power and high-density circuitry is essential. Addi-
tionally, their ability to operate at cryogenic temperatures makes them attractive for 
quantum computing and quantum information processing. 

System-level Integration: Future research can focus on the system-level inte-
gration of VgSOT-based circuits into complex electronic systems. This includes 
exploring their compatibility with existing semiconductor processes, optimizing their 
performance in mixed-signal environments, and designing efficient interconnects for 
seamless integration with other functional blocks.
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In summary, the future of VgSOT-based applications holds tremendous poten-
tial for advancing computing systems, non-volatile storage solutions, neuromor-
phic computing, IoT devices, emerging technologies, and system-level integration. 
Continued research and development in these areas will drive innovation and unlock 
new opportunities for VgSOT-based technologies in various domains. 
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Chapter 9 
Hybrid Prediction Model for Mechanical 
Properties of Low Alloy Steel Based 
on SVR-MLP 

Ci Song 

Abstract As research into alloyed materials continues to advance there are different 
types of low-alloy steel with different chemical compositions and organisations, so 
there is a need for more efficient methods of predicting the mechanical properties of 
low-alloy steels compared to experimental studies. In this paper, three data-driven 
regression models are developed to predict the mechanical properties of different 
types of low-alloyed steels. The first model, Support Vector Regression (SVR), 
achieves good results for the prediction of nominal yield strength and tensile strength, 
but not for elongation and cross-sectional shrinkage; the second model is a multilayer 
perceptron regression model, which is similar to but worse than SVR for the predic-
tion of the four mechanical properties; finally, it is a hybrid model that combines 
SVR and Multilayer Perceptron (MLP) through a linear model, and its prediction 
accuracy is very The final model is a hybrid model fusing SVR and MLP with high 
prediction accuracy, which is significantly better than the single prediction model, 
confirming the usefulness of the model fusion strategy in predicting the mechanical 
properties of low-alloy steel. 

9.1 Introduction 

The mechanical properties are the various mechanical behaviours of the material 
when subjected to various applied loads under different circumstances, and its good 
or bad determines whether the material fails or fractures in its working condition. 
Low-alloy steel is a typical class of special steel materials, which can be used in 
the manufacture of grinding wheel shafts, gears, piston parts etc. It is widely used 
in machinery, automobiles, aircraft and other fields, so the study of mechanical 
properties of low-alloy steel deserves attention [1]. With the increasing computing 
power of computers and theoretical advances in data science, machine learning and
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deep learning have made breakthroughs and taken a dominant position in the field of 
artificial intelligence. The discipline of mechanics has accumulated a large amount 
of numerical simulation data, experimental measurement data and field monitoring 
data in the past decades, and these large-scale, high-dimensional data contain rich 
physical characteristics, but it is difficult to analyse these data and summarise the 
physical laws by traditional mathematical tools alone. Machine learning can be used 
to learn and mine the data for features, and eventually discriminate, predict and 
generate new data [2]. Its powerful non-linear fitting capability makes it an important 
contribution to the field of regression prediction, but it is computationally expensive 
due to the large number of samples required for learning and its tendency to reach 
local optima. As each model has its own strengths and weaknesses, this paper first 
uses the SVR and MLP (Multilayer Perceptron) regression models to independently 
predict the mechanical properties of low-alloy steel. After analysing and comparing 
their predictions, the paper will then use a hybrid model that linearly combines the 
outputs of the two models to make predictions again and compare the differences 
with the single model. 

9.2 Data Sets 

The data used in this study, “MatNavi Mechanical properties of low-alloy steels”, was 
obtained from MatNavi [3] and collected on the Kaggle platform [4]. This dataset 
contains the alloy code, chemical composition (C, Si, Mn, P, S, Ni, Cr, Mo, Cu, V, 
Al, N, Nb  + Ta), carbon equivalent, alloy temperature, stress value (nominal yield 
strength) σr0.2 at 0.2% plastic strain, tensile strength Rm, elongation δ and cross-
sectional shrinkage ψ. After data cleaning, the sample size of the data is 951, a total 
of 15 items of chemical composition, carbon equivalent and alloy temperature were 
selected as features, and a total of 4 items of nominal yield limit, tensile strength, 
elongation and cross-sectional shrinkage were selected as labels to divide the data 
into a training set and a test set in a ratio of 8:2. 

9.3 Support Vector Regression (SVR) 

Unlike ordinary regression models, in SVR no loss is calculated as long as the data 
is within the interval band. The loss function is calculated when and only when the 
Euclidean distance between the curve function f (x) is fitted and the label y is greater 
than the error tolerance threshold ϵ. Then maximising the interval L (minimising
∥w∥2 
2 ) while minimising the loss function becomes the ultimate optimisation task [5]. 

minimize 
w,b

∥−→w ∥2 
2 

+ C 
n∑

i=1

 ϵ( f (xi ) − yi ) (9.1)
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where C is the penalty parameter and  ϵ is the ϵ-insensitive loss function, defined as 
follows.

 ϵ(x) =
 

0, |x | < ϵ

|x | − ϵ, Other  
(9.2) 

9.3.1 Kernel Functions 

The goal of a support vector (regression) machine is to find a hyperplane using 
linear regression. However, almost most of the problems encountered in practical 
applications are non-linear, and the function of the kernel function is to map data 
points that cannot currently be separated or represented by linear equations to a higher 
dimensional space under which SVR can find a hyperplane using linear regression 
[6]. The kernel function used in this paper is the Gaussian radial kernel function, 
which is defined as follows. 

K
(
xi , x j

) = exp
 
−∥xi − x j∥2 

2σ 2

 
(9.3) 

9.3.2 Model Training 

For good or bad prediction results, this paper uses the R2 coefficient, which is defined 
as follows. 

R2 = 1 −
∑n 

i=1(yi − f ∗(xi ))2∑n 
i=1(yi − y)2 

∈ (0, 1) (9.4) 

The closer R2 is to 1, the better the model fits the curve, and the closer it is 
to 0, the closer the model’s prediction results are to the average, and the less it 
serves the function of prediction. From the above analysis, it can be seen that for the 
establishment of the SVR, the main parameters to be set are the penalty parameter C, 
the error tolerance threshold ϵ, and the kernel function exponential term coefficient 
= 1 

2σ 2 . Due to the small sample size, this paper uses the violent search method for 
the selection of parameters. For the penalty parameter C, the output is the number 
of R2 obtained when the value is taken over the interval (100,3000) in steps of 100. 
For the error tolerance threshold ϵ, the output is the R2 number obtained when the 
value is taken over the interval (1,10) using 1 as the step size. For the kernel function 
coefficient γ , the output is the R2 number obtained when the value is taken over the 
interval (1,10) in steps of 1. The value with the highest score is set as the parameter
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Table 9.1 R2 achieved by SVR on the test set 

Performance indicators σr0.2 (MPa) Rm (MPa) δ (%) ψ (%) 

C 1000 2000 300 100 

γ 3 3 5 4

ϵ 0.02 0.02 0.02 0.02 

R2 0.9537 0.9746 0.7642 0.8892 

by selecting R2. As the SVR is a single output model, it needs to be modelled for 
each label and the optimal combination of parameters obtained and the R2 obtained 
on the test set are shown in the following Table 9.1. 

9.4 Multilayer Perceptron 

A multilayer perceptron (MLP) is an artificial neural network for forward propagation 
of information, consisting of multiple layers of nodes, each fully connected to the 
next. In addition to the input node, each node is a neuron (or processing unit) with 
a non-linear activation function. The network is usually trained using error back 
propagation to obtain the gradients of the parameters to be tuned for optimisation by 
a gradient descent type of optimisation algorithm. 

9.4.1 Model Building 

For the establishment of the MLP model, the main parameters set are: the number of 
neurons in the input layer, corresponding to the number of features 15; the number of 
intermediate hidden layers and the number of neurons in each layer, which determines 
the complexity of the model: the more hidden layers and neurons in each layer, the 
more complex the model, the stronger the non-linear approximation ability but also 
more prone to overfitting. In this paper, the number of hidden layers is 4, each layer 
contains 96 neurons and uses an l2 regular term of size 0.01 to prevent overfitting; 
the number of neurons in the output layer corresponds to the number of labels 4. In 
order to obtain the non-linear fitting ability, the activation function needs to be added 
to the neurons in the MLP, and the activation function used in this paper is ReLU, 
which is defined as follows. 

g(x) = max(0, x) (9.5) 

For the loss function, this paper uses huberloss, defined as follows.
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Fig. 9.1 Visualisation of the MLP network structure 

L(y, f (x)) =
 1 

2 (y − f (x)), |y − f (x)| ≤ ϕ 
ϕ · (|y − f (x)| − 1 2 ϕ, other 

(9.6) 

This loss function penalises outliers to a lesser extent than the MSE, improving 
the robustness of the model. In addition, the mean absolute error (MAE) is used for 
the evaluation without affecting the training process: 

MAE  = 
1 

n 

n∑

i=1 

|yi − f (xi )| ∈ [0, +∞) (9.7) 

The MLP network structure is shown in the following Fig. 9.1. 

9.4.2 The Adam Optimisation Algorithm 

The optimiser of the training model is also an important parameter. The essence of 
the optimiser is the gradient descent algorithm, but because of the complex structure 
of the neural network, the general gradient descent algorithm is not effective, so there 
are many improved optimisers, AdaGrad (Adaptive gradient method) proposed by 
John Duchi, by continuously adjusting the learning rate during the training process let 
it show good performance in dealing with sparse gradients [7]. RMSProp (Root Mean 
Square prop) was developed from AdaGrad and is suitable for handling non-smooth
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objectives [8, 9]. Finally, the Adam optimisation algorithm used in this paper, which 
combines the advantages of RMSProp and AdaGrad, is the most popular gradient 
descent algorithm today. The iteration formula in Adam is. 

θi+1 = θi − α √
n
Ʌ

i + ϵ
m
Ʌ

i (9.8) 

Of which:
 

m
Ʌ

i = mi 
1−μi 

mi = μ · mi−1 + (1 − μ) · gi (9.9)

 
n
Ʌ

i = ni 
1−vi 

ni = v · ni−1 + (1 − v) · g2 i 
(9.10) 

In the above equation θi is α parameter to be adjusted in the neural network, α is 
the learning rate and gi is the current gradient. The definition shows that m

Ʌ

t takes into 
account the historical information of the gradient using weighted moving average 
and recursive method to correct the current gradient, and n

Ʌ

t takes the same approach 
to adjust the magnitude of the learning rate. In this paper, the Adam parameters are 
set as follows: α = 0.001, μ = 0.9, v = 0.999. 

9.4.3 Model Training 

The MLP model was trained 2000 times and 256 data were crawled for each training 
session, using the test set as the validation set. The training process took a total 
of 78 s. The variation of the loss function and model accuracy on the training and 
validation sets during the training process is shown in the following Fig. 9.2.

The loss functions and MAE curves of the training and validation set almost 
overlap, demonstrating that no overfitting occurs and that the model has good gener-
alisation capability. The R2 obtained by the model on the test set is shown in the 
following Table 9.2.

A comparison of the results achieved with the SVR shows that the MLP was 
slightly inferior to the SVR in this prediction task. 

9.5 Hybrid Models 

Both SVR and MLP failed to achieve satisfactory results in the prediction of elon-
gation and section shrinkage. In this paper, a simple SVR-MLP hybrid model was 
attempted to obtain higher accuracy, and the fusion strategy was as follows [10].
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Fig. 9.2 Visualisation of huberloss and MAE training process changes

Table 9.2 R2 obtained by MLP on the test set 

Performance indicators σr0.2 (MPa) Rm (MPa) δ (%) ψ (%) 

R2 0.9403 0.9577 0.7593 0.7831
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(1) The mechanical properties of all samples are predicted using the trained SVR 
and MLP regression models, respectively, and the results are noted as Ysvr =[
σr0.2,svr, Rmsvr, δsvr, ψsvr

]
and Ymlp =

[
σr0.2.mlp, Rmmlp, δmlp, ψmlp

]
. 

(2) Noting that the final output is Yout = [σr0.2, Rm, δ, ψ]T , build the following 
multiple linear regression model. 

Yout = αYsvr + βYmlp + C (9.11) 

or 

⎡ 

⎢⎢⎣ 

σr0.2 

Rm 
δ 
ψ 

⎤ 

⎥⎥⎦ = 

⎡ 

⎢⎢⎣ 

α1 

α2 

α3 

α3 

⎤ 

⎥⎥⎦ 

⎡ 

⎢⎢⎣ 

σr0.2,svr 

Rmsvr 

δsvr 

ψsvr 

⎤ 

⎥⎥⎦ 

T 

+ 

⎡ 

⎢⎢⎣ 

β1 

β2 

β3 

β3 

⎤ 

⎥⎥⎦ 

⎡ 

⎢⎢⎣ 

σr0.2,mlp 

Rmmlp 

δmlp 

ψmlp 

⎤ 

⎥⎥⎦ 

T 

+ 

⎡ 

⎢⎢⎣ 

C1 

C2 

C3 

C4 

⎤ 

⎥⎥⎦ (9.12) 

(3) The linear regression model was solved using least squares and then predicted 
on the test set using R2 to assess the effectiveness of the model (Fig. 9.3). 

The R2 numbers obtained by the hybrid model on the test set for the predictions 
of nominal yield limit, tensile strength, elongation and section shrinkage are shown 
in the Table 9.3. 

The above table shows that the hybrid model used in this paper achieves signifi-
cantly better predictions than the single model, especially for elongation and section 
shrinkage which are not well predicted by SVR and MLP, the hybrid model performs 
very well.

Fig. 9.3 Hybrid model structure 

Table 9.3 R2 obtained for the hybrid model on the test set 

Performance indicators σr0.2(MPa) Rm (MPa) δ (%) ψ (%) 

R2 0.9877 0.9731 0.9617 0.9653 
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9.6 Conclusion 

In this paper, the nominal yield strength, tensile strength, elongation, and section 
shrinkage of low-alloy steel were predicted by building a regression model with SVR 
and MLP and a hybrid model using linear regression to integrate the two. However, 
the prediction accuracy of the multiple linear regression model using their outputs 
as inputs was high for each mechanical property index after training, which proved 
that the hybrid model has obvious advantages over the single prediction model. 

9.7 Discussion 

There is a direct mapping relationship between the features and labels in this data, 
so the polynomial fusion strategy established in this paper may not be applicable in 
other prediction tasks encountered, and a hybrid model with a more complex fusion 
structure is needed. Future research can explore and delve into the following aspects. 

1. Model optimisation: parameter tuning of the SVR-MLP model is crucial to its 
prediction accuracy and performance. Future research can explore more efficient 
parameter optimisation algorithms to further improve the prediction accuracy 
and stability of the model. 

2. Data mining: The mechanical properties of low-alloy steel are influenced by a 
variety of factors, including chemical composition, heat treatment process, metal-
lographic organisation, etc. Future research can explore more efficient parameter 
optimisation algorithms to further improve the prediction accuracy and stability 
of the model. Future research can explore the influence of these factors on the 
mechanical properties of low-alloy steel through large-scale data mining and 
analysis to provide more comprehensive and accurate data support for the model. 

3. Model integration: In addition to the SVR-MLP model, there are many other 
machine learning algorithms, such as decision trees, support vector machines, 
neural networks, etc., which can also be used for the prediction of mechanical 
properties of low-alloy steels. Future research can integrate these algorithms 
with the SVR-MLP model to build a more powerful and comprehensive hybrid 
prediction model for the mechanical properties of low-alloy steel. 

4. Application areas: Low-alloy steels are widely used in many fields such as 
aviation, automotive, and construction, and the prediction of their mechanical 
properties has wide application prospects in industrial production and scientific 
research. Future research can further expand the application area of the model to 
more complex and diverse low-alloy steel materials and engineering problems.
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Chapter 10 
A Human-Inspired Semantic SLAM 
Based on Parking-Slot Number 
for Autonomous Valet Parking 

Zhenquan Shen, Zhan Song, Zhenzhong Xiao, and Xiang Chen 

Abstract With the rapid development of automatic driving field, automatic parking 
has become increasingly concerned commercially. SLAM (Simultaneous Localiza-
tion and Mapping) as an important technology is applied to autonomous valet parking 
(AVP) in recent years. However, it is difficult to take full advantage of the data from 
vision sensors owing to abundant similar elements in the parking lot. In this paper, a 
semantic SLAM based on slot number in parking lot is proposed. The system recog-
nizes the slot number as semantic markers by a CNN (Convolution Neural Network) 
and classifies the slot according to the semantic markers. Then a semantic ICP (Iter-
ative Closest Point) algorithm is used for mapping and localization modules. The 
results of the experiments on our simulation dataset show that this method performs 
well and has a better accuracy than traditional ICP. This work may have a promotion 
for autonomous valet parking and be applied to commercial products one day. 

10.1 Introduction 

In recent years, automatic driving has developed rapidly as traffic requires a safer and 
more efficient way [1]. As an important part of automatic driving, automatic parking 
technology has received more and more attention. It can help drivers automatically 
drive the car in constrained environments where much attention and experience is 
required. An automatic parking approach should consist of state inputs, environment 
build, digital signal processor and output [2]. In detail, digital signal processor include 
detection, localization, path planning and tracking.
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SLAM is a technology which can build an environment and localize it according 
to the input data from sensors. Nowadays, SLAM is used in increasing fields with the 
era of artificial intelligence coming. Automatic driving is a representation of these 
fields. SLAM can play an important role in the automatic parking system, the results 
of which will help the other part of the system achieve path planning and control. 

Although there are some works focus on SLAM in the situation of parking lot, 
there is still a significant problem that remains to be solved. Parking lot has many 
similar elements such as slot which is difficult to distinguish one from another even 
for a human. This leads to being hard to take full advantage of the data from vision 
sensors. 

In this paper, we propose a semantic SLAM based on slot number in parking lot 
to overcome the defect that vision sensors cannot make full use of their advantages 
under the situation with many similar elements. We are inspired by humans who do 
the same task by cognizing the semantic marks. 

10.2 Literature Review 

Grimmett, et al. developed an automatic parking system in V-Charge project [3]. 
This approach builds a metric map meanwhile a semantic map is built. The semantic 
map can generate road net through algorithm and in addition, a velocity map is 
given according to the probability with which space is occupied by barrier. However, 
calculating the probability will consume much computing resource. Schwesinger, 
et al. replaced calculating the probability with ultraphonic sensors and binocular 
cameras also in the V-Charge project [4]. It will consume less computing resource 
but extra sensors are needed. 

Hu, et al. choose seven semantic classes through semantic segmentation of the 
IPM (Inverse Perspective Mapping) [5]. Corresponding pixels are mapped to generate 
point cloud. Point cloud fused to obtain local map with the pose from odometry and 
IMU (Inertial Measurement Unit). Localization is accomplished by ICP algorithm. 
Qin, et al. following this way propose the AVP-SLAM [6]. However, all the parking 
slots are classified as the same category, which cannot perform well in the situation 
with similar elements such as parking lot. 

Shao, et al. use DeepPS net to detect parking slot and minimize the loss function 
consisting of IMU error, visual error and IPM error [7]. This method needs some 
priori knowledge about parking slots. Fang, et al. give a SLAM based on fiducial 
markers for autonomous valet parking [8]. This method relies on markers and it is 
unsuitable for most scenarios. A semantic SLAM framework that leverages the hybrid 
edge information on bird’s-eye view images is presented. Xiang, et al. extract useful 
edges from the synthesized bird’s- eye view image and the free-space contours for the 
SLAM task [9]. But edges are not high-level semantic feature. Tripathi, et al. come 
up with a trained trajectory parking scheme for frequently parking in a persistent 
map [10]. This method relies on trained trajectory and cannot work for the first time 
entering the parking lot.
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10.3 Methodology 

The pipeline of the whole SLAM proposed by this paper is shown in Fig. 10.1. First 
of all, vehicle-mounted four fish-eye cameras, IMU and wheel encoder sensors are 
used to acquire data from environment. Additionally, data from sensors are prepro-
cessed according to their types and structures. The above two steps are called percep-
tion module that is receiving environment message with the help of sensors and 
algorithms. Later, the processed data are fed into mapping module and localization 
module simultaneously. Mapping module can build environment map with percep-
tion message and localization module can obtain vehicle pose in the map which 
means the relationship between the vehicle and environment.

10.3.1 Preprocessing 

Preprocessing has two parts: images from fish-eye cameras part and signals from 
IMU and wheel encoder part. Signals from IMU and wheel encoder can refer to 
Forster, et al. and Zunaidi, et al. for details [11, 12]. They are converted to the pose 
of the vehicle. Images from fish-eye cameras are processed by the following steps. 

10.3.2 IPM Image 

Four surround-view cameras are a common setup for the high-configuration commer-
cial cars. One camera is in the front, one camera is in the rear, and two cameras are 
on the left and right separately. These cameras are equipped with fish-eye lens and 
look downward [6]. 

The intrinsic and extrinsic parameters of each camera are calibrated offline. Each 
pixel is projected into the ground plane under the vehicle center coordinate, which is 
also called IPM. After the inverse perspective projection, we synthesize points from 
four images into a big one. The details of these operations can refer to the paper 
published by Qin, et al. in 2020 [6]. 

10.3.3 Feature Detection 

We adopt the CNN for semantic feature detection. There are several networks that 
can accomplish the semantic segmentation such as FCN [13], SegNet [14], PSPNet 
[15], DeepLab [16] and U-Net [17]. In this paper, we choose the U-Net described by 
Ronneberger et al. [17] to segment images into different categories.
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Fig. 10.1 This is the pipeline of the whole SLAM system. There are three modules in this system 
including perception, mapping and localization

The network architecture consists of a contracting path and an expansive path. 
The contracting path consists of the repeated application of two 3 × 3 convolutions, 
each followed by a rectified linear unit (ReLU) and a 2 × 2 max pooling operation 
with stride 2 for downsampling. At each downsampling step, we double the number 
of feature channels. Every step in the expansive path consists of an upsampling of 
the feature map followed by a 2 × 2 convolution (“up-convolution”) that halves 
the number of feature channels, a concatenation with the correspondingly cropped
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Fig. 10.2 This is a point 
cloud frame which is 
generated by feature 
detection with CNN for IPM 
and coordinate 
transformation through 
camera parameters 

feature map from the contracting path, and two 3 × 3 convolutions, each followed 
by a ReLU. At the final layer, a 1 × 1 convolution is used to map each 64-component 
feature vector to the desired number of classes. In total, the network has 23 convolu-
tional layers. This network classifies pixels into lanes, parking slots, guide signs on 
the floor, parking slot number on the floor and free space. 

After semantic segmentation, we use another CNN [18] to recognize the parking 
slot number and further classify the parking slots according to their number, each one 
for a different category. The network models consist of multiple convolution layers 
and a fully connected layer at the end. In each convolution layer, a 2D convolution is 
performed, followed by a 2D batch normalization and ReLU activation. The number 
of channels is increased after each layer in order to account for the reduction in feature 
map size. Once the feature map size becomes small enough, a fully connected layer 
connects the feature map to the final output. A 1D batch normalization is used at 
the fully connected layer, while dropout is not used. We use three different networks 
and combine the results from these networks. The networks differ only in the kernel 
sizes of the convolution layers: 3 × 3, 5 × 5, and 7 × 7. The first network uses 
10 convolution layers with 16(i + 1) channels in ith convolution layer. The feature 
map becomes 8 × 8 with 176 channels after the 10th layer. The second network 
uses 5 convolution layers with 32i channels in ith convolution layer. The feature 
map becomes 8 × 8 with 160 channels after the 5th layer. The third network uses 
4 convolution layers with 48i channels in ith convolution layer. The feature map 
becomes 4 × 4 with 192 channels after the 4th layer. After detection, these feature 
pixels are extracted from the IPM and generate a point cloud for each IPM with the 
z coordinate equal to zero. The results are shown in Fig. 10.2. 

10.3.4 Mapping 

As shown in Fig. 10.1, the point cloud attained from feature detection will be trans-
formed from the vehicle coordinate into the world coordinate based on the pose from 
odometry measurements of the IMU and wheel encoder. The equation is below,
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where R0 and t0 are separately rotation and translation from odometry, index w and v 
respectively represent coordinate in the world and coordinate in vehicle. Point clouds 
aggregate into a local map with a point cloud filter method [19]. Point clouds derived 
from sequential frames are accumulated to generate a local map and a voxel filter is 
applied to this local map to guarantee points in a voxel not too much. We maintain 
a local map for every 200 frames. 

Since odometry drifts as time goes on, a loop detection is needed to correct the 
pose. For the latest local map, we compare it with other local maps. Two local maps 
are matched by the semantic ICP method which is described in detail in Sect. 3.6. 
Once the match score given by semantic ICP is less than a threshold, the two local 
maps are regarded as loop-closure. The pose from the odometry is updated by the 
constraint of the loop-closure obtained from semantic ICP. The corrected local map 
then aggregates into a global map with the same point cloud filter method mentioned 
above. 

10.3.5 Localization 

The pose of the vehicle is finally decided by semantic ICP correct. Moreover, the 
vehicle can be localized when it comes to this parking lot again based on the semantic 
map which has been built previously. Similar to the mapping procedure, surround-
view images are synthesized into one IPM image. Semantic features are detected on 
the IPM image and lifted into the vehicle coordinate. Then the current pose of the 
vehicle is estimated by matching current feature points with the map. The estimation 
adopts the semantic ICP method, which is described in detail in Sect. 3.6. 

10.3.6 Semantic ICP 

The whole algorithm of semantic ICP is shown in Table 10.1. We refer to the work 
published by Parkison et al. in 2018 [20] and modify this method to gain a better 
performance. The main modification is that the influence of a category of points is 
considered only if the amount of this category of points is larger than a threshold. 
This operation can reduce errors caused by noisy data.

Step 1. The initial relative pose transformation T ini t , the source point cloud χs , 
the target point cloud χt , and the semantic category corresponding to each point in 
the point cloud is used as the input of the algorithm. Generally, T ini t  is given by the 
pose of odometry measurement from the IMU and wheel encoder. The source point
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Table 10.1 The whole algorithm procedure of semantic ICP

cloud is the point cloud of the current frame or the current local map, the target point 
cloud is the stored local maps or global map. The semantic category of each point in 
the point cloud has been given after feature detection. 

Step 2. Assign the initial relative pose transformation T ini t  to the current pose T ∗. 
Step 3. Store the current pose T ∗ in T old . 
Step 4. Select each semantic category in the source point cloud χs in turn. For 

each semantic category, if the number of points in the category is greater than a 
certain threshold α and the semantic category exists in the target point cloud χt , 
then all points of this category in the source point cloud χs performs coordinate 
transformation with current pose T ∗. 

Step 5. For each point of the last step, find the N nearest neighbor points through 
the nearest neighbor search in the target point cloud with the same semantic category. 

Step 6. If the distance between searched point and source point is smaller than 

a threshold, then the effect of this match ρα

(
wk∥xt k − T

(
xs k

)∥2 
Ck

)
is added to the 

loss function. Where ρα(•) is Cauchy kernel, weight wk equals to 1 N , ∥ • ∥2 Ck 
means 

taking the 2-norm, xt k and x
s 
k are respectively the points in χt and χs . 

Step 7. Minimize the loss function and find the new T ∗.
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T ∗ = arg max 
T ∈SE(3) 

n×N∑
k=1 

ρα

(
wk∥xt k − T

(
xs k

)∥2 
Ck

)
. (10.2) 

Step 8. If the difference between T ∗ and T old on the SE(3) manifold is less than 
a certain threshold ε, then the result is deemed to convergence and the current pose 
T ∗ is output; otherwise, return to step 3. 

10.4 Experimental Results 

We validate our method on the simulation dataset made by ourselves. The point 
clouds obtained from the IPMs are recorded at 30 Hz. Wheel encoders and IMU 
provide odometry measurements at a frequency of 100 Hz. All the results of the 
experiment in this paper are taken at the average values of three times. 

10.4.1 Mapping Metric Evaluation 

Since this method is created to solve the problem that vision sensors cannot take full 
advantage of their abilities under the situation where many similar elements exist, 
the most important part of this method is semantic ICP based on parking-slot number 
recognition. For mapping metric evaluation, we compared our method called ‘SICP’ 
to other methods consisting of odometry only and traditional ICP. We also provide 
the ground truth to evaluate the performance of these methods. 

As shown in Fig. 10.3a, a local map is built with odometry only during SLAM 
process. It can be seen that the map has double images marked by red. It is caused by 
the odometry measurements drift with errors accumulated along time development. 
Traditional ICP has no help in correcting the error. On the contrary, it makes things 
worse as exhibited in Fig. 10.3b. The main reason is that there are too many similar 
elements between the source and target point clouds to match correctly for traditional 
ICP. Miss matches lead to the map having a strange shape.

Figure 10.3c is the map built by SICP. It is clear that the map is very close to 
the ground truth drawn in Fig. 10.3d. It indicates that SICP helps to correct the pose 
given by the odometry and has a good performance during the mapping module. 

10.4.2 Localization Accuracy 

Besides mapping, localization accuracy is another significant index to evaluate the 
properties of a SLAM system. The vehicle runs around the simulated parking lot 
with the length 82 m and width 40 m. The results of the experiments are displayed
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Fig. 10.3 Local maps are built by different methods consisting of a odometry only, b ICP, c SICP 
and d ground truth

in Fig. 10.4 with (a), (b), (c) and (d) according to odometry only, traditional ICP, 
SICP and the ground truth respectively. Table 10.2 gives out the values of absolute 
trajectory error (ATE) and percentage error of these methods. 

Comparing the trajectories in Fig. 10.4a–c with d, we can find the three trajectories 
all deviate from the ground truth with the error being accumulated before the loop-
closure is detected. Odometry only in Fig. 10.4a has no correction from a loop-
closure detection so that the ATE in the end reaches 4.156 m, while ICP and SICP

Fig. 10.4 The trajectories around the simulated parking lot are generated from different method 
consisting of a odometry only, b ICP, c SICP and d ground truth
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Table 10.2 Values of 
absolute trajectory error 
(ATE) and percentage error 

ATE (m) Percentage error (%) 

Odometry only 4.156 1.7 

ICP 14.135 5.79 

SICP 1.221 0.5

can detect a loop-closure at the end of the trajectory separately. Although a loop-
closure is detected, ICP even makes the ATE bigger reaching 14.135 m because of 
mismatch. It demonstrates that the traditional ICP fails under the parking lot situation 
where many similar elements exist. Different from traditional ICP, SICP has a good 
performance during correcting the accumulated error of the odometry and the ATE 
reduces to 1.221 m. The accuracy improves a lot than odometry only and traditional 
ICP. It illustrates that SICP based on parking-slot number recognition can improve 
the localization accuracy in a parking lot while traditional ICP cannot do the same 
task as well. 

10.5 Conclusion 

This paper puts forward a semantic SLAM based on parking-slot number for 
autonomous valet parking. It takes the signals acquired from the vehicle-mounted 
four fish-eye cameras, IMU and wheel encoder as input data. Raw data are processed 
by preprocessing module to get the odometry measurements and point clouds, the 
points of which are classified by parking-slot number. Then point clouds and odom-
etry measurements are sent to mapping and localization modules. Point clouds are 
accumulated to generate a local map and further a global map through the poses from 
the odometry and the corrected poses from loop-closure performed by semantic ICP. 
Experiments are conducted on our simulation dataset. And the results demonstrate 
this method has a good performance on mapping and localization. Moreover, the 
semantic ICP can improve the accuracy better than traditional ICP under the situation 
where many similar elements exist. 
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Chapter 11 
Review of the Security Risks 
and Practical Concerns with Current 
and Future (6G) Communications 
Technology 

Parvinder Singh, Pardeep Kumar, and Audithan Sivaraman 

Abstract Gradually, the 6th Generation cellular network standard is being adopted 
(6G). Due to the creative and distinctive features of 6G, such as the capacity to deliver 
connection even in space and underwater, governments, corporations, and academics 
are investing a substantial amount of time, money, and effort in this subject. The next 
generation technology will be effective around the year 2030–2035. The next genera-
tion will be able to provide strong connectivity between machines and mobile devices. 
The speed can reach 1 Gbps in the downlink and 500 Mbps in the uplink. Edge 
computing, blockchain, advanced IoT and Li-Fi (Light Fidelity) technologies, as well 
as Artificial Intelligence (AI), are believed to provide the foundation for forthcoming 
innovations. Further research into the fundamental architecture of 6G is necessary to 
pinpoint these areas for development. We have examined a variety of concerns that 
might arise while employing next generation communication technologies, such as 
security and practical concerns. All of the physical layer’s facts, which are crucial 
for implementation, were taken into account during the study. The conclusion of the 
study includes all the pertinent information and arguments that researchers might 
take into account while they work on next generation communication technologies. 

11.1 Introduction 

6G or Next Generation (nG) is the successor of the 5th generation (5G) communi-
cation technology. NG will definitely use higher frequency bands to provide higher 
speeds than 5th generation communication systems. Speed is inversely proportional
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to latency, so as speed improves latency will decrease. The researchers hypothesize 
that nG will support a microsecond latency communication which is much lower 
than that of 5th generation cellular networks. Which is 1000 times faster than a ms 
throughput or we can say it is 1/1000th latency of a µs throughput [1]. The next 
generation will provide hyper-connectivity between machines and mobile devices. 
NG speeds can reach 1 Tbps in the downlink (according to Dr. Mahayar Shirvani-
moghaddam, Senior Lecturer at the University of Sydney) and around 100 Gbps in 
the uplink. Moreover, it is observed that in the next generation mobile and communi-
cation technologies will reach the level that the earlier generations could not reach. 
The next generation is being seen as the basis for edge computing, advanced IoT, and 
Li-Fi (Light Fidelity) technologies. Therefore, nowadays many futuristic vendors are 
investing in NG wireless standards and specifications such as 6G will be a network 
that will be around for years. 

This paper is divided into 5 sections: 

Section 11.2: Evolution of mobile cellular networks. 

Section 11.3: Benefits of nG over 5G. 

Section 11.4: The security issues perceived in 1G–5G. 

Section 11.5: Vision for nG Architecture and Challenges while implementing next 
generation. 

Section 11.6: Challenges while implementing next generation technology. 
Here we are moving forward toward Sect. 11.1. 

11.2 Evolution of Mobile Cellular Networks 

We have improved the wireless communication system and expanded its capabilities 
to make it more powerful and robust. We have all experienced several generations. 

Let’s discuss each one separately [1–4]. 

11.2.1 0th Generation

● The pre-cell phones were the radio cell phones that were being used in vehicles 
before the arrival of mobile cell phones.

● Communication was limited to voice only.
● These cell phones were typically placed in vehicles.
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11.2.2 1st Generation

● Calling facility was introduced in this generation.
● Analog signals were used for the communication.
● The Frequency Division Duplexing (FDD) was used for the channel allocation.
● Each channel was of 25 MHz.
● It only provided spotty coverage.
● There is no support for roaming between operators.
● Audio quality was not good.
● Speedy: 2.4 kbps. 

11.2.3 2nd Generation

● Transitioning from analog to digital signals.
● SMS and voice both were supported.
● Support for the: Mobile Data, PCS, Wireless LAN, and Digital Cellular segments.
● The 2G WLAN provided a significant data rate and broad coverage.
● The rate is 64 kbps. 

11.2.4 2.5th Generation

● 2.5G followed 2G, which made use of the GPRS concept.
● Furthermore, mail and streaming services were introduced. 

11.2.5 2.75th Generation

● The 2.5G was replaced by 2.75G, also referred to as EDGE, which provided 
services more swiftly.

● Internet speeds of up to 128 kbps were offered, and an edge connection was also 
used. 

11.2.6 3rd Generation

● The infrastructure of the Internet was improved.
● Better system and capability.
● Provides quick Wi-Fi internet.
● It was connected using WCMA and UMTS.
● The data rate was 2 Mbps.
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11.2.7 4th Generation

● Based upon the IP protocol.
● LTE (Long-term evaluation), mainly focused on the internet. [Application-based 

mobile system]
● Vo-LTE, often known as voice over LTE, is used for both internet and voice.
● Any desired service may be selected with freedom and flexibility, and with an 

appropriate QoS.
● Higher usability.
● Affordable multimedia service with transmission capabilities.
● Streaming in HD resolution.
● Speed: −100 Mbps. 

11.2.8 5th Generation (Moving Generation) 

This generation has already started coming into existence in many countries, and it 
will soon do so in many more countries. Here are some important details about this 
generation [3, 5].

● Higher data rates as compared to 4G (4th Generation).
● Significantly lower data latency will result in faster and more secure connectivity.
● Enormous network capacity.
● It is 30 times faster than 4G.
● The flexibility of the network would rise. 

11.3 Benefits of 6G (nG) Over 5th Generation Cellular 
Networks 

11.3.1 Use of Different Spectrum 

As we know that each generation of cellular communication networks uses a different 
spectrum which is increasing with respect to generations. So, we can say that the 5G 
network is working on 6–24 GHz frequency band then nG communication systems 
will have a spectrum from 95 GHz to 3 Thz. This will surely increase the diversity 
of the network in many aspects [3, 6, 7].
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11.3.2 Faster Than 5G Technology 

As discussed earlier, 6G (nG) will operate over a much larger frequency band, so 
it will provide data rates of 1 terabit per second in the downlink (theoretically) and 
latency between 1 ms and 1 µs. The speed of the next generation will be 100 times 
faster than 5G [3, 6, 8]. 

11.3.3 IoT Booming After 5G 

IoT is an emerging field nowadays. IoT (Internet of Things) was launched in the 
era of fourth-generation communication technologies, but due to some constraints, a 
large number of devices were not supported by 4G (compared to 5G), the existence 
of IPv4 (Internet Protocol version 4) due to which large number of global IPs were 
not available. But as 5G is launched in conjunction with IPv6, IoT is going to become 
more popular with the birth of 5G. Now we are trying to move on to another generation 
(6G) which will be 100 times better than 5G so it will definitely accelerate the 
popularity of IoT [3, 6, 8]. 

11.3.4 Low Latency/Delay 

The time taken by an information packet to be transmitted over a single frequency 
channel is called latency or delay. It was observed that the latency of the 5th generation 
was around 50 ms which was 10 times less than the 4th generation networks. As per 
the study, 6G (nG) is giving latency between 1 ms and 1 µs which is 5 times less 
than the 5th generation communication network, which means that nG will provide 
a better data rate per second than 5G [3, 6, 8]. 

11.4 Security Issues Perceived During 1st to 5th 
Generations 

11.4.1 1G 

The first generation was introduced in the 1980s. This generation offered telephonic 
communication services for the first time. This generation was entirely based on 
analog signals. Many issues were observed during the first generation, such as semi-
reliable, hands-off issues, data security, etc. The main issue was security in fact this 
generation transferred data in a non-encrypted form so data was insecure during 
transmission. Therefore, users were not sure about data privacy and administrators
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Table 11.1 Security issues in mobile communication generations 

Security issues in mobile communication generations 

1G 2G 3G 4G 5G 

Data Transfer was 
in Plain Text (No 
Encryption) 

One Way 
Authentication 
was there. Base 
Station to UE 

IP Vulnerabilities 
and OA Attacks 

New device 
threats, MAC 
Layer Issues, and 
OA Attacks 

Cloud Threats 

did not feel secure about the network. The data can be accessed by intruders and 
unauthorized users [9–11]. 

11.4.2 2G 

The second generation saw a transition from analog to digital communication. This 
generation was based on Time Division Multiple Access (TDMA) which provides 
voice data transmission and a short message service (SMS) facility. This generation is 
often referred to as GSM which provides all the services like authentication, and data 
privacy for both the users and the network. Network providers check the authenticity 
of users with the help of a random challenge and response approach. Data encryption 
has also been introduced in this generation. The SIM (Subscriber Identity Module) 
encrypts the data with the keys and transfers the data over the channel. Sadly, after 
the security improvements in the first generation, the second generation also lacks 
one-way authentication. It means the network can authenticate users by this one-way 
authentication but the user was not able to authenticate to the network. Therefore, base 
stations can act as legitimate members to steal users’ private data and information. 
This was a huge threat in the second generation [9–11] (see Table 11.1). 

11.4.3 3G 

The third-generation communication system was introduced in 2000 capable of 
providing data rates up to 2 Mbps. Such speeds were not achieved by previous gener-
ations. This generation enabled advanced services like video streaming, high-speed 
internet access, and IP calls which were not possible in previous generations. This 
generation addressed many of the security weaknesses of the second generation. Here 
Two-way authentication was introduced which provides the ability for authentication 
between the user and the network or vice versa. Another authentication was also intro-
duced in this generation known as Authentication and Key Agreement with open-air 
security which protects the data while traveling through radio waves in the open air. 
The third-generation was the release of the third-generation partnership project which 
gives this generation additional capabilities such as secure tracing, user tracking, and
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user identification. Internet Protocol (IP) vulnerabilities, end-to-end communication 
wireless attacks such as integrity attacks, unauthorized access, denial of service, etc. 
are considered threats in third-generation communication systems [9–11]. 

11.4.4 4G 

The fourth-generation was introduced in release 5 of 3GPP. 4G was launched under 
the name LTE (Long-Term Evolution) which emphasizes internet service and Vo-
LTE (Voice over Long-Term Evolution) which emphasizes internet as well as voice 
communication. 4G was providing asynchronous data rates in both downlink (1 
Gbps) and uplink (500 Mbps). OFDMA (Orthogonal Frequency Division Multiple 
Access) and SC-FDMA (Single Channel Frequency Division Multiple Access) were 
implemented for downlink and uplink, respectively. 4G provides a latency of 1 ms 
so it was able to handle all complex applications like high-definition TV broadcasts 
and high-definition video broadcasts. The threats observed in this generation are 
related to wireless radio communication such as data tampering, data theft, data 
modification, denial of service (DoS), and unauthorized access. Hence, the large 
number of user participation in the network makes it more vulnerable to security 
than older generations. Medium Access Control (MAC) layer vulnerabilities are 
also there [9–11]. 

11.4.5 5G 

The 5th generation communication technology was introduced in 2020. 5G has 
been launched in some countries and telecommunication companies are planning to 
launch 5G in other countries soon. The 5G is launched with 3 different applications: 

1. eMBB (enhanced Mobile Broadband). 
2. URLLC (Ultra-reliable low latency communication. 
3. MTC (Machine Type Communication). 

The 5G provides 1 Tbps speed in downlink (theoretically) and 1 Gbps speed in 
uplink (theoretically). 

As 5th generation is able to connect a large number of devices with good quality 
of service index across the network. Security and privacy issues can be identified by 
examining the network architecture. There are 3 parts to 5G network architecture, 
namely access network, backhaul network, and core network. Each network and 
its devices have different security and privacy issues. For example, the handover 
process between different networks or different devices can lead to privacy issues or 
attacks. The backhaul network is sandwiched between the access network and the 
core network, and the backhaul’s connectivity with both is via microwave, wireless 
channels, and satellite links. Because the backhaul network has the least security
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issues as compared to the other two. Security issues are delivered to the core network 
by moving backhaul sensors i.e., 2022, 22, etc. to the data plane using SDN and NFV 
technologies. Enhanced mobile broadband applications provide higher data rates as 
well as various security and privacy concerns. 

To overcome these problems, 2 mechanisms have been developed so far. The first 
mechanism provides data communication between devices using basic authentica-
tion and key management technology. On the other hand, the second mechanism uses 
a protocol to group the devices with the help of the AKA-based Grouping Protocol. 
5G deals with a large number of devices as it uses MIMO extensively. These multiple 
input and output streams also lead to a lot of privacy and security concerns. Addi-
tionally, the nature of 5G networks is an open architecture so the network as well as 
private information about users may be accessible to intruders or attackers. Therefore, 
these addressed security issues must be resolved to make it a more secure network 
in the future. The following Figs. 11.1 and 11.2 show the architecture and security 
issues of the 1st to 6th/next generation of 5G respectively [3, 9–11]. 

Fig. 11.1 Comparison among features of nG and 5G
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Fig. 11.2 AI-based network benefits 

11.5 Vision for nG Architecture and Challenges While 
Implementing Next Generation 

Figure 11.3 shows the detailed architecture of 5th generation communication 
networks. There are 6 core modules namely AMF, SMF, UFP, UDM, PCF, and Data 
Network which play a complete role in providing 5G Internet/Cellular connectivity to 
the users. The 6th generation (NG) architecture, on the other hand, will look like this: 
There’s no doubt that we’ll be seeing much faster speeds and higher-power signals 
that will entice customers of NG services. But what will be the architecture of ng and 
modules that will cover the whole realistic and robust future network? NG connec-
tivity, power, and speed will serve as the backbone for the further development of 
networks and technologies that were predicted earlier. Certainly, the successor always 
overcomes the shortcomings of the predecessor, so NG will overcome the shortcom-
ings of the existing networks in terms of network connectivity, better infrastructure, 
stronger connectivity, massive data rates, lower latency, and much more. Advanced 
IoT, Li-Fi, advanced AI, and edge computing will take advantage of the fast speed 
of NG to coordinate with complex systems and powerful connectivity [12].
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. 11.3 Use of ultra massive MIMO 

11.6 Challenges While Implementing Next Generation 
Technology

● Possibility of pure coverage.
● High-frequency range communication.
● AI-based network.
● Pure use of frequency bands.
● Security of the data and network.
● Flexible Network and Self-healing capability.
● Energy Saving Networks.
● Moving toward the possibility of certainty.
● Transparency (Openness) and Customizable. 

11.6.1 Possibility of Pure Coverage 

Mobile phones have made our lives very easy as we can talk to anyone at any time 
and can access the internet facility. But in this era, around 3 billion people are not 
able to avail the communication services. This is because of the non-deployment 
of the base stations/service providers in the remote area due to many hurdles like 
cost, unreachability, geographic conditions, etc. The next generation can work on 
space-earth integration. That integration can provide satellite internet and a commu-
nication system through which the remote and distinct areas can have access to the 
communication system [11, 13, 14].
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11.6.2 High-Frequency Range Communication 

As we know the next generation (6G) will work on the Tera Hertz frequency. Which 
may cover from 95 GHz to 3 THz. If it uses this frequency, it means the nG will 
exploit with no limitations. But the use of higher frequency will lead to some issues 
like [11, 13, 14]:

● Less coverage distance.
● Very high cost of deployment.
● Premature ecosystem of terminals.
● Environmental issues.
● Less penetration power. 

11.6.3 AI-Based Network 

Nowadays Artificial Intelligence has already been applied in many sectors of the 
industries like Image detection, voice recognition, and other types of automation. 
With the development of the advanced network low latency, high data rates, stability, 
and reliability are very important factors. We are working to achieve these factors 
but in a large network, the satisfaction of these factors is a very tedious task. So, 
our researchers are working on the improvement of these factors by implementing 
AI to automate the network and to provide robust and powerful network services 
[11, 13–15]. 

To overcome these leading issues all the telecommunication researchers and 
companies have to work together. 

11.6.4 Pure Use of Frequency Spectrum 

The communication technology is based upon the Spectrum. So, the sharing of 
the dynamic spectrum is being studied for the next generation like many different 
sectors namely AI, Blockchain and other applications will use the spectrum. Now the 
allocation unit has to emphasize each and every factor while distributing the spectrum 
for every type of application. That will provide a stable and robust nG network. The 
Massive MIMO was used in the 5G era but an ultra-massive MIMO technique must 
be used to provide a fair use of spectrum and user satisfaction [11, 13, 14, 16].
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11.6.5 Security of the Data and Network 

The digital network is playing a very important role in this era. But when we are 
moving forward with digitization the factor of security must be considered. The bene-
fits of 5G nowadays include low latency, outstanding dependability, large bandwidth, 
and especially network security. In the next generation networks, the PQC (Post-
quantum Cryptography), QKD (Quantum Key Distribution), and other techniques 
are being implemented to provide a better and more secure network [11, 13, 14]. 

11.6.6 Flexible Network and Self-healing Capability 

The network must be intelligent enough to provide a resilient and self-healing capa-
bility. Because these facts are too specific to be obtained without any automatic 
network. The network should be automated which will calculate all the necessary 
things through which it can decide whether the users are experiencing the fair facility 
of the network or not. If a problem occurs in the network, the network should be 
intelligent enough to detect the problem and fix the problem automatically. This can 
be achieved by implementing AI in the network (as discussed earlier) [11, 13, 14]. 

11.6.7 Energy Saving Networks 

Nowadays there is a drastic increase in the number of users in the network (human 
beings and machines (IoT)). To satisfy the needs of each and every user the deploy-
ment of the base stations is also increasing. As the number of users are increasing the 
system resource consumption is also increasing in parallel. Therefore, the devices 
must be less energy consumptive which will help us to save our precious resources 
and to save our ecosystem as well [11, 13, 14]. 

11.6.8 Moving Toward Possibility of Certainty 

The services provided by mobile internet in the past were fraught with ambiguities 
and instability. In the 4G era, these services may easily satisfy customers. After all, a 
small amount of packet loss and network latency won’t prevent users from watching 
movies and making purchases online. However, the delivery of low latency and high 
dependability is required for the spread of the 5G and 6G networks across all sectors 
and device types. In order to deliver end-to-end network service capabilities, the 
concept of slicing and MEC is associated with 5G. Network services are expected
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to be more dependable and better equipped to adapt to a range of scenarios across a 
wide range of enterprises in the 6G era [11, 13, 14]. 

11.6.9 Transparency (Openness) and Customizability 

We all know about the two internet pillars—sharing and transparency—help it 
to develop. As we enter the 5G era, mobile networks should actively motivate the 
combination of Communication Technology and Information Technology. This will 
make it possible for numerous industries to join the digital revolution. The pillars 
of transparency and customizability will grow in the next generation by providing 
flexible and responsive services with a good interface which will help the industries 
to adapt the networks and customized applications [11, 13, 14]. 

11.7 Conclusion 

In this paper, we have studied real life and all the challenges related to network secu-
rity through various resources. These challenges are very effective for next generation 
technologies. Therefore, the researchers have to emphasize these challenges to build 
a reliable, scalable, robust, flexible, secure, automated, and effective network. 
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Chapter 12 
Effect of Rehabilitation Robot Training 
on Cognitive Function in Stroke Patients: 
A Systematic Review and Meta-analysis 

Wenzhan Xie, Jiaqian Yan, Mingxun Zhang, and Yihan Chen 

Abstract Objective: Post-stroke cognitive impairment is one of the major dysfunc-
tions after stroke, which can lead to a variety of negative health outcomes. This study 
aims to evaluate the effects of rehabilitation robotic therapy in post-stroke cogni-
tive impairment patients. Methods: As of December 2022, PubMed, Embase, Web 
of Science, Cochrane Library, and China National Knowledge Infrastructure were 
searched through electronic databases. Eligibility criteria RCTs evaluate RCTs of 
rehabilitation robots on treatment events in patients with cognitive impairment after 
stroke, compared to control groups. Results: Eight studies were included (n = 431). 
When combined with routine cognitive training efficacy, rehabilitation robot inter-
vention observably reduced MOCA scores, MBI scores, and FMA scores. Further-
more, the FIM scores and MMSE scores were also better than the control groups. 
Rehabilitation robot training can improve the cognitive function of stroke patients 
and is an effective means of stroke rehabilitation.
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12.1 Introduction 

Post-stroke cognitive impairment is a clinical syndrome characterized by cogni-
tive impairment that occurs after stroke and lasts for 3–6 months. It is one of the 
major functional disorders after stroke. Statistically, three quarters of stroke survivors 
show cognitive impairment, with an incidence of up to 80% [1]. Cognitive dysfunc-
tion includes executive force, memory, visual-spatial, and emotional defects associ-
ated with depressive/anxiety issues. Post-stroke cognitive impairment makes patients 
unable to well cooperate with rehabilitation training, hinders the progress of func-
tional recovery, affects the ability of daily life activities, reduces the living quality 
and survival time of patients, significantly adds the pressure of family and social and 
economic burden of, and has a negative impact on rehabilitation strategies. 

Traditional rehabilitation therapy only carries out routine cognitive training, which 
consumes a considerable amount of manpower and material resources, and the 
training process is relatively simple and lacks interest. It relies on the skills and profes-
sional knowledge of therapists, and has few active participation of patients, which 
makes the effect of rehabilitation training not ideal. Currently, increasing evidence 
highlights the possible impact of robotic rehabilitation on functional recovery in 
neurology patients. At present, the rehabilitation robot has been gradually applied in 
clinical rehabilitation, studies have shown that rehabilitation robots can combine 
task orientation and virtual reality technology, with high intensity, high repeti-
tion, and rich environment stimulation characteristics, and can provide personalized 
auxiliary support, to ensure that the patients in the right way to complete the task 
needed to keep power, is an important supplement of cognitive rehabilitation training. 
Previous meta-analysis studies have involved only rehabilitation robots being useful 
in improving motor function and daily living ability, but no clear study suggests its 
role in enhancing cognitive skills. Therefore, we strictly included the experiment by 
standardized screening and demonstrated the conclusion by comparing the scores of 
five aspects. This article aimed to assess the impact of rehabilitation robot therapy 
in post-stroke cognitive impairment patients by meta-analysis. 

12.2 Methods 

In accordance with the comments contained in the Cochrane Interventions System 
Review Manual, we performed detailed operational definition instructions before 
starting the search [2], as shown in Fig. 12.1.
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Fig. 12.1 Summary characteristics of studies 

12.2.1 Selection Criteria 

We included studies evaluating adults (>18 years old) with mild to moderate cognitive 
impairment after stroke (ischemic or hemorrhagic) according to the WHO definition. 
Randomized controlled trials involving only evaluating the outcome of rehabilita-
tion robotic interventions and compared with conventional cognitive training and 
routine rehabilitation training interventions. Different experiments adopt different 
rehabilitation training systems, but all of them can combine task orientation with 
virtual reality technology, have the characteristics of high intensity, high repetition, 
and rich environmental stimulation, and can achieve the purpose of training patients’ 
cognitive function. Only studies reporting the MBI, MoCA, FMA, FIM, and MMSE 
were included.
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12.2.2 Search Strategy 

As of December 2022, the electronic databases are retrieved. Combine the selected 
medical topic titles with free-text terms such as robotics (e.g., remote operation, teler-
obotics, soft robotics) and stroke (e.g., cerebrovascular accident, cerebral infarction) 
to create a final search strategy. This can be used in other databases by using the 
appropriate Boolean operators and search symbols. And the Chinese translation is 
also used in the Chinese database. Our study does not extend to the grey literature 
field. 

12.2.3 Study Selection and Data Extraction 

The authors independently extracted the data into a predesigned spreadsheet 
including the study background and timeframe, the participants’ demographics, 
the intervention of their descriptors, and outcome measures. Collect data required 
for meta-analysis including relevant SD and mean difference between baseline and 
postintervention to assess outcomes. Differences in data extraction or study selection 
were discussed by two reviewers and commented on and judged by a third reviewer. 

12.2.4 Quality Assessment 

The reviewers estimated the risk of error in all research that accorded with the 
selection standard by identifying the bias attributable to randomization, attrition 
bias, blinding, and reporting through the checklist. The overall high risk was for 
research with a high risk of bias under different fields, while the moderate risk was 
for studies with ambiguous information in any domain. Low risk criteria in each 
domain apply to studies. Grade measures (recommendation, evaluation, progress, 
and assessment levels) methods were also used for assessing the quality of each 
outcome and measuring evidence for the tabulated data (MoCA, MBI, FIM, MMSE, 
and FMA). The initial “high quality” rating of the RCT fell by one level due to 
serious concern (or a very serious problem on two levels), involving the risk of bias, 
indirect, inconsistency, or publication bias associated with associated evidence for 
each result. 

12.2.5 Data Analysis 

The study characteristics were qualitatively integrated. The mean difference and SD 
of mean difference were used in the meta-analysis of continuous variables (MoCA,
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MBI, FIM, MMSE, FMA). Not all research has stated the numerical values of SDs 
before and after using the robots. Under these circumstances, the direct contact 
study’s authors requested missing data and, if not, we estimated the missing values 
by an indirect approach. We deal with heterogeneity by using a random effects model 
caused by the expected population (post-stroke cognitive impairment) and robotic 
interventions. 

12.3 Results 

Based on the search strategy of this research, 1325 articles were identified after 
removing duplicates; 16 full-text articles (Fig. 12.2) were retrieved from them. After 
exclusion, they were systematically reviewed and meta-analyzed in eight retained 
RCTs involving a total of 431 patients. Relatively low risk of bias in four research, 
two research moderate, and one research relatively high (Fig. 12.3). The ratings of 
the quality of evidence scores for each meta-analysis result ranged from medium to 
very low.

12.4 Quantitative Synthesis (Meta-analysis) 

12.4.1 MBI Score 

MBI data from three studies [3–5], including 184 patients (intervention n = 102, 
showed that rehabilitation robots improved MBI scores more significantly (MD = 
19.93, 95%, CI = 17.94 to 21.91, P < 0.00001, I2 = 99%, Fig. 12.4). We found 
that heterogeneity comes from Zhao (2020) through a susceptivity analysis. Hetero-
geneity was significantly lowered when this research was eliminated (MD = 8.67, 
95%, CI = 6.13 to 11.21, P < 0.00001, I2 = 0%).

12.4.2 FMA Score 

Two RCTs measured the FMA scores, representing 72 patients (n = 37), as compared 
to the control groups [6, 7]. From the summary data of these two studies, rehabilitation 
robots significantly reduced the FMA scores (MD = 3.04, 95%, CI = 1.42 to 4.66, 
P = 0.0002, I2 = 0%, Fig. 12.5).
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Fig. 12.2 Flow chart for research selection process

12.4.3 MOCA Score 

The MOCA data came from five studies [3–5, 7, 8], including 281 patients (inter-
vention n = 149), the intervention group significantly improved the MOCA scores 
when compared with the conventional cognitive training groups (MD = 5.86, 95%, 
CI = 5.60 to 6.11, and P < 0.00001, I2 = 99%, Fig. 6a). We found that heterogeneity 
comes from Zhao (2020) and Alfredo (2020) through a susceptivity analysis. There-
fore, the heterogeneity was recalibrated and found to be reduced (MD = 2.27, 95%, 
CI = 1.77 to 2.77, P < 0.00001, I2 = 0%).

12.4.4 MMSE Score 

Rehabilitation robots were associated with improved MMSE scores (MD = 3.07, 
95%, CI = 2.63 to 3.51, P < 0.00001, I2 = 0%, Fig. 6b), involving two randomized
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Fig. 12.3 a Risk of bias: review writers’ estimates of the involved research on the percentage of 
items in each risk of bias; b Risk of bias summary: inspect the writers’ estimates on the items 
expressed in each risk of bias in the involved research

Fig. 12.4 Forest plot of MBI scores induced by rehabilitation robots and control intervention

Fig. 12.5 Forest plot of FMA score induced by rehabilitation robots and control intervention
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Fig. 12.6 Forest plot of a MOCA scores, b MMSE scores, c FIM induced by rehabilitation robots 
and control intervention

controlled trials including 125 patients (n = 63) [3, 5]. Because very few studies 
were included, it was impossible to find a source of heterogeneity. 

12.4.5 FIM Score 

Three RCTs represented 132 patients (intervention n = 67), in comparison with 
the control group [6–8]. Summary data from these three experiments showed better 
treatment outcomes in rehabilitation robot groups (MD = 5.71, 95%, CI = 3.66 to 
7.77, P < 0.00001, I2 = 41%, Fig. 12.6c). 

12.4.6 Adverse Events 

Only one patient in the eight RCTs had an adverse event, developed scalp tingling 
at the start of the treatment, which disappeared after 1 day of rest, and continued 
participation in therapy.
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12.5 Discussion 

Post-stroke cognitive impairment is one of the major dysfunctions after stroke [9]. 
The advantage of this study is the introduction of multiple outcome scores, including 
five aspects: MOCA, MBI, FIM, MMSE, and FMA, which can show practical 
improvements in subfields including attention, memory, and executive function, 
making the findings more comprehensive and credible. We addressed studies with less 
heterogeneity by using fixed-effects models and sensitivity analyses. The MOCA, 
MBI, FIM, MMSE, and FMA scores in the rehabilitation robot groups were all 
dramatically improved compared with the conventional cognitive training groups. 
At the same time, after the intervention, the scores of both groups were dramati-
cally improved compared with those before the intervention. It suggests that routine 
homework training, whether combined with conventional cognitive training or reha-
bilitation robot training, can improve the cognitive function of stroke patients and 
improve their ability to live in their daily activities. However, the training effect of 
rehabilitation robot training combined with conventional operation therapy is more 
significant. This result did not significantly differ in cognitive function in patients 
with different cultural levels. The results are identical to the conclusions of several 
scholars [6, 10]. Cognitive impairment is mainly manifested as structural and visual-
spatial function, memory, execution force, timing and orientation force, attention 
disorder, etc., and patients can have one or more symptoms. Patients with cogni-
tive dysfunction are often difficult to pay attention to, training is missing the point, 
unable to well understand and implement the goals and treatment plans set by the 
therapist, and unable to apply the sports skills learned to daily life. The virtual scene 
training of the rehabilitation robot makes the patients get rid of the boredom of the 
routine operation treatment, mobilizes the enthusiasm of the patients, and makes the 
patients more actively participate in the daily training. It can give patients rich sound 
and light dynamic stimulation, attract patients’ attention, and the computer system 
can also compare the patient training effect immediately [11]. Through repetitive 
training, it can effectively enhance sensory and motor information input, improve 
attention, increase patients’ training interest and enthusiasm, accelerate the recovery 
of damaged brain function and, promote the recovery of cognitive function. It can 
effectively promote the improvement of attention in the cognitive function of PSCI 
patients, so as to improve their cognitive function and promote the improvement of 
ADL. 

In the past few years, robotic therapy has aimed to improve exercise perfor-
mance and ADL, although cognitive disorder is usually overlooked or its treatment 
is independent of exercise injuries [12]. Cognitive therapy is critical in subjects with 
frequent concurrent cognitive and exercise disorders, such as stroke patients. Indeed, 
as observed in several studies [13], the limited shift in limb motor improvement of 
limb mobility, such as ADL, may be because of a lack of attention to coexisting 
cognitive impairment. Aprile et al. (2020) show that rehabilitation robot training has 
made tremendous strides in multiple domains of cognitive dysfunction after stroke 
[14]. In addition, the visual feedback, auditory feedback, situational feedback, and
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reward and punishment feedback generated during the training process of the reha-
bilitation robot form a rich environmental stimulus. Abundant environmental stimuli 
can activate gene expression associated with cellular remodeling, promote axonal 
elongation and the establishment of new synaptic connections, and increase neuro-
plasticity. Dendritic spines are an important region for synaptic remodeling. Studies 
in rats show that enriched environmental stimuli can increase the number of dendritic 
spines and synapses, increase the number of neuronal stem cells and neuroblasts in 
rats, and promote the migration of proliferating cells to the area of cerebral infarc-
tion. Rich environmental stimulation can promote the regeneration of neurons and 
processes in rats, accelerate the remodeling of neural network, transfer functional 
brain regions, and promote the reorganization of brain function. 

Furthermore, our study currently has the following limitations. First, the study 
time is not long, and its long-term efficacy needs to be improved in subsequent 
studies. For future studies, studies planning more participants and long-term follow-
up to draw conclusions are probably appropriate. Second, the virtual scene training 
is not immersive, and the training effect is not ideal. If further improvement can be 
achieved, it is not only more conducive to functional improvement, but also has a 
better patient training experience. Furthermore, future experiments should improve 
the standardized reporting of robot-assisted rehabilitation, encourage randomized 
controlled trials to follow the STRICTA guidelines, and rigorously design large-
scale RCTs to fully meet the standard for reporting interventions included in the 
guidelines for clinical trials of rehabilitation robots. 

12.6 Conclusion 

Based on our study, rehabilitation robot training can improve the cognitive function 
of stroke patients and promote the improvement of daily living ability, which is an 
effective means of stroke rehabilitation. 
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Chapter 13 
The Application Value of Virtual Reality 
Navigation Combined with Rapid 
On-Site Evaluation in CT-Guided Lung 
Biopsy 

Ning Chen, Zixi Yang, Benli Ye, Huiqiao Guo, Feng Wang, Chenxi Zhang, 
and Dongxu Wang 

Abstract The purpose is to evaluate the value of Virtual Reality (VR) navigation 
system-assisted CT-guided percutaneous aspiration biopsy combined with Rapid 
on-site Evaluation (ROSE) in the accurate diagnosis of pulmonary nodules and 
pulmonary infections. This study retrospectively analyzed the medical records of CT-
guided percutaneous transthoracic needle biopsy (CT-PTNB) patients at the Second 
Hospital of Qiqihar Medical College from March 2018 to December 2021. The 158 
eligible patients who underwent lung aspiration biopsy were divided into an exper-
imental group (81 patients) and a control group (77 patients). In the experimental 
group, a VR navigation system was used to assist CT-guided percutaneous aspira-
tion biopsy combined with ROSE, and in the control group, patients underwent plain 
CT-guided pulmonary aspiration biopsy. Basic clinical information including gender, 
age, lesion location, and puncture length was recorded for all patients. The occurrence 
of intraoperative complications of lung puncture biopsy and secondary postopera-
tive biopsies between the two groups of patients were also compared. There was no 
statistically significant difference between the two groups of patients in terms of clin-
ical base information (all P > 0.05). Meanwhile, the incidence of bleeding [13.58% 
(11/81) vs. 27.27% (21/77), χ2 = 4.582, P = 0.032] and pneumothorax [6.17% (5/ 
81) vs. 15.58% (12/77), χ2 = 4.916, P = 0.027] were significantly lower in the 
experimental group than in the control patients. In contrast, there was no statistically 
significant difference in the rate of secondary biopsy between the two groups [0.00%
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(0/81) vs. 3.90% (3/77), χ2 = 3.217, P = 0.073]. VR navigation system-assisted CT-
guided pulmonary aspiration biopsy combined with rapid on-site evaluation (ROSE) 
is significantly better than conventional CT-guided pulmonary aspiration biopsy in 
terms of safety and reduction of secondary biopsy rate in patients and has high clinical 
application value. 

13.1 Introduction 

In recent years, with the development of society, due to the decline of air quality 
or some bad habits of people, lung diseases are increasing year by year, and the 
incidence and death rate of lung cancer tops the list [1]. CT-PTNB is a relatively 
simple, minimally invasive procedure in which the location of the lesion is determined 
by a CT scan, and aspiration or biopsy is performed under CT guidance to obtain a 
pathologic diagnosis [2]. However, conventional CT-guided needle biopsy (CTNB) 
is highly susceptible to factors such as the experience and skill level of the patient, 
resulting in the patient obtaining additional puncture injury, radiation damage, and 
even elevating the complication rate of the puncture procedure. 

For this reason, many experimental studies have been conducted to improve the 
accuracy and safety of puncture operations by applying various methods for posi-
tioning and navigating the puncture needle, such as optical navigation systems, elec-
tromagnetic navigation systems, virtual reality (VR) navigation systems, and robotic 
navigation systems. Cheng et al. [3] showed that the application of electromagnetic 
navigation system to CT-PTNB in pulmonary nodule surgery could reduce compli-
cations, reduce patient turnaround, and save total time. Wang et al. [4] showed that 
optical positioning technology assisted puncture could improve puncture accuracy 
and shorten puncture procedure time within a certain range. VR navigation systems 
can assist in intraoperative positioning and real-time tracking of the puncture needle 
tip to provide precise, objective, and real-time interactive guidance for lung punc-
ture biopsy during surgical operations to reduce injury to the organs. However, the 
application of VR navigation has hardly been reported. 

Rapid on-site evaluation (ROSE) is a rapid cytology interpretation technique that 
accompanies the sampling process in real-time. When the target site is sampled, a 
portion of the sampled material is blotted onto a slide with essentially no loss of 
tissue specimen to make a cytological film base that is rapidly stained and immedi-
ately interpreted with a special microscope synthesizing clinical information. ROSE 
is more frequently used in bronchoscope biopsies to reduce the insufficiency of 
bronchoscope biopsy pathology specimens, and Izumo et al. [5] showed that ROSE 
can reduce the number of EBUS (Endobronchial Ultrasonography) punctures and 
improve the accuracy of pathology results. In contrast, few reports have applied 
ROSE to CT-PTNB. 

VR navigation systems can not only reduce the risk of lung biopsy but also improve 
medical safety, diagnosis and treatment effects. ROSE not only ensures sufficient 
materials but also improves the accuracy of diagnosis and significantly reduces the
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rate of the second biopsy. At present, there are few reports on the application of VR 
navigation system-assisted CT-guided percutaneous biopsy combined with ROSE 
in the accurate diagnosis of pulmonary nodules and lung infections. Therefore, this 
study evaluates its application value. 

13.2 Materials and Methods 

13.2.1 Study Population 

This study was authorized by the Ethics Committee of Qiqihar Medical College 
(Qiqihar, China; protocol number: 2021–193). All the data showed in this study were 
anonymous, therefore, informed consent was waived for this study in compliance 
with the Declaration of Helsinki. This study retrospectively analyzed the patients’ 
medical records who have PTNB in the Second Affiliated Hospital of Qiqihar Medical 
College from March 2018 to December 2021. Inclusion criteria: patients who under-
went PTNB and were able to provide images and reports. Exclusion criteria: lesions 
located in non-pulmonary parenchyma such as pleura and mediastinum. A total of 
158 patients (age 18–86 years; 83 males and 75 females) were involved; patients 
were partitioned into two groups by random number table (Fig. 13.1). There were 
81 patients in the experimental group (VR navigation combined with ROSE), 42 
males and 39 females; 77 patients in the control group (traditional CT-PTNB), 41 
males and 36 females; the gender, age, lesion location, comparison of the size of the 
body part affected by the diseases (measured by the long diameter of the mediastinal 
window lesion) and puncture length (the length of the coaxial needle entering the 
body during puncture). They all have no statistical significance (P > 0.05), as shown 
in Table 13.1.

13.2.2 Operation Steps 

All patients signed an informed consent form for PTNB before the procedure. Patients 
did not receive aspirin for more than 7 days and their blood counts and coagulation 
were within interventional radiology guidelines [6]. Guided by 64 rows of spiral 
CT scans, an 18G semi-automatic biopsy needle and a 17G coaxial needle were 
used. During the operation, the VR navigation system was used to assist CT-guided 
positioning, and the patient breathed calmly for CT scanning, and the scanned data 
was transmitted to the navigation system synchronously to identify the marked points 
of the CT image and determine the target area. After correcting the image, the fused 
image showed a real-time VR fusion navigation mode (Fig. 13.2), and then the best 
needle route was determined to avoid the interlobar pleura, nerves, blood vessels, 
and pulmonary vesicles. Under 3D guidance, a 17G coaxial needle was inserted into
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Fig. 13.1 Flow chart of patients enrolled in the present study. (n, number of samples participating 
in the experiment. VR, virtual reality navigation systems. ROSE, rapid on-site evaluation) 

Table 13.1 Demographics and baseline values of the two groups 

Sex, male/ 
female 

Agea (years) Nodule 
distribution 

Nodule sizea 

(cm) 
Distance from 
nodule to 
pleuraa (cm)Upper 

lung 
Lower 
lung 

VR & 
ROSE 

41/36 62.71 ± 
10.83 

43 34 31.10 ± 18.44 18.59 ± 9.93 

Non-VR & 
ROSE 

42/39 63.67 ± 
10.56 

53 28 32.19 ± 16.95 17.31 ± 10.41 

χ2- or 
t-value 

0.031b −0.559c 4.476b −0.400c 0.795c 

P-value 0.816 0.577 0.345 0.690 0.428 

a. Data are expressed as the mean ± standard deviation; b. t-value; c. χ2-value

the border of the lesion, and the 18G semi-automatic biopsy needle was replaced 
for biopsy. On the premise of no loss of tissue specimens, part of the imprints was 
applied on the glass sheet, fixed in 95% ethanol solution, and stained with rapid 
hematoxylin–eosin (Hematoxylin–eosin, HE). If the nuclear heterogeneous cells are 
observed under the microscope (Fig. 13.3), stop the operation, otherwise re-biopsy 
through the coaxial needle, until qualified, the comprehensive clinical information 
will be read immediately. The tissue was put into a formalin-fixed solution and sent 
to the pathology department for pathological diagnosis.
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Fig. 13.2 VR navigation system assists in real-time puncture image, and the red dot is the target 
marking position 

Fig. 13.3 Microscopic 
observation of nuclear 
heterogeneous cells
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13.2.3 Statistical Methods 

The measurement data of normal distribution are processed by SPSS25.0 statistical 
software, and the mean ± standard deviation (x ± s) table is used. The counting 
data is expressed in the number of examples. The age, lesion diameter (upper and 
middle lobe of the upper lung, the lower lobe of the lower lung), and puncture length 
between groups were compared by independent sample t-test. The sex, location of 
focus, and incidence of complications between the two groups were compared by 
chi-square test, P < 0.05 was regarded as a statistically significant difference. 

13.3 Results 

In this study, there were no major complications in both groups, including bleeding 
in control group’21 patients and 11 in the experimental group, pneumothorax in 12 
participants in the control group, and 5 patients in the magnetic conductivity group. 
The incidence of bleeding [13.58% (11/81) vs. 27.27% (21/77), χ2 = 4.582, P = 
0.032] and pneumothorax [6.17% (5/81) vs. 15.58% (12/77), χ2 = 4.916, P = 0.027] 
was significantly reduced in all patients in the experimental group in comparison with 
the control group, as shown in Table 13.2. At the same time, the bleeding in both 
groups can be stopped and pneumothorax can be absorbed by itself, and there are no 
follow-up hospitalized patients due to puncture complications. 

In this study, there were no serious symptoms like air embolism. In this study, 
3 patients in the control group needed secondary biopsies, while no patients in the 
experimental group underwent secondary biopsies. The secondary biopsy rate of the 
control group was 3.90% (3/77), and that of the experimental group was 0% (0/81). 
There were no statistical differences in the second biopsy between the two groups 
(χ2 = 3.217, P = 0.073), as shown in Table 13.2.

Table 13.2 Comparison of complications and the rate of secondary biopsy between the two groups 
of patients 

Complications The rate of secondary biopsy 

Hemoptysis Pneumothorax 

VR & ROSE 21 (27.27) 12 (15.58) 3 (3.90) 

Non-VR & ROSE 11 (13.58) 5 (6.17) 0 

χ2-value 4.582 4.916 3.217 

P-value 0.032 0.027 0.073 

VR, virtual reality navigation systems. ROSE, rapid on-site evaluation 
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13.4 Discussion 

CT-guided percutaneous lung aspiration biopsy has been widely applied in clinical 
diagnosis of lung diseases, however, as a blinded operation, CTNB has many draw-
backs. The smaller the lesion, the deeper the location, and the more complex the 
anatomy, all result in more frequent needle tract adjustments. However, repeated 
lung punctures can lead to various complications, and there is also a certain prob-
ability that a second biopsy will be required due to insufficient samples obtained 
from the puncture, causing extra injury to the patient. To reduce the adverse effects 
of blind puncture, the image navigation-assisted positioning puncture system comes 
into being, which mainly composed of spatial positioning systems, computing and 
corresponding data processing, and image processing software [7]. Puncture surgery 
navigation systems are mainly used in fields like head, neurosurgery, orthopedics, 
and more. Because the thoracic surgery navigation technology is still in the early 
research stage with electromagnetic navigation, it has technical shortcomings such 
as the puncture needle end wire affecting the operation, a bit long preparation time, 
and may be subject to magnetic interference. Electromagnetic navigation still cannot 
provide accurate depth and real-time monitoring of the lung puncture path informa-
tion, nor can it send feedback on the margin of error caused by the needle tip entering 
the lung tissue and cannot resolve the margin of error when puncturing on account 
of patient’s respiratory motion [7]. The key to accurate lung puncture lies in quickly 
tracking organ displacement, and deformation during lung puncture and finding the 
best time to puncture. 

Virtual Reality (VR) is an advanced computer human–computer interface that has 
been developed in recent years and is characterized by conceptualization, interactivity 
and immersion. VR technology has been widely used in the modern biomedical field 
and has had a huge and far-reaching impact on the development of medical care. With 
the combination of VR technology and recently developed surgical technologies 
(imaging, navigation, etc.), VR technology is playing an increasingly important role 
in disease diagnosis, surgery, and medical teaching. In this study, VR navigation 
technology was used to monitor the puncture procedure in real-time, combined with 
spatial positioning, to accurately grasp the spatial alignment between the surgical 
site and the puncture needle, to determine its anatomical structure, and to adjust the 
depth and angle of the needle based on the patient’s respiratory motion, to facilitate 
the precise operation of the lung lesion. This approach not only ensures a high degree 
of accuracy, but also avoids electromagnetic interference and can be used in all areas 
of biopsy guidance. 

The VR navigation system includes 2 main key functional modules: (1) image 
acquisition and reconstruction: image acquisition and multi-directional reconstruc-
tion according to the standard scanning method, forming a three-dimensional data 
field, which is used as a data source to simulate the implementation of the navi-
gation interface in the CT surgical navigation system during surgery. In addition, 
the original acquisition image and the 3D image can be used to plan the puncture 
according to the surgical plan and mark the target area to ensure the efficacy and
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safety of the surgery. (2) location: the system is used to monitor the position of 
the surgical tool relative to the human body, including the direction and depth of 
puncturing, and to match the actual coordinate system of the patient with the spatial 
scale of the preoperative scan image, and to guide the doctor’s puncture operation 
through the virtual 3D VR image. The VR technology inputs the patient’s preopera-
tive imaging data (e.g., CT, MRI) into the working system for processing, analyzing, 
and integrating to form objective and detailed 3D simulated images, and the fitted 3D 
images can be highly compatible with the actual anatomical position during surgery 
or even completely overlapped [8]. In summary, CT scan is performed during the 
surgery when the patient is breathing calmly, and the acquired scan trapped image 
data is input into VR navigation computer system to reconstruct and form 3D visu-
alized images, which can outline the tumor shape and size, and observe the spatial 
location relationship between the tumor and adjacent important structures such as 
nerves, blood vessels, intestinal tubes, etc., design the surgical planning and needle 
route according to the images, pay attention to the puncture route to avoid important 
tissues. Design the surgical planning and needle route according to the image, pay 
attention to the puncture route to avoid the important tissues, identify the marker 
points of CT image, determine the target area, and fuse the image after correction to 
appear the real-time VR fusion navigation. 

With the help of a VR real-time accurate lung puncture navigation system, we 
can plan the accurate and safe puncture path, calculate the position error caused by 
the patient’s breathing in real-time, predict the puncture risk of lung biopsy, and 
accurately simulate the needle tip position on the image in real-time during the 
puncture process, effectively improve the accuracy of the puncture needle to reach 
the target point of the lesion, thus to avoid important blood vessels and organs, and to 
reduce the occurrence of surgical complications. It also greatly shortens the puncture 
time, reduces the radiation dose suffered by patients and doctors, and improves the 
efficiency of imaging equipment use. 

CTNB being an invasive operation, obtaining a qualified and enough histological 
specimen is essential to puncture biopsy. In general, the more specimens, the higher 
the positive rate. But complications may also increase, so quality assessment after 
obtaining the specimen is especially important. ROSE is an immediate diagnostic 
pathology procedure that allows a rapid evaluation of the adequacy and accuracy 
of material obtained during bronchoscopy within 2–3 min using rapid staining of 
smears, studies written by Wang et al. [9] show that in pulmonary nodule punctures 
≤2 cm in diameter, the application of ROSE can reduce both the drawbacks due to 
the inadequacy of biopsy pathology specimens and the number of puncture biopsies. 
Meanwhile, the accuracy of the pathology results will be improved. 

Because percutaneous lung aspiration biopsy is an invasive procedure, postop-
erative complications are inevitable. According to studies, hemorrhage and pneu-
mothorax are the most frequent complications of percutaneous lung biopsy, but the 
reports on its incidence are inconsistent, ranging from 7 to 30% for bleeding [10] and 
about 20% for pneumothorax [11]. In this study, the puncture was successful in both 
groups, and the incidence of hemorrhage and pneumothorax in the VR navigation 
group was significantly lower than that in the control group, and there were no severe
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complications such as air embolism. However, further analysis showed that most of 
these symptoms such as bleeding or pneumothorax were mild, and only in rare cases 
did they require further special treatment such as thoracentesis and drainage, and in 
most cases, no special treatment was needed after surgery until the patient coughed 
up the bleeding mass or absorbed it on his own. Therefore, although there is a signif-
icant difference in the overall complication rate between the two, the impact of the 
difference in clinical practice is limited. There was no need for a second biopsy in 
the VR group, and 3 patients in the control group had a second biopsy following the 
first puncture because the specimen was too small to be diagnosed. However, there 
was no significant difference in the secondary puncture rate between the two groups, 
which may be due to the small total sample size in this study. 

There are some limitations in this study. First, this is a retrospective study, and 
some data might not be complete. Secondly, there is insufficient sample size, and it 
is necessary to conduct multi-dose clinical studies with large samples in the event of 
a bias.  

In conclusion, VR navigation system-assisted CT-guided puncture biopsy 
combined with ROSE is significantly better than conventional CT-guided lung punc-
ture biopsy in terms of safety and the degree of harm to patients by reducing the inci-
dence of complications, improving the diagnostic rate, some reduction in secondary 
biopsy rate, lessening the number of CT scans while cutting down the cost and the 
harm caused to patients by radiation. With the update and diversification of VR tech-
nology, its use will become more convenient and accessible. Therefore, as a new 
technology, VR navigation has a vast prospect for lung nodule localization, biopsy, 
and minimally invasive interventional procedures. 
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Chapter 14 
Gray and White Matters Segmentation 
in Brain CT Images Using Multi-task 
Learning from Paired CT and MR 
Images 

Taohai Han and Hongkai Wang 

Abstract Computer tomography (CT) has been routinely used for decades in clinical 
neuroimaging. Compared to Magnetic resonance imaging (MR), CT is more readily 
available and more cost-effective, but the soft-tissue contrast is much lower. In brain 
CT images, the unclear soft-tissue boundaries and the high noise level hamper accu-
rate segmentation of the gray and white matter, leaving obstacles for the subsequent 
geometrical quantification of brain structures. To address this challenge, this paper 
specifically acquires same-patient CT and MR image pairs and proposes a multi-task 
learning model for simultaneous tissue segmentation and modality transfer. We aim 
to use the modality transfer task to learn corresponding MR and CT features which 
assists the segmentation task to achieve more accurate results than single modality 
learning. Moreover, we add a Shannon entropy loss function to the training loss 
to further combat the high noise influence and reduce the fragmentation problem 
of the segmentation results. Experimental results proved that our multi-task frame-
work achieves more accurate segmentation than the single segmentation task, and 
the Shannon entropy loss results in much fewer broken brain regions than the state-
of-the-art (SOTA) U-net method. Our study provides a useful tool for clinical neural 
CT image analysis.
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14.1 Introduction 

With the aging of the population and the growing number of age-related mental 
diseases, craniocerebral examinations have become more and more important for 
early disease prevention and diagnosis. Brain CT, especially high-resolution brain 
CT, is a commonly used tool for brain disease screening. Compared with cranial MR 
images, brain CT has the advantage of easy access and a large inventory [1], but the 
soft-tissue contrast and signal-to-noise ratio are relatively lower. The popularity of 
brain CT results in a large number of high-resolution brain CT images for clinical 
examination and diagnosis, which increases the burden of the human reviewer [2]. To 
perform computer-aided diagnosis based on the brain CT images, automated segmen-
tation of brain regions is a prerequisite step. Since CT doesn’t have good soft-tissue 
contrast as MR, it is almost infeasible to segment sub-cortical brain regions from 
CT images. Therefore, the segmentation of entire gray and white matters becomes a 
practical clinical need. 

Despite the rapid development of computer-assisted medical image segmentation 
technology, especially deep learning technology in the last decade, there is still no 
ideal algorithm for gray and white matter segmentation from CT images. The reason 
is that the contrast between gray and white matter in brain CT images is particularly 
low thus the boundary is very blurred [3, 4],  whichwecan  see inFig.  14.1. Besides, the 
high noise level makes it even more difficult to achieve accurate segmentation results. 
Due to these problems, even experienced physicians have difficulty in manually 
labeling white and gray matter from CT images. Therefore, the labeling required for 
deep learning training is difficult to produce, hampering the implementation of deep 
learning methods in this task. 

Unlike CT-based segmentation, gray and white matter segmentation from MR 
images is already a well-solved problem, there are many existing solutions for MR-
based brain region segmentation, such as FreeSurfer [5], SPM [6], BrainSuite [7], etc. 
Nevertheless, there are still a few studies based on CT images. Li et al. concluded that 
the continuous improvement of CT scanning quality leads to increasing feasibility for 
soft-tissue segmentation from CT [8]. Qian et al. [9] used the active contour model for 
cerebrospinal fluid segmentation of brain CT images. And Manniesing [10] proposed

Fig. 14.1 Comparison of 
brain CT image and brain 
MR image. a The brain CT 
image. b The brain MR 
image 
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a CT-based segmentation method with a post-correction process. Yahiaoui et al. [11] 
targeted the segmentation of ischemic stroke regions on brain CT, and Li et al. [12] 
studied the segmentation of hemorrhagic lesions. In summary, most of the existing 
studies on brain region segmentation algorithms are based on MR images, while 
most of the segmentation algorithms for brain CT focus on specific diseases, rather 
than gray and white matter regions. 

Considering the large amounts of daily acquired brain CT images and the clinical 
need for white and gray matter segmentation, it is highly demanding to develop auto-
mated algorithms for CT-based gray and white matter segmentation. Although the 
low soft-tissue contrast and high noise level impose difficulties for accurate segmen-
tation, the recent progress in multi-task deep learning shed light on novel solutions 
to this problem. Multi-task learning puts several tasks requiring similar data features 
together for simultaneous deep network training so that different tasks help each to 
achieve better performance than any single task alone. For medical image segmen-
tation, a series of studies have shown that multi-task learning effectively promotes 
inter-task cooperation and improves overall segmentation accuracy [13–15]. 

In this study, we take advantage of the multi-task learning strategy to overcome the 
low soft-tissue contrast and high noise interference and improve the segmentation 
accuracy of gray and white matter from brain CT images. Through simultaneous 
learning of CT segmentation and CT-to-MR modality transfer, the network learns 
the corresponding latent features between the two modalities, therefore exceeding 
the performance of learning from a single modality (CT). Our study has the following 
main contributions: 

(i) Unlike many existing unpaired domain adaption methods, our study especially 
acquired 27 pairs of same-patient CT and MR images. In this way, pixel-
level strong inter-modality feature correspondence is established, so that the 
network learns the corresponding high-contrast MR features to promote the 
segmentation accuracy of CT images. 

(ii) The acquisition of paired MR and CT images solves the labeling difficulty of 
CT images. We used the well-recognized FreeSurfer software to segment the 
MR images and map the tissue labels into CT image space via inter-modality 
registration. Therefore, the training labels for the CT segmentation network are 
obtained. 

(iii) We overcome the high noise interference in the CT images by adding the 
Shannon entropy loss which encourages the high confidence network. As a 
result, the low confidence segmentation caused by the noise is removed and 
the segmentation result becomes more compact.
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14.2 Method 

14.2.1 Image Dataset 

The dataset for this study was specially acquired pairs of brain CT and MR images of 
27 normal subjects, i.e., each of the samples have corresponding CT and MR images 
of the same patient. First, we used FreeSurfer to segment the brain regions of the 
MR images to obtain the white and gray matter labels. Then, using rigid registration, 
the MR images are aligned to the corresponding CT images, and the segmentation 
labels are mapped into CT image space via the rigid transformation resulting from 
the registration. This study focuses on 2D image segmentation thus 2260 2D slices 
are exacted from the 27 image series, each containing one brain CT slice, one label 
map, and one MR slice aligned to the CT space. The size of each slice image is 512 
× 512. We use the CT image as the input of the multi-task network, the white matter, 
and gray matter labels to supervise the segmentation task, and the aligned MR image 
to supervise the modality transfer task. Figure 14.2 shows the flow chart for making 
brain CT image segmentation labels. 

Fig. 14.2 Workflow of the proposed method for making brain CT labels
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Fig. 14.3 The architecture of the proposed multi-task learning network model 

14.2.2 Network Architecture 

Our end-to-end multi-task network architecture is shown in Fig. 14.3. The network 
contains one encoder part and two decoder branches for the segmentation task and 
the modality conversion task, respectively. The two tasks share the same encoder 
containing four down-sampling layers, such a structure fully acquires multi-scale 
information for feature extraction of the brain CT. The two tasks have their indepen-
dent decoders, and both contain four up-sampling layers. The image segmentation 
and modality transfer tasks, in turn, drive the encoder to extract the common features 
required for both tasks, thus improving the performance of each task by learning 
relative features from the other task. 

14.2.3 Loss Function 

For the segmentation task, we use a hybrid loss function, including a cross-entropy 
loss term [16] and a Shannon entropy loss [17] term, respectively. 

The cross-entropy loss function is a commonly used loss function for image 
segmentation, which calculates the cross-entropy between the network prediction 
probability and the ground truth label: 

Lce = −  
M∑

c=1 

yclog(pc) (14.1)
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where M represents the number of segmentation classes, yc represents the one-hot 
encoding of the corresponding pixel labels, and pc represents the prediction prob-
ability of the neural network that the pixel belongs to that species. For the whole 
image, the cross-entropy loss of all the pixels is averaged. 

In addition to the conventional cross-entropy loss, this paper introduces the 
Shannon entropy loss function to enhance the prediction confidence of the segmen-
tation task: 

Lse = −  
M∑

c=1 

pclog(pc) (14.2) 

where pc represents the prediction probability of the neural network for the pixel 
belonging to each class. For the whole image, the Shannon entropy loss of all the 
pixels is averaged. We adopt the Shannon entropy loss to encourage networks to make 
more confident predictions, and to combat the low prediction confidence caused by 
the high CT noise. 

The overall segmentation loss function is the weighted sum of the cross-entropy 
loss and the Shannon entropy loss: 

Lseg = αLce + (1 − α)Lse (14.3) 

where α is the factor that adjusts the ratio of the two loss functions. 
For the modality transfer task, the SSIM (Structural Similarity) loss function [18] 

is used in this paper. The SSIM index is often used to measure the structural similarity 
between two images. The SSIM index is sensitive to the perception of local details: 

SSIM (p, g) =
(
2μpμg + c1

)(
2σpg + c2

)
(
μ2 
p + μ2 

g + c1
)(

σ 2 p + σ 2 g + c2
) (14.4) 

where μp and μg represent the pixel means of the predicted and labeled images, 
respectively. σp and σg represent the standard deviations of the predicted and labeled 
images, respectively. σpg represents the covariance of the predicted and labeled 
images. c1 and c2 are constant terms preventing the divisor from being zero. 

The corresponding SSIM loss function is then defined as 

Ltrans = 1 − SSIM (14.5) 

The overall loss function of the model is defined by the following equation: 

Lmix = βLseg + (1 − β)Ltrans (14.6) 

where β is the factor that adjusts the ratio of the two loss functions.
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14.2.4 Model Training 

In this study, the brain CT images input to the network are intercepted with grayscale 
between [20,60] and the MR images aligned with the CT images are intercepted with 
grayscale between [100,500] and normalized respectively. We take 0.5 for both α 
and β in the loss function. We randomly select 2000 2D slices from the dataset as the 
training set and the remaining 260 slices as the test set. The model training process 
uses Adam optimizer to optimize the parameters of the model, and the learning rate 
is set to 1 × 10–4, and the learning rate decay with multiple steps is also set. The 
model was trained on two 3090Ti graphics cards manufactured by NVIDIA and built 
using PyTorch 1.9. 

14.3 Result and Analysis 

For evaluation, we compared the proposed method with the state-of-the-art (SOTA) 
U-Net model [19] based on the 260 test slices. To verify the contribution of the 
modality transfer task and the Shannon entropy loss function, we also conducted 
ablation studies to compare our method with the multi-task learning without Shannon 
entropy loss, and the single task segmentation with the Shannon entropy. 

We chose the Dice coefficient [20] to evaluate the segmentation accuracy, which 
is defined as 

Dice = 2 
|Rr ∩ Rs| 

|Rr| + |Rs| (14.7) 

where Rr is the brain area obtained by network prediction and Rs is the label obtained 
by mapping the FreeSurfer segmentation of MR image into the CT space. A dice 
coefficient close to 1 indicates an accurate segmentation and 0 indicates completely 
inaccurate segmentation. 

Table 14.1 reveals that our method obtains the overall highest Dice in comparison 
with the other three methods. Compared with the U-Net network, we achieved a 
Dice improvement of 0.03 and 0.02 for white matter and gray matter, respectively. 
Ablation studies removing either the modality transfer task or the Shannon entropy 
loss resulted in a drop in the Dice coefficient. It is interesting to see that the Shannon 
entropy loss contributes slightly more than the modality transfer task, but this should 
be further validated with more test data in the future study.

Figure 14.4 shows the segmentation results of the four methods at different 
anatomical positions. We demonstrate the registered MR and the FreeSurfer labels 
(the ground truth) along with the input CT images. It can be seen that our method 
produces visually closer results to the ground truth. Compared to the original U-Net 
result, the addition of Shannon entropy loss results in fewer broken regions, while 
the multi-task learning also helps to produce more accurate segmentation, especially 
for the complex-shaped white matter region.
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Table 14.1 Comparison 
table of dice coefficients Method White matter Gray matter 

U-Net 0.71 ± 0.05 0.65 ± 0.04 
U-Net + Shannon entropy loss 0.74 ± 0.04 0.67 ± 0.04 
U-Net + modality transfer 0.73 ± 0.04 0.66 ± 0.04 
Our method 0.74 ± 0.03 0.67 ± 0.04

Fig. 14.4 Comparison of our method with the other three methods 

14.4 Conclusion 

This study addresses the difficult CT-based gray and white matter segmentation 
problem using multi-task learning based on specially acquired CT-MR image pairs 
of the same patients. Using the CT-to-MR modality transfer as an auxiliary task, the 
corresponding MR image feature is learned by the network to promote the segmen-
tation of the CT image. We also added the Shannon entropy to the loss function to 
overcome the high noise interference. This work has potential value for improving 
the data analysis ability for clinical brain CT images. 
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Chapter 15 
Wearable Long-Term Graph Learning 
for Non-invasive Mental Health 
Evaluation 

Daili Yang, Bin Gao, Liwei Huang, Boyu Chen, and Yaozong Chen 

Abstract Long-term non-invasive mental health monitoring based on wearable 
devices has received increasing attention. In the study, a wearable sensing device 
that can collect wearer’s audio, behavior, and environmental sensing data in real-
time without infringing on the wearer’s privacy is designed. Using this system, 
we have conducted a 4-week physical and mental health experiment for college 
students. For audio features, we use full connection and nearest neighbor connection 
to construct individual graphs, and then develop graph convolutional networks to 
identify autism. We have also developed an explanatory model to extract subgraphs 
of individual graphs. The results show that the afternoon or evening time period has 
a greater impact on high-scoring autistic people. 

15.1 Introduction 

Non-interventional monitoring of physical and mental health is an urgent global 
research issue. According to the relevant reports, there are about 450 million people 
suffering from serious mental illness in the world, which has caused a serious burden 
on individuals and society [1]. Effective symptom prediction, tracking, and personal-
ized intervention can help to improve the mental health of various groups of people. 
However, traditional clinical methods are usually insufficient in real-time monitoring 
of symptoms. In addition, traditional mental health diagnosis methods obtain clin-
ical data by looking, smelling, asking, cutting, and questionnaires. According to 
the analysis of the mental health scale and clinical diagnosis, data based on the 
experience of medical staff, the personality characteristics, and mental state of the 
diagnosed persons are assessed. Traditional mental health monitoring methods may 
affect the accuracy of the evaluation results, and often medical staff cannot obtain 
the patient’s intervention effect in time. With the continuous prosperity of artificial
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intelligence and the Internet of Things, sensing technology can solve these problems 
by fine-tracking voice, physiological, and behavioral signals related to mental health. 

Due to the continuous innovation of sensor technology, wearable devices have 
been widely used in emotion recognition, mental health monitoring and evaluation, 
and emotional feedback and regulation. In [2], an electronic badge was developed to 
automatically detect speech and nonverbal information, such as physical proximity 
to others, conversation time, the number of face-to-face interactions, and physical 
activity levels. Motion Logger [3], a product of AMI (Ambulatory Monitoring, Inc.), 
could evaluate sleep quality by collecting light levels and physical activity. A new 
wearable ring sensor was designed to continuously measure activity and physiolog-
ical information. The experiences of volunteers in different emotional states verified 
the effectiveness of the devices [4]. In [5], physiological and social signals were 
continuously and naturally measured by wearable wristbands E4. Then, machine 
learning technology was used to predict the severity of depression. Perez et al. [6] 
used an optical sensor on a smart watch to detect irregular pulses to identify atrial 
fibrillation, and used an irregular pulse notification algorithm to identify possible 
atrial fibrillation to assist medical visits. Maritsch et al. utilized smart watches to 
monitor heartrate variability (HRV) in daily life to obtain users’ responses to phys-
ical exercise, psychophysiological stress, and heart disease. Continuous monitoring 
of HRV helped to determine and predict health and psychological health issues [7]. 
Costa et al. [8] designed an EmotionCheck that could produce unobtrusive vibrations 
on the user’s wrist to change the user’s perception for his heartrate. It is beneficial for 
users relieve anxiety through false feedback on slowing down the heart rhythm. In [9], 
the author proposed BoostMeUp, a smart watch intervention that provided person-
alized tactile feedback that simulated different heart rates. BoostMeUp intervention 
could lead to positive cognition, thus balancing the emotional state. 

In our study, wearable sensing devices embedded in audio, acceleration and gyro-
scope, light, humidity, and body temperature sensors are developed and it can contin-
uously collect multimodal sensor data. In order to protect privacy, audio features can 
be extracted in real-time on wearable sensing devices. Using this wearable sensing 
device, we have carried out a 4-week long-term mental health monitoring experiment 
among 16 students. In the analysis of audio features, we have developed the model 
of a graph convolutional network to assess the levels of autism, and developed the 
algorithm for machine learning explainer to explain and analyze individual graphs, 
and to reveal which time period has the greatest impact on autistic people during one 
day. 

15.2 Methodology 

The overall framework of the proposed platform is presented in Fig. 15.1. Firstly, we 
have separately assessed the emotional and psychological status of subjects in the 
form of questionnaires. According to the scores of the questionnaires, 16 subjects who 
met the experimental conditions were selected and their demographic information
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Fig. 15.1 Proposed graph assessment platform 

was recorded. Subsequently, baseline audio signals of subjects are collected through a 
recording pen and wearable devices. In the preparation and experiment stage, subjects 
wear wearable sensing devices every day to record audio, and activity signals. The 
recording period of each subject is a month. Considering the computing power of 
the devices and the wearer’ privacy problem, only 4 audio features are calculated 
online and real-time on wearable sensing devices and original audio files will not 
be stored. Finally, we construct audio features into a graph structure, and a graph 
convolutional network (GCN) model is developed to learn graph data and evaluate 
levels of autism. Subsequently, GNNExplainer is applied to obtain a subgraph of 
each individual graph to investigate time period for one day that affects the subject’s 
tendency to autism [10]. 

15.2.1 Wearable Sensing Devices 

Wearable sensing devices have been designed to long-term and non-invasively collect 
audio, behavior, and physiological information related to physical and mental health. 
Figure 15.2 shows the overall architecture of the wearable devices. The wearable 
device mainly includes two MEMS silicon microphones, an audio code acquisi-
tion chip WM8978, three-axis accelerometer and three-axis gyroscope composed of 
behavior sensor MPU6050, light sensor BH1750, environmental sensor BMP180, 
physical sign sensor SI7021. Considering the real-time computing capabilities, we 
have selected the main controller STM32F405G based on the arm-cortex4 kernel and 
embedded DSP module. In addition, it also includes an OLED display for human– 
computer interaction, an SD memory card for data storage, a USB fast charge inter-
face, a Debug port, a power management module, and a 2200mAh rechargeable 
lithium battery for long-term monitoring.
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Fig. 15.2 Structure block 
diagram of a wearable 
sensing device 

15.2.2 Software Architecture of Wearable Devices 

In Fig. 15.3, a real-time operating system (RT-Thread) is used to improve the 
computing efficiency of the CPU. The multiple tasks of the system are divided into 
multiple independent threads to run. In the Audio-Thread, MEMS dual microphones 
are used to collect raw audio data. The microphones are analog microphones. The 
audio decoder unit WM8978 with code conversion function is used to process analog 
audio signals. The chip integrates the audio signal filtering function, and the built-
in filter parameters can be adjusted through programming. The frequency of audio 
data collection is 8000 Hz. In Calculate-Thread, Because of the large volume of the 
original audio signal file, the key feature of the audio signal is extracted in the calcu-
lation thread. The computing thread processes audio data every 10 min, and in order 
to ensure the synchronization of audio signal collection, a double buffering strategy 
is adopted for audio collection. In order to protect the privacy of users, the original 
audio information should not be saved. When the feature extraction is completed, 
the original audio data is automatically deleted. In the File-Thread, when activity 
sensors, and environmental sensors collect a certain amount of data, they will notify 
the file thread to save these data through the signal mechanism, and the extracted 
audio features are also saved through the file thread. In addition, the activity data of 
device users is obtained by the acceleration and gyro sensors in the Activity-Thread. 
After the data is collected, the data will be formatted to facilitate the storage and 
transmission of the data. The data collection frequency of this thread is 100 Hz. In 
the Environment-Thread, the humidity, temperature, and light signals are acquired 
and converted. The power values and obtained sensor data will be displayed on the 
OLED in real-time.
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Fig. 15.3 Software architecture of wearable sensing devices 

15.2.3 Audio Features Calculation 

The audio data processing flow is presented in Fig. 15.4. Considering the privacy 
problem for the wearers, the wearable sensing devices use a digital signal processing 
module inside the main controller to process the collected digital signals in time and 
frequency signals, and then calculate the audio features inside the microcontroller. 
The original audio signal is deleted immediately after the feature extraction calcu-
lation is completed. Due to the limited computing power of the microcontroller, a 
total of 4 audio features related to mental health are calculated in the smart wearable 
device, including short-term energy, formant, brightness, and spectral entropy. The 
audio features calculated online can not only ensure the privacy of the wearer’s daily 
life, but also compress the original audio data, which greatly reduces the storage 
space for long-term monitoring data.

The statistical features of 4 audio features extracted in real-time and online on the 
wearable sensing devices have been calculated to find more perceptual information 
of audio signals. These audio features chiefly contain the minimum value, maximum 
value, standard deviation, amplitude statistics, sum values, average value of short-
term energy, spectral entropy, brightness, and formant. At the same time, we also 
extract the audio activity feature. Finally, we have obtained 105 audio features.
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Fig. 15.4 The calculation process of audio features

15.2.4 Correlation Analysis 

In order to explore the connection between audio signals collected by wearable 
devices and autism, we have applied a Pearson correlation method. The calculation 
formula is expressed as follows. 

ρX ,Y = 
cov(X , Y ) 

σX σY 
= 

E[(X − μX )(Y − μY )] 

σX σY 
(15.1) 

where cov represents the covariance of sample X and Y, σX and σY are the standard 
deviation of sample X and Y, μX and μY are the average values of sample X and 
Y, and E is the expectation of the samples. In this paper, we have analyzed the 
correlation between audio features and 5 types of questionnaires. 

15.2.5 Graph Learning and Interpreter 

Individual Graph Construction 

According to the characteristics of audio data collected by wearable sensing devices, 
we have constructed undirected graphs GIG := (V , E, H ) where V , E and H respec-
tively represent a set of audio nodes, a set of edges among audio nodes, and a feature 
set of audio nodes. The connections among nodes of a graph GIG are determined by 
the adjacency matrix A ∈ R|V |×|V |, where Ai,j = 1 if eij ∈ E else Ai,j = 0. 

For audio features collected by wearable devices, it is expected to find out the 
time period of the day that most influences the subjects with autism tendency. We 
use half-day audio feature data as a node, and then one week of audio feature data 
is constructed into an individual graph. For the connection among nodes, we have
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analyzed two connection methods, including full connection, and nearest neighbor 
connection. 

Individual graph learning 

For individual graphs built by the audio nodes, the objective is to judge the subject’s 
levels of autism scores. Graph networks must consider both nodes information and 
connection relationships among nodes. Graph Convolutional Network (GCN) [11, 
12] can automatically learn both the features of nodes and the connection relation-
ships among nodes. Therefore, a GCN model is developed to classify individual 
graphs. Given a GCN model, to obtain the feature expression of the node, a total of 
three steps are as follows: 

1. Information transfer with its neighbor nodes: 

ml 
ij = MSG

(
hl−1 
i , hl−1 

j , rij
)

(15.2) 

2. Aggregates neighbor node information: 

Ml 
i = AGG

(
ml 

ij|vj ∈ Nvi

)
(15.3) 

3. Combine with the upper-level expression of its own node to generate the local-
level node expression: 

hl i = Update
(
M l i , h

l−1 
i

)
(15.4) 

where,vj represents the nodes of the graph, h
l−1 
i and hl−1 

j is representations of nodes 
vi and vj in the previous layer, rij is the relation between nodes, ml 

ij represents that the 

message for node pair (vi,vj) is a function MSG of vi’s and vj’s representations h
l−1 
i 

and hl−1 
j in the previous layer, Nvi is a neighborhood of node vi, Ml 

i is an aggregated 
message via an aggregation method AGG. 

In this study, we have developed an autism assessment model, which is composed 
of three GCN modules. The feature dimension of input variable for the first GCN 
layer is 8, the dimension of middle layer is 20, the dimension of the third GCN layer 
is determined as 20, and finally, the last layer of the evaluation model is the full 
connection layer. In addition, each layer of the evaluation model uses the Rectified 
Linear Unit (ReLU) as the activation function. The evaluation error between autism 
levels of the subjects and predicting labels is optimized by minimizing cross-entropy 
loss. 

Individual graph interpreter 

GNNExplainer is a model-independent interpreter of the Graph Neural Network 
(GNN) model. GNNExplainer can extract key components from graph network struc-
tures and node attributes to explain the trained GNN model. For GNNExplainer, the
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essence of learning task is to maximize mutual information (MI), thereby the promi-
nent subgraph structures and subsets of node attributes are obtained to explain GNN 
models and the important influence factors of graph structure data. 

We have applied GNNExplainer model to generate an explanation for each indi-
vidual graph. These explanations can evaluate the levels of autism scores of rele-
vance of black-box graph neural network reasoning. Moreover, we analyze the inter-
pretation of those individual graphs to find out the time period that most affect 
autism. 

15.2.6 Experiment 

Subjects and Settings 

In this study, a total of 16 students were recruited from the University of Electronic 
Science and Technology of China. They are all right-handed, in good health, free of 
mental illness treatment, and drug or alcohol abuse. Under informed circumstances, 
they voluntarily participated in the long-term mental health monitoring experiment, 
and signed informed consent. In order to obtain the emotional state of subjects, all 
subjects filled out 5 types of questionnaires before the experiment, including autism 
spectrum (AQ), PANAS, State-Trait Anxiety Inventory (STAI), Beck Depression 
Inventory (BDI), and Rosenberg Self-Esteem Scale (RSES). A total of 16 subjects 
completed the long-term monitoring experiment. The average age of subjects is 
22.16 ± 0.22 years, and there are 8 undergraduates and 8 postgraduates, but there is 
only one girl, because the proportion of boys is much higher than that of girls with 
autism. The studies have been approved by the Ethical Committee of the University 
of Electronic Science and Technology of China. 

Procedures 

The whole experiment has 4 steps. The first step is to screen candidate subjects 
through 5 types of questionnaires, and mainly select candidates with obvious autistic 
tendency and good mental health for long-term monitoring experiments. The second 
step is to collect data from the wearable device in a quiet and static state, and collect 
5 min of self-introduction voice and behavior data from the subject through the voice 
recorder and the wearable device. The third step is to collect experimental data for 
long-term mental health monitoring. During the experiment, the subjects began to 
wear the wearable device every morning, stopped the device before going to bed 
at night, and try to ensure continuous monitoring for one day as much as possible. 
In the fourth step, the subjects refilled the State-Trait Anxiety Scale, Depression 
Questionnaire, Emotion Questionnaire, and Autism Scale every week. Each subject 
performed the experiment for one month.



15 Wearable Long-Term Graph Learning for Non-invasive Mental Health … 199

15.3 Analysis and Evaluation 

15.3.1 Threshold Selection of Audio Features 

Wearable sensing devices are utilized to collect audio features data from long-term 
mental health experiments. In order to remove environmental noise, we also collect 
baseline audio data in a quiet environment. The short-term energy of audio is calcu-
lated and can reflect whether there is voice activity. According to calculation and 
analysis, the threshold for audio short-term energy is set to 4. Therefore, most of 
the external interference and noise in the audio signals will be excluded and it is 
conducive to correlation analysis and model establishment. 

15.3.2 Correlation Analysis 

The Pearson correlation analysis between 105 audio features and the mental health 
scales is carried out. In Table 15.1, the results of the correlation between audio 
features and 5 questionnaire scores are presented, where “numbers” represents the 
feature numbers and the absolute values of correlation coefficients exceed 0.5. We 
can conclude from Table 15.1 that the formants-related audio features and scores of 
various questionnaires show a moderate correlation, and this shows that the formant 
is very likely to have some connection with the mental state of the subjects in the 
long-term psychological monitoring experiments. Otherwise, any one of the four 
audio features embedded in smart wearable devices, namely short-term energy, spec-
tral entropy, brightness, and formant, has a moderate correlation with at least one 
scale. This suggests that audio features computed online on wearable devices not 
only preserve privacy, but also correlate with mental health status. We can find 
that the absolute values of the correlation coefficient between AQ scores and four 
audio features are greater than 0.5, and they are sum_formant_50% (0.57), formant_ 
mean5_50% (0.57), formant2_max (−0.57) and formant5_max (−0.53). Therefore, 
the results also show that audio formants are moderately correlated with AQ scale 
scores. It can also be known from the table that the number of features for the corre-
lation between audio-related features and other questionnaires is not less than 3. 
Furthermore, this indirectly proves the effectiveness of the four features extracted by 
wearable devices in long-term mental health monitoring experiments.
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Table 15.1 Correlation results of audio features and mental health scales 

Questionnaires |Correlation| Numbers Audio features (correlation value) 

AQ >0.5 4 Formant2_max (−0.57), formant_mean5_50% 
(−0.57), sum_formant_50% (0.56), formant5_max 
(−0.53) 

Positive >0.5 6 Sum_formant_mean (−0.65), energy_max (0.56), 
formant2_max (0.56), timeTable_75% (0.55), 
formant3_max (0.53), formant5_max (0.50) 

Negative >0.5 6 Formant_count_25% (−0.75), entropy_std (0.68), 
formant4_mean (−0.63), sum_formant_max (0.57), 
brightness_min (−0.53), formant3_75% (0.53) 

SAI >0.5 4 Formant4_25% (−0.57), formant1_std (−0.51), 
brightness_75% (−0.50), formant_count_25% 
(−0.56) 

TAI >0.5 19 Entropy_75% (0.52), timeTable_std (−0.59), 
formant1_max (−0.53) 

RSES >0.5 9 Formant1_75% (−0.57), formant2_75% (−0.60), 
formant3_75% (−0.50) 
formant4_75% (−0.54), energy_std (−0.58), 
formant_count_50% (0.58) 

BDI >0.5 3 TimeTable_75% (−0.53), timeTable_min (0.51), 
sum_formant_50% (0.69) 

15.3.3 Classification and Analysis of Individual Graphs 

Classification of Individual Graphs 

In the long-term mental health monitoring experiment, each participant filled out the 
AQ questionnaires once a week, and a total of four questionnaires were filled in. 
Therefore, we can judge the AQ levels by the scores of four AQ questionnaires. The 
labels of AQ data are determined by dividing the range of AQ questionnaire scores. 
The AQ levels are presented in Table 15.2. 

We have constructed individual graphs for each subject using audio features. 
Therefore, 52 individual graphs are obtained. In order to fully mine the connection 
relationships of graph structure data, a GCN model has been designed to assess AQ 
levels of the subjects. Besides, the learning rate and the number of iterations of the 
evaluation model are 0.001 and 1200. tenfold cross-validation is used to prevent 
over-fitting and fully utilize sample data. The results are presented in Table 15.3.

Table 15.2 Divide AQ levels 
AQ levels (Labels) AQ scores 

0 = < 25  

1 > 25  
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Table 15.3 Individual graphs 
are classified Individual graphs Validation accuracy 

Fully connection 0.70 

Nearest neighbor connection 0.72 

As shown in Table 15.3, the classification validation accuracy of full connection 
and nearest neighbor connection individual graphs are 0.70 and 0.72, respectively. 
Because the samples are small, the verification accuracy is not very high. At the 
same time, the results show the verification accuracy will also be affected when the 
linking relationship of nodes changes. 

Analysis of Individual Graphs 

In order to further explore the relationships among nodes, we have used a GNNex-
plainer model to generate subgraphs of individual graphs. Combined with the trained 
GCN evaluation model, we can get the mask matrix of the individual graphs. Subse-
quently, the adjacency matrixes of the subgraphs are produced by selecting an appro-
priate threshold of the mask matrix. The numbers of nodes of a subgraph extracted 
from an individual graph are set to 6, so that it can more clearly reveal the internal 
relationships of individual graphs. 

In Fig. 15.5, for fully connected individual graphs, the subgraphs are distributed 
around a central node. Through statistical analysis, most of the central nodes of the 
subgraphs of high-scoring autism are mainly in the afternoon or evening time period, 
but the central nodes of the subgraphs of low-scoring autism have no obvious time 
period bias. In Fig. 15.6, for the individual graphs of nearest neighbor connection, 
most of the subgraphs of the individual graphs of the high-scoring autistic persons 
are distributed around a node that is the time period node of the afternoon or evening, 
and there are no fixed shapes for the subgraphs of the individual graphs of the low-
scoring autism. So, we can find that the time periods of afternoon and evening have 
a greater impact on people with high scores on autism, while for people with low 
scores on autism, we can’t find obvious time periods that have a greater impact on 
them. 
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Fig. 15.5 Subgraphs of fully connected individual graphs of high-scoring autistic persons (Green, 
yellow, and red respectively represent morning nodes, afternoon nodes, and night nodes. The digits 
in the circles represent the node number and there is a total of 21 nodes in a week)
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Fig. 15.6 a Subgraph of 
high-scoring autistic 
b Subgraph of low-scoring 
autistic (Green, yellow, and 
red respectively represent 
morning nodes, afternoon 
nodes, and night nodes) 
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15.4 Conclusion 

In the study, wearable sensing devices have been developed. The wearable devices 
integrate audio, behavior, and environmental sensors. Using this system, we have 
conducted a 4-week mental health experiment. For the collected audio features, we 
carry out threshold analysis and correlation analysis. To explore the time period 
that most affect people with high scores on autism, we further have developed a 
GCN model to assess the levels of AQ. In addition, we have used the interpretability 
algorithm of GCN models to investigate individual graphs. Through analysis, it can be 
seen that the time periods of afternoon and evening have a greater impact on the high 
scores of people with autism. In the future, more experiments will be carried out for 
autistic patients to further verify our conclusions and further verify the effectiveness 
of our proposed system. 
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Chapter 16 
Music Personalized Recommendation 
System Based on Deep Learning 

Chaozhi Cheng 

Abstract In the Internet age, these have brought great convenience for users to 
obtain personal preference information. Among them, personalized recommendation 
algorithm is a very key problem. The music personalized recommendation system 
studied in this paper combines DL (Deep learning) technology, uses CNN (Convo-
lutional Neural Network) to predict the hidden features of music, and obtains the 
low-dimensional vector representation of music features. Combined with the hidden 
representation of user preferences, it learns the hidden layer output of auxiliary 
information through AE (Autoencoder) and then integrates it into the traditional 
personalized recommendation algorithm. Finally, a reasonable personalized recom-
mendation is generated for relevant users. According to the experimental results, with 
the increase in the number of prediction scores, the value of MAE (Mean Absolute 
Error) decreases continuously. The MAE of this model is lower than other models, 
and it has a better recommendation effect. The reliability of the personalized music 
recommendation system established in this paper is verified. 

16.1 Introduction 

With the rapid rise of network technology and electronic information technology, 
technologies such as big data, cloud computing, robotics, artificial intelligence and 
DL (Deep learning) have also developed rapidly, which provide huge computing 
resources for the progress and development of the whole information age [1]. In 
the Internet age, these have brought great convenience for users to obtain personal 
preference information. In the recommendation system, the design of personalized 
recommendation algorithm is particularly important. 

The music industry has gradually turned to online music. Faced with such a huge 
network user group, intelligent music recommendation has become an inevitable 
trend in the development of online music platforms. With the popularity of DL
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method in recent years, more and more personalized recommendation systems have 
begun to use DL method [2, 3]. Some studies have adopted LSTM (Long Short-Term 
Memory) network to recommend HashTag in Weibo [4]; Researchers put forward a 
way to extract features from audio signals by CNN (Convolutional Neural Network). 
Their main method is to get the feature vectors of music by matrix decomposition [5]. 
Similar music has similar feature vectors, so they can recommend similar music to 
users. Literature [6] proposes a hybrid recommendation system based on DL, which 
integrates external information about users and items into deep neural network by 
using embedding technology, thus alleviating the cold start problem. 

Music is an ancient art that can bring happiness to human beings. However, in 
order to accurately find songs that meet users’ requirements in a large number of 
music works, we must choose songs that meet users’ preferences according to their 
preferences. On this basis, a new method of music personalized recommendation 
based on DL is proposed. The recommendation system can predict users’ usage 
habits based on their usage habits and the characteristics of music data, and actively 
recommend music suitable for users [7, 8]. On this basis, this project plans to adopt the 
classic personalized recommendation method based on DL, and realize the effective 
mapping of users and songs through AE (Autoencoder) and CNN (Convolutional 
Neural Network). On this basis, according to different user preferences and different 
song content, the similarity analysis is carried out to get songs suitable for different 
songs. 

16.2 Research Method 

16.2.1 Recommend Algorithm Classification 

Content-based Recommendation Algorithm 

Based on the content-based recommendation method, the characteristics of users and 
objects are extracted, the user’s preference model is constructed, and the matching 
degree between the characteristics of information to be selected and the user’s 
preference model is calculated to produce recommendation results. The traditional 
content-based recommendation algorithm first obtains the items that have interacted 
with users, and then obtains the user’s preference model through similar user active 
behaviors such as user’s praise or rating of the items. Content-based recommendation 
mechanism uses items that have interacted with users, and obtain users’ interest in 
different items through similar user behaviors such as praise, click, or rating. And 
collect similar items with high user interest, and then rearrange the recommendation 
degrees of these collected items and put them in the list to be recommended. 

Collaborative Filtering Recommendation Method 

Collaborative filtering recommendation is one of the most influential and widely used 
algorithms in industry. It is mainly divided into two categories: one is collaborative
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filtering based on users, and the other is collaborative filtering based on items. There 
are similarities and great differences between them. The main idea of collaborative 
filtering based on items is to find items with high similarity and positive feedback 
in the user’s historical behavior records by analyzing the user’s historical records, 
and recommending them to the target users after sorting. Its underlying assumption 
is that if almost all users who like one item like another item, the two items have 
the greatest similarity; If a user’s interest list includes two specific items, it has a 
high probability of belonging to a specific field, but if two items are included in most 
users’ interest lists, it has a high probability of belonging to the same field. 

Matrix Decomposition Recommendation Algorithm 

In the scoring prediction scenario of recommendation system, blank records are filled 
by matrix decomposition, which alleviates the sparsity of data to some extent. In the 
matrix decomposition algorithm, the scoring matrix is decomposed into the form 
of multiplication of user feature matrix and item feature matrix, and the potential 
features of users and items are mined to predict the scoring of unrated items and 
reduce missing values. In many cases, the form of simple matrix decomposition 
and multiplication can not restore the scoring matrix well, and there are certain 
errors, which can be continuously reduced by combining gradient descent. When 
the user-item scoring matrix is very sparse, the gradient descent method is used to 
continuously reduce the error loss value, and at the same time, it is easy to produce the 
phenomenon of over-fitting, that is, the existing data is well fitted but the prediction 
effect of the missing value is not good. 

16.2.2 Overall Design of Recommendation System 

In the era of network information overload, how to maximize the information in 
the network has become the focus of attention. According to the keywords input by 
users, on this basis, a new recommendation method with wide application prospect is 
proposed. Although the information transmission mode between search engine and 
recommendation system is different, there are some differences between them. In 
the music industry, the earliest cooperative screening algorithms are based on clear 
feedback, that is, according to users’ comments on a song or a singer. Aiming at 
the current recommendation system and different application scenarios, a common 
classification algorithm is given. When the information of a person or an object is 
used, it is considered as a content-based information recommendation. If the recom-
mendation system uses interactive data generated by users and items, it is considered 
as a recommendation system based on collaborative filtering. 

For music recommendation system, collaborative filtering algorithm has more 
practical experience. Because most users don’t have the habit of evaluating music, 
users’ rating data of music is sparse. The application of DL method in recommenda-
tion system is a new trend, which provides a new idea under the complicated situation
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of music data processing [9]. Although most music systems or data sets have corre-
sponding music tags, the problem of tag missing is still serious. The problem of 
missing music labels is quite common. When making music recommendation, it will 
face the challenge of completing or correcting labels. It is necessary to extract music 
features by using neural network model and label and classify music. For example, 
the “list” label under the “theme” standard has nothing to do with the characteristics 
of music itself, and this part of the label needs to be removed when the classification 
model is actually operated. 

At present, CNN has been widely used in the fields of image and text recommen-
dation. However, the key point of this topic is that, under the framework of CNN, it 
is fundamentally a composite recommendation model that integrates music content 
and users’ historical behavior. The core idea is as follows: firstly, based on CNN, 
the hidden characteristics of songs are predicted and the low-dimensional vector 
expression of songs is obtained; Secondly, on this basis, based on AE learning, the 
implicit characteristics of songs are combined with the implicit characteristics of 
songs, and they are combined with classical song recommendation algorithms. In 
the training process, the tightly coupled model learns the parameters of AE and 
traditional personalized recommendation algorithm at the same time, and the two 
methods influence each other, so that the traditional personalized recommendation 
algorithm can provide prior knowledge when the hidden layer of AE learning features 
is output, and finally generate reasonable personalized recommendation for relevant 
users. 

On the Internet, faced with a huge group of users, intelligent recommendation 
of music becomes more important, so that users can better find music that suits 
their preferences, and music services on the Internet become more attractive, thus 
increasing the profits of enterprises [10]. Through the research of this project, we can 
enrich the information of music recommendation, solve the problems of “cold start”, 
“sparseness” and “scalability” in traditional music recommendation to some extent, 
and better meet the needs of users for personalized music. On this basis, this paper 
proposes a personalized music recommendation system based on DL (Fig. 16.1). 

The system mainly includes user modeling module, music feature extraction 
module, and personalized recommendation algorithm module. The music feature 
extraction module is mainly used to preprocess audio content and extract spectral 
features, so as to prepare for training CNN to obtain the regression model of music 
potential feature prediction. 

The realization of the whole system function mainly includes the following steps: 

(1) Collect the historical behavior data of users in the system, and construct a 
hidden semantic model that can reflect the relationship between users and music 
according to a unified quantitative standard; 

(2) Pre-processing the original music resource file, and extracting the spectrogram 
which can represent the music audio characteristics; 

(3) Construct a convolutional neural network model, take the extracted spectrum as 
the input of the network model, and finally get the CNN regression model;
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(4) When there are new music resources in the system, the audio feature map is also 
obtained first, and then the potential features of music are predicted by using the 
obtained CNN regression model. Combined with the user’s preference model, 
the user’s interest in music is calculated and sorted, and finally, the first new 
music resources of TopN are recommended to relevant users. 

All data services of the system are exposed through the interface, and authorized 
calls can use the data services of the system service layer at will. The data service 
of the service layer interacts with the data layer through the persistence layer. The 
offline computing engine interacts with the data layer through the persistence layer 
and stores the offline computing results in the database. Recommend other music 
lovers who may be interested to users. In QQ music, song lists are created by users, 
and a user can create multiple song lists. Click on the user’s details and the song list 
entries created by the user, as well as similar user recommendations based on the 
current viewing user. 

16.2.3 Design of Personalized Music Recommendation 
Algorithm 

Traditional recommendation algorithms have great limitations in the process of music 
recommendation. With the continuous development of DL, many music recommen-
dation methods combining traditional recommendation algorithms with DL have 
emerged in the field of music recommendation. Most of them pay attention to the 
historical behavior data of users, but ignore the potential information. Because of 
the repetitive characteristics of historical behavior data, the recommended music is 
similar, and there are problems such as sparse data and cold start. 

At present, mature commercial solutions are divided into two categories: search 
engine and recommendation system. Search engine is designed for users who have 
certain retrieval goals and needs. It can retrieve the information they need through 
keywords typed by users. On this basis, a new recommendation method with wide 
application prospect is proposed. There are two common characteristics in the appli-
cable fields of recommendation system: first, there is a large amount of data in this 
field, and users do not have enough energy and time to contact and understand all 
items; Second, users have no clear demand for items in this field. Most of the fields 
that meet this feature are concentrated in the field of pan-entertainment, such as music, 
books, news, e-commerce, and so on. In the development of artificial intelligence, 
personalized recommendation algorithm combining DL and reinforcement learning 
emerged [11]. In the long river of recommendation system development, the tradi-
tional personalized recommendation algorithm played a key role in connecting the 
past with the future, and then the emerging personalized recommendation algorithms 
all improved and innovated on its basis. 

At present, personalized recommendation technology has penetrated into every 
corner of the network, such as QQ music, which is closely related to users’ browsing
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records and personal information. Personalized recommendation system is based on 
a variety of information, analyzing users’ preferences, thus judging the products that 
users may be interested in, and then displaying these products within the acceptable 
range of users, waiting for users to choose, which can be considered as a subjective 
behavior of personalized recommendation system. The conversion rate of push is 
also lower than that of personalized recommendation, and it will also cause users’ 
disgust because of the deviation between the pushed content and users’ preferences 
or the frequent push. 

In this paper, we will introduce a personalized music recommendation algorithm 
based on CNN. CNN belongs to a feedforward neural network, which is different 
from multi-layer receptors in its connection mode. Among them, the connection mode 
of multi-layer perceptual network is a complete connection, and it is composed of 
convolution layer, pooling layer, and complete connection layer. CNN convolves 
multi-dimensional features, which can effectively extract more features, especially 
for images, voices, and other multi-dimensional features. 

In the framework of CNN, there is a pool behind the convolution layer. The role of 
the pool is to compress the input data to a smaller scale, and then repeat the process, 
and then extract more data, and finally obtain a complete data. Based on the network 
structure of Le Net5, this paper studies the basic principles of CNN architecture 
as summarized above by drawing lessons from several other good convolutional 
neural networks. On this basis, a personalized music recommendation model based 
on 7-level network is proposed (Fig. 16.2). 

The neural network consists of four convolution-pooling structures, in which two 
convolution-pooling structures cross each other to form two perfectly connected 
structures and a prediction output layer. In the input layer, each pixel size is 256 × 
256 × 1, which is the Mel spectrum extracted from the sound. This method uses the 
method of maximum pool and sets the size of the pool window as 2 × 2.

Fig. 16.1 Overall design block diagram of music personalized recommendation system
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Fig. 16.2 CNN network model structure for personalized music recommendation

For a piece of music, descriptive information (music name, introduction, lyrics) 
and audio itself can represent its unique attributes. Among them, the feature of audio 
is the most unique and effective information representation of a piece of music. 
Through this feature, this paper can distinguish different music to the greatest extent. 
Converting sound signal into image representation can better use CNN to extract 
features [12]. 

Map Hertz frequency f to Mel frequency mel( f ), as shown in Formula (16.1): 

mel( f ) = 2595 × log10
(
1 + 

f 

700

)
(16.1) 

According to the Mel frequency obtained by Mel mapping formula, the perception 
of Mel frequency by human hearing is linear. When the Mel frequency of audio is 
doubled, the tone that human ears can perceive is also doubled. Mel spectrum uses 
human auditory perception characteristics to generate spectrum, and combining this 
characteristic with neural network can greatly improve the effect of automatic music 
classification. 

AE is an unsupervised machine learning method based on coding and decoding. 
This method uses coding and decoding to reconstruct the input information and 
learn an implicit hierarchical expression from it. Acoustic emission consists of the 
following two steps: 

Encoding process from input layer to hidden layer: 

h = f (x) = σ
(
W ′x + b

)
(16.2) 

Decoding process from hidden layer to output layer; 

x̃ = g(h) = σ
(
W T h + b

)
(16.3) 

where W, b is the weight and bias term of the feature, σ (·) is the activation function, 
and AE aims to reconstruct the data in the input layer at the output layer, so its loss 
function combines different data forms.
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Generally, the activation functions of artificial neural networks mainly include 
Sigmoid, Tanh, ReLU ELU, etc. The CNN model proposed in this paper chooses 
ReLU as its training activation function and Softmax as its output layer activation 
function. 

ReLU, which is called rectifier linear element, is the mainstream activation 
function in the current network model. As shown in formula (16.4). 

f (x) = relu(x) =
{
x, x > 0 
0, other 

(16.4) 

ReLU has no negative value, it is hard saturated at x < 0, and its derivative is 1 
at x > 0. 

Softmax is often used for multi-classification and is used as the activation function 
of the prediction output layer in this model, as shown in Formula (16.5). 

f (x) j = Softmax(x) j = ez j∑k 
i=1 e

z j 
(16.5) 

In order to ensure that the CNN network model will neither fail to fit nor over-
fit, taking the gradient descent algorithm as an example, the parameter momentum 
update in the network can be expressed as follows: 

θ ← mu ∗ θ − η 
∂ L(θ ) 

∂θ 
(16.6) 

In the formula, mu represents momentum, and the value of momentum coefficient 
is 0 ~ 1, and the commonly used values are 0.5, 0.9, 0.95, and 0.99. By adopting this 
parameter updating method, we can not only speed up the learning rate and increase 
the stability, but also have some ability to get rid of local optimization. 

16.3 Experimental Analysis 

The experimental data is a self-built QQ music data set, which contains user data, 
music data, singer data, song list data, and user music playing history data from QQ 
music. The physical environment of the experiment consists of Ubuntu as the oper-
ating system, Intel(R) Xeon(R) E5-2678 v3 as the processor, with a main frequency 
of 2.5GHZ and a turbo frequency of 3.1 GHz, and NVIDIA GeForce GTX 1080Ti 
as the graphics card. Adam is used to optimize the embedding dimension adjustment 
layer and recommendation model, and the learning rate is set to 0.0001 and 0.003 
respectively. The dimension size of the fixed embedding vector is 8. The batch data 
size of the whole model during training is 500.
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Fig. 16.3 Loss curve of training model 

In this experiment, MSE (mean-squared error) is used as the loss function, and 
the CNN network model is trained by using the training set data. The training result 
is shown in Fig. 16.3. 

We can see that with the increase of iterations, the loss error of the network model 
will decrease rapidly at first, and then it will decrease slowly. When the age reaches 
12, the error will decrease to 0.116, the function will tend to converge, and the training 
process of the model will basically meet the expected requirements. 

For the music recommendation model proposed in this paper, the scores of users’ 
songs are predicted respectively, and the predicted scores of 10, 20, 30, 40, and 50 
pieces of music are randomly selected to calculate MAE (Mean Absolute Error). The 
experimental results are shown in Fig. 16.4.

According to the experimental results, the MAE of this model is lower than the 
other two models, and it has a better recommendation effect. With the increase in 
the number of forecast scores, the value of MAE decreases continuously. The results 
show that the CNN combined with AE model proposed in this paper has the best 
model efficiency under MAE index, and also has the best anti-sparsity ability. The 
cold start problem of new items is solved, and the risk of over-fitting and falling into 
local minimum in the process of scoring matrix is reduced.
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Fig. 16.4 The recommended model compares the experimental results

16.4 Conclusion 

Personalized recommendation system plays a very important role in e-commerce 
system, audio and video playing platform, and news information software. How to 
predict users’ interests based on their historical behavior data and other available 
information, so as to provide them with more accurate recommendations of products 
they are interested in, and thus improve their user experience, is the goal pursued by 
many scholars and application developers. The music industry has gradually turned 
to online music. Faced with this huge network user group, music intelligent recom-
mendation has become a hot spot of online music service. On this basis, using AE, 
CNN, and other machine learning methods, a personalized music recommendation 
system based on DL is constructed to effectively mine information such as users 
and music. According to the experimental results, with the increase in the number of 
prediction scores, the value of MAE decreases continuously. The MAE of this model 
is lower than other models, and it has a better recommendation effect. 
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Chapter 17 
Handwritten Mathematic Expression 
Conversion to Docx 

Bharti Sharma, Tripti Rathee, Minakshi Tomer, and Parvinder Singh 

Abstract This paper aims to embed Handwritten Mathematical Expressions (HME) 
directly into a Docx document. Writing Mathematical Expressions within a 
WYSIWYG (what you see is what you get) editor is a cumbersome task which 
requires a lot of manual effort, which this paper tries to automate. Methods: The task 
of Recognizing Mathematical Expression is bifurcated into two sub-tasks i.e. struc-
tural analysis and symbol recognition. This paper proposes to use deep learning 
techniques to do these sub-tasks using an end-to-end Densenet based encoder 
and Attention-Based decoder model, respectively. Findings: The model is trained 
on CROHME (Competition on Recognition of Online Handwritten Mathematical 
Expressions) dataset which consists of InkML files. These InkML files are initially 
processed to generate images and MathML from them. Novelty: We have been 
successful in creating docx from HME with accuracy trade-off of 1–2% by signif-
icantly reducing computational complexity than any other Web application based 
pre-existing techniques. 

17.1 Introduction 

Mathematics is called the “handmaiden of science”, hence it plays a pivotal role 
in all scientific research done. Mathematics always presents itself in the form of 
equations, and Handwritten Mathematical expressions are the primary method of 
writing equations, which later is encoded in LaTeX or mathML for proper rendering 
on digital documents. However, automatically recognizing and converting them to
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an appropriate format remains a difficult task because of the nature of Handwritten 
Mathematical Expressions (HMEs). These problems include the two-dimensional 
nature of HMEs [1, 2] i.e. it tends to be related in a spatially. 

Solving the HMEs problem can be broken down into two major stages, symbol 
recognition and structural analysis. Structural analysis may be done in two ways, 
which is sequentially and globally. Sequential analysis [3] first deals with symbol 
recognition and then proceeds to structural analysis. Whereas the global approach 
tends to deal with both of them at the same time. Sequential analysis and global 
analysis come with their own share of problems such as they require prior knowl-
edge about the type of expressions to be generated for generating the parser. The 
complexity of the parser increases with increase in symbols dealt by the parser. They 
do not take into consideration the semantic context among associated symbols to 
deal with ambiguous symbols in case of sequential parsers. 

In the last decade or so, encoder-decoder model have been utilized to solve the 
problem of HMEs because of its application in machine translation [4]. We propose a 
variation of encoder-decoder model which requires less time and has less complexity 
during the training phase. The model is trained to take as input images of HMEs and 
produce mathML strings which can be directly embedded within any word processor 
that accepts mathML. The overall goal of this is to generate document file such 
as .docx which a WYSIWYG text editor containing the mathematical expression 
since complex mathematical expressions are more often required within scientific 
documents and writing mathematical equations within the document with the present 
methods of manually adding expressions within the document is a hassle which we 
are trying to solve. MathML is a XML based document and since most text editors 
are XML based indirectly the conversion is a trivial task provided that the text editor 
supports that symbol and there exists a XLTS transformer that can convert MathML 
to a format used by the word processor. 

The rest of the paper is organized as follows: Sect. 17.2 describes the related work 
summary. Section 17.3 describes the proposed methodology. Section 17.4 discusses 
the results and comparison, and finally Sect. 17.5 concludes this paper. 

17.2 Related Work Summary 

HMER consists of two elemental components that are symbol recognition and struc-
tural analysis. Provided the two dimensional nature of a mathematical expression 
for its structural analysis, many researchers prefer approaches based on predefined 
grammars as natural way to solve the problem. Several types of math grammars 
have been scrutinized. Chan and Yeung [5] have used definite clause grammars in 
their paper. However, their system works only on online mathematical expression; 
they have not demonstrated it on offline data set. The authors in [7] showed the 
fruitfulness of stochastic context-free grammars on various systems as they typically 
performed great in the CROHME competitions. Approaches based on probabilistic 
context-free grammars analyses the structure of mathematical expression and deals
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with ambiguities in handwritten data, such an approach based on PCFG was proposed 
by [6, 8]. However, the proposed approach deals with only online maths expressions 
and in their future work they intend to apply it in offline mathematical expression 
recognition for both printed and hand written. The authors in [9] have proposed a 
novel neural network framework, namely encoder-decoder for sequence to sequence 
learning. The encoder decoder model has many applications including [10–12]. 

17.3 Methodology 

17.3.1 Overview 

The encoder within our model is a pretrained Densenet [13] model with two subse-
quent Fully Convolutional Layer (FCN) [14] that results in encoded image features. 
The decoder is Recurrent neural network (RNN) [15] with gated recurrent units 
(GRU) [16] that converts the encoded image features into mathML string which is 
our desired output. The resultant model is (1) end-to-end trainable. (2) Produces 
expression based on data rather than predefined grammar (3) takes into account the 
semantic context of the symbol to choose the best symbol and position. The data 
used for the training and validations is CROHME dataset which consists of stroke 
metadata (pen-up, pen-down sequence) during generation of expression as well as 
the ground truth in the form of MathML. The flowchart of the proposed methodology 
is represented in Fig. 17.1.

17.3.2 Dataset Preprocessing 

The handwritten expression are usually stored in images that can vary in quality and 
size, and image preprocessing is done to prepare images in specific format to feed 
into the encoder. The preprocessing includes image resizing image, center cropping 
and normalizing the image pixel values to keep values in range. The MathML corre-
sponding to each image expression is stored separately with same name as image 
file. The MathML expression is consist of predefined tags, operator symbols, operand 
symbols following the pattern of one symbol at a between tags (opening and closing). 
MathML is a 2 dimensional representation of the input handwritten expression. The 
mathml expression is divided into tokens of tags, operator symbols, and operand 
symbols.
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Fig. 17.1 Flowchart of 
proposed model

17.3.3 Encoder 

The Encoder takes transformed image to convert the 3 channel image to N channel 
feature matrix which is an intermediate form for decoder input. The encoder is consist 
of Densenet and convolution layers stacked over one another. The Densenet consist of 
denseblocks, in each denseblock the concatenation of the outputs of preceding layers 
is fed as input in succeeding layers. Let Hl(.) denote the convolution functionof the 
lth layer, then the output of layer l is represented as: 

xl = Hl
([
x0; x1; x2; . . .  ; xl−1

])
(17.1) 

where x0, x1, …,  xl denote the output features produced in layers 0, 1, …, l, “;” 
denotes the concatenation operation of feature maps. 

The connections established between layers enables Densenet to use features 
extracted in previous layers and easy gradient propagation to initial layers. Also, this 
mechanism strengthens features extraction in Densenet without implementing much 
deeper convolution layers. 

In this paper, pre trained Densenet model provided by pytorch has been used. 
Using pre trained Densenet has its advances as it reduces the cost of training such 
complex and memory consuming architecture is easier to load. The output produced 
by Densenet is larger in size. CNN has been largely used to reduce the size of
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representational n-dimensional matrix without affecting features represented by the 
n-dimensional matrix. Thus, the last layers of Densenet model are removed to make 
model work as a feature extractor instead of a classifier. Then two convolution 
layers are layered over output of Densenet to reduce the size of output to optimal 
feature representation. The proposed model takes as input a raw expression image 
and generates corresponding MathML sequence. 

17.3.4 Decoder 

The input block of the decoder provides one-hot encoding of the input word to the 
embedding layer. The embedding layer converts the one-hot encoding of input word 
to word embedding of hidden_size, H length vector. Word embedding is an efficient 
way to represent relation between words in a vocabulary. Embedding is a dense 
vector of floating points that represents a word’s features and more importantly, 
these features can be learned via training of the embedding layer. The working of 
decoder has been shown in Fig. 17.2. 

Let xi be the one hot encoding of input word and Oen represent the encoder output. 
Then, Oe represent the output of embedding layer which takes as input a vector of 
vocabulary size and gives output vector of H size. 

Oemm = Wemmxi (17.2) 

The previous hidden state ht−1, a vector of size H that corresponds to the last 
hidden state generated by the GRU.

Fig. 17.2 Decoder 
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xattn1 = {Oemm; ht−1} (17.3) 

Then, xattn1 is the concatenation of the embedding output and previous hidden state. 
Attention block which is a linear layer which takes input of size 2*H and gives output 
of size H is applied on xattn1. 

Oattn1 = softmax(Wattn1xattn1 + battn1) (17.4) 

Oattn1 represents the output of attention block which act as attention weights for the 
encoder output. 

Softmax activation function is used to convert real values to probabilities so it can 
be applied on encoder output. 

xin = Oattn1 ⊗ Oen (17.5) 

xin is the element-wise multiplication of attention weights and encoder output 

xout = {Oemm; xin} (17.6) 

xout represents the concatenation of embedding output and xin, , which is input to 
second attention block called attention combined which is also a linear layer which 
takes input of size 2*H and gives output of size H. 

Oattn2 = RELU(Wattn2xout + battn2) (17.7) 

The rectified linear activation function (RELU) is used as it is a piecewise linear 
function that will output the input directly if is positive; otherwise, it will output zero. 
Oattn2 is the output of combined attention layer, and it is a vector of size H. Oattn2 is 
the input to GRU block of the decoder. 

xt = Oattn2 (17.8) 

GRU is an improved version of RNN which solves the problems of vanishing and 
exploding gradients. Let xt be given input to GRU and the output ht is computed as: 

ht = GRU(xt , ht−1) (17.9) 

Softmax activation function is applied on GRU output to generate vector of output 
probabilities, and argmax is applied to predict the output word.
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17.3.5 Document 

The predicted mathml is parsed to a tree structure and inserted into a word document 
using python libraries i.e. python-docx, xET. 

17.4 Result and Comparison 

This section describes the system settings for the experimentation purpose and the 
evaluation matrices used 

17.4.1 Experimental Setup 

The system is implemented on Intel(R) Core(TM) i5, 3.30 GHz CPU, 4 cores and 8 
GB RAM. During training of the model the factors considered are loss and Validation. 

The red line in Fig. 17.3 represents the value of Log loss, and the blue line 
represents validation loss. 

Figure 17.4 shows decrease in loss in Red and increase in Bleu score on Test set 
in Blue curve with epochs.

Model comparison By Bleu Scores (see Table 17.1):
Initial predictions—<mrow><mi><mi></mi><mrow><mo><mi></mi> 
<mrow><mi><mo></mi></mrow> 
Original value—<mrow><mi> x</mi> <mrow> <mo> + </mo> <mi> y </mi></ 

mrow></mrow> 
The resultant output of Fig. 17.5 image comes out to be x + y.

Fig. 17.3 Loss and 
validation graph 
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Fig. 17.4 Loss and BLEU 
score

Table 17.1 Comparison 
results After epochs Multi-scale model Encoder-decoder model 

10 0.36 0.32 

20 0.43 0.47 

30 0.55 0.56 

40 0.59 0.62

Fig. 17.5 Input handwritten 
expression 

17.5 Conclusion 

In this paper, we concluded that using a pre-trained dense encoder model we can train 
an attention model with features to provide good accuracy. Densenet provides better 
image features than most of the state of the art models present for image segmentation 
and feature extraction. This reduces the computational cost significantly that is used 
to train a Densenet. Also, the MathML conversion of feature vectors provides a base 
for conversion to other standard formats of mathematical expressions. Also, the GRU 
based Architecture of Decoder is uniquely defined and experiments have been done 
regarding its effectiveness.
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Chapter 18 
Application of Image Processing 
in Air-Ground Combined Fire Fighting 
System 

Min Wang, Jing Huang, Wentao Wang, Xiaoyan Xiang, and Kejun Lei 

Abstract In modern fire rescue, the rise of UAV technology has brought unprece-
dented advantages for the air-ground joint fire fighting system to deal with emergen-
cies such as fires. Image processing, a key component of drone technology, provides 
firefighters with real-time, high-definition images and data analysis that dramatically 
improves rescue efficiency and safety. This paper discusses in detail the methods and 
algorithms of fire detection and fire source location by image processing technology 
and expounds its potential in improving the accuracy and speed of fire detection. 
The function of image processing in fire emergency response is introduced. Through 
real-time monitoring and image analysis, it can help fire personnel to make decisions 
and take actions quickly. The results of fire detection and fire source location using 
image processing algorithms are shown by experiments, and the effectiveness and 
feasibility of these technologies are verified. 

18.1 Introduction 

In various natural disasters, the impact of fire on people is often huge. According 
to statistics, from 2012 to 2021, a total of 1.324 million residential fires occurred 
nationwide, resulting in 11,634 deaths, 6,738 injuries, and direct property losses of 
7.77 billion Yuan [1]. It can be seen that once the fire occurs, it will pose a major 
threat to people’s lives and property and national security. At present, the products for 
fire detection mainly use sensor technology, such as temperature sensor and smoke 
sensor. The temperature sensor can only detect the temperature change and may not 
provide accurate early warning in the early stage of the fire, resulting in slow response 
to the fire expansion. The smoke sensor is very sensitive to smoke, easily causes false 
alarms for smoke generated during cooking, and cannot detect smokeless fires. After 
extensive exploration, it is found that image processing technology can analyze a
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large amount of image data in a short period of time, quickly and accurately detect 
fire source and flame spread, provide real-time information to assist fire commanders 
to make smarter decisions and optimize rescue plans, and provide strong support for 
disaster response. 

Drones can cover a large area, provide a high-altitude view and a view of hard-
to-reach areas, help firefighters deploy at short notice, and play an important role in 
joint fire engine rescue activities. As an important part of UAV, image processing 
has injected new vitality and efficiency into fire rescue. Due to the rapid propagation 
of light, the camera can well simulate the human eye to find the fire in time, and 
the fire personnel can use the micro-processing system to compare and analyze the 
fire image, so as to quickly detect the fire and fire fighting linkage. This paper will 
discuss the application of image processing in the fire fighting system of UAVS, and 
reveal its important role in improving the efficiency of fire rescue and ensuring the 
safety of firefighters. 

18.2 HSV Color Space 

The RGB and BGR color spaces are color models based on the original red, green, 
and blue channels, consisting of red (R), green (G), and blue (B), used to describe 
combinations of various colors in color images. The values for each channel range 
from 0 to 255, representing the intensity of their respective colors. However, the RGB 
color space is dependent on devices and non-uniformities, making it less effective for 
image analysis [2]. Therefore, images in the RGB color space should be transformed 
through linear conversions into other color spaces. In contrast, HSV represents color 
attributes more intuitively in terms of hue, saturation, and brightness. Hence, this 
article will perform image processing on images in the HSV color space. 

In this paper, the image of HSV color space will be processed. The HSV Color 
Space Diagram is shown in Fig. 18.1.

The HSV color space is a representation method that describes color as Hue, 
Saturation, and Value [3]. Hue is the basic property of color and refers to the position 
of the color in the spectrum. In the HSV color space, Hue is represented as an 
Angle that can be taken from 0° (red) to 360° (back to red again) [4]. Therefore, 
Hue determines the kinds of colors, such as red, green, blue, and so on. Saturation 
indicates the brightness or purity of a color. When Saturation is high, the color is 
more vivid and full; when the saturation is low, the color will become more gray, 
gradually approaching gray. Saturation values range from 0 to 100, where 0 indicates 
a gray color and 100 indicates a fully saturated color. Value refers to the brightness 
of the color. A higher Value indicates a brighter color, while a lower Value indicates 
a darker color. Brightness also ranges from 0 to 100, with 0 representing black and 
100 representing white. 

In HSV space, Hue, Saturation, and Value of colors can be adjusted independently, 
which is conducive to extracting color objects of ROI, eliminating background noise, 
maintaining color continuity when smoothing and filtering images, reducing the
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Fig. 18.1 HSV Color Space 
Diagram

serrated effect of color boundaries, and facilitating color extraction and enhancement 
of images. It makes the image processing more intuitive. 

18.3 Special Optical Treatment of Fire Detection Cameras 

The stored procedure of an image in a computer covers key steps, including sampling, 
quantization, and digital representation. 

Sampling is the process of spatially discretizing a continuous image. In this step, 
we represent the entire image by selecting some specific points in the image whose 
grayscale values represent the brightness information of the image at the corre-
sponding location. The sampling interval is inversely proportional to the pixels of the 
image, which determines the detail rendering of the image. The selection of sampling 
intervals requires a balance between image quality and storage requirements. The 
following methods are usually used: 

If we let the one-dimensional signal y(x) be less than or equal to v, according 
to Eq. (18.1), the sampled values y(iT ) obtained by sampling the image data with 
spacing T = 1/(2v) can completely recover y(t) [5]. 

y(t) = 
∞∑

t=−∞ 
y(iT  )x(t − iT  ) (18.1) 

and 

x(t) = 
sin(2πvt) 
2πvt 

(18.2)
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(a) Continuous Gray 
Scale 

(b) Gray Quantization 
Value 

(c) Gray-scale Quantization 
Effect 

Fig. 18.2 Gray quantization diagram 

Quantization is the process of converting the grayscale values of each sampled 
pixel from analog to discrete. It represents the grayscale values within a specific 
continuous range using integer values. Typically, it involves dividing the grayscale 
range of sampled values into equal intervals for quantization, as shown in Fig. 18.2. 
In this figure, (a) represents continuous numerical ranges for image grayscale levels 
as (Zi−1, Zi ) and (Zi , Zi+1), , while (b) represents quantizing the continuous range 
(Zi , Zi+1) of grayscale values into different values as qi−1, qi , qi+1, . . .  (resulting 
in the effect shown in (c)). 

Through sampling and quantization processing, continuous image data is 
converted into discrete digital matrices for processing and storage in digital computer 
systems. However, this color representation takes the form of interval quantization, 
that is, dividing continuous color values into a finite number of discrete intervals, 
which can lead to small differences in thresholds between different colors. This 
difference can have an impact on the accuracy of color recognition in extreme cases, 
especially in border color regions. 

To overcome this problem, we employ a physics-based approach strategy to reduce 
recognition errors and enhance the robustness of image processing methods for flame 
detection. Specifically, we take advantage of the properties of combustion flames that 
produce large amounts of CO2, which is evident in spectral analysis. 

Since the combustion flame releases a large amount of CO2, its spectral analysis 
shows that there is a significant peak value near 4.2 microns in the infrared band (as 
shown in Fig. 18.3), which is characterized by the spectral characteristics of the flame 
[6]. Based on this characteristic, we chose a special 4.2–4.5 micron narrow-band 
band-pass optical filter to enhance the capture of the flame signal.

In addition, we chose to manufacture the filter using germanium material to further 
optimize the acquisition and analysis of infrared bands. Germanium material has the 
characteristics of non-toxicity, moisture resistance, and good thermal conductivity, 
and its refractive index is relatively stable. Germanium material has excellent infrared 
transmission performance and small transmission loss and is easy to cut and polish
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Fig. 18.3 Flame combustion spectrum

[7]. This filter helps to maximize the extraction of target infrared band information, 
thereby improving the accuracy and robustness of flame detection. By combining 
the advantages of physical materials with image processing methods, we are able 
to effectively reduce identification errors and thus enhance the reliability of flame 
detection. 

18.4 Image Enhancement 

In this paper, the high-performance CCD (Charge-Coupled Device) sensor combined 
with the computer vision library OpenCV was used for comprehensive acquisition 
and processing of the flame image. With the CCD sensor, we can convert the spectral 
information of the flame into an electrical signal to achieve efficient capture of the 
flame energy. Then, with the help of OpenCV, a powerful computer vision library, we 
carried out multi-level processing and analysis on the acquired image data to extract 
the key features of the flame. The processing steps are shown in Fig. 18.4.

18.4.1 Image Import and Enhancement 

Image Import and Format Conversion 

By using the function cv2.imread() of the OpenCV computer vision library, we are 
able to load the image from the drone’s field of view and display it on the computer. By 
default, these images are formatted in blue, green, and red channels, known as BGR 
format. Then, we use the function cv2.cvtColor() provided by OpenCV to perform 
image format conversion, thereby enhancing the image [8], in order to better adapt 
to subsequent processing requirements.
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Fig. 18.4 Image processing 
flow chart

After the previous discussion, we have already learned about the advantages of the 
HSV color space. Next, we will show a comparative image of the HSV color channels 
with other image formats to gain a clearer understanding of the application of the HSV 
color space in the context of flame detection. Using the cv2.cvtColor() function, we 
convert the image to a grayscale format containing only a single luminance channel 
by selecting the flag cv2.COLOR_BGR2GRAY. We convert the image to the more 
conventional RGB format that matches human color perception by selecting the flag 
cv2.COLOR_BGR2RGB. Furthermore, we convert the image to the HSV format, 
which provides a more intuitive representation of image color attributes, by selecting 
the flag cv2.COLOR_BGR2HSV. Since the HSV color space demonstrates stronger 
resistance to interference compared to the RGB and BGR formats, to enhance the 
accuracy and robustness of flame detection, this article processes flame images using 
the HSV color space. Figure 18.5 presents a comparison of the effects after different 
format conversions:

Image Thresholding 

In order to reduce the area of interest for flame identification, this paper extracts the 
area of specific color by setting an appropriate color threshold and splits the flame 
from the background. In order to meet the different changes of ambient illumination, 
we have obtained a more appropriate threshold range after several tests and then 
use the cv2.inRange() function for mask operation, with only the flame color part 
reserved. 

To control the region or processing procedure of image processing, a selected 
image, graphic, or object is used to mask the processed image (entirely or partially). 
The specific image or object used for covering is referred to as a mask or template [9]. 
A mask is a binary image consisting of 0 and 1 s. When a mask is applied in a function,
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 (a) RGB Image (b) GRAY Image 

(c) RGB Image (d) HSV Image 

Fig. 18.5 Image format conversion effect

the 1-value region is processed and the masked 0-value region is not included in the 
calculation. An image mask is defined by a specified data value, data range, limited 
or infinite values, area of interest, and comment file, or any combination of the above 
options can be applied as input to create the mask. Each pixel value in the image 
is recalculated through a mask matrix in OpenCV. The mask matrix controls the 
influence of the current position of the old image and the surrounding position pixels 
on the current position pixel value of the new image. 

After mask operation, the image processing area is smaller, and the algorithm 
needs to process fewer pixels, thus reducing the complexity of calculation and 
improving the processing speed. In addition, the mask operation can exclude pixels 
that do not belong to the region of interest, thereby reducing noise and background
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Fig. 18.6 Image after mold 
extraction 

interference, making subsequent processing more stable and achieving the purpose 
of thresholding HSV images. The image effect diagram after mask processing is 
shown in Fig. 18.6. 

18.4.2 Image Denoising 

In order to obtain more accurate recognition results, images usually need to be 
denoised. Noise is an unwanted random or intrusive change in an image that may 
interfere with the process of image analysis and processing. For this purpose, common 
denoising methods include mean filtering, box filtering, Gaussian filtering, and 
median filtering, among others [10, 11]. These filtering methods can effectively 
reduce the noise in the image and improve the reliability and accuracy of subse-
quent analysis. In Fig. 18.7, we compare the image effects processed by different 
filtering methods. Through these comparison graphs, we can clearly observe the 
influence of different filtering methods on the image. According to the image anal-
ysis results, the median filter performs well in removing noise, so we choose to use 
the cv2.medianBlur() function to process the median filter for the image passing 
through the flame mask.

Despite the filtering process, the flame edge may still have small burrs, cracks, 
and blurred boundaries. To further improve the quality of the flame image, making 
it smoother and more suitable for subsequent processing, we apply morphological 
operations to the image using the cv2.MORPH_OPEN and cv2.MORPH_CLOSE 
flags of the cv2.morphologyEx() function [12]. In Fig. 18.8, we show the image 
processing results after morphological manipulation. Through comparison, we can
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(a) Mean Filtering (b) Box Filtering 

(c) Gaussian Filter                     (d) Median Filter 

Fig. 18.7 Image filtering effect

clearly observe the effect of morphological manipulation, such as edge smoothness 
and boundary clarity.

18.5 Target Detection and Locking 

In this study, cv2.findContours() function was used to successfully detect the flame 
region contour after image processing. We then use the cv2.drawContours() function 
to graphically mark all flame contours on the original image, as shown in Fig. 18.9a. 
However, since the flame distribution may be uneven when the UAV obtains the 
image, the detected flame contour area is different. In order to locate the fire source
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Fig. 18.8 Morphological 
processing of denoised 
images

more accurately, we use a sorting algorithm to sort the contour area, and then select 
the part with the largest area. Using the cv2.circle() function, we marked the area and 
marked the center of the circle to provide firefighters with easy access to fire source 
location information. Figure 18.9b shows the labeled results, providing reliable flame 
location data for further application to real-world scenarios. 

(a) Flame Profile Marking Diagram        (b) Maximum Flame Area Marking Diagram 

Fig. 18.9 Flame marking diagram
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18.6 Conclusion 

In this paper, we deeply discuss the extensive application of image processing tech-
nology in air-ground combined fire protection system. Through sufficient research 
and experiments, we not only confirm the importance of image processing in the field 
of fire protection but also verify its potential great value. This paper first introduces 
the basic concept of image processing and then elaborates the practical application 
of image processing in fire control system. The specific methods and algorithms of 
fire detection and fire source location by image processing technology are further 
discussed, and the great potential of these technologies in improving the accuracy 
and speed of fire detection is deeply revealed. Through a series of experiments, we 
have fully verified the effectiveness and feasibility of these technologies in practical 
applications. 

To sum up, this paper discusses the application of image processing in the air-
ground combined fire protection system in a deeply researched way. This not only 
provides a useful reference for technological innovation and development in the field 
of fire protection but also provides a strong theoretical support for the design and 
optimization of fire protection systems in the future. By integrating image processing 
technology, we can achieve critical tasks such as fire detection and fire source location 
more efficiently and accurately, further improving the overall performance of the fire 
protection system, and protecting people’s lives and property safety. 
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Chapter 19 
Design and Realization of Mobile 
Terminal Side Time Synchronization 
Based on FPGA 

Qi Liu, Xiangchao Meng, and Xiaosong Cao 

Abstract In order to solve the current demand of high precision time synchro-
nization modularization of mobile terminals, the problem that mobile network stan-
dard cannot provide high precision time synchronization ability is solved. Based 
on the capability of the existing mobile communication system, this project will 
design a time synchronization module of the mobile terminal side based on field 
programmable gate array (FPGA) by studying the airport timing and the terminal 
side’s airport timing process. 

19.1 Introduction 

With the rapid development of network technology and integrated circuits, mobile 
terminals have also broken free from their constraints and experienced significant 
growth [1]. In the face of massive interactions and collaborative cooperation among 
mobile devices, time synchronization has become particularly important, and its 
accuracy has become a goal pursued by humans. Whether its email communication, 
telephone billing, campus card authentication, or mobile gaming, time synchroniza-
tion is essential. Without accurate time synchronization or if the precision is too low, it 
would lower our quality of life [2]. Nowadays, there are various time synchronization 
methods such as global navigation satellite system (GNSS), network time protocol 
(NTP), and precision time protocol (PTP), each shining in their respective domains, 
but with certain limitations [3]. For example, GNSS is constrained by costs, and NTP 
lacks high precision. Currently, absolute time synchronization requirements can be

Q. Liu (B) · X. Cao 
Beijing Polytechnic, Beijing, China 
e-mail: liuqi@bpi.edu.cn 

X. Cao 
e-mail: Caoxiaosong@bpi.edu.cn 

X. Meng 
Beijing Rongzhi Huixin Engineering Co., Ltd, Beijing, China 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
R. Kountchev et al. (eds.), New Approaches for Multidimensional Signal Processing, 
Smart Innovation, Systems and Technologies 385, 
https://doi.org/10.1007/978-981-97-0109-4_19 

239

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-97-0109-4_19&domain=pdf
mailto:liuqi@bpi.edu.cn
mailto:Caoxiaosong@bpi.edu.cn
https://doi.org/10.1007/978-981-97-0109-4_19


240 Q. Liu et al.

achieved in scenarios like wired symmetric link networks. However, in scenarios 
with long-distance wireless link networks, due to the instability and asymmetry of 
the wireless links, most cannot achieve high-precision wireless time synchronization 
[4], which would negatively impact people’s daily lives due to poor user experience. 

This paper investigates the timing process on the air interface of mobile terminals 
and based on the interaction between field programmable gate array (FPGA) and 
the terminal designs an FPGA-based timing synchronization module for mobile 
terminals built upon existing mobile network devices and air interface links. The air 
interface timing not only ensures good measurement of uplink and downlink latency 
and channel delay in the existing air interface protocol stack (physical layer: PHY, 
media access control: MAC, etc.) but also achieves higher timing accuracy compared 
to technologies like NTP and PTP. This simple design enables high-precision time 
synchronization while ensuring good user experience and accommodating a large 
number of users. It also reduces costs by utilizing existing or planned network devices 
such as mobile edge computing (MEC) [5], base stations, and terminals. With the 
development of 5G, high-speed, low-latency, and high-capacity communication is 
experiencing vigorous growth. This time synchronization technology can be applied 
in scenarios such as the Internet of Things and connected vehicles, ushering in a 
new era with the advent of 5G and allowing everyone to participate in the wireless 
network world. 

19.2 Related Theories 

19.2.1 End-to-End Delay Mechanism 

The basic principle of PTP synchronization is that the master and slave clocks 
exchange synchronization messages and record the transmission and reception time 
of these messages. The round-trip delay between the master and slave clocks is 
calculated by measuring the time difference between transmitting and receiving 
the messages. If the network is symmetrical, meaning that the transmission delays 
in both directions are the same, then the one-way delay is half of the round-trip 
delay. The clock offset between the master and slave clocks is equal to this one-way 
delay. By adjusting the local time based on the calculated offset, the slave clock can 
achieve synchronization with the master clock. The following Fig. 19.1 illustrates 
the implementation process of the end-to-end delay mechanism in the two-step mode 
[6].

In the two-step mode of the end-to-end delay mechanism, the timestamp t1 of the 
Sync message is carried by the Follow_up message, and t4 and t5 are carried by the 
Pdelay_Req and Pdelay_Resp_Follow_UP messages, respectively. 

The implementation process of the end-to-end delay mechanism in the two-step 
mode is as follows:
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Fig. 19.1 Implementation process of the end-to-end delay mechanism in the two-step mode

• The master clock sends a Sync message to the slave clock and records the trans-
mission time t1. The slave clock, upon receiving the message, records the reception 
time t2. 

• After sending the Sync message, the master clock immediately sends the Follow_ 
up message containing t1. 

• The slave clock sends a Pdelay_Req message to the master clock to initiate the 
calculation of the reverse transmission delay. The slave clock records the trans-
mission time t3, and upon receiving the message, the master clock records the 
reception time t4. 

• Upon receiving the Pdelay_Req message, the master clock replies by sending a 
Pdelay_Resp message with t5 as the transmission time. The slave clock records 
the reception time t6 upon receiving this message. 

• After replying to the Pdelay_Req message, the master clock sends a Pdelay_ 
Resp_Follow_UP message containing t5. 

At this point, the slave clock has obtained six timestamps: t1 to t6. Using these 
timestamps, the round-trip delay between the master and slave clocks can be calcu-
lated as [(t4 – t3) + (t6 – t5)], and assuming a symmetrical network, the one-way 
delay between the master and slave clocks is [(t4 – t3) + (t6 – t5)]/2. Therefore, the 
clock offset between the slave and master clocks is Offset = (t2 – t1) − [(t4 – t3) + 
(t6 – t5)]/2.
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19.2.2 Air Interface Timing Overview 

At the network level, air interface timing has already had mobile network air links, 
and the physical layer and data link layer of the air interface protocol stack can ensure 
relatively good measurement of delay variations and channel delays for uplink and 
downlink. In future applications, due to the large number of users in air interface 
timing, there will be significant demand and user volume in areas such as connected 
vehicles, IoT, and artificial intelligence. Moreover, network equipment such as base 
stations, terminals, MEC, etc., can utilize existing or upcoming equipment from 
operators to save costs. Air interface timing can achieve higher timing accuracy 
using air interface wireless signals, albeit compared to technologies like NTP and 
PTP which have relatively lower accuracy. Figure 19.2 shows the timing network 
structure: 

In this timing network structure, atomic clock hardware and timing services 
interact and influence each other. The core network and base stations in the figure 
achieve time synchronization monitoring and reduce dependence on satellites, 
thereby achieving higher precision timing using the network. In the future, it can 
be applied to industries such as autonomous driving in 5G networks and timing for 
IoT devices. 

For the network timing system, the following design plan is proposed, as shown 
in Fig. 19.3.

Master Clock → Core Network → Base Station/MEC: Using optical network 
and PTPv2 technology. 

Base Station → UE/Gateway: Air interface physical layer for signal timing. 
Clock Hierarchy:

Fig. 19.2 Timing network structure 
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Fig. 19.3 Timing system overview

• GM (Grandmaster Clock): Has the highest stability, precision, and reliability. 
• BC (Boundary Clock): Can establish various branch points in different layers of 

the structure. 
• TC (Transparent Clock): Can measure and compensate for the time consumed by 

PTP event information in the device. 

19.2.3 Air Interface Timing Principles and Process 

Basic principle: Air interface timing is based on periodic, low-latency physical layer 
synchronization signals. The base station records the time of the signal transmission 
and sends that time through a physical broadcast channel or a physical downlink 
shared channel (PDSCH) channel. The terminal blindly detects the signal and records 
the received time. Afterwards, the base station provides feedback on the uplink delay 
measurement through a RandomAccessResponse. The terminal predicts and modifies 
the timing error.
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Fig. 19.4 Flowchart of time 
synchronization process 

19.3 System Design 

19.3.1 Design of Time Synchronization System 

Overall scheme of Time Synchronization System based on the studied air interface 
timing process on the mobile terminal side, further design of the time synchronization 
system is carried out. Figure 19.4 shows the flowchart of the time synchronization 
process. 

The FPGA in the terminal needs to possess the following three capabilities: 

• The FPGA needs to retrieve the terminal’s local time when detecting radio resource 
control (RRC) signals, as well as the sending time of the broadcasted signals from 
the base station and the value of n_TA signal in random access response (RAR) 
signals or directly obtain the TimeAdvance value. 

• Based on the above data, calculate the adjustment value for the terminal’s local 
time. 

• Provide feedback of the adjustment value to the terminal. 

On the other hand, the terminal needs to open interfaces on the current basis to 
provide the aforementioned sending time, local time, and TimeAdvance value. This 
enables the terminal to correct its local time based on the adjustment value provided 
by the chip. Furthermore, the Verilog [7] language is used to implement the required 
functionalities of the FPGA. 

19.3.2 FPGA-Based Time Synchronization Module 
for Mobile Terminals 

Regarding the FPGA-based time synchronization module on the mobile terminal 
side, a rough overall design including the terminal’s timing system is developed 
based on existing resources. 

The total TimeAdvance value is recorded to represent the accumulated results from 
the timing chip based on all the baseband signals. This result is obtained through
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the TimeAdvanceCommand calculation according to the 3GPP standard process, 
denoted as: 

TAtotal = TARA +
∑

i 

TAi (19.1) 

Equation (19.1) serves as an estimation of uplink delay. TAtotal is indicated the 
total TimeAdvance value. TARA is indicated the resource allocation of TimeAdvance. 
TAi is indicated the Time Advance. 

t0 represents the delay of hardware data transmission and processing, such as the 
baseband module and timing chip. Since it is relatively fixed and may vary across 
different hardware, it needs to be determined in advance. If the current channel delay 
condition is unstable and the Nb timing signals sent by the base station cannot meet 
the timing conditions set by the chip, the module sends a termination command to 
the timing chip. The timing chip judges and calculates based on the input system 
frame number (SFN) and system information block (SIB_t) signals. If the SFN does 
not match the rSFN in the signal, the current signal is discarded, and the next timing 
signal is received and processed. For valid timing signals, toffset is calculated based on 
the formula shown in the figure. The timing chip outputs absolute time information 
and PPS second pulse based on toffset and ends the current timing process, waiting 
for the start of the next timing process. The clock adjustment amount for the timing 
terminal is toffset. Figure 19.5 shows a rough flowchart of the FPGA-based timing 
process on the mobile terminal side. 

Fig. 19.5 Rough flowchart of FPGA-based timing process on the mobile terminal side
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Fig. 19.6 FPGA terminal 
timing process 

It involves measuring the hardware transmission and processing delays of the 
baseband module and timing chip, estimating the transmission delay TA caused by 
distance, recording the local absolute time of the receiving end, and responding with 
the sending time of the transmitting end. Due to network symmetry, the required 
adjustment for the terminal’s time is calculated. The specific design between the 
FPGA and the terminal is shown in Fig. 19.6: FPGA Terminal Timing Process. 

toffset = tue − tSIB_t − TAtotal/2 − t0 (19.2) 

Through the interaction between the FPGA and the terminal, the FPGA obtains 
TimeAdvance value, value, local reception time, and signal transmission time from 
the interface. After calculating the adjustment value using Eq. 19.2, the result is 
displayed on the digital display and returned to the terminal. 

19.4 Hardware and Software Resources 

The FPGA [8], short for Field Programmable Gate Array, is a type of semiconductor 
digital integrated circuit that is also a field-programmable gate array, allowing many 
of its internal circuit functions to be modified based on specific requirements. In 
the past, PLD (Programmable Logic Device) and ASIC (Application-Specific Inte-
grated Circuit) could only perform their respective roles without fully utilizing their 
advantages. However, with the emergence of FPGA, it combines the strengths of 
PLD and ASIC. It can have thousands or even millions of logic gates while still
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Fig. 19.7 FPGA structure 

being programmable on the field, enabling larger and more complex functionali-
ties. Additionally, FPGA design costs are relatively lower compared to ASIC, and 
making changes to previous designs in FPGA is relatively easier. FPGA’s main 
market used to be in the communication and networking fields, but with the passage 
of time and technological advancements, FPGA applications have explosively grown 
in consumer electronics, automotive, electrical, and other sectors. 

The simplified structure of an FPGA consists of six main components: the 
FPGA chip itself, programmable Input/Output Modules (IOB) for interfacing with 
the external world, programmable Logic Modules (CLB), embedded Block RAM 
(BRAM), interconnect resources for connecting all parts of the FPGA internally, 
underlying logic elements, and dedicated hard cores. The figure below shows the 
structure of an FPGA in Fig. 19.7. 

In general, the design flow of an FPGA includes several steps, such as defining 
design inputs according to design specifications, RTL simulation, synthesis of the 
design, performing placement and routing, conducting timing simulation, analyzing 
timing, and performing board-level verification. The FPGA design process is shown 
in Fig. 19.8.

19.5 Interaction Between FPGA and Terminal 

In FPGA applications such as traffic lights and digital displays, the system clock 
cannot be used directly, and sometimes multiple clock pulses of different frequencies 
are required as driving sources in a digital system. One of FPGA’s features is its 
ability to process clock signals. Therefore, the concept of frequency division comes 
into being, and the frequency divider has a fundamental and important role in FPGA 
design. Generally, there is an integrated Phase-Locked Loop (PLL) in FPGA to 
achieve clock multiplication, frequency division, phase shift, and programmable



248 Q. Liu et al.

Fig. 19.8 FPGA design 
process

duty cycle functions. However, a PLL or IP core resource can also be excluded in 
designs that do not demand high clock accuracy. 

Frequency dividers are mainly divided into even and odd divisions, and rela-
tively speaking, even division principles are simple and easier to master. It can be 
achieved by counting with a counter. When using N times even frequency division, 
the clock triggers the counter for counting, and only needs to flip the output clock 
when counting to N/2 − 1, and so on. Figure 19.9 shows the simulation diagram of 
a four-fold frequency divider. 

For odd frequency division, if you want to implement odd-frequency division with 
a 50% duty cycle, you cannot flip the clock at the midway point of the counter as 
with even division, as this method cannot obtain a 50% duty cycle clock. If you use a 
method similar to even frequency division to trigger the rising edge of a frequency-
divided clock, you will get a clock signal with a duty cycle that is not 50%. If the

Fig. 19.9 Simulation diagram of four-fold frequency divider 
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Fig. 19.10 Five-fold frequency divider 

clock is triggered again on the falling edge, another clock signal with a duty cycle 
that is not 50% will be obtained. By performing logical operations on these two clock 
signals, a clock with a 50% duty cycle can be flexibly obtained. That is, to perform 
M-fold odd-frequency division on a clock with a duty cycle of 50%, first perform 
modulo M counting on the rising edge trigger, select a value for clock inversion 
output, and then perform another clock inversion output on (M − 1)/2, obtaining an 
odd-m frequency clock with a duty cycle that is not 50%. Next, at the same time, 
perform modulo M counting on the falling edge trigger, and when the clock inversion 
output value is the same as that selected for the rising edge trigger, start performing 
clock inversion output on the output clock, and then perform another clock inversion 
output on (M − 1)/2, obtaining an odd-m frequency clock with a duty cycle that is not 
50%. Perform logical operations on two m frequency clocks (with a duty cycle not 
equal to 50%), taking the AND operation for positive periods and the OR operation 
for negative periods, to obtain an odd-m frequency clock with a duty cycle of 50%. 
Figure 19.10 shows the simulation diagram of a five-fold frequency divider. 

19.6 Software Design for Time Synchronization 

Schematic Diagram. In this design, the upper computer (Friendly Serial Debugging 
Assistant) sends four data to the FPGA in hexadecimal format. These data include 
the local reception time of the terminal for the signaling, the transmission time of the 
base station for sending the signaling [9], the TimeAdvance value, and the hardware 
data transmission and processing delay t0 of the baseband module, timing chip, and 
other components. In this design, they are respectively named as A, B, C, and D. 

After receiving these four data, the FPGA calculates the adjustment value based 
on the time synchronization principles and procedures stated in Sect. 19.3, using  the  
formula A − B − C/2 − D [10]. The calculated adjustment value will be displayed
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Fig. 19.11 RTL schematic diagram 

on the digital display (in decimal format) and sent back to the upper computer (in 
hexadecimal format). Figure 19.11 shows the RTL schematic diagram of this design. 

19.7 Simulation Testing and On-Board Debugging Results 

Based on the principles and specific implementation of the above schematic and code, 
the upper computer in this design sends interface data to the FPGA and completes 
the calculation of the adjustment value. The adjustment value is then sent back to the 
upper computer and displayed on the digital display. 

The upper computer sends 200, 12, 50, 100 to the FPGA, and after the adjustment 
value calculation, it is displayed on the digital display [11]. According to the previous 
formula, the adjustment value should be 63. The hexadecimal representation of 200, 
12, 50, 100 is C8, C, 32, 64. The simulation result is shown in Fig. 19.12.

The interface of the Serial Debugging Assistant is shown in Fig. 19.13.
It can be seen that when the upper computer sends the four data in hexadecimal 

format as C8, 0C, 32, 64 to the FPGA, the FPGA calculates and returns the hexadec-
imal data 3F, which is equivalent to decimal 63, to the upper computer. Figure 19.14 
shows the display on the digital display.

It can be seen that the displayed number on the digital display is 63. 

19.8 Conclusions 

The upper computer serves as a simulated terminal to provide and send four data to 
the FPGA, including the local reception time of the received signal at the terminal, the 
base station sending time of the signal, the delay of hardware data transmission and 
processing such as baseband module and timing chip, and the TimeAdvance value 
(estimated value of uplink delay). The FPGA processes and calculates the four data
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Fig. 19.12 Simulation result

Fig. 19.13 Debugging 
assistant interface

Fig. 19.14 Digital display
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based on the aforementioned time synchronization principles and sends the calcula-
tion result as an adjustment value to the upper computer, which is then displayed on 
the digital display. This completes the basic process of time synchronization. 

Looking ahead, with the continuous advancement of mobile networks, it is 
expected that more efficient and accurate time synchronization methods will be 
developed to meet the increasing demands of information exchange and terminal 
interaction. 
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Chapter 20 
Exploration of Drone Trajectory 
Planning in Unknown Environments 
Using Reinforcement Learning 

Yanqiu Wang and Jingya Zhao 

Abstract Trajectory planning is a very important problem in UAV base station 
deployment. The traditional path planning technology based on optimization theory 
needs to know the environmental information in advance, which cannot be accu-
rately mastered in practice and cannot be applied to complex and changeable scenes. 
The reinforcement learning technology can make UAV interact with the environment 
without understanding the global information and then train and learn the optimal 
trajectory. In this paper, the trajectory problem of a single UAV in unknown user 
location and channel environment is studied, and the trajectory planning is realized 
by reinforcement learning method to maximize the throughput. In this paper, the 
Markov decision process is modeled for the trajectory planning problem of loca-
tion environment information, and two flight stages are proposed. The actor-critic 
algorithm is used to solve the problem according to the environmental state and conti-
nuity of action of UAV. The result shows that UAV can realize trajectory planning in 
unknown environment. 

20.1 Introduction 

UAV can complete the flight task by remote control or internal program control, 
with good mobility, small size, and flexible deployment. In recent years, it has been 
widely used in civil and commercial fields. In the field of wireless communication, 
UAV mainly has two application scenarios. On the one hand, UAV as air base station, 
relay and access point auxiliary ground node cellular network communication. On 
the other hand, it can be used as a new type of air users to access cellular networks 
for communication [1]. Among them, UAVs provide communication services as air
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base stations, which can not only achieve flexible deployment and planning, provide 
good channel conditions, but also greatly reduce the cost of traditional ground base 
station deployment, and have broad application prospects [2]. 

In order to enable comprehensive deployment of UVAs and their role in assisting 
wireless communication, it is necessary to address the issues of path planning, 
hovering altitude, and trajectory control for UVAs in complex environments. This 
paper aims to solve the path planning problem of UAV-BS in a complex environ-
ment. In recent years, with the widespread application of machine learning and 
research and development of path planning algorithms, many scholars have studied 
the autonomous and intelligent trajectory planning of UVAs. Reinforcement learning 
has made significant achievements in this field. Due to traditional optimization-based 
path planning techniques requiring prior knowledge of user location, channel state 
information, and other information, they are not suitable for many complex and 
changing practical scenarios. Through reinforcement learning techniques, UVAs can 
interact with the surrounding environment without prior knowledge of global infor-
mation, and learn the optimal trajectory. In addition, as UVAs have the continuity 
characteristics of task space and execution actions, this study selects the actor-critic 
reinforcement learning method to solve this problem, which can better address the 
issue of continuity. 

20.2 Related Research 

20.2.1 Research on UVA Path Planning 

Path planning refers to finding an approximate optimal or optimal trajectory from a 
starting point to an endpoint within certain constraints or criteria in a given area. Path 
planning problems can be divided into static path planning and dynamic path planning 
[3]. In recent years, the development of machine learning technology has provided 
new research directions for path planning problems. The main methods are supervised 
imitation learning and unsupervised reinforcement learning. Reinforcement learning 
methods can explore and interact with the environment in unknown environments, 
learn based on exploration, and obtain the optimal path. In the field of UVA, due 
to the complexity of the environment, precise mathematical modeling is extremely 
difficult, so the application of reinforcement learning methods is more extensive. The 
problem of UVA trajectory planning has been studied in depth with the research of 
path planning algorithms [4]. 

Fu Xiaowei et al. used the Dijkstra algorithm to study the correlation between 
the already flown trajectory and the subsequent trajectory planning [5]. They esti-
mated threat factors such as radar and created distribution maps. Roberge et al. 
conducted research on the dynamic path planning problem of fixed-wing UVAs in 
three-dimensional space [6], using intelligent bio-inspired algorithms such as genetic 
algorithm and particle swarm optimization algorithm. Bellingham et al. studied the
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problem of cooperative trajectory planning for multiple UVA swarms [7]. With the 
continuous development of machine learning theory and related technologies, rein-
forcement learning theory has also begun to play a role in the problem of UVA 
trajectory planning. In the research of UVA trajectory planning aiming to maximize 
service quality, Chen et al. used reinforcement learning to study the static trajectory 
planning problem of multiple UVAs in a two-dimensional plane [8], where informa-
tion such as user location and channel state is known. Yin et al. used the Deterministic 
Policy Gradient (DPG) method to solve the problem of dynamic trajectory planning 
for single UVAs in three-dimensional space [9], where information such as user 
location and channel state is unknown. 

20.2.2 Reinforcement Learning Research 

Minh et al. applied deep reinforcement learning methods to Atari games and intro-
duced the concept of Deep Q Network (DQN). In the following year, Silver et al. 
proposed the Deterministic Policy Gradient algorithm [10] to address the issue of 
continuous action spaces, which is a policy-based algorithm. The DeepMind team 
combined deep learning methods with Monte Carlo methods to develop AlphaGo, 
which achieved a resounding victory against a renowned Go champion. Subsequently, 
deep reinforcement learning further evolved and produced more advanced algorithms 
such as Deep Deterministic Policy Gradient (DDPG) [11] and A3C. 

20.3 Related Theories 

20.3.1 Reinforcement Learning 

Reinforcement learning discusses how an agent maximizes the rewards it receives 
in a complex and uncertain environment. This is illustrated in Fig. 20.1. It consists 
of two components: the agent and the environment. In the process of reinforcement 
learning, the agent and the environment interact continuously. The agent selects and 
executes an action At based on the state St of the environment. The environment 
changes due to this action and provides feedback in the form of a reward Rt+1 to the 
agent. The agent then takes the next action based on the updated state St+1 and the 
received reward Rt+1. This iterative process allows the agent to learn how to maximize 
cumulative rewards through interaction.
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Fig. 20.1 The process of 
reinforcement learning 

20.3.2 Markov Decision Process and Reinforcement 
Learning 

Reinforcement learning is generally used to solve sequential decision problems, 
which are often modeled using Markov decision processes. Markov decision 
processes belong to the class of Markov models, which also includes Markov 
processes and Markov reward processes. The common characteristic of these models 
is their Markov property, which means that the current state at a given time only 
depends on the previous state and action, and is independent of earlier states and 
actions. This can be represented using conditional probability as follows: 

P(Si+1 | Si , Ai , Si−1, Ai−1, . . . ,  S0, A0) = P(Si+1 | Si , Ai ) (20.1) 

In the equation above, Si and Ai represent the current state and action at time t, 
respectively. The influence of actions and states in the reinforcement learning process 
is persistent, allowing for problem simplification. 

In the following text, S represents the state space, A represents action space, “s∈S” 
represents an action belonging to the state space S, similar to action a. R represents the 
reward feedback from the environment for the current action. P is the probability of 
state transition, and γ is the reward decay factor. When using reinforcement learning 
to solve sequential decision problems, the agent’s goal is to maximize the expected 
cumulative reward, even if it requires sacrificing short-term rewards for long-term 
returns. The discounted cumulative return after time t can be represented as: 

Gt = Rt+1 + γ Rt+2 + γ 2 Rt+3 +  · · ·  =  
∞∑

k=0 

γ Rt+k+1 (20.2) 

Policy: It describes how to choose appropriate actions based on input states. 
Policies can be deterministic or stochastic. A deterministic policy directly selects 
actions that maximize rewards based on input states, which is a deterministic choice 
represented by Eq. (20.3). If the probabilities of taking different actions are dependent 
on input states, the policy becomes stochastic, as shown in Eq. (20.4). The policy 
distribution is represented by the policy function π(s), which indicates the probability 
distribution of taking action At = a in state St = s for a specific agent.
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a∗ = argmax 
a 

π(a | s) (20.3) 

π(a | s) = P( At = a | St = s) (20.4) 

State Value Function (V (s)): It represents the expected cumulative reward that can 
be obtained from state St = s when the policy function is π(s). It reflects the average 
long-term reward and the agent’s goal is to maximize the cumulative reward from the 
initial state to the final state. Since each complete process experiences different states 
and actions and the immediate rewards are not the same, the expectation operation 
represents the average cumulative reward for each episode. 

Vπ (s) = Eπ [Gt | St = s] =  Eπ [ 
∞∑

k=0 

γ k Rt+k+1 | St = s] (20.5) 

The relation: Gt = ∑∞ 
k=0 γ k Rt+k+1 represents the discounted expected return 

after time t. 
State-Action Value Function (Quality of State-Action function) Q(s, a): It repre-

sents the expected cumulative reward obtained by being in state St = s and taking 
action At = a under the policy function π(s). Unlike the state value function, it 
includes the action as input. 

Qπ (s, a) = |Eπ [Gt St = s, At = a] 

=
∣∣∣∣∣Eπ

[ ∞∑

k=0 

γ k Rt+k+1St = s, At = a

]
(20.6) 

20.3.3 Introduction to Actor-Critic 

The Actor-Critic algorithm combines both policy-based and value-based methods. 
Value-based methods cannot handle continuous space problems, while policy-based 
methods often use episodic updates, resulting in lower learning efficiency. By 
combining the advantages of both, a method with good learning capabilities and 
the ability to handle continuous space problems can be obtained. The actor can be 
seen as the policy function π(a|s), which interacts directly with the environment and 
learns how to achieve the best evaluation. This evaluation comes from the critic, 
which can be represented by the value function Q(s, a). The critic learns during the 
interaction process how to provide appropriate evaluations. As a result, after each 
execution, the actor receives an evaluation from the critic for updating, while the 
critic learns to make its evaluations more objective and reliable. This allows for 
spontaneous convergence towards an optimal reward value and correction of poor 
action choices.
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20.4 Problem Analysis 

As shown in the system diagram of the unmanned aerial vehicle (UAV) trajectory 
planning system in Fig. 20.1, the UAV trajectory planning problem aims to achieve 
optimal or suboptimal trajectory flight from the starting position to the destination 
based on the flight mission and constraints, as well as the environment informa-
tion and the UAV’s own flight status. Firstly, the flight mission requirements and 
constraints of this study are clarified. The scenario assumed in this paper is a single 
UAV flying at a higher altitude, departing from a specified location, reaching the 
vicinity of the user area, and providing direct communication services. The UAV’s 
flight actions are constrained to the two-dimensional plane, without changes in alti-
tude. The problem to be solved is how the UAV can approach and hover near the 
user area in an unknown environment, where information such as user positions and 
channel statuses are unknown, using the actor-critic reinforcement learning method 
(Fig. 20.2). 

20.4.1 Problem Modeling 

There is a single unmanned aerial vehicle (UAV) aerial base station B−UAV flying 
at a fixed altitude H0, and at a certain distance, there is a set U consisting of K 
users. The users are located at a fixed altitude H1. Assuming sufficient frequency 
resources, the UAV base station provides services to each user i (where i ∈ U) through 
frequency division multiplexing. The UAV base station B−UAV can always receive 
signals from each user i (where i ∈ U), and interference between channels can be 
handled through other techniques. Without knowing the user positions and channel 
information, the UAV base station B−UAV can observe the received power and 
uplink rate from each user. Based on the observed information, the UAV base station 
learns and makes decisions to fly close to the user area and find a better position 
to hover for providing services. According to the flight mission and constraints of 
B−UAV, the five-parameter tuple < S,A,R,P,γ > in the Markov Decision Process 
(MDP) is modeled. The state S, action A, and reward R are defined. As for the 
transition probability P, it is not explicitly modeled as it is difficult to obtain accurate

Fig. 20.2 Block diagram of unmanned aerial vehicle trajectory planning system 
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results even with long-term observations. Instead, the network learns in a model-free 
manner. The discount factor γ is set to 0.9, mainly considering long-term reward 
return, but the impact of rewards decreases as the time interval increases. 

State Space S: 

For the UAV, the state of the environment should be observable and knowable. 
However, in this problem scenario, the UAV is unaware of the user positions and 
channel information, including the distance to the users. Instead, the signal power 
received by the UAV from the users is considered as the observation. By assessing 
the magnitude of the power, it is possible to determine if the UAV is getting closer to 
the user area. Since the goal is for the UAV to approach the user area, an increase in 
power is desired. To make the UAV more sensitive to small changes, the change in 
received power from the users is chosen as the state. At time t, the UAV can receive 
the power from each user i in the set U, denoted as PR,i,t . Therefore, the state S can 
be represented as {�PR,i,t | i ∈ U }. 
Action Space A: 

Since the UVA’s altitude is fixed, its movable range is limited to a two-dimensional 
plane. Therefore, we choose two orthogonal components to represent the UVA’s 
movement, with a maximum step size restriction. The UVA’s movement at time t 
can be represented as [Δxt , Δyt], where Δxt and Δyt denote the projections of the 
distance moved by the UVA on the two orthogonal components, respectively. 

Rewards R: 

In addition to measuring power observations, the UVA can also track the throughput 
during communication. The objective is for the UVA to move towards the user area, 
indicating an increase in throughput. Therefore, the change in throughput is chosen 
as the reward, where an increase in throughput is positive and a decrease is negative. 
This direct reward feedback allows the UVA to better understand the impact of its 
positional changes on the environment. In this study, the data transmission rate of 
the uplink link is selected as the metric. At time t, the throughput received by the 
UVA from user i in the user set U can be denoted as CR,i,t . Thus, the reward R can 
be represented as {�CR,i,t | i ∈ U }. 

Based on the above modeling, the problem can be described as follows: Starting 
from time t, the UVA observes the environmental state, namely the change in power
�PR,i,t (i ∈ U ). It then takes action [Δxt , Δyt] based on the state. Subsequently, 
the UVA adjusts its decision based on the sum of the changes in user throughput∑

i∈U�CR,i,t+1(i ∈ U ) and the new environmental state information �PR,i,t+1(i ∈ 
U ), and selects the next action [Δxt+1, Δyt+1]. This process continues until the UVA 
hovers. The overall goal is to optimize the uplink transmission performance from 
start to finish, achieving max

∑
t

∑
i∈U �CR,i,t .
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20.4.2 Channel Environment 

In this section, we will use the derived state space, namely the power change, and 
the reward, namely the throughput change, to explain the channel environment. 

The power received by the UVA from user i can be represented as: 

PR,i = PT ,i + 10lg(GT ,i G R) − 10lg(g(di )) − 10lg(α2 ) − x (20.7) 

where PR,i represents the power received from user i. PT,i represents the power 
transmitted by user i, set as 1W. 10lg(GT,i G R) represents the gain at the transmitter– 
receiver side, set as 1. 10log(g(di)) represents the large-scale fading (path loss). 
10log(α2) represents the small-scale fading, neglecting the influence of multipath. 
As the UVA’s movement speed is considered slow and Doppler effect can be ignored, 
10log(α2)= 0. x represents the shadow fading, which can be modeled using Gaussian 
distribution x ~ N(0, σ2), where σ2 is between 8 and 10, here set as 9. g(di) represents 
the path loss, which is the ratio of received power PT ,i to transmitted power PR under 
the influence of distance in free space. Let L(di) = 10log(g(di)). Assuming there is 
a reference distance d0, when di > d0, the received power PR,i(d0) is related to the 
received power PR,i(di). Combining with the logarithmic distance path loss model, 
we have: 

L(di ) = 10nlg( 
di 
d0 

) + L(d0) (20.8) 

In Eq. (20.8), n is set to 4 and f represents the carrier frequency, which is chosen 
as 2 GHz (4G frequency band). The reference distance d0 is set to 1 m. For  L(d0), 
according to 

PR(d0) = 
PT GT G Rλ2 

(4π)2 d2 
0 L 

(20.9) 

we can obtain 

L(d0) = −20lg( 
c 

4π 
) + 20lg( f ) = 38.4 (20.10) 

Here L represents the system loss factor, set as 1. In summary, we have: 

PR,i,dB  = −38.4 − 40lg(di ) − x (20.11) 

the throughput: 
Considering only the uplink link, which is the data sent by users to the UVA, 

according to Shannon’s theorem, we can derive the uplink data for user i as 

Ci = log2(1 + SINR) (20.12)
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Here, SI  N  R  = PR,i 

σ 2 , σ2 represents Gaussian white noise power, σ2 =−74 dBm/Hz. 

20.5 Problem Solving 

Trajectory Planning Based on Actor-Critic Method Algorithm 

Here, π is the action policy network, Q is the action value network, and 	̂ and Q̂ 
are the corresponding target networks. μ and θ are the parameters of the policy and 
value networks. To allow for exploration, a random perturbation N(t) is introduced, 
which decreases gradually with time and training iterations. The entire algorithm flow 
can be divided into two processes: data interaction collection and network training. 
Firstly, the network parameters are randomly initialized, and an experience buffer of 
certain size is set to store the interactive data. Based on the initial environmental state, 
an action is selected using the policy network with randomly initialized parameters, 
and after adding a certain perturbation, the UVA executes that action, obtaining a 
reward and next state information, and the interaction continues. When there are 
enough data in the buffer, a batch of data is randomly sampled from the buffer for 
training. 

Predict the reward return y for a given state and action based on the sum of the 
target value network and the reward: 

y = Rt + Q̂(St+1, π̂(St+1)) (20.13) 

Calculate the mean squared error between y and the action value network, yielding 
the loss function for the action value network:
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Loss = 
1 

2N 

N∑

i=1 

(yi − Q(Si , Ai ))
2 (20.14) 

Update the parameters of the action value network using gradient descent, mini-
mizing the difference between the estimated reward return and the actual reward 
return. Update the parameters of the action policy network using gradient ascent, 
maximizing the rate of the uplink: 

∇θμ J = 
1 

N 

N∑

i=1 

∇θμ π(Si )∇Ai Q(Si , Ai ) (20.15) 

During this process, the network continues to interact with the environment, and 
the newly generated data will overwrite the old data in the buffer pool. The parameters 
of the target network are not updated. After a certain number of training iterations, 
the parameters of the action network are passed to the target network to update its 
parameters. Following these steps, continue updating the network parameters until 
convergence is achieved. 

20.6 Simulation Results and Performance 

Simulation Environment Analysis. In this study, the unmanned aerial vehicle (UAV) 
flight space is set in a 400 × 400 m flying area. The UAV is fixed at a height of 
100 m, while there are 30 ground users with a fixed height of 2 m. At the beginning 
of each simulation, the UAV starts from a fixed three-dimensional coordinate point 
[100,100,100], and the ground users are randomly initialized and fixed within a 100 
× 100 m range defined by the two three-dimensional coordinate points [300,300,2] 
and [400,400,2]. The UAV flies close to the user area. Each user has a transmit power 
of 1W, with no transmit power gain or receive power gain. The channel environment 
adopts the logarithmic distance loss model mentioned in Eq. (20.8), with a reference 
distance of 1 m. Doppler shift and multipath effects are not considered. The user’s 
transmitted signal is subject to Gaussian white noise interference, while the interfer-
ence between users has been handled in other ways. Other parameter settings are the 
same as those in the channel environment section of 4.2. 

20.6.1 Environment Issues and Stability Analysis 
in the Transition Between Two Phases 

Figure 20.3 shows the variations of power and throughput with round number for two 
independent networks with 20 users. It can be observed that at the transition point
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Fig. 20.3 Variations of power and throughput with 20 users 

between the first and second phases, the UAV accomplishes the task of approaching 
the user area in the first phase but does not stabilize at that position. Instead, it 
moves, resulting in a sudden drop in throughput, and then proceeds to the second 
flight phase for data collection in the buffer zone. Based on the numerical values, 
it can be deduced that the discontinuity between the first and second phases results 
in the starting point of the UAV in the second phase being located further from the 
user area. This leads to the UAV having to learn both approaching and hovering/ 
turning back in the second phase, which prolongs the learning and convergence 
period. Additionally, there are slight fluctuations in power and uplink rate during the 
convergence phase. The stability of the results is not satisfactory. 

It can be analyzed that in this study, there are flaws in the transition between the 
first and second phases, and the completion of the flight task in the first phase directly 
affects the implementation effect of the second phase. The network in the first phase 
has not achieved complete convergence and stability before proceeding to the second 
phase of learning. This easily leads to unstable movements before the UAV moves 
in the second phase, thereby affecting subsequent operations. 

20.6.2 Simulation Results of User Random Movement 

In this subsection, the results of simulations with randomly moving users in the 
case of two independent networks and dense user distribution will be presented. 
Figure 20.4 illustrates the trajectory of the UAV at the end of a round when the
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Fig. 20.4 The trajectory of the UAV with 20 users 

user positions are randomly moving. It can be observed that even with random user 
movement, the UAV can still achieve satisfactory trajectory planning results. 

Figure 20.5 displays the corresponding variation of cumulative reward with round 
number. Overall, the trend is consistent with the results when users are stationary. In 
the first phase, although the user positions are constantly changing, the task objective 
of approaching remains the same, aiming to achieve a higher cumulative reward and 
significantly improve throughput. In the second phase, the UAV needs to make slight 
adjustments to its position, trying to hover above the central area of the user zone. 
However, due to the random nature of user movement, the optimal hovering point 
also keeps changing. Thus, the UAV will continuously hover above the user zone, 
adjusting its position. However, in reality, these adjustments are always lagging 
behind. Once the UAV determines a better position, the user positions change again, 
resulting in fluctuations as shown in Fig. 20.5. However, overall, the throughput in 
the second phase shows a certain improvement compared to the end of the first phase.

20.7 Conclusions 

The development of communication technology and the advantages of unmanned 
aerial vehicles (UAVs) in terms of flexibility and maneuverability have attracted 
more attention from researchers and scholars in the field of UAV communication. 
The trajectory planning problem, as an important issue in UAV base station deploy-
ment, directly affects the communication quality with ground users. In this paper, 
the trajectory problem for a single UAV under unknown user positions and channel
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Fig. 20.5 Cumulative reward changes over rounds (number of users: 30)

environments has been studied, and the actor-critic algorithm has been utilized to 
maximize throughput in solving this problem. 

Starting from the perspective of ensuring communication services, UAV trajec-
tory planning has been conducted to maximize throughput, and a two-phase flight 
approach has been proposed. From the simulation results, it can be observed that 
reinforcement learning methods can effectively solve the path planning problem in 
unknown environments. The division into two flight phases can alleviate trajectory 
deviations to some extent, leading to overall good performance. 

The future research directions are as follows: (1) Practical UAV trajectory planning 
needs to consider issues such as power constraints and obstacle avoidance. Further 
improvements need to be made according to different scenario requirements. This 
paper considers the trajectory planning of a single UAV, while in practice, there may 
be scenarios involving multiple UAVs for cooperative processing. (2) The actual 
UAV communication environment is more complex, which has been simplified in 
this paper. (3) From the simulation results, the stability of the network itself is not 
very good and is susceptible to disturbances caused by randomness. Additionally, 
further improvements are needed for hovering in dynamic user-changing scenarios. 
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Chapter 21 
A Method for Traffic Flow Prediction 
Based on Spatiotemporal Graph 
Network in Internet of Vehicles 

Yong Liu and Qinghua Zhu 

Abstract In the past, traffic flow prediction, whether using statistical methods or 
traditional machine learning, only started from the aspect of time or space, so it 
cannot make good use of the internal characteristics of the collected big data. This 
paper uses a brand-new prediction model, combines spatial network with temporal 
network, and selects the emerging technology graph convolution neural network 
GCN on the spatial side in recent years. On the time side, LSTM and GRU are 
selected for experiments to collect the data of three subnets. 70% of the data are 
selected for training and the rest for testing. The experimental results show that after 
using GCN instead of CNN, the prediction performance has been greatly improved 
compared with the DMVST-Net model from the same two aspects of time and space, 
and the MAPE can be controlled at about 3%. At the same time, the selection of 
LSTM and GRU has little impact on the experimental results. There is a small gap 
in the three evaluation indexes of MAE, MAPE, and RMSE. The accuracy of LSTM 
is relatively higher, while the training time of GRU is relatively shorter. 

21.1 Introduction 

Accurate and real-time traffic prediction is an important part of intelligent trans-
portation system [1], which is of great significance to urban traffic planning, traffic 
management, and traffic control. However, due to the complex time and space depen-
dence, accurate and real-time traffic prediction has always been a problem of great 
concern. Among them, time dependence refers to the dynamic change of traffic state 
with time, which is mainly reflected in its periodicity and trend. Spatial dependence 
means that the change of traffic state is limited by the topology of urban road network,
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which is mainly reflected in the transmission effect of the traffic state of the upstream 
section on the downstream section and the backtracking effect of the traffic state of 
the downstream section on the upstream section. How to learn the spatial topological 
characteristics and complex temporal characteristics of road network at the same 
time is the key to achieve accurate traffic prediction. 

The K-nearest neighbors (KNN) model is a commonly used model in traditional 
machine learning and is one of the most commonly used methods in non-parametric 
regression. The advantages of the K-nearest neighbors’ method are obvious—it is 
easy to implement, easy to adjust (by changing the value of K), and suitable for 
handling complex high-dimensional problems [2]. However, its disadvantages are 
unacceptable for practical applications in this problem. The K-nearest neighbors 
method requires a large amount of data support, and due to the lack of a training 
process, its computation time is much longer than other algorithms. In the context 
of traffic prediction, where road conditions and traffic volume information change 
rapidly, even a large amount of data from the same time period will have little 
significance if they are separated by a few days. Moreover, exceeding the computing 
power requirements of other models is also a burden in such scenarios. Therefore, 
the K-nearest neighbors’ method is not suitable for today’s traffic flow prediction. 

Support Vector Regression (SVR), as discussed in [3], does not demonstrate 
obvious advantages in terms of robustness to outliers and high prediction accuracy 
in the context of traffic flow prediction. Meanwhile, its disadvantages include (1) not 
being suitable for large datasets and (2) exhibiting poor performance when the dataset 
noise increases and leads to target class overlap. These issues are particularly fatal in 
the practical application of traffic prediction. Therefore, despite the high-precision 
estimation characteristics of support vector regression for real-valued functions, we 
do not consider using it for traffic flow prediction. 

ST-Resnet (Deep Spatiotemporal Residual Network), proposed in article [4], 
addresses three problems overlooked by statistical models and traditional machine 
learning models: (1) spatial dependence. Regions are not isolated from each other— 
traffic inflow in one region is influenced by the outflow in adjacent regions, and vice 
versa. Properly handling this factor’s influence and incorporating it into the model 
is a major focus of traffic flow prediction. (2) Temporal dependence. Population 
movement in an area or changes in traffic volume are significantly affected by time. 
For example, congestion during peak hours may extend from 8 o’clock to 9 o’clock, 
and similar traffic conditions may occur at the same time each day during consec-
utive work days. This is obviously helpful for better prediction, so capturing the 
temporal dependence of traffic variations is also essential. (3) External influences, 
such as weather and major events within the city, also affect pedestrian and traffic 
flow predictions. This further emphasizes the importance of short-term traffic flow 
prediction. 

In [5], the author used data from Didi Chuxing in Guangzhou, with approximately 
300,000 samples per day. In the abstract, the author mentions that traditional traffic 
flow prediction mainly uses either temporal models or spatial dimension models, 
focusing on a single dimension of either time (LSTM) or space (CNN). Therefore, 
the article proposes DMVST-Net, which predicts taxi demand from the perspectives
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of time, space, and semantics, enabling resource pre-scheduling. The author intro-
duces the concept of LCNN, which combines Long Short-Term Memory (LSTM) 
with Convolutional Neural Network (CNN). Since CNN does not represent road 
conditions well, the author uses a local CNN, which only considers the areas near 
the prediction location. The results show that the combination of both temporal and 
spatial dimensions achieves better results compared to other models, while the inclu-
sion of the semantic model has little improvement. Furthermore, the article mentions 
that CNN does not simulate the spatial structure of the road network satisfactorily. In 
situations where there is a certain distance between locations but the service demand 
is the same, CNN ignores the captured features. Therefore, a better grid structure is 
proposed to simulate the topological structure of the road network and combine it 
with temporal models. 

21.2 Related Technologies 

In Sect. 21.1, it was mentioned that the DMVST-Net model uses local CNNs to 
capture road condition features in spatial dependency, and the experimental results 
were satisfactory. In this chapter, we will introduce and compare CNN and GCN 
on spatial dependency, and explain the advantages and disadvantages of the two 
networks in solving this problem, as well as why we choose graph convolutional 
neural network. At the same time, we will introduce RNN and its two variations for 
temporal dependency and explain why we choose LSTM as the final choice. 

21.2.1 Selection of Spatial Networks 

Graph Convolutional Neural Network (GCN) 

The concept of graph neural network (GNN) has a history of many years, but it has not 
been widely used in practical applications before the concept of graph convolutional 
neural network (GCN) was proposed. In paper [6] “Semi-Supervised Classification 
with Graph Convolutional Networks” published in 2016, the concept of GCN was 
proposed. This paper is also one of the most classic papers in the field of GCN. 

Given that the road network has its own unique topology structure in the spatial 
dimension, which is a typical “non-Euclidean” data, constructing an adjacency matrix 
to represent this feature using convolutional neural networks (CNN) requires difficult 
storage and computing, and cannot guarantee data symmetry. As mentioned in the 
introduction, although CNN is used to represent the spatial structure of the road 
network in DMVST-Net, it can only grasp local features, and cannot capture the 
correlation between road conditions that are far apart. Graph convolutional neural 
networks (GCN) solve the shortcomings of CNN in processing road network distance 
well. Therefore, in our study, we choose GCN to study the spatial network.
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21.2.2 Selection of the Temporal Network 

After determining the spatial network using graph convolutional neural networks, 
we proceed to research and select the temporal network. 

Sequential Model—RNN 

Recurrent Neural Networks (RNNs) are highly effective in processing data with 
sequential characteristics. They can deeply analyze temporal information and 
semantic information within the data. Therefore, for the temporal network, we utilize 
RNN for learning [7]. 

The simple model of RNN is depicted in the following Fig. 21.1. 
If we remove the “W” part, it becomes a familiar feedforward neural network 

consisting of input, output, and hidden layers. The function of “W” is shown on the 
right side of the above figure. To handle sequential data, similar to considering global 
features in CNN, RNN introduces a “recurrent” component. In other words, given 
the current input Xt and the current output Ot , we have:  

Ot  = V St (21.1) 

St = f (WSt−1 + UXt ) (21.2) 

From this, it can be recursively inferred that: 

Ot = V f  (W f  (W f  (W f  (· · ·  +  UXt−3) + UXt−2) + UXt−1) + UXt ) (21.3) 

It can be observed that the current output is related to the past outputs from several 
time steps ago. This allows for the capture of temporal features among the data, which 
meets the requirements for time data in traffic flow prediction problems. Therefore, 
for the temporal network, we adopt RNN for our research, which is consistent with 
the results in DMVST-Net.

Fig. 21.1 Basic structure of recurrent neural network (RNN) 
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Fig. 21.2 Basic structure of 
LSTM 

Long Short-Term Memory Artificial Neural Network (LSTM) 

As mentioned earlier, RNN can capture the time characteristics of data, but we find 
from Eq. (21.3) that this recursive method can lead to a lower weight value for data 
that are farther away in the output, with a possibility of dilution if the distance is too 
far. This is known as the “long-term dependency” problem. Additionally, since the 
weight matrix for RNN training is circularly multiplied, circulating the same function 
itself will inevitably lead to extreme nonlinear behavior. It is clear that RNN suffers 
from both gradient vanishing and explosion problems. For practical applications of 
predicting traffic flow with large amounts of data, we cannot simply use RNN for 
research. Therefore, we choose LSTM as a variant that can solve the above two 
problems. 

LSTM Technology [8]: 

The output components of a traditional RNN node only include weights, biases, and 
activation functions. At the same time, all time slices share the same weight, which 
is the direct cause of gradient vanishing and explosion. Therefore, LSTM has made 
improvements in this area (see Fig. 21.2). 

In LSTM, the concept of a forget gate is introduced, which means that the current 
node can selectively remember or forget the impact of previous nodes on the hidden 
layer. The input gate layer (sigmoid layer) determines which values will be updated 
next, and then the tanh layer will create a new vector to update the candidate value in 
the state. Then, the two are combined to create a state update, followed by updating 
the neuron state, and finally outputting the value. 

From the above introduction, we know that LSTM solves the problems of gradient 
descent, gradient explosion, and long-term memory in RNN through a more complex 
four-layer neural structure, making it suitable for solving the traffic flow prediction 
problem studied in this paper. 

Gate Recurrent Unit (GRU) [9]: 

Although LSTM can solve the two problems of gradient vanishing and explosion and 
long-term dependency in RNN, its complex structure also brings pressure to operation 
and training. Here, we introduce another variant of LSTM, the gate recurrent unit 
(GRU).
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Fig. 21.3 Basic structure of 
GRU 

Compared with LSTM, GRU has a simpler structure. Although it still retains 
the mechanism of the gate, it only retains the reset gate and update gate, so after 
simplifying the structure, the training difficulty is further reduced and the efficiency 
is higher (see Fig. 21.3). 

As LSTM and GRU are variants of RNN that solve the problems of gradient 
vanishing, gradient explosion, and long-term dependency, our main research is on 
LSTM and GRU. Studies have shown that GRU outperforms LSTM in overall perfor-
mance except for NLP problems. Therefore, this paper will train and compare LSTM 
and GRU networks separately on the temporal dimension and finally give the results. 

21.2.3 Integration of Temporal and Spatial Networks 

After selecting the temporal and spatial networks, we construct the most basic T-GCN 
structure as shown in Fig. 21.4 [10, 11]. 

The data processing process is as follows: first, collect data to build a dataset. 
The first part of T-GCN is the spatial network (GCN). After the network captures 
the topological structure of the road network, the next part is the temporal network, 
where LSTM or GCN is selected to learn the temporal characteristics of the dataset, 
and then the traffic flow in the short future can be predicted.

Fig. 21.4 The basic 
structure of T-GCN 
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21.3 Model Construction 

In this paper, Pycharm is used as the development environment, and the development 
is based on the Pytorch framework. The construction of neural networks is done using 
the nn.Module class in Pytorch as much as possible, making the code concise and 
ensuring program readability. 

21.3.1 Implementation Method of Spatial Network 

In the research of this problem, the first step is to determine how to model the 
spatial structure of the road network. Since we are studying traffic flow, which is a 
property belonging to each road, we focus on the traffic volume, parking volume, 
average vehicle speed, and other characteristics of each road. Therefore, the modeling 
approach is not to abstract intersections into points and roads into edges as in visual 
intuition, but to abstract roads into nodes, where the attributes of each road belong to 
the corresponding node. The connections between roads are treated as paths between 
nodes, which facilitates our research and data processing. In the research process of 
this paper, we specifically select five attributes for road features: traffic volume, 
average speed of traffic, number of vehicles waiting on the road, number of parked 
vehicles on the road, and average waiting time for vehicles. The units for these four 
features are respectively vehicles, meters per second, vehicles, vehicles, and seconds. 

Implementation of the GCN Algorithm 

First, the data is processed. As mentioned earlier, the data needs to be quantized into 
vector form. Since there are five features, the data is first read into a string variable 
called “str”. Then, the traffic feature is used as a delimiter to separate and organize 
each group of data. Each group is then stored in five feature vectors: traffic_data, 
speed_data, queue_data, parking_data, and waiting_data. 

After data preprocessing, the GCN class is defined. The input parameters include 
three variables: A, in_channels, and out_channels. These variables correspond to the 
adjacency matrix, input channels, and output channels in the algorithm. 

The core algorithm of GCN is as follows: 

H (l+1) = σ 
∼ 

(D 
− 1 

2 

Ã D̃− 1 
2 H (l) W (l) ) (21.4) 

Ã = A + I (21.5) 

D̃ =
∑

j 

Ai j (21.6) 

In Eqs. (21.4)–(21.6), the parameters from left to right represent the following:
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• H(l) is the feature matrix of nodes in layer l. 
• sigma() is the activation function. 
• D_Hat is the degree matrix of the adjacency matrix. 
• A_Hat is the self-connected matrix of the adjacency matrix. 
• W(l) is the parameter for convolution in the l-th layer. 

Here, instead of directly using the adjacency matrix A, we use A_Hat, which is the 
adjacency matrix with an added identity matrix. This is to preserve the characteristics 
of the nodes during information propagation. The topology of the road network is 
captured by multiplying A_Hat with the two-dimensional feature tensor H(l), and 
then multiplying it with the parameter matrix W(l) and adding a non-linear activation 
function sigma(). This operation aggregates the feature of adjacent vertices. Since 
the graph itself has the concept of degrees, vertices with high degrees and vertices 
with low degrees may have significant differences in feature distribution during 
propagation. To maintain the original distribution of the feature matrix H(l), A_Hat 
is normalized during the process. This completes the forward propagation operation 
in GCN. 

In this study, the ReLU function is used as the activation function. 

21.3.2 Implementation of Temporal Network 

Modeling the Specific Influence of Time in Road Traffic Scenarios: 

In real-world scenarios, the influence of time can be well quantified. The time attribute 
corresponds to each group of data, which includes five values representing road 
attribute features and the current time feature. By reading the data from the dataset, 
the time is extracted to be input into the network. 

Analysis and Implementation of LSTM and GRU Algorithms: 

The nn.Module class in Pytorch already provides pre-built functions for LSTM and 
GRU. Here, we define the LSTM (GRU) Layer class with input parameters: in_ 
channels, hidden_channels, and out_channels. The feature dimension is set to be the 
same as in_channels. The number of stacked layers in the temporal network is set 
to two layers. A network that is too deep can hinder learning and parameter tuning. 
Finally, the forward propagation function is also defined. 

21.3.3 Overlay of Spatio-Temporal Network Model 

After constructing the temporal and spatial networks, we define the Net class, which 
inherits from the GCNConv class and LSTMLayer class. Since this experiment 
selects data from three road sections as the dataset, we define three channels and 
weight matrices corresponding to the three road sections. The processing steps are
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Fig. 21.5 Model process 

as described in Chap. 2: first, the feature matrix is reshaped using the reshape func-
tion, then multiplied by the weight matrix in GCN, generating the output results Y1, 
Y2, and Y3 for the first part of the spatial network. The lstm function is then applied 
to generate Y11, Y22, and Y33 for the temporal model. Finally, tensor concatenation 
is performed to complete the propagation. 

The main training process of the model is illustrated in Fig. 21.5. 

21.4 Experimental Simulation and Analysis 

We will introduce the specific details of the experiments, including the establishment 
of the dataset, data preprocessing, training process, and comparison of the results of 
two temporal networks. Finally, we will present the optimal solution for traffic flow 
prediction in this paper. 

21.4.1 Data Acquisition and Dataset Establishment 

The dataset used in this paper mainly comes from three sub-regions, totaling 24,846 
data samples. The traffic flow at each intersection in the sub-regions is collected 
every five minutes and merged to form the overall traffic flow file, new.csv. First, the 
intersections are numbered and a list is created to store the feature indicators. Then, 
the intersections are traversed, and the time data is read from the dataset. Based on 
whether the time changes, the counts and feature values are accumulated. If the time 
changes, the counting starts again. After processing all the data, a graph is plotted 
with time as the horizontal axis and the respective units as the vertical axis, as shown 
in Fig. 21.6.
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Fig. 21.6 Visualization of the preprocessed dataset 

The periodic variation characteristics between the data can be clearly observed, 
which provides further evidence for studying traffic flow from a temporal perspective. 

21.4.2 Traffic Simulation Prediction Experiment and Data 
Analysis 

Data Input and Training Process: 

1. Data Processing 

First, the values from new.csv (the integrated dataset mentioned earlier) are read 
and saved into data_csv. The feature values are normalized, and the data_set dataset 
variable is created. The feature matrix and labels are then combined into ndarrays 
with sizes of (8102, 15, 5) and (8102, 1), respectively. In this experiment, 70% of 
the dataset is used as the training set, and the remaining 30% is used as the test set. 
The data is input into the integrated network. 

2. Definition and handling of the loss function 

The evaluation criterion, i.e., the loss function, is set as nn.MSEloss(), which 
represents mean squared error. 

MSE = 
1 

N 

n∑

i=1 

(xi − yi )2 (21.7)



21 A Method for Traffic Flow Prediction Based on Spatiotemporal Graph … 277

In Eq. (21.7), xi is denoted predictive value, yi is denoted true value. During each 
epoch, the loss function is calculated and processed. Backpropagation is performed 
simultaneously with the forward computation. 

3. Parameter Selection 

Since each epoch represents one forward pass and backpropagation process, multiple 
training iterations are required to make the model fit and converge. Additionally, the 
dataset needs to be divided into several batches, and in actual training, only a portion 
of the data is inputted at a time. If the epoch value is too low, the weights may not be 
sufficient, while increasing the epoch value may lead to transitions from underfitting 
to fitting to overfitting, especially if the dataset has high diversity. 

The parameter batchsize represents the number of training samples in each batch. 
The size of batchsize determines the performance and convergence speed of the 
network. When the dataset is relatively small and the computer can handle training 
with a batch of samples, the convergence effect will be better. 

After multiple training iterations, the final parameter values are chosen as epoch 
= 200, batchsize = 128, and time_step = 3, indicating that the value of the next 
data point is predicted based on the previous three data points. Since there are three 
sub-networks, N_nodes are set to 3, and the node feature parameter N_features is set 
to 5. 

4. Evaluation Metrics 

Three evaluation metrics are defined in this experiment: 

(1) Mean Absolute Error (MAE): 

MAE = 
1 

n 

n∑

i=1 

|∧ 
yi − yi | (21.8) 

In Eqs. (21.8), (21.9), and (21.10), 
∧ 
yi is denoted predictive value, and yi is denoted 

true value. When the predicted value is identical to the true value, MAE is 0. The 
larger the deviation between the predicted results and the actual situation, the larger 
the MAE. 

(2) Mean Absolute Percentage Error (MAPE): 

MAPE = 
100% 

n 

n∑

i=1

|||||

∧ 
yi −yi 
yi

||||| (21.9) 

When MAPE is 0, it is considered a perfect model. The larger the deviation 
between the predicted results and the actual situation, the larger the MAPE. A MAPE 
exceeding 100% indicates a poor model.
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(3) Root Mean Square Error (RMSE): 

RMSE =
/
1 

n

∑n 

i=1 
( ∧ 
yi −yi )

2 (21.20) 

RMSE is the square root of Mean Squared Error (MSE), providing a more intuitive 
understanding of the magnitude. Similar to MSE, the larger the deviation between 
the predicted results and the actual situation, the larger the RMSE. 

Data Processing: 

After using 70% of the data for training and predicting with the remaining data, 
the reshape function is used to convert the dimensions. The predicted results of 
the entire dataset are saved in pred_list and then converted to numpy format. The 
calculations of three evaluation metrics are performed and printed out. Additionally, 
the original results and predicted results from the test set are plotted together for 
visual comparison of the prediction results. 

Training Result Evaluation: 

➀ Learning with LSTM in the temporal network 

First, the LSTM function in the nn.Module class is used in the T-GCN file. After 
training for 200 epochs and making predictions, the output and evaluation metrics 
are as shown in Fig. 21.7. 

Error output using LSTM network: 

Output results: MAE: 0.041408222, MAPE: 0.031441905, RMSE: 0.059112683.

Fig. 21.7 Comparison of predicted results using LSTM network 
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➁ Learning with GRU in the temporal network 

Then, the LSTM model is replaced with GRU, and the training is performed for 200 
epochs. 

Error output using GRU network: 

Output results: MAE: 0.042373203, MAPE: 0.032359015, RMSE: 0.059946347. 

21.4.3 Experimental Results Summary 

(1) Spatial Network 

Compared to the DMVST-Net model with MAPE 0.1616 and RMSE 9.642, the 
advantage of using GCN in the spatial network is evident. Compared to CNN, GCN 
not only captures local features but also grasps the spatial characteristics of the 
entire road network. The average absolute percentage error can be stably controlled 
around 3%. This experiment demonstrates that GCN is a better choice than CNN and 
showcases the potential of GCN as an emerging neural network in solving graph-
related prediction problems. 

(2) Temporal Network 

In this experiment, two temporal models, LSTM and GRU, were selected for 
comparative research. The data comparison is as follows: 

It can be observed that LSTM outperforms GRU in all three-evaluation metrics. 
However, the advantage is not significant, with only a 0.001% difference in the mean 
absolute percentage error. Therefore, we conclude that both networks have their 
advantages. If higher accuracy is desired, LSTM is recommended. If larger-scale 
data needs to be processed, GRU can be chosen. 

The superiority of the T-GCN structure lies in simultaneously considering the 
temporal and spatial networks. It abandons the convolutional neural network and 
instead adopts the graph convolutional neural network, which can better capture the 
topological structure of the road network. From the perspective of error metrics, it 
outperforms most existing models, while the choice between GRU and LSTM for 
the temporal network has a minimal impact. 

(3) Other Issues 

In Fig. 21.8, (a) is shown the real data changes, and (b) is shown the predicted data. 
In the comparison of prediction results, we found that the model’s performance in 
predicting peak and valley values was not satisfactory (Fig. 21.8).

This is an inherent limitation of the T-GCN model itself. Since the model captures 
the spatial characteristics of the road network by continuously moving smoothing 
filters in the Fourier domain, it leads to subtle changes in global predictions. As a 
result, the predicted curve fluctuates more smoothly compared to actual values and 
may not predict well during sharp data fluctuations.
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Fig. 21.8 Deviation in 
predicting peak and valley 
values by the model

Table 21.1 Error 
performance comparison 
between LSTM and GRU 

MAE MAPE RMSE 

LSTM 0.041408222 0.031441905 0.059112683 

GRU 0.042373203 0.032359015 0.059946347 

21.5 Conclusions 

Starting from the intelligent transportation system (ITS), this paper introduces the 
problem of traffic flow prediction. We attempt to find a network model that maximizes 
the utilization of data features to predict actual traffic flow. Two T-GCN models 
were built in Pytorch, which combined graph convolutional neural networks with 
LSTM and GRU, respectively, in the hope of obtaining a more optimized network 
structure. Through parameter settings and multiple rounds of training in experiments, 
we found that introducing graph convolutional neural networks while abandoning 
CNN greatly improves the predictive performance of the model. The main reason is 
that the convolutional kernel of CNN cannot capture the global features of the network 
well when dealing with “non-Euclidean” data such as road networks. Even in terms 
of local features, two parts that are far apart may be ignored by CNN. The average 
absolute percentage error and root mean square error of the DMVST-Net model 
are 0.1616 and 9.642, respectively, which are significantly improved compared to 
other models, but still unsatisfactory for practical applications. Both T-GCN models 
can control the mean absolute percentage error to around 3%, while the root means 
square error and mean absolute error are related to the dimensional units, so they 
are not compared here. However, the significant reduction in MAPE indicates that 
T-GCN is a more superior choice compared to residual neural network models that 
use CNN. Regarding the selection of time networks, the performance comparison of 
the two network models is shown in Table 21.1. We found that there is almost no 
difference in the three error evaluation metrics. As for training time, due to the limited 
amount of experimental data (only over 24,000 sets of data), the advantage of GRU 
in saving computing time cannot be highlighted. However, in practical applications, 
as the amount of data increases, this advantage will also be amplified, while LSTM 
has its own advantages, namely high accuracy. Each has its own advantages, so the 
choice of which time series model to use in practical applications needs to be based 
on actual situations.
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Chapter 22 
Research on Behavior Control Method 
in 3D Virtual Animation Design 

Li Wang, Wenhua Liu, and Lian Bai 

Abstract In order to improve the effect of behavior control in 3D animation design, 
this paper combines 3D intelligent control algorithm to build model. In order to 
obtain high quality virtual human sign language animation, this paper proposes a 
new automatic generation technology of virtual behavior animation to realize intelli-
gent control of behavior. According to the behavior control requirements of animation 
objects, the control model iIE can be constructed. In 3D virtual operation environ-
ment, the model and scene are built according to the size and style specified by 
technicians, and the animation parameters are flexibly adjusted according to the 
performance effect. After building the model, the method proposed in this paper 
is evaluated and analyzed with experiments, and the experiments verify that this 
technology has high applicability. 

22.1 Introduction 

With the continuous development of 3D modeling technology, 3D modeling methods 
emerge one after another. Geometry-based modeling is one of the mainstream three-
dimensional modeling methods in film production at present, and artists make the 
required models through Maya, ZBrush, and other three-dimensional software. This 
method can flexibly create all kinds of complex models, among which human and 
animal models need a long time to make. Image-based modeling method generates a 
3D model with texture by processing the photos of the target object. This method is 
suitable for generating models of objects and indoor scenes in real life, but there are 
usually some problems in the generated results, such as holes, uneven distribution of
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Mesh grids and unclear topological structure, which make it difficult to modify the 
models and have high algorithm complexity. 

The method based on laser scanning modeling uses a laser scanner to scan objects 
and record their appearance data, obtain a three-dimensional point cloud of the 
object, and generate a model of the object after processing. The method of laser 
scanning requires expensive laser scanners, which can only be used for 3D modeling 
of stationary objects in reality and cannot meet the diverse creative needs of rehearsal 
production [1]. 

The application of digital media technology in film and television animation has 
expanded the development space and pattern of film and television animation [2]. The 
content of film and television animation is complex and involves a wide range, and 
there are significant difficulties in the production process. Moreover, the investment 
cost of traditional film and television animation production is relatively high, and the 
production technology is relatively backward, which leads to significant limitations 
in traditional film and television animation and makes it difficult to achieve break-
throughs and innovation [3]. The integration of digital media technology and the film 
and television animation industry has effectively helped the film and television anima-
tion industry overcome difficulties, greatly meeting the public’s requirements for film 
and television animation. At the same time, it has expanded the development space 
and pattern of the film and television animation industry to a certain extent, gradually 
showing a trend of popularization and specialization. Based on the background of 
social development, the market and production environment of the film and televi-
sion animation industry have also undergone significant changes, and the demand 
for professional talents is gradually increasing. Due to the widespread application 
of digital media technology, production techniques and tools are more advanced and 
convenient, greatly reducing the difficulty of film and television animation production 
and dissemination [4]. 

3D space coordinate transformation is the geometric basis of 3D graphics and 
the basic data theory of Virtual humans motion simulation. It uses vector, matrix, 
and coordinate system transformation to realize 3D space coordinate transformation, 
such as the movement change of Virtual humans’s arm and body [5]. Design coordi-
nate transformation experiment, master several coordinate transformation methods in 
rectangular coordinate system, including translation transformation, rotation trans-
formation and compound transformation, and understand the geometric meaning of 
Homogeneous coordinates transformation through 3D space real-time display exper-
iment [6]. Design a comprehensive experiment on spatial transformation, using coor-
dinate transformations of multiple objects in three-dimensional space to master the 
mathematical methods of pose transformation of multiple objects in space. In exper-
imental design, Cognitive load is reduced by increasing multiple target degrees of 
freedom [7]. 

The inverse Kinematics problem in the motion control of Virtual humans is to 
know the position and posture of the end of Virtual humans and calculate all the joint 
variables of the corresponding position of Virtual humans. In the virtual environ-
ment provided by the experiment, through the motion control operation of Virtual 
humans, understand the role of inverse Kinematics in the motion control of Virtual
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humans. Through editing, we can design and adjust the joint angle to minimize the 
system error as far as possible to achieve the basic process of the circular coordinate 
descent algorithm. Finally, by observing the demonstration of the implementation 
steps of the circular coordinate descent algorithm in limb space, we can master the 
basic algorithm principle of Virtual humans motion control and obtain the character-
istics of CCD algorithm such as high precision, Real-time computing, fast Rate of 
convergence, etc. for solving the inverse Kinematics problem of Virtual humans [8]. 
In experimental design, Cognitive load is reduced by dividing interactive elements 
and solutions. The cyclic recursive descent algorithm of inverse Kinematics includes 
multiple loops, which will produce a large Cognitive load if explained in order. You 
can first explain the calculation operation of each bone node, and then cover the 
internal loop that continuously tracks up the parent node, and then cover the external 
loop that constantly adjusts and approaches the target. In this way, the solution can be 
split according to the problem solving steps, which can reduce the learners’ internal 
Cognitive load [9]. 

Design Virtual humans motion control experiment, generate Bezer curve by 
setting control points, and add motion paths for multiple Virtual humans to master 
the path planning and control of multiple Virtual humans. Set a motion for the virtual 
character selection and realize the fitting of Virtual humans motion and path through 
curve interpolation of a motion cycle. Further, through experiencing the virtual simu-
lation system of the Pingchang Winter Olympics Beijing 8-min artistic performance, 
we can understand the application of multi Virtual humans motion control in the 
rehearsal simulation of national large-scale activities [10]. 

The flexible use of dynamic effects is crucial in the production of film and televi-
sion animations. In the production process of film and television animation, in addi-
tion to some Urelement such as character dialogue and theme music, other sound 
effects can be summarized as dynamic effects. Actions such as sound, combustion 
flames, and mechanical noise can all be considered as dynamic effects [11]. When 
creating animation works, flexible use of dynamic effects can make the work more 
vivid and interesting, while also enriching the audience’s viewing experience. When 
producing animation effects, animation producers must conduct in-depth analysis 
based on the content of the animation, coupled with reasonable imagination and 
conception. On the basis of fully grasping the central idea of animation expression, 
flexible use of animation effects can make the expression of film and television 
animation more vivid [12]. The widespread application of digital media technology 
in animation production can enhance the sense of immersion in film and television 
animation and enhance the expressive power of works. When dealing with the voices 
of characters, creators can use dynamic effects technology to set up dynamic effects 
that match the character’s personality and highlight the character’s image. In addi-
tion, the sound of broadcasting, animal calls, electrical equipment operation, noisy 
squares, and dark environmental sounds can all be produced using dynamic effects 
technology [13]. It can be seen that dynamic effect technology is widely used in 
animation production. 

In order to improve the behavior control effect in 3D animation design, this paper 
combines 3D intelligent control algorithm to build a model, so as to improve the
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news to intelligent control efficiency of 3D virtual animation and improve 3D sensory 
effect. 

22.2 3D Virtual Animation Behavior Control Model 

22.2.1 Animation Generation 

Feature points and action information of virtual human are obtained in traditional 
animation design. After the animation is generated, the action overlap occurs in the 
action transition process, which seriously affects the animation effect. Therefore, in 
this study, we will mainly optimize this part of the technology to realize the automatic 
generation and constraint of virtual human actions. 

This article mainly analyzes the difficult character models in animation, which 
are divided into static and dynamic models. Dynamic models are more difficult, 
and there are combinations of movement and various complex actions in dynamic 
models. These actions mainly include spatial translation and rotation, so modeling 
and analysis are needed for translation and rotation actions. 

We assume that there are the frame Ci and the frame Di in the generated 3D 
animation, frame windows of these two frames are constructed respectively, and the 
window length is t . We unify these two frame coordinate systems, align the key 
skeleton points of the control object, and calculate the distance between frame Ci 

and frame Di. The specific calculation formula is as follows: 

E(Ci , Di ) = min 
n∑

i=1 

ηi
∥∥ui − Yω,i ; u′

i

∥∥2 
(22.1) 

Among them, ui represents the processing window generation point of frame Ci, 
u′
i represents the processing window generation point of frame Di, and Yω,i represents 
the linear transformation formula, through which the translation and rotation of key 
vectors in three-dimensional action are completed. ηi represents the weight of image 
processing process, and the value of this weight is 

n∑

i=1 

ηi = 1 (22.2) 

Taking this weight as the main parameter in the process of motion constraint, 
combined with linear hybrid algorithm, the motion constraint conditions of 3D anima-
tion are set. The usage environment of this constraint is set as follows: (1) The action 
duration is set to t ′, and when t ′ < 0, the constraint function is w

(
t ′
) = 1. (2)  The  

termination time of the action target is set to t ′, and when t ′ > tn , the constraint 
function is w

(
t ′
) = 0, and w

(
t ′
)
has continuity. According to the above settings, the
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target constraint function can be obtained: 

w
(
t ′
) = 2

(
t ′ + 1 
tn

)3 

− 3
(
t ′ + 1 
tn

)2 

+ 1 (22.3) 

On the basis of this formula (22.3), the translation process in the action is limited, 
and there are: 

Kt = w
(
t ′
)
Kt+1 +

(
1 − w

(
t ′
))
Ktn+1 (22.4) 

Among them, Kt represents the translation vector in three-dimensional motion. 
The above settings are sorted out and integrated with the current 3D animation 
generation technology, so as to realize the automatic generation of 3D animation of 
virtual human. 

22.2.2 3D Virtual Animation Behavior Control Model 

The development of simulation animation is transitioning from the video form based 
on linear playing to the development and design of three-dimensional simulation 
system. On the one hand, the front-end modeling of equipment is carried out by 
using three-dimensional software, and it is fully simulated and interacted in the 
virtual engine. On the other hand, the programming software is used to design the 
development environment and database, and the bidirectional data feedback between 
the front-end visual content and the back-end control program is formed so that the 
operator can watch, move, rotate, and interact freely in this virtual full simulation 
environment without dead angle. 

In the three-dimensional virtual operation environment, the model and scene are 
established according to the size and style specified by technicians, and the animation 
parameters, motion track and motion direction of the software virtual camera are 
flexibly adjusted according to the performance effect. On the basis of determining the 
material and environmental lighting, the animation is automatically run and generated 
to form a video with strong authenticity and observability (see Fig. 22.1).

(1) Prepare for modeling. All kinds of data of equipment spot check provided are 
analyzed, and the technical difficulties and key points are summarized, so as to 
prepare for the modeling work in the early stage. Through the understanding, 
analysis, and field investigation of the data, it is determined that the required 
equipment should be photographed and photographed on the spot, and the tech-
nical difficulties and key points should be solved on the spot in time. At the 
same time, according to the content of each equipment spot check, the original 
painting script is analyzed and various production materials are accumulated.
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Fig. 22.1 Control scheme of animation design behavior 

(2) Creative design. The foreground UI, animation style, interface style, color 
management, and background program involved in animation are comprehen-
sively designed in aesthetics and structure. 

(3) Model development. The whole feasibility analysis of modeling is completed. 
Under the premise of reaching the index and covering the application points, the 
scheme is optimized and the final scheme content is determined, so as to carry 
out targeted development work for each link. At the same time, after the object 
animation is made, it is necessary to check from the aspects of color matching, 
knowledge point content and animation performance, and make appropriate 
adjustments. 

The overall framework of the system is designed as shown in Fig. 22.2, 
which mainly includes four modules: motion capture sensor, human displacement 
positioning, dance action recognition, and 3D animation display.

Motion capture sensor module is mainly responsible for using magnetometer 
gyroscope and accelerometer to collect limb information of human body during 
dance movement including horizontal direction data of sensor vertical axis rotation 
data and angular velocity data of sensor. 

Three-dimensional animation display is responsible for recreating human dance 
movements. Considering that dance movements are mainly concentrated in human 
limb joints, this system combines the main joint models of human body, as shown 
in Fig. 22.3, and selects several joints such as head, neck, and waist to create a 
three-dimensional human body model, and expresses the dance movements through 
the human body posture representation method, thus realizing the dance movements 
display.
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Fig. 22.2 Design drawing of overall system framework

Attitude representation methods mainly include Euler angle, rotation matrix, 
quaternion, and so on. Among them, the quaternion representation method has low 
computational complexity and can quickly nested data into coordinate system, thus 
satisfying the real-time capture of dance movements. Therefore, this system uses 
quaternion to represent dance movements and postures. 

The whole process of animation character behavior recognition and tracking is 
shown in Fig. 22.4.

The original shape is a series of coordinate information of joints distributed in 
space. From the trajectory of human behavior, the absolute position of joints is 
the first-order information of skeleton data. In order to obtain more comprehensive 
characteristics of joint motion changes, it is necessary to use higher-order skeleton 
information. Firstly, the spatial and temporal motion characteristics of the original 
skeleton behavior information are analyzed and transformed twice, and the spatial 
static structural characteristics and temporal dynamic characteristics are obtained. 
Secondly, a dual-stream branch input structure is adopted in the shallow network 
to realize early feature level fusion, thus reducing the number of model parameters 
and the computational complexity of the model. The overall framework structure of 
skeleton feature enhancement graph convolution network is shown in Fig. 22.5.
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Fig. 22.3 Joint model of 
animation characters

22.3 Experimental Analysis of Behavior Control in 3D 
Virtual Animation Design 

Experimental process and results: in the experiment, NVIDIA GTX1070Ti graphics 
card is used as hardware, and the deep learning framework is Pytorch1.7.0, Ubuntu 
18.0.04 and OpenCV3.4.2. The most common actions are screened out for verifica-
tion. The selected movements are walking, sitting down, lying down, standing up, 
running, jumping, and rolling. The training parameters of the learning rate is set to 
0.01, and every 10 Epoch, the learning rate is reduced to 0.1 of the original value. 
After that, the model proposed in this paper is verified, and the behavior control 
effect of this model is counted, mainly the control accuracy rate is counted, and the 
experimental results shown in Table 22.1 and Fig. 22.6 are obtained.

From the above analysis, we can see that the behavior control accuracy of 3D 
virtual animation objects is verified. Through data statistics, we can see that the 
behavior control method of 3D virtual animation objects proposed in this paper has
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Fig. 22.4 The whole 
process of animation 
character behavior 
recognition and tracking

Fig. 22.5 Enhancement of skeleton features

certain effects and can effectively promote the reasonable design of 3D animation 
objects.
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Table 22.1 Statistical table of behavior control accuracy 

Walk Sit down Lie 
down 

Stand up Running Hop Jump Tumbling 

1 98.977 98.239 98.213 99.362 99.544 98.895 99.932 98.341 

2 98.242 99.634 99.873 99.195 99.889 98.011 99.524 99.665 

3 98.522 98.899 99.307 99.982 98.338 98.061 98.098 98.969 

4 99.575 99.050 99.234 98.278 98.420 99.673 99.490 99.516 

5 98.887 99.616 99.601 99.821 99.433 98.637 99.253 99.198 

6 99.188 98.324 98.892 98.565 98.082 98.462 98.942 99.303 

7 98.471 99.149 99.208 98.451 98.729 98.614 98.125 99.228 

8 98.380 99.018 99.297 98.080 98.322 98.431 99.184 99.465 

9 99.400 99.207 99.165 99.145 98.341 99.305 99.980 98.630 

10 98.716 98.590 98.180 98.018 99.452 99.871 98.195 98.553 

11 98.548 98.394 98.631 99.882 98.041 99.512 98.323 99.288 

12 98.518 99.925 98.926 99.808 99.015 98.440 99.936 99.836 
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Fig. 22.6 Statistical diagram of behavior control accuracy of 3D virtual animation object

22.4 Conclusion 

Traditional film and television animation production techniques are inefficient and 
the quality of works is uneven. However, digital media technology has an important 
impact on the production of animation film and television works, and directly affects 
the production, dissemination, and display of film and television animation works. 
Moreover, flexible application of digital media technology is conducive to improving 
the creator’s design and editing level and can improve the artistic expression of works. 
At the same time, it can deepen the expression of emotions, storylines, and themes. 
In the information age, all walks of life are seeking the organic integration with 
modern science and technology. The wide application of digital media technology 
in animation film and television has greatly promoted the progress of animation
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film and television industry. In order to improve the effect of behavior control in 3D 
animation design, this paper constructs a model with 3D intelligent control algorithm. 
Through the analysis of experimental data, it can be seen that the behavior control 
method of 3D virtual animation object proposed in this paper has certain effect and 
can effectively promote the reasonable design of 3D animation object. 

The algorithm proposed in this paper is progressiveness to a certain extent, and 
the animation example test proves the feasibility of the algorithm. In the future, 
perceptual models will be added to animation instances to add emotional states to 
each individual, which can improve the realistic behavior generated by group path 
planning. Therefore, further research will be conducted on this aspect in the future. 
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Chapter 23 
Research on Visual Communication 
Characteristics and Visual Narrative 
Change of VR News in We-Media Era 

Li Meng 

Abstract This paper studies the visual communication characteristics and visual 
narrative changes of VR news in We-Media era, which is aimed at radio and televi-
sion transmission networks and on-demand and live broadcast application scenarios. 
The purpose of this study is to summarize the practical and forward-looking infor-
mation dissemination balance strategy by analyzing and paying attention to virtual 
reality cases, and put the practical paradigm results into the media and news busi-
ness practice. Moreover, this paper designs a relatively scientific and reasonable 
evaluation system, and prepares corresponding news reports in the form of words, 
visualization and games, and verifies the virtual news system proposed in this paper 
on the simulation platform. The experimental analysis shows that the visual commu-
nication system of VR news proposed in this paper meets the actual needs of people 
for news in the We-Media era. 

23.1 Introduction 

New technologies and applications are constantly emerging, and technology has 
changed from the guarantee element of media to the leading element, which has 
brought unprecedented revolutionary influence on the way information is generated, 
disseminated and received. With the continuous popularization of the Internet, new 
technologies such as 5G and virtual reality are being embedded in human life at an 
unprecedented speed and depth, and the media industry has also been upgraded and 
gradually transformed into intelligent media, and great changes have taken place in 
all aspects of news production. 

The meaning of VR news is to use virtual reality technology to report news, mainly 
through the use of virtual environments and game platforms for documentaries, non-
fiction stories, and news transmission on these two carriers. Its greatest purpose is to
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enable the audience to immerse themselves in the scenes described in news reports 
and documentaries through their own visual perception, and to consider themselves 
as part of the scene of the news event, fully experiencing everything that happened on 
the scene, giving them psychological and physical feelings. The purpose is to further 
strengthen the readers through the correlation between the audience and the news 
programs produced by these news events [1]. Unlike traditional news production and 
dissemination methods, the audience can watch news through this special production 
method, which can greatly solve the audience’s indifference towards news reporting, 
fully mobilize their curiosity and sense of participation. With the lens of the news 
report, they can perceive the direction and movement of their passage, and feel 
that they are at the scene of the news event, Virtual reality news is actually a new 
member of the virtual reality category, which is a news form with active exploration 
significance and an innovation in the new era news form. It also demonstrates the 
strong integration of news media and scientific and technological innovation in the 
new era [2]. 

The authenticity of news can be said to be the life of news, and maintaining the 
authenticity of news is the most basic ethical standard for journalists. The various 
elements presented in news reports must be authentic, that is, the time, place, people, 
reasons, process, and results of news reports must be verifiable. Technical means 
will simulate the real world as much as possible, endowing it with new perceptibility 
[3]. At this point, the information carried by the news event is presented realistically 
and given new meanings in the process of infinitely approaching the facts of the 
event. The processing process of data information by computers will be the process 
of information materialization, and the closer it is to the real experience, the more it 
can blur people’s perception. In the future development of virtual reality technology, 
research on motion perception, olfactory perception, and taste perception beyond 
visual perception, auditory perception, and tactile perception will become increas-
ingly focused. With the help of a comprehensive perceptual experience, the realism 
of virtual news will be infinitely enhanced, and ultimately the virtual world will exist 
parallel to objective reality, and the boundary between the two will become increas-
ingly blurred. Research has shown that vision plays an absolute role in receiving 
information, with approximately 83% of normal human brain information obtained 
through visual information. Therefore, the mature virtual reality devices currently 
used in the market are virtual reality glasses or virtual reality headworn displays, 
rather than other virtual reality devices such as virtual reality headphones and virtual 
reality clothing [4]. The auditory experience is also an important component of virtual 
reality, and it is second only to visual perception needs. It not only needs to highly 
match the visual effect, but also has considerable comfort. Virtual reality headphones 
need to consider the sound effect and sound positioning in the virtual reality environ-
ment. It is precisely due to the visual realism brought by virtual reality technology 
that the audience’s aesthetic expectations have been raised. The use of virtual reality 
technology in news presentation has improved the visual realism of news reporting 
[5]. 

Interactive art emphasizes the participation of the audience, which enables works 
to better communicate with the audience. This allows artists to not only express
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personal emotions and reflect their own aesthetic pursuits, but also place the audi-
ence’s position in a more important position. The functions of artistic works are 
also more diverse, and they are no longer simply being watched. The introduction 
of somatosensory hardware in virtual reality technology allows for accurate recog-
nition of gesture movements and can be combined with images produced using 
3D technology to achieve better interaction [6]. Currently, the application of virtual 
reality technology for news reporting may result in better utilization of interactivity in 
news games due to constraints in production costs, production cycles, and interactive 
devices. The so-called news game can be roughly explained as a new media product 
that combines news reporting with video games. Through news games, not only 
can information be conveyed to users, but they can also have a firsthand experience 
related to reporting [7]. 

Since the development of news communication, the communication methods that 
can be preserved have been honed and optimized over many years. According to the 
definition of news itself, and according to different forms and categories, it can be 
divided into many forms, such as news, communication, close-up, reports, comments, 
etc. News can also be divided into hard news and soft news, sudden news, periodic 
news, event news, and non-event news, all of which are different forms adopted 
under the influence of different environmental factors [8]. These different forms can 
be well applied in different environments, but cannot be copied. For example, for 
large-scale news events such as the Two Sessions, panoramic presentation technology 
can be used to produce. However, before sudden reports, panoramic presentation 
technology cannot be chosen due to production time and various facilities required. 
Therefore, whether choosing virtual reality news or other forms of news reporting, it is 
necessary to determine which reporting form is appropriate based on various factors. 
Virtual news also has certain limitations, with cumbersome production methods and 
procedures that currently cannot achieve the simplicity and speed of other forms of 
news promotion. Due to the current level of network bandwidth, data processing 
technology, data transmission technology, and video players, as well as the inability 
to promote virtual reality live streaming on a large scale, both domestic and foreign 
media are still in the exploratory stage of virtual reality live streaming. Therefore, 
there are still some problems in the application of virtual reality technology in news 
presentation [9]. 

The application of virtual reality technology has greatly enriched the form and 
content of news reporting, especially its contribution to the presentation of news 
content. It has changed the way news content was presented in the past and made 
news content more diverse and colorful. However, there are also some ethical and 
moral issues with the use of virtual reality technology in news reporting. Although 
some news events have already occurred and we cannot shoot them in the first place, 
we can use virtual reality technology to restore the incident process [10]. There is 
a problem in this, such as whether natural disasters, homicides, rape scenes, etc. 
will be restored, which will cause secondary harm to the parties involved, whether it 
will leak the privacy of the parties involved in the news, and whether it will induce 
juvenile delinquency, all of which may constitute news harm. The so-called news 
injury refers to the possibility or fact of causing certain emotional and spiritual harm
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to the parties involved in the news during the process of news interview, editing, and 
dissemination, or even causing harm to the stakeholders related to the news facts 
indirectly. Virtual reality technology can enhance the integrity, sense of scene, and 
feasibility of television programs, enhance the connotation of television programs, 
and therefore has broad application prospects in news programs and legal education 
programs. But if virtual reality technology is not applied properly, it can also make 
programs become false and vulgar synonyms, and may even affect judicial fairness. 
In order to improve viewership, using unbridled splitting tactics we should learn 
from this approach. In addition to valuing commercial interests, the media should 
also shoulder their social responsibilities, promote positive social energy, maintain 
social fairness and justice, guard against criminals, and pay attention to safeguarding 
the personal interests of each audience and the common interests of the entire society. 
If news media only focus on the exciting descriptions of news events and abuse virtual 
reality technology, it will actually bring negative effects [11]. 

Although the emergence of virtual reality technology has made news reporting 
more three-dimensional and realistic, there are still many difficulties and drawbacks 
in the actual process: firstly, the thinking behind technology is how to enable audi-
ences to watch news within a limited time, rather than relying on technology to 
gain attention. The second issue is that the cultivation of relevant virtual reality 
technology talents requires time, and the introduction of relevant equipment by the 
media requires increased investment in funds. Thirdly, virtual reality news requires 
further verification and exploration of relevant models from a business perspective 
[12]. The emergence of virtual reality technology has brought some new thinking, 
how to shoot news? How to edit virtual reality videos? How to perform sensory 
stimulation reasonably? How to ensure the authenticity of news? At present, the 
biggest drawback of virtual reality technology in application is the lack of content, 
which has become a consensus in the industry. If there is no good content, no matter 
how good the equipment and funds are, excellent news works cannot be produced. 
In addition, from a technical perspective, although the data processing capabilities 
of virtual reality technology are rapidly improving and the technical level has been 
significantly improved, it has only reached the level that can be applied. From an 
application perspective, virtual reality technology is far from meeting the needs of 
users for a comfortable experience [13]. 

This paper studies the visual communication characteristics and visual narrative 
changes of VR news in the We-Media era. How to better combine virtual reality tech-
nology with news presentation is an important foundation for the future development 
of news industry. 

23.2 Visual Communication Model of VR News 

The simulation scenario proposed in this article is a reflection of the objective envi-
ronment of reality, where "simulation" refers to the collection of news facts by the 
media and their dissemination to the public in order to form a view of reality. Virtual
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reality technology can truly form an interactive three-dimensional virtual environ-
ment generated by computers in the process of news dissemination. This environment 
is a simulated environment formed by the collection and organization of news facts 
by communication media and the design of participants. Simulated scenes refer to 
news scenes created by communication media for the public through virtual reality 
technology based on real news facts. This scene is dedicated to restoring real news 
scenes. Simulated scenes can be applied to various news events without strict produc-
tion time requirements. By combining computer technology and 3D graphics tech-
nology, news events can be simulated and reproduced in an environmental manner, 
The application of simulated scenes can enable the public to comprehensively obtain 
the information contained in news events, further changing the traditional and rigid 
image of traditional news programs, and subverting the audience in terms of visual 
effects and scene presentation. This can enable the public to experience the situa-
tion and deepen their understanding of news events. The simulation scenario mainly 
applies virtual reality technology to present real news in a simulated manner. In this 
presentation process, there is a contradiction between real news events and virtual 
environments and scenes, as well as a contradiction between the authenticity required 
in the news dissemination process and the virtuality presented by virtual reality tech-
nology. Simulation scenarios need to combine reality and virtuality to form an accu-
rate and realistic dissemination of news events, and to bring the audience into an 
environment of real news events. Therefore, simulation scenarios have the following 
three significant characteristics: authenticity, imagination, and selectivity. 

Under existing technical conditions, due to the limitations of news editing time, 
simulation scenarios can be applied to the broadcast of most news events, except 
for those that require live streaming or have strict requirements for news production 
time limits. Among various types of news events, there is a type of sudden news. Due 
to the characteristics of suddenness, contingency, unpredictability, and danger, news 
events cannot obtain audio-visual information and can only be restored through the 
later descriptions of parties or witnesses. These news events that cannot provide the 
public with first-hand audio-visual information about the occurrence of news events 
are collected, edited, and broadcasted using virtual reality technology. It will greatly 
enhance the news experience and dissemination effectiveness. 

Sudden news that cannot collect audio-visual information mainly includes the 
following four forms: first, sudden news events, which occur without any regularity, 
and the scene of the incident can be quite chaotic. Journalists cannot obtain audio-
visual information about the entire process of the news event; Secondly, dangerous 
news events may occur in scenarios such as wars, earthquakes, etc. Journalists are 
unable to track news through film and television due to safety or technical means; 
Thirdly, sensitive news events, some of which are sensitive due to political or scientific 
and technological reasons and cannot be filmed through video or audio, and the scene 
of such news events cannot be presented; Fourthly, virtual news events, some of 
which do not actually occur or cannot be physically displayed due to technological 
means, such as docking with space stations or the effects of trace elements. This 
type of sudden news is often disseminated in two ways in traditional media reports. 
One way is to collect information from multiple sources at the time of the news, and
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restore the news through the descriptions of the parties or news hosts. The second way 
is to reproduce the situation based on news materials by the parties or professional 
actors. With the development of the media industry and the advancement of digital 
technology, the reproduction requirements of mass news are becoming higher and 
higher. Simple language descriptions lack visual representation of news facts and 
scenes, which cannot attract the attention of the audience; On the one hand, the 
portrayal of news scenes by live actors has serious performance traces, and on the 
other hand, it is impossible to fully reproduce news facts at all stages. Therefore, 
the utilization rate of simulation scenes that rely on virtual reality technology to 
comprehensively restore news events and news scenes is increasing. 

The core technology system of virtual reality can be divided into: basic device 
layer technology, platform tool layer technology and content application layer 
technology, as shown in Fig. 23.1. 

The popularization and development of full-motion video in radio and television 
is limited by some factors. If the live broadcast channel of broadcast transmission 
is to ensure the viewing effect of VR video with high quality and definition, the 
resolution should be at least greater than 3840 × 2160. The bandwidth required 
for data transmission is huge, and the current transmission channel is difficult to 
support. Secondly, the way that the user terminal receives, displays and watches VR 
at home is different from the traditional TV viewing mode. The user needs to wear 
a head-mounted display, and the receiving terminal needs to be compatible with the

Fig. 23.1 Virtual reality technology system 
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existing flat-panel TV viewing. Finally, it is necessary to make VR content which 
is suitable for VR display and popular with users, so as to ensure the viewing of 
radio and television network users. Therefore, VR full-motion video technology is 
currently a single-point light and fast experience. If we want to get through the end-
to-end link of radio and television, win users, and really bring users the experience 
of radio and television level, we need to continue to study and advance. Considering 
the application status and development trend of VR full-motion video technology 
in China’s radio and television industry, this paper designs an end-to-end VR full-
motion video transmission system based on wired network. The system architecture 
is clear, the cost is low, and the effect is good. It can provide VR live broadcast or 
on-demand service for home users [14]. 

This paper is aimed at radio and television transmission networks, on-demand and 
live broadcast application scenarios. At the same time, considering the connection 
with 4K/8K ultra-high definition resolution, the end-to-end transmission system of 
VR full-motion video based on wired network is studied and designed, as shown in 
Fig. 23.2. 

In the process of cloud platform architecture design, it is mainly divided into three 
layers, namely IaaS, PaaS and SaaS. Among them, the main purpose of the IaaS 
layer is to provide hardware devices, such as network devices, servers and storage

Fig. 23.2 VR full-motion video end-to-end transmission system 
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Fig. 23.3 Logical architecture of media convergence news production line system 

devices. The main purpose of the PaaS layer is to provide middleware services. 
Simply put, it is to provide virtual operating systems and servers, and some technical 
staff of the group can develop their own programs and reduce the cost in site and 
hardware procurement. In addition, the SaaS layer can directly provide software 
services, and journalists and editors can also directly use browsers to access and 
use software, which can be used as long as there is a network. Cloud platform 
architecture determines the construction period, which can effectively improve the 
production efficiency and resource utilization rate, and also has the characteristics 
of high flexibility and controllability. Figure 23.3 shows the logical architecture of 
the media convergence news production line system. 

The media convergence news production line system mainly includes five produc-
tion business systems and two production auxiliary systems. The system platform 
includes more than 100 sub-functional modules, which can effectively support the 
news production and release of Weibo, TV, WeChat and App platforms. Compared 
with the traditional whole network architecture, the advantages of the project are 
reflected in the newly created news operation and command system, all-media 
publishing, all-media convergence, media data center and expert database system. 
The integrated news production platform should also be able to effectively separate 
application systems, media processing services and hardware, so that the design and 
deployment of systems and infrastructure can meet the requirements of computer 
room construction, network and security architecture. The all-media convergence 
platform has a variety of tools to collect various media resources, and also supports 
various media resources to enter the all-media content support platform according 
to the unified interface specification. Among them, the convergence content mainly
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includes cooperative media, video websites, user sharing, social networks and mate-
rial collection, and the aggregated content types mainly include audio, video, text, 
pictures and Flash. The video files obtained by the aggregation platform can be 
processed by the call of the media data center, and the metadata information related 
to materials can be intelligently processed and generated. The convergence platform 
should use the corresponding interface protocol and the convergence production plat-
form, news command platform and all-media publishing platform in this system to 
link with the media data center, so as to provide clues, materials and other services 
for the system. Figure 23.4 shows the process of all-media content aggregation and 
collection. 

As a part of strategy simulation system, virtual news system is not only the 
retrieval, merging and broadcasting of video, but also includes the collection, segmen-
tation and management of the video material, the data transmission between service 
systems, the data transmission between speech synthesis systems and the message 
communication between strategy simulation systems. 

The overall structure of software and hardware of the virtual news system is 
divided into three levels from bottom to top, as shown in Fig. 23.5. Among them, the 
video collection, segmentation and management mainly collect video materials from 
multiple video sources, classify and label the video files obtained after segmentation, 
and put them into storage management. The virtual news master control and interface

Fig. 23.4 The process of all-media content aggregation and collection 
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part mainly carries out instructions, sending, receiving and data transmission with 
other constituent systems or modules. The generation and playing of virtual news is to 
generate virtual news sequences according to the format defined by users according 
to decision-making schemes and interactive instructions and transmit them to the 
video broadcasting server for playing. 

On the basis of having news video material files and their annotation information 
bases, we can start generating virtual news. The generation process of virtual news is 
shown in Fig. 23.6, and the numbers in the figure are the sequence of the generation 
process of virtual news. First, the strategy simulation system sends instructions to 
start generating virtual news. After that, according to the current situation of strategic 
drills, the virtual news general control retrieves the decision schemes of all parties 
from the decision scheme library, and extracts the information such as decision 
types, main participants, time and place, and takes them as the initial virtual news. 
Secondly, the system selects different virtual news broadcast templates according 
to different decision-making schemes, corresponding to different video types and 
press release formats, and adjusts the press release contents of each news broadcast 
segment according to the decision-making schemes, so that the broadcast sequence 
of news can be adjusted here. Then, the system retrieves appropriate video materials 
according to the extracted time and place information, and arranges the video files 
that can be previewed and retrieved at this time in descending order according to 
the time length. If it can’t accurately reflect the news content, it cannot be selected, 
or the replacement video can be retrieved again. After that, the system uploads the 
confirmed broadcast video sequence to the video broadcast server and returns the

Fig. 23.5 Overall structure diagram of virtual news system 



23 Research on Visual Communication Characteristics and Visual … 305

Fig. 23.6 Generation process of virtual news 

information to the strategic simulation system, so that the virtual news is ready. After 
receiving the command of starting news broadcast, the system sends the command 
of starting broadcast to the broadcast server and transmits it to each decision-making 
party through the video distributor. At the same time, the system sends the news 
release content to TTS, and the server broadcasts the voice. After news is played, the 
judgment condition is that the audio is played, and then the next news is played, so 
that a complete virtual news is produced. 

The main purpose of virtual news control is to control other parts to cooperate 
with each other to generate virtual news, which is the core of the whole virtual news 
system. The main purpose of video broadcast server is to imitate the real TV news 
in the form of playing virtual news. The video area is used to play video clips, and 
the picture area is used to place static pictures and block some signs of the original 
news video, and the text area is used for displaying strategic decisions in the form of 
rolling captions. Besides meeting the needs of broadcasting video clips, the virtual 
news broadcast template also plays an important role in shielding to avoid great 
penetration, so that there is no need to do other processing for the retrieved video 
pictures in the follow-up automation work. 

The main purpose of speech synthesis server is to synthesize the text content of 
press releases into speech imitating real people, which is used to solve the problem 
that there is no real person imitating the host in virtual news system and there is no 
real person speech caused by the deletion of audio tracks in the original video. The 
output is not prepared for outputting video and audio, so ordinary TV sets can meet 
the requirements. 

In the communication mode of immersive scene news, formal and professional 
news reports need to refer to the communication effect of news when considering
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the news value and the communication effect will also determine the content selec-
tion and subsequent communication mode of news. Therefore, the research on the 
communication effect of VR scene news has become an indispensable means and 
basis for journalists to improve the news presentation mode and news quality. Based 
on the above analysis and setting of VR scene news effect evaluation system, instinct 
layer, behavior layer and reflection layer can be classified as the initial design layer 
of the effect evaluation model, and the effect produced by VR scene news acting 
on recipients, the relationship between news content and effect, and the influence of 
media on the effect are set as the performance layer of the system framework, while 
the information perception, educational reflection, social communication, aesthetic 
experience and the detailed rules divided under these four effect dimensions corre-
sponding to the performance layer are collectively called the effect layer, and then 
these three main levels can be combined into the effect evaluation model of VR scene 
news. Figure 23.7 shows the VR scene news effect evaluation model: 

Virtual reality news has developed rapidly and strongly in the past two years, and 
the research on virtual reality news has gradually changed from shallow analysis on 
technical level to in-depth research on theoretical latitude. The essence of virtual 
reality news is a brand-new media transformation force and a new communication 
logic product relying on technology. Therefore, it is necessary to make a deeper 
analysis of the communication of virtual reality news based on this level. This paper 
theoretically analyzes the communication bias of virtual reality news in different 
latitudes, dissects the influence of virtual reality news on individuals, society and 
culture according to its communication bias, and explores specific solutions to its 
problems, so as to build a communication balance mechanism of virtual reality news 
and give new research reference for the theoretical research of virtual reality news. 

Virtual reality technology is a brand-new hope bearing in the media industry. 
With the empowerment of virtual reality technology, information recipients can fully 
experience the brand-new "time and space" and "off-site switching" of "region". This

Fig. 23.7 The effect evaluation model of VR scene news 
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new media mode that can connect human organs and nerves is a brand-new change 
for the news communication industry. Due to the sustainable development of virtual 
reality technology, further development of virtual reality news has been put on the 
agenda, and the media eager to transform are eager to try. However, due to the lack 
of some theories, the development direction of virtual reality news is blocked. 

23.3 Visual Communication Characteristics of VR News 

The purpose of this study is to summarize the practical and forward-looking infor-
mation dissemination balance strategy by analyzing and paying attention to virtual 
reality cases, and put the practical paradigm results into the media and news business 
practice. 

On the simulation platform, this paper verifies the virtual news system proposed in 
this paper, and mainly combines the models shown in Figs. 23.1, 23.2, 23.3, 23.4, 23.5 
and 23.6 in the second part to verify the visual effect, and evaluates the VR scene news 
effect through the system structure shown in Fig. 23.7, mainly evaluating the visual 
effect and communication effect of VR news. The communication effect mainly 
refers to the impact of the model in this article on the way news is disseminated, 
including people’s acceptance and attractiveness to people. Quantitative analysis is 
conducted through survey documents, and obtains the results shown in Table 23.1 
below. 

From the above experimental analysis, we can see that the VR news visual commu-
nication system proposed in this paper meets the actual needs of people for news in 
the We-Media era.

Table 23.1 Visual effect and communication effect of VR news 

NO Visual effect Communication effect NO Visual effect Communication effect 

1 89.262 75.023 13 81.774 78.508 

2 82.424 83.548 14 85.507 88.625 

3 78.171 77.565 15 83.992 86.856 

4 90.933 82.540 16 90.883 77.343 

5 89.091 86.758 17 85.857 86.357 

6 83.810 84.019 18 86.236 81.121 

7 83.102 83.752 19 80.378 87.627 

8 90.028 87.446 20 80.570 88.329 

9 88.257 87.342 21 91.059 88.923 

10 88.507 88.130 22 78.847 88.722 

11 83.812 84.582 23 87.860 83.328 

12 90.164 81.927 24 79.444 77.837 



308 L. Meng

Compared with visual news and virtual live news, it is found that virtual reality 
panoramic news has many advantages in the process of news reporting. This kind of 
news can not only make the audience independent and interactive, but also ensure the 
authenticity of news in value orientation, enhance the aesthetics of news and enhance 
the entertainment of news. The virtual reality panoramic technology mainly relies 
on its own unique advantages to dig news and report in depth. 

In the design, the virtual reality panoramic news facing the competition not only 
follows some basic principles of news content production, but also innovates in inter-
active design, so that the audience can observe many details of news from different 
perspectives and roam in space, thus enabling the audience to actively obtain the 
competition information they are interested in in the virtual reality panoramic news, 
and meeting the audience’s growing demand for "immersive" feeling of news. 

In the evaluation of the communication influence of virtual reality panoramic 
news, the communication influence of virtual reality panoramic news is divided into 
three aspects from three different levels, and the communication influence is evalu-
ated by means of the data of communication value in a qualitative and quantitative 
way, and the social value, information value and aesthetic value are included in the 
evaluation criteria. 

23.4 Conclusion 

This paper studies the visual communication characteristics and visual narrative 
changes of VR news in We-Media era, designs a set of relatively scientific and 
reasonable evaluation system, and prepares corresponding news reports in the form 
of words, visualization and games, and makes a comparative study to ensure the 
accuracy of the whole evaluation results. It can be seen that the whole virtual reality 
panoramic news has obvious advantages in communication influence and outstanding 
aesthetic value by means of the research and analysis of evaluation data, but it should 
be further consolidated and made great efforts to break through the bottleneck, give 
full play to its advantages, subvert the traditional news forms, change the value orien-
tation of news communication and enhance the communication influence of news 
reports under high technology. Virtual reality panoramic news includes authenticity, 
interest, design and other characteristics in a news form, which can meet the tradi-
tional requirements of news and bring good experience. Therefore, there is an infinite 
space for development in the future, but there are still shortcomings in many aspects. 
It is necessary to further invest and strengthen the content construction, fill short-
comings, foster strengths and circumvent weaknesses, and shine increasingly in the 
era of media integration.
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Chapter 24 
Power Internet of Things Sharing 
Terminal Based on Power Carrier 
Communication Technology 

Shengzhu Li 

Abstract With the development of Internet of Things technology and power carrier 
communication technology, transmission electric field lines are used for load commu-
nication, which makes it possible to build a cheap smart home system Intranet. This 
paper analyzes the sharing terminal of power Internet of Things combined with 
power carrier communication technology, and constructs a communication model. 
Aiming at the communication requirements of the scene of distribution Internet of 
Things and the differentiation of power grid operation and maintenance and extended 
services, this paper constructs a power line carrier communication model integrating 
the hierarchical network topology from transformers in the station area to users and 
families, which is suitable for control services and information collection services 
in distribution Internet of Things. Moreover, this paper comprehensively uses many 
advanced information and communication technologies such as cloud computing, 
big data, Internet of Things, artificial intelligence and edge computing to achieve 
all-round coverage of data collection, aggregation, processing and application in all 
links of power production and users. Through the experimental results, we can see 
that the power Internet of Things shared a terminal system based on the power carrier 
communication technology proposed in this paper has a good effect. 

24.1 Introduction 

With the continuous increase of the construction intensity and scale of intelligent 
power grid, big marketing, big service and big market have gradually become the 
development goal and trend of power supply enterprises, and intelligent management 
system, as an intelligent level in the field of power supply, has been widely used in 
various power supply stations. However, in the traditional power acquisition and 
control terminal and power marketing system, there are many problems, such as
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outdated equipment, large error between actual information and system information, 
and difficulty in data sharing among systems, which restrict the improvement of 
service capacity and service efficiency of power supply enterprises to a great extent. 
Therefore, it is urgent to design a highly intelligent and integrated mining and control 
terminal and power marketing system. 

The application of transmission communication technology in the field of smart 
grid power collection has effectively promoted the development of the transmission 
communication industry. Electric field broadband communication can not only be 
applied in the field of smart grid collection, but also in the fields of smart cities, 
smart homes, and industrial control. Currently, with the rapid development of the 
Internet of Things, the scope of the Internet of Things has become an important area 
of power communication, and the construction of the ubiquitous Internet of Things is 
expected to become another explosive point of power communication. Reference [1] 
combines the communication needs of the home internet and the prospects of electric 
field line carrier technology to explore the specific implementation method of electric 
field line communication (PLC) in the home internet. Combining the application 
characteristics and channel characteristics of the Internet of Things industry, it studies 
encoding and decoding technology and self-organizing network technology to build 
a set of PLC suitable for the Internet of Things industry. 

The power grid can also utilize power line carrier communication technology to 
fully develop and utilize existing power line resources for data collection, which can 
not only reduce terminal communication costs but also improve the power grid’s 
ability to deeply perceive [2]. PLC technology, as a representative of the power 
Internet of Things technology that integrates energy and information, has the advan-
tage of achieving energy and information sharing channel transmission without the 
need for specialized communication lines, as well as taking into account various func-
tions such as line monitoring and management. However, the complex and variable 
channel characteristics and noise interference of power lines have also become the 
main factors hindering the large-scale application of PLC technology in power grids. 
At present, PLC-IoT technology has made significant breakthroughs in communica-
tion performance, which can overcome the difficulties encountered in the application 
of traditional PLC technology and provide high-speed and reliable communication 
services with low latency in milliseconds [3]. It can fully meet the communication 
needs of the power Internet of Things and better promote the gradual coupling and 
even overlap of the power grid and communication network. It is a successful case 
of the power Internet of Things technology that integrates energy and information. 
Based on PLC-IoT technology, in-depth research can seek a more universal path for 
the integration of energy and information in the Internet of Things technology for 
large-scale application in the field of power (energy), and promote the construction 
process of digitalization of power (energy) systems [4]. 

In the application scenario of ubiquitous power Internet of Things, power percep-
tion devices that are fully compatible with communication technology are widely 
present in all aspects of ubiquitous power Internet of Things. This includes the collec-
tion, storage, processing, and transmission of power business data streams, as well 
as the flexible access and deep integration of various external data. At the same time,
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it comprehensively covers multi-level communication networks such as wired, wire-
less, and satellite, achieving ubiquitous interconnection and interworking of various 
network resources. The ubiquitous power Internet of Things needs to have strong 
compatibility in both the network transmission layer and the business application 
layer, and can be combined with other intelligent networks to break down barriers 
between different types of business categories, promote deep integration between the 
power system and other businesses, and strengthen information sharing and intel-
ligent management among power grid companies, government management, users, 
and other entities [5]. 

The ubiquitous power Internet of Things has a large number of bottom intelligent 
terminals and a wide range of power transmission lines. Through the combination of 
the network layer and the application layer, it jointly realizes the processing of power 
business data flow. Edge computing extends and expands the computing, storage, and 
transmission capabilities of the central control of the power system to the edge of the 
network. It conducts real-time data processing and computing at the terminals and 
user sides of the network edge, reducing the amount of data transmission between 
network nodes. This significantly alleviates the processing and computing pressure 
on the central server and improves the response speed of terminal devices, effectively 
promoting the ubiquitous interconnection and collaborative processing of the power 
system [6]. 

The ubiquitous power Internet of Things comprehensively digitizes and intel-
ligentizes traditional power business through the extensive collection and efficient 
processing of massive terminal node information in the power system. Strengthening 
the deep digitization of power grid business provides a reliable guarantee for the safe 
operation of power equipment. While improving the efficiency of power grid service 
business, it also solves the problem of equipment status monitoring and quality 
level evaluation. This not only strongly supports the original traditional business, 
but also integrates with other external businesses. At the same time, in the process 
of combining with communication and information technologies such as artificial 
intelligence, the ubiquitous power Internet of Things combines terminal node distri-
bution coordination and central node unified control to solve the control difficulties 
and stability issues caused by the large number and wide distribution of nodes in the 
ubiquitous power Internet of Things to the greatest extent. Promote the deepening 
application of data-driven power business, and assist in building an intelligent, fast, 
safe, and effective comprehensive energy system. Artificial intelligence also gives 
traditional power grids intelligence and adaptability, allowing power business to no 
longer rely on a single indicator for control, but to make adaptive dynamic decisions 
and control based on its own situation and network status [7]. 

Power line communication and wireless communication have their own techno-
logical advantages. In the complex topology and communication environment of 
power line communication networks, the combination of power line communication 
and wireless communication is one of the best communication modes to complement 
each other’s advantages. The existing research mainly focuses on the performance 
analysis of PLC and wireless communication hybrid networks at the physical layer, 
fusion techniques at the MAC layer 190–94, and fusion methods at the network layer.
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In terms of research on the physical layer of hybrid networks, authors in reference [8] 
studied the advantages of parallel use of power line channels and wireless channels 
to improve the physical layer security of hybrid communication networks. We estab-
lished mathematical formulas for traversal confidentiality rate and confidentiality 
interruption probability. When the eavesdropper uses a single data communication 
interface, the hybrid network has high physical layer security; Reference [9] studies 
a hybrid model of power line/wireless single relay channels for data communica-
tion, and provides a closed form expression for the outage probability of the hybrid 
network under a certain power spectral density and additive random noise interfer-
ence, verifying that the performance of the hybrid network is superior to any single 
communication network; Authors in reference [10] proposes a joint estimation and 
suppression scheme for pulse noise and narrowband interference in the physical layer 
of hybrid power line communication and wireless communication networks based 
on the principle of compressed sensing, in order to improve the performance of the 
hybrid network; Authors in reference [11] proposes a joint noise suppression algo-
rithm for PLC and wireless communication, which utilizes the spatial correlation 
between pulse noise and narrowband interference between wireless communication 
and power lines to transform the discontinuous interference noise problem into a 
less complex block sparse estimation problem. Using a method based on Bayesian 
linear minimum mean square error to estimate discontinuous and continuous pulse 
noise and narrowband interference, and further improving estimation performance 
based on their second-order statistics. The simulation results show that the hybrid 
network using the proposed algorithm has advantages over a single communication 
method; Reference [12] studied the statistical modeling of the frequency response 
amplitude of a home power line and wireless hybrid communication system in the 
1.17-100MHz frequency band. Based on the measurement dataset, a statistical model 
was established, and the results showed that the channel frequency response ampli-
tude of the home power line and wireless communication hybrid network follows a 
lognormal distribution. 

This paper analyzes the power Internet of Things shared terminal combined with 
the power carrier communication technology, constructs a communication model, 
and simulates the model to provide reference for the subsequent application and 
promotion of power Internet of Things shared terminal. 

24.2 Model System 

24.2.1 Power Carrier Technology Model 

In the sensing layer of power Internet of Things system, the measurement equip-
ment mainly collects the state information and measurement data of various power 
and energy-related physical sensors, and senses the application site conditions. 
In the sensing layer, the commonly used sensors include not only smart meters,
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but also sensor units that transmit information and data such as voltage, power, 
temperature and humidity. The optional wired communication modes of these units 
mainly include: optical fiber, power line carrier, 485 bus and industrial Ethernet. 
At the same time, the optional wireless communication modes of the unit mainly 
include: 230MHz wireless private network, 3G/4G/5G wireless public network, 
satellite communication, Zigbee, wireless micro-power and WiFi technologies. With 
the development of low-power wide-area communication technology, narrowband 
Internet of Things, enhanced machine communication and long-distance radio LoRa 
can also be used in the sensing layer of power Internet of Things system. 

If only a single power line carrier technology is used in sensing layer networking, 
the reliability of data transmission in the sensing layer network will be difficult to 
guarantee. The existing feasible solution is that because the sensing layer requires 
higher and higher data transmission reliability, and a single communication tech-
nology is difficult to meet the requirements of the sensing layer for transmission 
success rate, the power line carrier communication technology which has been widely 
used in large areas is effectively combined with the wireless communication tech-
nology with better transmission performance, and a sensing layer fusion network is 
established to realize complementary advantages. 

Electric current communication technology is a special means of communication, 
which uses electric field lines to transmit voice or data information as a means of infor-
mation transmission, and can be applied to high voltage electric field lines (usually 35 
kV and above), medium voltage lines (10 kV) and low voltage lines (380 V/220 V). 
It combines the analog or digital information carrier of the secondary device with the 
high-frequency information carrier, and realizes medium-distance transmission on 
the electric field line through coupling. Along this line, the power transmission of the 
remote terminal Internet through the communication carrier communication with the 
relay node effectively reduces the loss of information data due to very strong attenu-
ation wavelengths, support structures and lines, and can simultaneously transmit the 
carrier information carrier. 

Electrical carrier is a special way of communication in the electrical system. The 
high-frequency information carrier containing information is loaded on the elec-
tric field line through the power transmission module to realize data transmission 
across the electric field line, then the high-frequency information carrier is separated 
from the electric field line, and the information carrier is transmitted to the terminal 
device through the power module. The main body, information terminal and house-
hold devices in the smart home system all have a built-in carrier module interfaces, 
and directly use electric field lines to form the internal Internet. Therefore, the electric 
field line is not only a kind of energy, but also a means of information and commu-
nication, and it is also the embodiment of the advantages of live communication. Its 
basic structure is shown in Fig. 24.1.

Power Internet of Things is the concrete manifestation of Internet of Things in the 
field of power (energy). Through the comprehensive use of many advanced informa-
tion and communication technologies such as cloud computing, big data, Internet of 
Things, artificial intelligence and edge computing, the data collection, aggregation, 
processing and application of all links of power production and users can be covered
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Fig. 24.1 Smart home network composed of power carrier

in all directions, and massive data can drive the power grid to develop towards intel-
ligence and informationization, and effectively meet the challenges of establishing a 
new power system with new energy as the main body. The technical architecture of 
power Internet of Things can be divided into four layers: perception layer, network 
layer, platform layer and application layer, as shown in Fig. 24.2.

Power line carrier communication module is composed of MCU, transmitting 
carrier amplifier circuit, carrier coupling circuit, receiving carrier filter circuit, 
receiving carrier demodulation circuit, zero crossing detection circuit, isolation 
circuit, external crystal, indicator lamp, communication and power interface, power 
supply and so on. The overall design is shown in Fig. 24.3.

24.2.2 Power Internet of Things Shared Terminal Model 
Based on Power Carrier Communication Technology 

Aiming at the communication requirements of the scene of distribution Internet of 
Things and the differentiation of power grid operation and maintenance and extended 
services, this paper constructs a power line carrier communication model integrating 
the hierarchical network topology from transformers in the station area to users and 
families, which is suitable for control services and information collection services in 
distribution Internet of Things. This ensures the reliability of carrier communication 
under the access environment of a large number of distributed power sources. The 
layered network topology from the station transformer to the user and the home is 
shown in Fig. 24.4.

The information transmission flow is shown in Fig. 24.5. The baud rate of data 
transmission is set to 115,200 Baud. The baud rate of the operation center and the 
control center are consistent. If the data verification of the transmitted data packet is 
correct, the transmission is completed. However, if the data verification is different
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Fig. 24.2 Technical architecture of power internet of things

Fig. 24.3 Overall design of power line carrier communication module
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Fig. 24.4 Hierarchical network topology

or the data frame is incomplete, the transmission is retransmitted according to the 
protocol until the receiving end receives complete and correct data information.

24.2.3 Power Line Channel Modeling 

The topology of power distribution Internet of Things has a great influence on the 
transmission characteristics of the channel. Therefore, a power line channel model 
based on transfer matrix is established to study the influence of network topology on 
the channel transfer function, and strive to improve the comprehensive performance 
of power line carrier communication. According to the theory of power line transmis-
sion, any uniform power line can be represented by a dual-port network. Therefore, 
a two-port network can be represented by the transmission matrix T, also known 
as ABCD matrix. The transfer matrix theory is described below, and a common 
equivalent definition of a dual-port network is as follows

∣
∣
∣
∣

V1 

I1

∣
∣
∣
∣
=

∣
∣
∣
∣

A B  
C D

∣
∣
∣
∣

∣
∣
∣
∣

V2 

I2

∣
∣
∣
∣
= T f

∣
∣
∣
∣

V2 

I2

∣
∣
∣
∣

(24.1) 

Among them, V1 and I1 represent input voltage and current respectively, V2 and 
I2 represent output voltage and current respectively, and the four coefficients vary 
with frequency, which can be expressed by the following formula and fully reflect 
the electrical characteristics of a dual-port network.
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Fig. 24.5 Data transmission
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(24.2) 

In order to express (V2, I2) as a function of (V1, I1), the ABCD matrix in Eq. (24.2) 
is inverted to obtain:
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(24.3) 

Equation (24.1) is called the forward transfer matrix, and Eq. (24.3) is called the 
reverse transfer matrix Tb. 

Figure 24.6 shows a given two-port network. From the figure, the expressions 
of power supply voltage Vs, load voltage shift V2 and input impedance Z in in the 
two-port network can be obtained respectively, which are as follows: 

V s  = V1 + I1 Zs 

V2 = I2 ZL 

Zin(f) = AZL+B 
C ZL+D 

(24.4)
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Fig. 24.6 A two-port 
network 

According to the definition of transfer function, the ratio of load voltage to power 
supply voltage at the receiving end is the channel transfer function of the whole 
power line, and its expression can be deduced according to ABCD matrix: 

H ( f ) = V2 

Vs 
= ZL 

AZL + B + CZs ZL + DZs 
(24.5) 

24.3 Test Experiment 

In this paper, OPENTModel14.5 simulation software on Windows platform is used. 
CoAP messages are generated by each child node STA and transmitted regularly to 
the central server CCO in the topology through the proxy node PCO. In order to 
simulate different network links and generate different levels of network traffic, the 
simulation parameters are set in Table 24.1. 

The same transmission time interval T = 10S is selected, and the change of 
transmission success rate with the number of nodes N is observed, and the statistical 
table of transmission success rate shown in Fig. 24.7 is obtained.

Table 24.1 Simulation 
parameter settings Parameter Numerical value 

Simulation scenario/m2 100 × 500 
Number of nodes/pieces [50,100,150,200,250] 

Node communication distance/m 100 

Link bandwidth Kbp/s 50 

Data transmission interval [2,5,10,15,20,25,30] 

Contract size/B 64 

Simulation time/s 100 

Simulated random SEED value [64,128,256,512,1024] 
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Fig. 24.7 Comparison of packet transmission success rate with different node numbers 

As can be seen from Fig. 24.7, the congestion control mechanism estimated by the 
shared terminal system of power Internet of Things based on power carrier commu-
nication technology realizes adaptive estimation, avoids unstable changes of the 
system, reduces unnecessary retransmission in the network, and ensures high request 
success rate of the network. 

According to the statistics of the data in this article, it can be seen that the average 
success rate of packet transmission in different node numbers reaches 95.92%. Under 
the same conditions, a comparison of the methods in reference [5] shows that the 
average success rate of packet transmission in different node numbers is only less 
than 80%, indicating that the method in this article has certain advantages. 

24.4 Conclusion 

With the development of smart grid, a large number of distributed energy devices are 
accessed, communication terminals are evolving to intelligence, and the emerging 
services in distribution network and the communication needs in stations and users’ 
homes are increasing. However, the traditional distribution network cannot meet 
the requirements of reliability and efficiency under the new business. To solve this 
problem, power line carrier technology for distribution Internet of Things is a good 
way to solve this problem. This paper introduces the design and control of carrier 
communication module from two aspects of hardware and software. Each device is 
integrated with the electric carrier communication module using electric field line 
as the internal Internet for communication device control and information sharing. 
Aiming at the communication requirements of the scene of distribution Internet of 
Things and the differentiation of power grid operation and maintenance and extended
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services, this paper constructs a power line carrier communication model integrating 
the hierarchical network topology from transformers in the station area to users 
and families. Through the experimental results, we can see that the power Internet of 
Things shared terminal system based on the power carrier communication technology 
proposed in this paper has a good effect. 

The wireless channel characteristic identification was not originally carried out 
and was replaced by a universal channel model. Subsequent research work will 
improve the channel transmission characteristic identification method and apply 
it to the identification of wireless channel transmission characteristics, and fuse 
communication based on the actual channel state of the power line and wireless 
channel. 
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Chapter 25 
An Image-Content-Based Adaptive Tile 
Partitioning Algorithm 

Weiye Jin 

Abstract In this paper, an adaptive segmentation algorithm based on image content 
is proposed, which aims to reduce the encoding loss generated by the process of 
utilizing the new feature tile in the video coding standard. The algorithm analyzes 
the regional correlation of the current frame before the encoder performs the current 
frame encoding, so as to determine the critical area of the correlation change in 
the frame, divide the tile in the critical area, and ensure that the area with high 
correlation is not divided by the tile as much as possible. Experimental results show 
that compared with the case of uniform division of Tile, the proposed algorithm has 
improved performance. 

25.1 Introduction 

The establishment of video encoding standards has always been of significant 
research importance. Nowadays, with the continuous growth in video consumption, 
the field of video encoding is making persistent efforts to meet the demand for higher 
resolution, diverse types of videos, and superior quality video application services. 

In response to various needs in the video application process, the international 
video coding standards representing the world’s most advanced video encoding tech-
nologies began to be established in the 1980s [1]. The two major organizations inter-
nationally responsible for setting video encoding standards are the Telecommunica-
tion Standardization Sector of the International Telecommunications Union (ITU-T) 
[2] and the International Organization for Standardization/International Electrotech-
nical Commission (ISO/IEC). Among them, the coding standards set by ITU-T are 
the H.26X series, mainly widely applied to video communication in network trans-
missions like online meetings [3]. In 2003, ISO-IEC and ITU-T jointly developed 
the H.264/Advanced Video Coding (AVC) [4], and in 2013 they collaborated to
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develop the predecessor, H.265/High Efficiency Video Coding (HEVC) [5]. From 
April 2018 onwards, the Joint Video Experts Team (JVET) began working on the 
new-generation international video coding standard H.266/Versatile Video Coding 
(VVC) [6, 7], which was finalized at the end of 2020. 

Initially, many private companies also researched their video coding formats, 
such as the VP8 encoding standard developed by On2 Technologies and acquired 
by Google in 2009 [8]. Later, Google developed VP9 based on VP8 and completed 
it in mid-2013. Subsequent improvements aimed at enhancing coding performance 
led to the proposal of VP10, but its development was halted after some time. 

With the growing and diversifying demand for efficient video applications, by 
2015, several video on-demand providers and web browser industry companies 
jointly established AOM. The aim was to develop an open-source, royalty-free next-
generation video coding format called AV1. AV1 released its initial version in April 
2016 and planned to finalize the ultimate version by mid-2018[8]. Until now, AV1 
has occupied a significant portion of the market, as shown in Fig. 25.1. The develop-
ment goal of AV1 is to ensure high-quality real-time transmission, support devices 
under various bandwidth conditions, and be reasonably complex for both commer-
cial and non-commercial content, offering a significant performance boost compared 
to VP9 [9]. The AV1 codec was solidified through consolidating VP9, Daala, and 
Thor codecs and proposing, testing, and discussing coding tools and functionalities 
on top of them [9]. The reference software platform for AV1 is libaom, developed 
in a public repository and disclosing the source code of libaom and related refer-
ence information [10]. By early 2018, the design of AV1 coding tools was largely 
complete, and the reference software platform libaom primarily focused on product 
application preparation, including but not limited to the design of related optimiza-
tion algorithms such as early termination to accelerate the codec. Currently, codecs 
other than libaom are still in the implementation process and may be released later 
[11]. 

The primary goal of HEVC is to double the encoding efficiency of H.264/AVC 
by reducing the bit rate by 50% without compromising video quality. Given that 
HEVC has inherited several encoding tools from the prior H.264/AVC standard, any 
gains in coding efficiency are possibly attributed to improvements in these inherited 
coding tools combined with a new set of coding tools. This results in a very high 
computational cost. In the H.264/AVC standard, parallelism was explored using 
Slices; however, Slices require the insertion of additional frame headers along the

Fig. 25.1 Market share 
proportions 
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bitstream, leading to unnecessary bitstream overhead. Nevertheless, HEVC intro-
duced a new parallel tool—Tile—to reduce encoding losses. On ultra-high-definition 
videos, AV1’s average encoding efficiency is 30% higher than HEVC/H.265, and it 
similarly introduces Tiles to mitigate the increase in computational complexity. 

Tiles create rectangular partitions in images by defining horizontal and vertical 
boundaries, utilizing image content better to reduce encoding efficiency losses. These 
partitions can be uniformly or non-uniformly spaced. In uniform division, the number 
of Coding Tree Units (CTUs) within a partition is evenly distributed by the encoder. 
In non-uniform tiles, users can freely set an integer number of CTUs for each tile 
partition. To support parallelism, Tile breaks dependencies across its boundaries, 
allowing it to be processed independently. If Tile boundaries partition highly corre-
lated image areas, the decoding loss will be greater. This is because some decoding 
tools refine based on previously encoded CTUs. By splitting such highly corre-
lated areas, all refinements are discarded, impairing encoding efficiency. Some work 
exists in the H.264/AVC standard about parallelizing with Slices. In literature [12], 
the authors improved encoding efficiency by using predictive reference between 
different Slices but compromised the use of parallel Slices. Since the open-source 
HEVC/H.265 encoder protocol only supports uniform Tile division, authors in liter-
ature [13] only studied the changes in coding efficiency compared to uniform Tile 
partitioning and other partition structures. However, considering only uniform parti-
tioning leads to significant encoding efficiency losses. In literature [14], the authors 
proposed a content-based Tile partitioning algorithm, which reduced encoding losses 
resulting from using Tiles by leveraging video attributes during the Tile partitioning 
process. In literature [15], the authors introduced an efficient HEVC/H.265 decoder 
parallelization adaptive Tile division algorithm. By effectively balancing the work-
load of different Tiles in the kernel, it improved both decoding performance and 
video quality. In literature [16], the authors presented an algorithm for adaptive Tile 
division based on CTU encoding time (Time-based Tile Load Balancing, TTLB), 
which shortened the encoding time. However, it yielded significant gains only for 
sequences moving in specific frames and was less pronounced for sequences moving 
throughout the frame. 

In summary, various encoders have some issues when using parallelism tools 
like Slice/Tile. Considering the encoding performance of the AV1 encoder surpasses 
that of HEVC, this paper selects the AV1 encoder for research. Addressing these 
issues, we propose an adaptive algorithm that defines Tile parameters based on image 
attribute features (variance), allowing for the dynamic selection of appropriate Tile 
partitions to cluster highly correlated image samples. In doing so, we reduce the 
impact on encoding efficiency brought about by using Tiles, enhancing the encoding 
performance of the AV1 video standard.



326 W. Jin

Fig. 25.2 AV1 encoder and decoder framework 

25.2 Background Knowledge 

The encoding framework used by AV1 is shown in Fig. 25.2. First, each frame in the 
video is divided into multiple coding blocks. Then, the encoding process is sequen-
tially completed through modules such as prediction, transformation, quantization, 
entropy coding, and filtering. 

The AV1 standard’s encoding tools can encode images into Tiles made up of 
multiple SuperBlocks. All intra-frame prediction references and probability model 
updates within the Tile are confined to the Tile itself. As defined by encoding param-
eters, Tiles can be uniform or non-uniform. They can be encoded and decoded inde-
pendently, and each Tile can be encoded and decoded in any order without affecting 
one another, demonstrating good parallelism. 

25.3 Tile Partitioning Scheme Based on Frame Inherent 
Statistical Data 

(1) Analysis of Intra-Frame Prediction Correlation in Data Compression: 

After pixel blocks undergo predictive compression encoding, the original pixel 
values are transformed into residuals through calculations with the predicted values, 
achieving the removal of spatial redundancy. The residual is then used for further 
compression. The reason for using prediction errors as the object for subsequent
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processing, and the ability of spatial redundancy to be removed through predictive 
coding, is due to numerous experimental conclusions indicating that there is a very 
strong correlation between neighboring pixels in the same image. That is, the pixel 
values between adjacent pixels are very similar, and the possibility of a sudden 
change in pixel values between adjacent pixels is very small. This means that the 
residuals between adjacent pixels are very small values, or even 0, allowing for the 
transmission of the same information with fewer bits. 

From an information theory perspective, because the distribution of errors is 
concentrated, only a small area is distributed with most of the errors, while the vast 
majority of error areas are around 0. This means that the entropy values of the source 
symbols in those large error areas are relatively small. Without predictive coding, 
the distribution of the original pixels would be more uniform, resulting in a higher 
entropy value. Thus, the process of predictive coding is essentially a transformation 
from a high entropy value to a lower one, facilitating subsequent encoding. 

(2) Proposed Algorithm: 

Intra-frame prediction is an essential component of the AV1 video standard. The basic 
idea is to use the correlation of neighboring pixels within a frame to eliminate spatial 
redundancy. However, the use of Tiles can interrupt this dependency, leading to a 
loss in encoding efficiency. If the boundaries of the Tiles happen to partition highly 
correlated image areas, the encoding loss will be even more severe. To reduce these 
encoding losses, Tile division based on frame complexity can be defined, seeking 
the intersection of highly correlated image areas and dividing areas with different 
attributes. 

By analyzing the image attributes based on the original video frame, the highly 
correlated areas of the image can be deduced. The variance data of all SuperBlocks 
in the original frame of the 1080p video sequence, Aspen, is shown in Table 25.1. 
These areas can be located by analyzing abrupt changes in variance, indicating that 
effective prediction hasn’t been applied in that area. Since intra-frame prediction 
uses spatial redundancy, when there’s a change in variance (spatial attributes), the 
intra-frame prediction will also change accordingly.

Based on the aforementioned analysis, we propose an adaptive Tile partitioning 
algorithm based on the correlation of the current frame’s regions, utilizing image 
information to define the Tile partitions for each encoded frame. The variance map 
of the image can be used as an input parameter, thereby pinpointing the highly 
correlated areas in each image. This ensures that during partitioning, areas with 
correlation are not split apart, which would result in encoding losses. The detailed 
algorithm flowchart is shown in Fig. 25.3.



328 W. Jin

Table 25.1 Variance values of superblocks in the aspen video sequence 

No 1 2 3 4 5 6 7 8 9 

1 193.4 86.0 115.3 296.5 174.9 591.9 42.6 38.1 15.8 

2 642.0 453.9 54.4 26.6 609.8 480.2 130.7 1.5 1.5 

3 565.4 504.1 162.9 12.6 856.4 97.1 138.4 305.8 452.9 

4 151.0 448.4 265.1 438.0 208.7 230.4 164.8 251.7 301.0 

5 12.9 2.5 99.8 337.9 54.1 127.7 108.4 93.2 394.4 

6 11.6 1.5 2.1 311.3 91.6 53.5 85.5 186.5 396.9 

7 11.3 1.6 1.6 98.4 266.7 119.4 179.1 806.3 261.2 

8 11.4 1.9 2.0 1.7 113.8 328.5 128.9 27.3 795.4 

9 58.4 120.1 257.0 276.0 226.9 180.4 97.4 122.6 40.0

First column == 0 or last 
column == Max_SuperBlcok? 

Column Tile=Maximum 
variance column 

Row Tile=Maximum 
variance row 

Override existing Tile 
parameters to continue 

AV1 encoding 

First row == 0 or last row == 
Max_SuperBlcok? 

N 

N 

The direction of 
the rows is not 

divided 
Y 

The direction of 
the columns is not 

divided 
Y 

Find the column 
and row with the 
highest variance 

Count the 
variance of each 
column and row 

Calculate the 
variance of each 

superblock 

Performs YUV 
video frame 

reading 

Fig. 25.3 Algorithm flowchart 

This algorithm consists of two independent phases: the first phase acquires the 
coordinates of the vertical boundaries, and the second phase obtains the coordinates 
of the horizontal boundaries. In the first step of the first phase, the variance of each 
SuperBlock needs to be calculated, generating a two-dimensional variance matrix 
for the current frame using SuperBlock as the unit. Subsequently, the variance of 
each row of the matrix is summed up, forming a row variance sum. From this, the 
row with the largest variance sum is selected. It can be determined that the current 
row has the highest degree of non-correlation and is suitable to be used as the Tile
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partition boundary. This approach mitigates the impact on image continuity caused 
by Tile partitioning, thereby minimizing the effect on quality. The variance matrix 
of the current frame with SuperBlock as the unit, the variance matrix of the current 
frame with SuperBlock rows as the unit, and the variance matrix of the current frame 
with SuperBlock columns as the unit are represented by formulas (25.1), (25.2), and 
(25.3), respectively. Among them, VarMtx represents the variance matrix, i and j 
represent the number of rows and columns of the matrix, SpBlk is the abbreviation 
of SuperBlock, VarMtxRowSum represents the row variance matrix, and VarMtxRowSum 

represents the column variance matrix. The SuperBlock row and SuperBlock column 
with the largest variance selected from the variance matrices of formulas (25.2) and 
(25.3) are represented by formulas (25.4) and (25.5), respectively. SelectedRow and 
Selectedcolumn are the calculated rows and columns respectively. 

VarMtxi, j = 

⎛ 

⎜⎝ 
δ2(SpBlk0,0) . . . δ2(SpBlk0,width_ in_ sb) 

... 
. . . 

... 
δ2(SpBlkheight_ in_ sb,0) · · ·  δ2(SpBlkheight_ in_ sb,width_ in_ sb) 

⎞ 

⎟⎠ (25.1) 
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δ2 (SpBlk1,i ) 

...
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(25.2) 

VarMtxclmSum =∣∣∣
∑height_in_sb 

j=0 
δ2 (SpBlk j,0), · · ·  ,

∑height_in_sb 

j=0 
δ2 (SpBlk j,height_in_sb)

∣∣∣ (25.3) 

SelectedRow = Max(VarMtxRowSum0 , VarMtxRowSum1 
, . . . ,  VarMtxRowSumwidth_ in_ sb ) 

(25.4) 

Selectedcolumn = Max(VarMtxclmSum0 , VarMtxclmSum1 
, . . . ,  VarMtxclmSumheight_ in_ sb ) 

(25.5) 

The Tile partitioning in the vertical direction is (0, SelectedRow) and (Select-
edRow + 1, width_in_sb). In the horizontal direction, the partitioning is (0, 
Selectedcolumn) and (Selectedcolumn + 1, height_in_sb).
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25.4 Experiment 

(1) Experimental Setup: 

To validate the efficacy of the method proposed in this section, the algorithm was 
integrated into the reference software of the AV1 video encoding standard, libaom3.0. 
The testing conditions utilized six common 1080p test sequences: Aspen, Blue_sky, 
BasketballDrive, BQTerrace, Cactus, and MarketPlace. The QP test points selected 
were: 22, 27, 32, and 37. 

When evaluating the performance of video codecs, the Rate-PSNR curve is typi-
cally used. Here, “Rate” represents the bitrate of the video, and PSNR (Peak Signal 
Noise Ratio) represents the peak signal-to-noise ratio between the encoded recon-
structed video and the original video. The calculation method for it is shown in 
formula (25.6), MAXI represents the maximum value of the image point color while 
MSE represents the mean square error. The Rate-PSNR curve is also known as the 
R-D curve, which stands for Rate-Distortion. The BD-rate metric is a performance 
parameter derived from the R-D curve [17], indicating the variations in bitrate and 
PSNR of the video encoded by the new algorithm relative to the original one. When 
encoding video, a lower bitrate indicates greater compression, while a higher PSNR 
indicates better objective quality. Hence, for a coding algorithm, if the compressed 
video bitrate is reduced and the PSNR value is increased, the algorithm exhibits good 
performance. However, typical video coding algorithms will lead to a quality loss 
while increasing compression, i.e., as the bitrate decreases, the PSNR value may also 
decrease simultaneously. In such cases, the BD-rate is employed for assessment. 

PSNR = 10 · log10
(
MAX2 

I 

MSE

)
= 20 · log10

(
MAXI √
MSE

)
(25.6) 

(2) Experimental Results: 

Table 25.2 presents the specific scenarios and BD-rate improvements for the 6 test 
sequences using both uniform Tile partitioning and our adaptive Tile partitioning 
algorithm. Considering the differences in video sequences, using uniform partitioning 
leads to significant encoding efficiency losses. The partitioning situation of uniform 
Tile and adaptive Tile for one of the video sequences, Aspen, is illustrated in Fig. 25.4, 
where the green solid line indicates the Tile partition.

From Fig. 25.4a, it can be observed that for the uniform partitioning case, the 
image content complexity is not taken into account. Partitioning of the frame into 
Tiles is done uniformly solely based on user settings. Horizontally, there are a total 
of 15 SuperBlocks, and it’s set such that after the first 7 SuperBlocks from the left, 
there’s a vertical boundary for Tile partitioning. Vertically, there are 9 SuperBlocks, 
and after the first 4 SuperBlocks from the top, there’s a horizontal boundary for Tile 
partitioning. Both the vertical and horizontal boundaries together partition the image 
into 4 Tiles. Figure 25.4b illustrates the scenario after adaptive Tile partitioning,
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Table 25.2 BD-rate improvement with adaptive partitioning 

Stream Uniform tile 
partitioning 

Adaptive tile partitioning BD-rate improvement 
(%) 

Aspen Horizontal 7/8 Vertical 
4/5 

Horizontal 13/2 Vertical 
4/5 

1.08 

Blue_sky Horizontal 7/8 Vertical 
4/5 

Horizontal 3/12 Vertical 
1/8 

1.76 

BasketballDrive Horizontal 7/8 Vertical 
4/5 

Horizontal 2/13 Vertical 
1/8 

0.60 

BQTerras Horizontal 7/8 Vertical 
4/5 

Horizontal 11/4 Vertical 
5/4 

0.17 

Cactus Horizontal 7/8 Vertical 
4/5 

Horizontal 11/4 Vertical 
5/4 

0.26 

MarketPlace Horizontal 7/8 Vertical 
4/5 

Horizontal 5/10 Vertical 
1/8 

1.31 

(a) Uniform partition                 (b) Adaptive partition 

Fig. 25.4 Illustration of tile partitioning

where the horizontal direction is divided into a combination of 13 and 2 SuperBlocks, 
with the vertical direction remaining unchanged. 

Table 25.3 presents the PSNR and Bitrate values for the 6 test sequences using both 
uniform Tile partitioning and our adaptive Tile partitioning algorithm, the quality 
control parameter QP selection points are 22, 27, 32, and 37 (QP test points are 
usually selected in this way in the general test environment of coding and decoding 
standards).
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Table 25.3 Experimental results (PSNR is based on the average of Y, U, and V values, unit in dB; 
Bitrate is in kbps) 

Stream Quality 
control 
parameters 

Original 
PSNR 

Adaptive tile 
partitioning 
PSNR 

Original 
bitrate 

Adaptive tile 
partitioning 
bitrate 

Aspen Q22 42.337 42.341 1409.8 1407.0 

Q27 42.902 42.898 1944.4 1952.5 

Q32 43.356 43.381 2736.6 2683.3 

Q37 43.921 43.908 4281.3 4258.4 

Blue_sky Q22 42.087 42.096 2230.1 2114.3 

Q27 42.953 42.960 2789.9 2773.8 

Q32 43.691 43.705 3633.1 3591.9 

Q37 44.254 44.275 4633.2 4597.5 

BasketballDrive Q22 39.120 39.114 2719.5 2692.1 

Q27 39.701 39.703 3706.2 3684.6 

Q32 40.202 40.203 5168.0 5146.5 

Q37 40.675 40.676 7584.7 7540.7 

BQTerras Q22 36.715 36.726 2616.8 2628.6 

Q27 37.241 37.246 3835.0 3847.8 

Q32 37.900 37.903 7056.7 7067.0 

Q37 39.113 39.096 16,275.1 16,148.2 

Cactus Q22 37.849 37.847 3072.1 3068.1 

Q27 38.397 38.401 4126.5 4123.1 

Q32 38.845 38.846 5587.0 5564.6 

Q37 39.261 39.259 8029.6 7978.8 

MarketPlace Q22 39.722 39.710 2163.3 2151.1 

Q27 40.220 40.237 2895.1 2857.4 

Q32 40.703 40.710 3856.7 3841.9 

Q37 41.063 41.068 5241.5 5223.9 

25.5 Conclusion 

This paper proposes an algorithm for adaptive Tile partitioning based on the 
complexity of the current frame, thereby achieving the effect of reducing encoding 
efficiency loss. The algorithm utilizes the image variance map to cluster highly 
correlated regions into the same Tile. Results indicate that compared to the situation 
where uniform partitioning is directly applied without considering image content, 
the proposed algorithm can achieve a BD-rate improvement of up to 1.76%. Along 
this research direction, there are still some issues that need to be resolved for this 
research. In order to enhance the accuracy of the complexity model, the influence of 
various encoding factors should be considered, and how to achieve a more effective
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trade-off between decoding performance and video quality should be thought about. 
These are things we are considering for future work. 
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