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IC 2023: Provide a Pioneering AI Technology Roadmap

This volume contains the papers presented at IC 2023: the 2023 BenchCouncil Inter-
national Symposium on Intelligent Computers, Algorithms, and Applications, held in
December 2023 in conjunction with the 2023 BenchCouncil International Federated
Intelligent Computing and Chip Conference (FICC 2023). The mission of IC 2023 was
to provide a pioneering technology roadmap by exploring and advancing the state of
the art and state of the practice in processors, systems, algorithms, and applications
for machine learning, deep learning, spiking neural networks, and other AI techniques
across multidisciplinary and interdisciplinary areas.

The IC conference covers a wide range of topics in intelligent computers, algorithms,
and applications in various fields such as computer science, civil aviation, medicine,
finance, education, and management. Its multidisciplinary and interdisciplinary empha-
sis provides an ideal environment for developers and researchers from different areas
and communities to discuss practical and theoretical work. The IC 2023 call for papers
received 50 papers of high-quality submissions. Through a thorough review process,
where each paper underwent double-blind review by a minimum of three experts, the
program committee selected 26 papers for the IC 2023 conference. The papers featured
in this compilation have been revised based on the suggestions of the program committee
members. Additionally, this volume includes five excellent abstracts.

During the conference, the International Open Benchmark Council (BenchCouncil)
unveiled two editions of the top 100 AI achievements: AI100 (1943–2021, RFC) and
AI100 (2022–2023, RFC). The AI100 (1943–2021, RFC) aims to recognize a centennial
edition of the top 100 AI achievements that have made significant impacts and played
a crucial role in the advancement of AI and related fields over the past century. On the
other hand, the AI100 (2022-2023, RFC) edition focuses on highlighting the latest AI
achievements from 2022 to 2023, which have already started to make an impact or are
expected to do so in the near future. For more information, you can visit the following
link: https://www.benchcouncil.org/evaluation/ai/.

The IC 2023 program featured a plenary session that was shared with Chips 2023,
OpenCS 2023, and Bench 2023. This session included twelve keynote lectures delivered
by esteemed speakers such as Lieven Eeckhout from Ghent University, Bruce Perens
from the Open Source Initiative, D. K. Panda from Ohio State University, Yungang Bao
from the Institute ofComputingTechnology,ChineseAcademyofSciences, SteveFurber
from the University of Manchester, Jürgen Schmidhuber from the King Abdullah Uni-
versity of Science and Technology (KAUST), Xianyi Zhang from PerfXLab, Fangcheng
Fu from Peking University, Yaodong Cheng from the Institute of High Energy Physics,
Chinese Academy of Sciences, Jianhui Tao from TAOS Data, and Hajdi Cenan and
Davor Runje from Airt.ai. Additionally, the program included presentations on the Call
for 2022–2023 achievements (CFA).

We express our deep gratitude to all the authorswho dedicated their efforts towriting,
revising, and presenting their papers at the IC 2023 conference. We highly value the

https://www.benchcouncil.org/evaluation/ai/


vi IC 2023: Provide a Pioneering AI Technology Roadmap

invaluable support provided by the IC 2023 Organization Committee and extend our
heartfelt thanks for their tireless efforts and significant contributions in upholding the
exceptional standards of the IC 2023 Symposium.

December 2023 Christophe Cruz
Yanchun Zhang

Wanling Gao
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Efficient and Scalable Kernel Matrix
Approximations Using Hierarchical

Decomposition

Keerthi Gaddameedi , Severin Reiz(B) , Tobias Neckel,
and Hans-Joachim Bungartz

Technical University of Munich, School of Computation, Information and Technology,
Munich, Germany

{keerthi.gaddameedi,s.reiz}@tum.de
https://www.cs.cit.tum.de/sccs/

Abstract. With the emergence of Artificial Intelligence, numerical algo-
rithms are moving towards more approximate approaches. For methods
such as PCA or diffusion maps, it is necessary to compute eigenvalues
of a large matrix, which may also be dense depending on the kernel.
A global method, i.e. a method that requires all data points simulta-
neously, scales with the data dimension N and not with the intrinsic
dimension d; the complexity for an exact dense eigendecomposition leads
to O(N3). We have combined the two frameworks, datafold and GOFMM.
The first framework computes diffusion maps, where the computational
bottleneck is the eigendecomposition while with the second framework
we compute the eigendecomposition approximately within the iterative
Lanczos method. A hierarchical approximation approach scales roughly
with a runtime complexity of O(Nlog(N)) vs. O(N3) for a classic app-
roach. We evaluate the approach on two benchmark datasets – scurve
and MNIST – with strong and weak scaling using OpenMP and MPI on
dense matrices with maximum size of 100k × 100k.

Keywords: Numerical algorithms · Manifold learning · Diffusion
maps · Hierarchical matrix · Strong Scaling

1 Introduction

1.1 Motivation

Data-driven approaches to solve real-world problems have led to a rapid increase
in data sizes. The potential of such approaches is limited by the current state of
computational power. The memory requirements of dense matrices (i.e. matri-
ces with mostly non-zero entries) is O(N2). Similarly, the time complexity
for operations such as mat-vec is O(N2). Therefore, these operations become
computationally infeasible when the size of the matrices is large. As a solu-
tion to this, we aim to find low-rank approximations of these matrices using
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hierarchical algorithms. The fast multipole method (GOFMM) is a novel algo-
rithm for approximating dense symmetric positive definite (SPD) matrices so
that the quadratic space and time complexity reduces to O(Nlog(N)) with a
small relative error. Dense SPD matrices appear in areas such as scientific com-
puting, data analytics and statistical inference. GOFMM is geometry-oblivious,
meaning that it does not require the geometry information or the knowledge of
how the data has been generated [23]. It just requires the distribution of data
as input.

Real-world problems require solving high dimensional data. Data-driven
models assume an intrinsic geometry in the data, referred to as a manifold which
can be used to extract essential information of lower dimension. datafold is a
Python package that provides these data-driven models to find an explicit man-
ifold parametrization for point cloud data [13] by using kernel matrices. Kernels
correspond to dot products in a high dimensional feature space, and one uses
them to efficiently solve non-linear cases in machine learning [12].

In this paper we enable datafold functionalities to be used in conjunction
with GOFMM to scale execution.

1.2 Proposed Approach

Manifold learning approaches learn the intrinsic geometry of high-dimensional
data without the use of predetermined classifications (unsupervised learning).
There are several manifold learning algorithms such as isomap [21], locally linear
embedding [19], Hessian embedding [7] etc., but we focus on diffusion maps.
Like PCA, diffusion maps also consists of a kernel matrix computation that
describes the relation of data points in the space. A Markov chain is defined
using the kernel matrix which is then decomposed to compute the eigenvalues
and eigenvectors. These eigenvalues and eigenvectors are used to find a lower
dimension than the dimension of the ambient space.

datafold provides data-driven models based also on diffusion maps for finding
a parametrization of manifolds in point cloud data and to identify non-linear
dynamical systems from time series data [13]. Since the eigendecomposition
of the kernel matrix is very expensive, especially for huge matrices, hierarchi-
cal approaches are applied to be able to reduce the quadratic complexity to
O(Nlog(N)).

The framework GOFMM provides hierarchical algorithms for large, dense,
symmetric and positive-definite matrices. Let K ∈ R

N×N be a dense kernel
matrix for manifold data that is to be approximated. Let it also be symmetric
and positive-definite. The goal is to find an approximation ˜K such that the
construction and any matrix-vector multiplications take only O(Nlog(N)) work.
The approximation must also satisfy the condition that the relative error between
the approximated and exact matrix remains small,

|| ˜K − K||
||K|| ≤ ε, 0 < ε < 1, (1)

where ε is a user-defined tolerance. We use then the implicitly restarted Arnoldi
iteration to perform an iterative eigendecomposition. The matrix-vector multipli-
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cations in every iteration is performed using hierarchical methods from GOFMM,
where the dense matrix is compressed once at the beginning and then evaluated
in each iteration. The relative error of the resulting eigenvalues with a reference
solution is recorded. The scalability of the combined integrated software is tested
on multiple cores.

1.3 Related Work and Contributions

There has been a growing interest on randomized computation of matrix decom-
positions [11,16]. They also occur in theoretical deep learning, for example,
with shallow Gaussian processes [8] or for finding weights in deep neural net-
works by solving a system of linear equations [3] or for Hessian approxima-
tions in second-order optimization [18]. Naturally, approximate matrix calcu-
lations are suitable for data applications, especially when the modelling error
(e.g., of neural networks) are bigger than the numerical error. However, often
matrices like kernels from radial basis functions, may not be global low-rank
and only allow for low-rank treatment for off-diagonal matrices with the so-
called H-arithmetic [9,10]. Hence, our target here is matrices that have glob-
ally significant rank, but allow for approximations on the off-diagonals. To our
knowledge, the most prominent framework for hierarchical structured matrices
is STRUMPACK [15]; GOFMM [24] shows some superiority for kernel matrices
against STRUMPACK, underlining that GOFMM a good candidate for diffusion
maps kernels. In addition, eigendecompositions of dense kernel matrices are the
computational bottleneck of diffusion maps, limiting the global size. Existing
work from our group integrated the GOFMM and the datafold frameworks.

Contributions of this paper include

1. To our knowledge, first H-arithmetic in iterative eigendecompositions
2. Analysis of dense kernel matrices from diffusion maps enabling bigger sizes
3. Versatile approach in software engineering to allow for better reproducibility

and portability

Our approach is using the framework GOFMM, and extends datafold by offering
a hierarchical variant for the eigendecomposition.

2 Methods

2.1 Diffusion Maps

Diffusion Maps is a non-linear technique of dimensionality reduction. It tries to
obtain information about the manifold encoded in the data without any assump-
tions on the underlying geometry. As opposed to using the Euclidean distance
or the geodesic distance in isomaps, diffusion maps use an affinity or similarity
matrix obtained by using a kernel function that produces positive and symmetric
values. Given a dataset X = {x1, x2, x3, . . . , xn} and a Gaussian kernel function,
a similarity matrix can be computed as

Wij = w(i, j) = e
−||xi−xj ||22

σ2 , (2)
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where xi and xj are a pair of data points and σ is the radius of the neighborhood
around the point xi. As outlined in Algorithm 1, the similarity matrix is then
normalized with the density Q (degree of vertex) and the density parameter α to
capture the influence of the data distribution on our approximations. For α = 0,
the density has maximal influence on how the underlying geometry is captured
and vice versa for α = 1. Therefore, normalization is done with α = 1, and then a
Markov chain is defined to obtain the probabilities of transitioning from one point
to another. Then, the transition matrix P t is obtained by performing random
walks for t time steps. Afterwards, an eigendecomposition is performed on the
transition matrix to compute the eigenpairs which are further used to obtain
the underlying lower dimension of the dataset. The computational complexity
of diffusion algorithms in standard form is O(N3), and the eigendecomposition
is the most expensive part of the algorithm. Hence, we tackle this by using
hierarchical matrix approximations.

Algorithm 1. Diffusion Maps [5]
1: Compute Wij � Similarity matrix
2: Compute normalized weights W α

ij =
Wij

Qα
i ·Qα

j
� Qα: Influence of density

3: Define Markov chain Pij =
W α

ij

Qα
i

� P: Transition matrix
4: Perform t random walks to obtain P t

5: Perform eigendecomposition on P t � λr: eigenvalues, ψr: eigenvectors
6: Lower dimension d(t) = max{ l : λt

l < δλt
1 } � δ: Predetermined precision factor

Hierarchical Partitioning. If K is a kernel matrix, the hierarchically low-rank
approximation ˜K of K is given as [2,10]

˜K = D + S + UV, (3)

where D is a block-diagonal matrix with every block being an hierarchical matrix
(short: H-matrix), S is a sparse matrix and U , V are low rank matrices. The
H-matrix ˜K is to be computed such that the error from Eq. 1 ranges in the
order of the user defined tolerance 0 < ε < 1. The construction of ˜K and matrix-
vector product both take O(N logN) operations. We then incorporate these
hierarchical approximations into the diffusion maps algorithm to improve the
computational costs of the eigendecompositions.

2.2 Implicitly Restarted Arnoldi Method

Implicit restarted Arnoldi method is a variation of Arnoldi process which builds
on the power iteration method which computes Ax,Ax2, Ax3... for an arbitrary
vector x, until it converges to the eigenvector of the largest eigenvalue of matrix
A. To overcome the drawbacks of so many unnecessary computations for a single
eigenvalue and its corresponding eigenvector, the Arnoldi method aims to save
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the successive vectors as they contain considerable information that can be fur-
ther exploited to find new eigenvectors. The saved vectors form a Krylov matrix
which is given as [14]

Kn = Span[x,Ax,A2x...An−1x]. (4)

Orthonormal vectors x1, x2, x3... that span a Krylov subspace are extracted using
Gram-Schmidt orthogonalization from each column of Krylov matrix. The k-
step Arnoldi iteration is given in Algorithm 2 [20]. H is the orthogonal projection
of A in the Krylov subspace. It is observed that eigenvalues of the upper Hessen-
berg matrix H (the so-called Ritz values) converge to the eigenvalues of A. When
the current iterate rj = 0, the corresponding Ritz pair becomes the eigenpair
of A.

Algorithm 2. k-step ArnoldiFactorization(A,x)
1: x1 ← x

||x|| � Computes first Krylov vector x1

2: w ← Ax1 � Computes new candidate vector
3: α1 ← xH

1 w
4: r1 ← w − α1x1

5: X1 ← [x1] � Orthonormal basis of Krylov subspace
6: H1 ← [α1] � Upper Hessenberg matrix
7: for all j = 1...k − 1 do � For k steps, compute orthonormal basis X
8: � and the projection of matrix A on the new basis
9: βj ← ||rj || ; xj+1 ← rj

βj

10: Xj+1 ← [Xj , xj+1] ; Ĥj ←
[
Hj , βje

T
j

]T

11: � ej is the standard basis of coordinate vector space
12: z ← Axj

13: h ← XH
j+1z; rj+1 ← z − Xj+1h � Gram-Schmidt Orthogonalization

14: Hj+1 ← [Ĥj , h]
15: end for

One of the drawbacks of Arnoldi process is that the number of iterations taken
for convergence is not known prior to the computation of well-approximated Ritz
values [20]. This causes the computation of the Hessenberg matrix to be of com-
plexity O(k3) at the k-th step. A more efficient approach is implicitly restarted
Arnoldi method which uses an implicitly shifted QR-iteration. It avoids storage
and numerical instabilities associated with the standard approach by compress-
ing the necessary information from very large Krylov subspace into a fixed size
k-dimensional subspace.

The Arnoldi factorization of length m = k + p has the form

AXm = XmHm + rmeTm . (5)

The implicit restarting method aims to compress this to length k by using QR
steps to apply p shifts resulting in [20]

AX+
m = X+

mH+
m + rmeTmQ , (6)
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where V +
m = VmQ, H+

m = QTHmQ and Q = Q1Q2...Qp. Qj is the orthogonal
matrix associated with the corresponding shift μj . The first k − 1 values of eTmQ
are zero and thus the factorization becomes

AX+
k = X+

k H+
k + r+k eTk . (7)

The residual r+m can be used to apply p steps to obtain back the m-step form.
A polynomial of degree p of the form

∏p
1(λ − μj) is obtained from these shifts.

The roots of this polynomial are used in the QR process to filter components
from the starting vector.

ImplicitlyRestartedLanczosMethod. Consider theEquation (5) forArnoldi
factorization. Xm are orthonormal columns and Hm is the upper Hessenberg
matrix. If A is a Hermitian matrix, it becomes Lanczos factorization. So Arnoldi
is basically a generalization to non-hermitian matrices. For Lanczos method, Hm

is a real, symmetric and tridiagonal matrix and the Xm are called Lanczos vec-
tors. The algorithms hence remain the same as the ones described for Arnoldi.
The method scipy.sparse.linalg.eigs uses Arnoldi iteration since it deals with real
and symmetric matrices while scipy.sparse.linalg.eigsh invokes implementation of
Lanczos methods.

3 Implementation

Manifold learning data is generated in Python using datafold and then the diffu-
sion maps algorithm is invoked. The eigendecompositions contained in diffusion
maps are performed using a subclass of LinearOperator. LinearOperator is instan-
tiated with a matvec implementation from GOFMM. This is done by writing an
interface using the Simplified Wrapper Interface Generator (SWIG1) to access
the GOFMM methods written in C++ from a Python script. In this section, we
further delve into the details of how each part has been implemented.

3.1 Integration of datafold and GOFMM

The software architecture of datafold contains integrated models that have been
implemented in a modularized fashion and an API that has been templated from
scikit − learn library. The architecture as shown in Fig. 1 consists of three layers
and describes the hierarchy of the workflow.

datafold.appfold is the highest level in the workflow hierarchy and contains
meta-models that provide access to multiple sub-models captured in the class.
The second layer datafold.dynfold provides models that deal with point cloud
manifold or the dynamics of time series data. Finally, the last layer datafold.pcfold
consists of fundamental algorithms such as eigensolvers, distance matrix compu-
tations etc. along with objects and data structures associated with them. The

1 swig.org.
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Fig. 1. Workflow hierarchy of datafold

software maintains a high degree of modularity with this workflow and there-
fore allows usage of each layer’s methods to be used on their own. We have
a docker file with commands to install all the run-time dependencies followed
by installation of GOFMM and datafold. The docker image containing GOFMM
and datafold has been converted to Charliecloud in order to be viable with the
linux cluster at LRZ. The docker image is then converted to a charliecloud
image using the command ch-builder2tar <docker-image> /dir/to/save.
Then, the charliecloud image is exported to the linux cluster and unpacked with
the command ch-tar2dir <charliecloud-image> /dir/to/unpack. Once the
compressed image is unpacked, the environment variables are set and GOFMM
is compiled. Finally, the SWIG interface file is compiled to generate Python ver-
sions of GOFMM’s C++ methods.

3.2 LinearOperator

SciPy [22] is an open-source free software with modules for common tasks of scien-
tific computing such as linear algebra, solvers, interpolation etc. It contains seven
matrix and array classes for different types of representations such as sparse row
matrix, column matrix, coordinate format etc. It also accommodates methods
to build various kinds of sparse matrices and two submodules csgraph and linalg.
The submodule linalg provides an abstract interface named LinearOperator that
uses iterative solvers to perform matrix vector products. This interface consists
of methods such as matmat(x), matvec(x), transpose(x) for matrix-matrix multi-
plication, matrix-vector multiplication and transposition of a matrix. A concrete
subclass of LinearOperator can be built by implementing either one of _matvec
or _matmat methods and the properties shape and dtype. Depending on the type
of matrices at hand, corresponding matvec methods may also be implemented.

scipy.sparse.linalg also provides methods for computing matrix inverses,
norms, decompositions and linear system solvers. The functionality we are inter-
ested in are the matrix decompositions. In Table 1, we can take a look at various
decomposition methods that are present in the module. The method we use
to decompose data obtained from datafold is scipy.sparse.linalg.eigsh [22]. This
method requires either an ndarray, a sparse matrix or LinearOperator as parame-
ters. It optionally takes k, which is the number of desired eigenvalues and eigen-
vectors. It solves Ax[i] = λix[i] and returns two arrays - λi for eigenvalues and
k vectors X[: i], where i is the column index corresponding to the eigenvalue.
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Table 1. Matrix Factorizations in scipy.sparse.linalg.

scipy.sparse.linalg.eigs Computes eigenvalues and vectors of square
matrix

scipy.sparse.linalg.eigsh Computes eigenvalues and vectors of real
symmetric or complex Hermitian matrix

scipy.sparse.linalg.lobpcg Locally Optimal Block Preconditioned
Conjugate Gradient Method

scipy.sparse.linalg.svds Partial Singular Value Decompositions
scipy.sparse.linalg.splu LU decomposition of sparse square matrix
scipy.sparse.linalg.spilu Incomplete LU decomposition of sparse

square matrix
scipy.sparse.linalg.SuperLU LU decomposition of a sparse matrix

scipy.sparse.linalg.eigsh is a wrapper for the ARPACK functions SSEUPD and
DSEUPD which use the implicitly restarted Lanczos method to solve the system
for eigenvalues and vectors [1].

4 Results

Several experiments have been performed using datasets such as uniform dis-
tribution2, s-curve3, swiss-roll4 and MNIST [6]. Accuracy measurements for the
datasets s-curve and MNIST have been presented in Subsect. 4.1. Accuracy has
been measured by computing Frobenius norm between eigenvalue computations
of scipy solver and GOFMM and additionally, resultant eigenvectors have been
plotted to provide a qualitative analysis. Furthermore, experiments were con-
ducted to analyze performance through both weak and strong scaling in Subsect.
4.2. Due to varying computational requirements, weak scaling experiments have
been conducted on CoolMUC-2 linux cluster of LRZ5 and strong scaling on the
supercomputer SuperMUC-NG6. Efficiency and scalability of our approach were
analyzed by examining results obtained with large problem sizes.

4.1 Eigenvalue and Eigenvector Computations

The experiments were performed on the CoolMUC-2 cluster of the Leibniz Super-
computing Centre5 . It has 812 28-way Intel Xeon E5-2690 v3 (“Haswell”) based
nodes with 64GB memory per node and FDR14 Infiniband interconnect.
2 https://numpy.org/doc/stable/reference/random/generated/numpy.random.

uniform.html.
3 https://scikit-learn.org/stable/modules/generated/sklearn.datasets.make_s_

curve.html.
4 https://scikit-learn.org/stable/modules/generated/sklearn.datasets.make_swiss_

roll.html.
5 https://doku.lrz.de/coolmuc-2-11484376.html.
6 https://doku.lrz.de/hardware-of-supermuc-ng-11482553.html.

https://numpy.org/doc/stable/reference/random/generated/numpy.random.uniform.html
https://numpy.org/doc/stable/reference/random/generated/numpy.random.uniform.html
https://scikit-learn.org/stable/modules/generated/sklearn.datasets.make_s_curve.html
https://scikit-learn.org/stable/modules/generated/sklearn.datasets.make_s_curve.html
https://scikit-learn.org/stable/modules/generated/sklearn.datasets.make_swiss_roll.html
https://scikit-learn.org/stable/modules/generated/sklearn.datasets.make_swiss_roll.html
https://doku.lrz.de/coolmuc-2-11484376.html
https://doku.lrz.de/hardware-of-supermuc-ng-11482553.html
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S-Curve. A 3D S-curve dataset3 is generated using scikit − learn [17] with 16384
points in the dataset. A 3D S-curve has an underlying intrinsic dimension of 2
and we apply diffusion maps algorithm to compute this. Since our focus lies
in the eigendecompositions of the kernel matrix, eigenpairs are computed using
two solvers. The first set of values are computed using the scipy solver and
these are taken as reference values. The approximations of our GOFMM matvec
implementation are computed, and the error values in the Frobenius norm are
observed to be in the range of 9e− 4. We can compare the embeddings obtained
from both solvers by fixing the first non-trivial eigenvector and comparing it to
the other eigenvectors. Eigenvector comparison for both scipy solver and GOFMM
can be observed to be very similar in Fig. 2.

Fig. 2. Eigenvector comparison for scipy solver on the left and GOFMM on the right
for scurve

MNIST. The MNIST database (Modified National Institute of Standards and
Technology database) [6] is a large database of handwritten digits that is com-
monly used for training various image processing systems. MNIST has a testing
sample size of 10,000 and a training size of 60,000 where each sample has 784
dimensions.
Due to a large dataset with 784 dimensions for each sample, MNIST makes a
fitting application for hierarchical algorithms. Sample sizes of up to 16384 are
loaded from MNIST followed by diffusion maps algorithm applied to the dataset
resulting in a kernel matrix of size 16k × 16k. As previously mentioned, the goal
is to perform efficient eigendecompositions using hierarchical algorithms. There-
fore, eigenpairs are computed using scipy and GOFMM and we observe that for
a matrix size of 8192, eigenvector comparison for both solvers look qualitatively
similar as can be seen in Fig. 3. The Frobenius norm of the difference of the
first five eigenvalues is also in the range of 1e − 4. The parameters required to
obtain the results show that the approach is very problem-dependent. As already
mentioned in [23], problems with dense matrices are better suited to hierarchical
approaches.
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Fig. 3. Eigenvector comparison for scipy solver on the left and GOFMM on the right

4.2 Scaling

Complexity Analysis. As we have established previously in 2.1, computa-
tional bottleneck of diffusion maps algorithm (e.g. for manifold learning, see
Algorithm 1) is the eigenvector (EV) computations. In general, for a matrix
of size N × N , EV computations scale with a complexity of O(N3). In the
past, matrices with large sizes in datafold were restricted to sparse matrices. A
sparse matrix only requires O(N) operations per iteration as one assumes a con-
stant number of non-zero entries. Therefore with N rows, sparse matrix-vector
multiplication operation only costs O(N). We usually also limit the number of
iterations necessary for the Arnoldi method to a factor of ∼100, resulting in an
overall computational complexity of O(N).

However, there exist numerous kernels that do not result in sparse matrices
and hence dense matrices are necessary. For a hierarchical approximate dense
matrix-vector multiplication, we need around O(N logN) operations.

Including FLOP counts in [23,25], we have looked at performance measure-
ments for problem sizes up to 200k7. Owing to the need for a high number of
nodes, scaling experiments were performed on the Intel Xeon Platinum 8174
(“Skylake”) partition of SuperMUC-NG6 which has 6,336 thin nodes and 144 fat
nodes with 48 cores per node.

Weak Scaling. In weak scaling, the computational effort per resource
(core/node) stays constant. We scale the problem size with respect to nodes and
hence, for algorithms with linear complexity, the problem size per node stays
constant. But since matrix size scales quadratically, doubling the problem size
would require that we scale the number of nodes quadratically in order to main-
tain a constant computational load per node. This quickly becomes infeasible

7 GOFMM can work with dense matrices of 200k starting with at least 2 nodes, pro-
hibiting the use of a bigger matrix size for strong scaling analysis.
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due to limited computational resources. Therefore we scale the nodes linearly
instead and provide corresponding ideal runtimes through the dotted lines in
Fig. 4.8

Weak scaling for GOFMM compression in Fig. 4a results in a runtime com-
plexity between O(N) (linear) and O(N2) (quadratic). Although with this inac-
curate complexity estimate we cannot measure the parallel efficiency and com-
munication overhead of GOFMM, it still shows us that it scales really well
with increasing problem size and thereby proving that H-matrix approxima-
tion is very beneficial for large matrices compared to an exact dense multipli-
cation. Figure 4b shows runtimes for matrix-multiplication (also referred to as
evaluation) with GOFMM for increasing problem size and nodes. We observe
that the runtime for a problem size of 6.25k with 1 node is 0.10s and for a
problem size of 6.25k ∗ 16 ≈ 100k with 16 nodes is about 0.26s. Assuming
O(N logN) computational complexity, ideal scaling would result in a runtime
of 0.10s ∗ log(16) ≈ 0.12s. Instead, the runtime of 0.26s we obtained, results in
a parallel efficiency of 0.12

0.26 ≈ 50%.

Fig. 4. Weak scaling measurements of a Gaussian kernel matrices generated syntheti-
cally with 6-D point clouds with roughly 6.25k×6.25k with 1 node, 12.5k×12.5k with 2
nodes, up to ∼100k×100k with 16 nodes. Memory and runtime for exact multiplication
of a dense matrix scales quadratically, hence the 2-node problem would correspond to
4-times the memory/computational cost (dotted) in total. Note that the above figures
have log scale on the x-axis and linear scale on the y-axis.

To summarize, we see a difference between GOFMM’s O(N logN) runtime
complexity and a quadratic complexity for large matrices with sizes above 25k×
25k (see behavior in Fig. 4).
8 In theory, for a matrix with an off-diagonal rank of rO, GOFMM has a computational

complexity of O(N · rO). But with certain adaptive rank selection and a certain
accuracy, it potentially increases with problem size and thus for simplicity, we refrain
to O(N logN).



14 K. Gaddameedi et al.

Strong Scaling. In strong scaling, the problem size stays constant while
increasing the computational resources and this can be challenging due to dimin-
ishing computational work per node and increasing communication overhead.

Figure 5 shows strong scaling measurements for GOFMM compression and eval-
uation for a 100k × 100k synthetic kernel matrix. In Fig. 5a on the left we see
the one-time compression time (For parameter see9). Compression algorithm for
a 6D random Gaussian kernel matrix of size 100k × 100k takes 13 s on one node
while multiplication with a vector of size 100k × 512 has a runtime of 1.35 s.
We can also observe that the parallel efficiency for both algorithms ranges down
to 4% and 11% with 128 nodes and that there is no performance gain when
nodes higher than 16 are used. As mentioned previously, it is not unusual for
efficiency to have tendencies of stagnation or deterioration with strong scaling
due to problems such as increasing communication overhead and load imbalance.

Having a limit on maximum acceptable efficiency is not unusual for parallel
code either; also to reiterate, growth in runtimes are possible as communication
times are increasing. For this reason we highlight similar runtime scaling for
matrix evaluation and the one-time matrix compression cost also mentioned in
[24].

We see a similar tendency in Fig. 5b starting with 52% efficiency with 16
nodes, implying that the runtime is 8-times slower than on a single node. Note
that we also run a problem size of 100k × 100k with 16 nodes for weak scaling
in Fig. 4 and get similar results as expected.

Fig. 5. Strong scaling measurements of a Gaussian kernel matrices generated synthet-
ically with 6-D point clouds, all roughly of size 100k-by-100k. Next to the data cross
is the parallel efficiency in percent. Results run on Skylake partition of SuperMuc-NG.
Each node has 48 cores, 128 nodes hence corresponds to 6144 cores.

9 GOFMM parameters: max_leaf_node_size = 768, max_off_diagonal_ranks = 768,
user_tolerance = 1E − 3, num_neighbors = 64.
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5 Conclusion

With ever-growing applications with non-linear high-dimensional data in
Machine learning and AI, it becomes more and more difficult to process this
data efficiently. We utilize a manifold learning algorithm (of datafold) to com-
pute the underlying lower dimension of such data and propose an approach to
reduce the computational complexity of certain operations contained in such
algorithms. We present a proof-of-concept that hierarchical methods can be
applied to large matrices in aforementioned algorithms. Since datafold is written
in Python and GOFMM is written in C++, the overhead caused by the SWIG
interface are unknown. This also causes more limitations on the ability to fully
utilize GOFMM’s MPI functionality. In ongoing work we integrate other kernels
that require dense matrices, and thus are more suitable to the approach and
make use of GOFMM to its full potential.
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Abstract. With the development of deep learning, convolutional neu-
ral networks for single-image super-resolution have been proposed and
achieved great success. However, most of these methods use L1 loss to
guide network optimization, resulting in blurry restored images with
sharp edges smoothed. This is because L1 loss limits the optimization
goal of the network to the statistical average of all solutions within the
solution space of that task. To solve this problem, this paper designs an
image super-resolution algorithm based on second-order gradient loss.
This algorithm imposes additional constraints on the optimization of
the network from the high-order gradient level of the image so that the
network can focus on the recovery of fine details such as texture during
the learning process, and alleviate the problem of restored image texture
over-smoothing to a certain extent. During network training, we extract
the second-order gradient map of the generated image and the target
image of the network and minimize the distance between them, this will
guide the network to pay attention to the high-frequency detail infor-
mation in the image to generate a high-resolution image with clearer
edge and texture. It is worth mentioning that our proposed loss func-
tion has good embeddability, which can be easily integrated with exist-
ing image super-resolution networks. Experimental results show that the
second-order gradient loss can significantly improve both Learned Per-
ceptual Image Patch Similarity(LPIPS) and Frechet Inception Distance
score(FID) performance of existing image super-resolution deep learning
models.

Keywords: Single-image super-resolution · Gradient · Loss function

1 Introduction

Given a low-resolution (LR) image, the goal of Single-Image Super-Resolution
(SISR) is to restore its corresponding high-resolution (HR) image, which has
received great attention from researchers in recent years. As a fundamental visual
task in computer vision, SISR has a wide range of practical applications, such
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
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as medical image enhancement [13,17,23], satellite imaging [20,21,29], etc. In
addition, SISR can be combined with other high-level computer vision tasks to
improve their performance, such as image classification [1,28], object detection
[4,29], etc. However, SISR is inherently a highly challenging and ill-posed task,
as LR images lose a significant amount of texture detail information compared to
HR images, making it extremely difficult to generate HR images using only LR
images. In addition, since a LR image may be obtained from multiple HR images
through various degradations, the solution to the SR problem is not unique.

Recently, Convolutional Neural Networks (CNNs) have demonstrated out-
standing performance in complex information recovery, achieving great success
in many computer vision tasks, including SISR. However, existing CNN-based
SISR methods often pursue high Peak Signal to Noise Ratio (PSNR) and Struc-
tural Similarity (SSIM), resulting in visually blurry restored images. This is
because most of these methods ignore the structural prior knowledge within the
image and only guide the optimization of the network by minimizing the mean
absolute error between the recovered HR image and the ground truth image.
As a result, the optimization objective of the network become the statistical
mean of all possible solutions in this one-to-many problem, ultimately causing
the reconstructed images to appear blurry.

Many previous works have demonstrated that introducing prior knowledge
of images, such as total variation prior [26,27], sparse prior [3,33,34], gradient
prior [22,35], can alleviate the ill-posedness of the super-resolution task to some
extent. These prior knowledge can be regarded as additional constraints on the
optimization objective of the network, which optimize the solution space of the
task. Among all these prior knowledge, the gradient prior is one of the most
effective ones, which can suppress noise and preserve edges in the process of
image reconstruction. In fact, an image can be regarded as a two-dimensional
discrete function, and the gradient of the image is actually the derivative of this
two-dimensional discrete function, which measures the change rate of the pixel
grayscale value of the image. Due to the fact that the pixel grayscale values of
images often change significantly in some edge and texture regions, the gradient
map of images can precisely represent the edge and texture details of images.
In the field of mathematics, the derivative of a function contains information
that can be used to depict the shape of the functional image, and the second-
order derivative of the function contains more information than the first-order
derivative, which has extremely important guiding significance for accurately
modeling the functional image. Analogously, in the field of image processing,
the second-order gradient map of images may also contain more informative
prior knowledge than the first-order gradient map. To verify this idea, in this
paper, we draw on the principles of function derivation to generate the second-
order gradient map of images and visualize it for more intuitive comparison with
the first-order gradient map. As shown in Fig. 1, the second-order gradient map
shows more detailed information than the first-order gradient map. If it is fully
utilized during network optimization, it can further compress the solution space
of this task and reduce the difficulty of image restoration.
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Fig. 1. Visualization of the first-order and second-order gradient maps of images

Based on the aforementioned discussion, this paper proposes an image super-
resolution algorithm based on the second-order gradient (SG) loss. This algo-
rithm replaces the loss function of the network with a combination of the SG
loss and the L1 loss. The SG loss takes the second-order gradient map of the
image as the starting point. To be specific, it first extracts the second-order
gradient maps of the restored image and the HR image, and then minimizes
the distance between them to fully exploit the high-frequency information con-
tained in the second-order gradient map of the image. This forces the network to
focus more on the restoration of high-frequency components such as textures and
edges, improving the blurring of restored images caused by some existing meth-
ods that only use L1 loss as a constraint. Besides, it can be easily integrated into
most existing SR methods without adding extra training parameters. This means
that you can enhance the visual quality of the images restored by the network
without increasing the computational cost. Experimental results on five widely
used benchmark datasets demonstrate that, after integrating the proposed SG
loss function into the network, it can achieve improved visual performance and
recover fine details.

2 Related Works

2.1 Single Image Super-Resolution Methods

In the early days, researchers mostly adopted interpolation-based methods to
tackle the SISR problem. The basic idea of these methods is to estimate the pixel
value of the corresponding position in the HR image by weighted averaging the
known pixel values around a certain position in the LR image. Considering that
the common pixel variations in a local region of an image can be approximated
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by a continuous function, various weighting schemes have been designed for
image interpolation. For example, bilinear interpolation proposed by using local
linearity and bicubic [14] interpolation proposed by using high-order continuity.
Although these methods are simple and fast to implement, the generated images
always suffer from some unnatural artifacts and structural distortions. This is
because many pixel variations inside an image are actually very complex and
cannot be described by such simple predefined functions, especially for images
with rich textures.

In recent years, deep learning-based methods have shown remarkable feature
learning and extraction capabilities, enabling neural networks to simulate any
function theoretically. By end-to-end model training, these networks can directly
learn the mapping relationship between LR and HR images from data. Compared
with early interpolation-based methods, these data-driven deep learning methods
have brought significant improvements in performance. As a pioneer, Dong et
al. [6] propose the first super-resolution convolutional neural network (SRCNN)
consisting of three convolutional layers. However, this method lack the ability
to upscale images, requiring preprocessing of the LR image by interpolation to
the same size as the HR image before inputting it into the network. This lead to
high computational complexity and information loss in the original LR image.
To address this issue, Dong et al. [7] add a deconvolutional layer at the end of the
network to implement image upscaling, achieving an end-to-end mapping from
LR images to HR images. Shi et al. [30] design an efficient sub-pixel convolutional
layer that can adjust the number of feature channels to enlarge image.

However, all the aforementioned methods only leverage shallow layers with
limited receptive fields, which fail to fully exploit the contextual information
from surrounding pixels. Therefore, many works employ deeper network for bet-
ter performance. Kim et al. [15] attempt to increase the receptive field of the net-
work by stacking more convolutional layers and introduce skip connections and
gradient clipping to mitigate the problem of gradient vanishing that arises from
deepening the network. Tai et al. [31] achieve deeper network without increasing
the number of parameters by using recursive convolution and parameter sharing.
Zhang et al. [39] design a residual dense connection mechanism to better exploit
shallow features through feature reuse. However, all of these methods extract LR
image features from a single scale, which limits their ability to adapt to noise
and deformation. Li et al. [16] propose a multi-scale network that adaptively
extracts image features of different scales to aid image reconstruction. Zhang
et al. [38] find that these methods treat LR features equally, which hinders the
performance of CNNs. Therefore, they incorporate attention mechanism into the
network to focus on the more important parts of image reconstruction. Some of
the latest works have also apply shift window-based self-attention mechanism to
SISR field [18], achieving state-of-the-art performance. However, these methods
overlook the effectiveness of the internal gradient prior of the image, producing
blurry results, where edges and textures are smoothed.
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2.2 Gradient Guided Super-Resolution Methods

Many traditional SISR methods use complex prior knowledge to limit the size of
the solution space [8,10,26,32,40], which can help restore clearer high-frequency
details. Inspired by the effectiveness of image priors in traditional methods,
some recent deep learning-based methods have also attempted to combine image
prior knowledge with neural networks [9,22,35]. Among them, the gradient prior
knowledge is commonly used, which usually reflects the parts of the image where
the pixel grayscale values change sharply, and this part is precisely the edge tex-
ture in the image. For example, Zhu et al. [40] propose a gradient-based SR
method by collecting a dictionary of gradient patterns and modeling deformable
gradient combinations. Fattal [10] designs a method based on image gradient
edge statistics by learning the prior correlation of different resolutions. Yan et al.
[32] propose a stochastic resonance method based on gradient contour sharpness.
Yang et al. [35] use a pre-trained edge detector to extract image gradients and
then use them to guide the deep network to reconstruct SR images with clearer
edges. Ma et al. [22] design a dual-branch joint optimization network consisting
of a main SR branch and a gradient-assisted branch, where the gradient-assisted
branch uses the gradient map extracted from the LR image as input, and the
optimization target becomes the gradient map of its corresponding HR image.
Although these methods explore gradient prior knowledge to improve the visual
quality of restored images, adding learnable parameters related to gradient infor-
mation to the model greatly increases its complexity and reduces its computa-
tional efficiency. In contrast, the proposed method in this paper introduces a
second-order gradient prior only during network optimization to provide addi-
tional supervision information, without adding any learnable parameters, and
the computational cost can be neglected.

3 Our Method

3.1 Problem Definition

For the task of SISR, the goal is to predict a reasonable HR image ISR from a
LR input image ILR, given its corresponding ground truth HR image IHR, and
ensure that the predicted HR image ISR is as close as possible to the ground truth
HR image IHR. Therefore, in the actual training of the model, it is necessary to
use already paired LR and HR image pairs (ILR, IHR). In fact, the LR image is
obtained from the HR image through various types of degradation, but due to the
complex and diverse forms of degradation and difficult modeling, for convenience
of research, most works simply model the degradation process of the image as a
bicubic interpolation downsampling operation. Therefore, the corresponding LR
image can be generated from the HR image by the following formula:

ILR = (IHR) ↓s (1)

where ↓s represents a bicubic interpolation downsampling operation with a scal-
ing factor of s. Usually, both LR and HR images are 3-channel RGB images, and
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the sizes of the two are 3× h × w and 3× s · h × s · w, respectively, where h and
w are the height and width of the LR image. If the SR network is represented
as N with parameters θ, then the process of image SR can be represented as:

ISR = N(ILR; θ) (2)

If the network parameters can be optimized through the loss function f , then
the optimization process of the SR network can be formulated as follows:

̂θ = argmin
θ

f(N(ILR; θ), IHR) (3)

3.2 Second-Order Gradient Loss

Before introducing the SG loss, we need to discuss the L1 loss which used by most
existing deep learning-based SR methods. This loss is obtained by calculating
the mean absolute error between the image ISR which predicted by the network
and the ground truth HR image IHR at each pixel, which can result in a high
PSNR value for the recovered image. However, the visual results are often blurry
and fail to preserve sharp edges in the original image. Nevertheless, due to its
ability to accelerate convergence and improve SR performance, L1 loss remains
the most widely used loss function in this field:

L1 = ‖IHR − ISR‖1 (4)

Considering that the L1 loss treats high-frequency and low-frequency informa-
tion in the image equally, while ignoring the fact that high-frequency information
is more difficult to recover, this paper proposes to use the second-order gradi-
ent map of the image as additional supervision information in the optimization
process to encourage the network to pay more attention to high-frequency infor-
mation during the recovery process and alleviate the problem of smoothing sharp
edges in the image. The reason why this paper did not choose to use higher-order
gradient maps of image is that studies have shown that as the order increases,
the detail information in the gradient map becomes richer, which makes it more
difficult for the network to learn and may even introduce additional errors. The
method proposed in this paper requires extracting the second-order gradient
map of the image. Specifically, we calculate the difference between each pixel
and its diagonal neighbor in the image to obtain the first-order gradient map
of the image. Then, the second-order gradient map of the image is obtained by
calculating the difference between each diagonal neighbor pixels of the first-order
gradient map. During actual training, an additional constraint is applied to the
ISR by minimizing the distance between the second-order gradient maps of ISR

and IHR, in order to preserve high-frequency details in ISR. The gradient map
of the image I can be generated using the following formula:

∇xI(x, y) = I(x, y) − I(x − 1, y − 1) (5)
∇yI(x, y) = I(x − 1, y) − I(x, y − 1) (6)

∇I(x, y) = (∇xI(x, y),∇yI(x, y)) (7)
G(I) = ‖∇I‖ (8)
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where (x, y) represents the coordinates of any point in the image, and I(x, y)
represents the pixel value of the image at (x, y). G(·) is the operation for extract-
ing image gradients, which can be implemented by designing a convolution layer
with fixed weight kernels. In this paper, we choose the Roberts filter weights as
the convolution kernel weights. Compared with other edge detection filters, the
Roberts filter is simple to implement and fast in computation. The second-order
gradient map of the image can be obtained by applying G(·) twice. In sum-
mary, the proposed second-order gradient loss in this paper can be formulated
as follows:

LSG = ‖G(G(IHR)) − G(G(ISR))‖1 (9)

During the training of the network, since the second-order gradient map only
contains high-frequency information of the image and lacks low-frequency infor-
mation, it needs to be combined with L1 loss to jointly guide the optimization
of the network. Therefore, the final loss function can be obtained by combining
the SG loss and L1 loss as follows:

Ltotal = L1 + LSG (10)

4 Experiments

4.1 DataSets and Metrics

The DIV2K [2] dataset is a high-quality visual dataset in the field of SISR, con-
sisting of 800 training images, 100 validation images, and 100 testing images.
For testing, this paper uses five standard public datasets: Set5 [5], Set14 [36],
Urban100 [24], B100 [12], and Manga109 [25], which contain various scenes and
can fully verify the effectiveness of the proposed method. Since paired HR and LR
images are required for training, the corresponding LR images are obtained by
downsampling the HR images with a scaling factor of 4 using bicubic interpola-
tion before conducting experiments. Considering that evaluation metrics such as
Peak Signal-to-Noise Ratio(PSNR) and Structural Similarity(SSIM) often con-
tradict human perceptual quality, this paper uses perceptual metrics LPIPS [37]
and FID [11], which are more consistent with human perception, as evaluation
metrics to quantitatively compare the restoration results of the datasets. Lower
LPIPS and FID values indicate better visual quality.

4.2 Implementation Details

For a fair comparison, we retrained several representative deep learning-based
SR networks. Specifically, during the training process, data augmentation is per-
formed on the training dataset by randomly cropping, rotating 90◦, 180◦, 270◦,
and flipping the original images to obtain approximately 32,000 HR images of
size 480 × 480. In each training batch, 16 LR image patches with the size of
48 × 48 are used as the input. The proposed model is trained using the ADAM
optimizer with default values of β1 = 0.9, β2 = 0.999 and ε = 1 × 10−8. The
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initial learning rate is set to 1 × 10−4 and is subsequently halved every 2 × 105

training iterations of back-propagation. The whole process is implemented in the
PyTorch 2.0 platform with a Nvidia GeForce RTX 3090 24GB GPU.

Table 1. Quantitative comparisons of cnn-based SISR models with and without
second-order gradient loss on five benchmark datasets for ×4 SR. best results are
highlighted

DataSet Metric EDSR EDSR+SG RDN RDN+SG RCAN RCAN+SG SwinIR SwinIR+SG

Set5 LPIPS ↓ 0.1728 0.1578 0.1716 0.1542 0.1720 0.1439 0.1700 0.1411
FID ↓ 58.86 51.96 57.88 47.74 59.74 54.14 58.80 46.92

Set14 LPIPS ↓ 0.2776 0.2578 0.2808 0.2555 0.2783 0.2450 0.2705 0.2298
FID ↓ 86.45 82.60 88.75 82.08 91.95 83.24 89.17 83.47

Urban100 LPIPS ↓ 0.2037 0.1943 0.2107 0.1964 0.2047 0.1888 0.1923 0.1719
FID ↓ 25.56 24.41 26.12 24.77 25.71 25.18 24.54 22.64

B100 LPIPS ↓ 0.3589 0.3276 0.3634 0.3243 0.3602 0.3080 0.3549 0.2916
FID ↓ 96.08 86.54 96.36 81.68 98.15 82.41 95.59 82.68

Manga109 LPIPS ↓ 0.0997 0.0935 0.1018 0.0932 0.0991 0.0881 0.0938 0.0829
FID ↓ 12.58 12.19 13.25 12.00 12.48 11.92 11.82 10.93

4.3 Quantitative and Qualitative Comparisons

We choose several representative SR networks, including EDSR [19], RDN [39],
RCAN [38], and SwinIR [18], to validate the effectiveness of our proposed SG loss
function. These SR methods all employ the L1 loss function for optimization, and
we made no modifications to their network architectures. Instead, we augmented
the loss function with an SG loss term to provide additional supervision infor-
mation. The additional computational burden brought by this operation can be
ignored. The ×4 SR results on five benchmark datasets are shown in Table 1. The
results marked with “+SG" indicate the outcomes obtained by adding the SG
loss for auxiliary optimization to the original SR methods. From the data in the
Table 1, it can be seen that for all models, the addition of the SG loss function
as an auxiliary network optimization loss leads to lower LPIPS and FID values
on all datasets compared to the original models. This conclusively illustrates
that the second-order gradient map of the image, which contains high-frequency
information, significantly aids the network in restoring images of superior per-
ceptual quality. Especially on the more severely degraded B100 dataset, our
method reduces the LPIPS values of the SwinIR and RCAN models by 0.0633
and 0.0522, respectively, which represents a significant improvement in terms of
the LPIPS evaluation metric. Moreover, the FID values of these two models are
also greatly improved compared to the original method.
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Fig. 2. Visual comparison of restoration results of different models on Set14, B100 and
Urban100 datasets before and after integrating SG loss.

To further validate the effectiveness of our proposed SG loss, this section
presents visual results of restored images on the Set14, B100 and Urban100
datasets. As shown in Fig. 2, before adding the proposed SG loss, although these
methods which trained using only the L1 loss can restore the main contours of
the objects, they can not accurately restore complex edges and textures, and
even produce some distorted and deformed textures. In contrast, after adding
our proposed SG loss as additional supervision, the network preserves the fine
details in the image as much as possible, and the restored textures are more
natural and realistic.



26 S. Lin et al.

5 Conclusion

In this paper, a new high-frequency texture detail enhancement loss, called
second-order gradient loss, is proposed to alleviate the problem of blurry high-
resolution images generated by existing SISR methods trained with L1 loss.
Specifically, it provides additional supervision for network optimization by min-
imizing the distance between the second-order gradient maps of the restored
image and the high-resolution image, optimizing the solution space of the task
and enhancing the high-frequency information in the image. Moreover, it can be
easily integrated with existing deep-learning based SR methods without intro-
ducing additional training parameters. Evaluation on five benchmark public
datasets shows that the proposed second-order gradient loss function in this
paper is effective in preserving high-frequency texture details in images.
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Abstract. Based on the accelerator chip MT-3000, the FFT algorithm
in SAR imaging has been implemented and optimized. The optimiza-
tion includes vectorization and MPI, DMA transmission and dual buffer
transmission, and linear assembly. The experimental results show that
on the platform, the performance increased by more than 99.2% after
the FFT function was optimized.
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1 Introduction

With the rapid development of integrated circuits and communication technol-
ogy, digital signal processing is widely used in communication and other areas
[1]. FFT is a basic algorithm commonly used in signal processing. In SAR radar
imaging and other algorithms, FFT has a vital role [2]. Base 2FFT can sig-
nificantly reduce the amount of computing, but it requires a large number of
iterative operations. The requirements for the number of input sequences must
be a power of 2 [3]. With the deepening of the FFT theoretical algorithm, the
split radix FFT [4] [5], base 4FFT [6], base 8FFT [7], mixed-radix FFT [8]
and other high-efficiency algorithms were proposed one after another. High per-
formance computing (HPC) refers to a technology that uses powerful proces-
sor clusters working in parallel to process massive multidimensional datasets
and solve complex problems at extremely high speeds [9]. In recent years, due
to high performance computing shows many advantages, more and more high-
performance computing platforms have been used for radar signal processing [10]
[11]. Internationally, commercial high-performance calculation accelerators are
mainly represented by NVIDIA, AMD and Intel [12]. In 2021, AMD launched
the Instant Mi250X processor dual-precision floating-point computing capac-
ity of up to 95.7TFLOPS (Tera Floating Point Operations Per Second) [13].
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
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NVIDIA released the “H100” with a new Hopper architecture in March 2022.
H100 increases the floating-point operations per second (FLOPS) of the Tensor
Core by three times, and provides HPC with a FP64 floating-point operation
of 60 teraFLOPS [14]. In the field of parallel computing research, using parallel
programming models to develop parallel programs is an effective method. There
are three common parallel programming models nowadays: shared variable pro-
gramming model, data parallel programming model, and message passing pro-
gramming model [15]. The message passing programming model can be used in
distributed memory parallel architectures, and is also very applicable in shared
memory architectures. The representative implementation of the current message
passing programming model is MPI [16]. This article is based on the accelerator
MT-3000 and optimizes the FFT algorithm for rows and columns of a matrix
with a size of 32768 * 8192, and compares its performance. This chip supports
vector computing and MPI programming, providing a good research platform for
multi-core programming. The research content of this article mainly includes the
following aspects: (1) Analyzing the characteristics of the chip architecture; (2)
Implement FFT algorithm for the rows and columns corresponding to a matrix
of size 32768 * 8192; (3) Optimize the FFT algorithm for rows and columns
in (2) on this platform, using optimization methods such as DMA dual chan-
nel transfer, vectorization and MPI multi-core parallelization, double buffering
transfer, and linear assembly; (4) Performance analysis was conducted on the
experimental results before and after the optimization of the FFT algorithm.

2 Chip Overall Structure

The chip uses a heterogeneous fusion architecture composed of multi-core CPU
and 4 GPDSP Cluster. Among them, the multi-core CPU contains 32 FT-C662
CPU cores, and each GPDSP Cluster contains 24 FT-M64DSP cores. The DSP
kernel architecture of the chip is shown in Fig. 1, using the scalar/vector coor-
dinated architecture based on the Very Long Instruction Word (VLIW). The
LIP/Fetch/Dispatch unit extracts the instructions that need to be executed
from the instruction package and sends them to the scalar unit and vector unit
for execution. The scalar memory is a local memory corresponding to the scalar
component. The vector parts consist of 16 homogeneous Vector Process Element
(VPE). Array Memory (AM) is a vector data access to the 16-way SIMD width,
and provides a higher access bandwidth for vector parts. The DMA (Direct Mem-
ory Access) component initiates access to specific storage resources by configur-
ing transmission parameters, supporting flexible and efficient data transmission
methods (such as point-to-point, broadcast, segmentation, SuperGather, etc.) to
fully adapt to different application requirements [17].

3 FFT Algorithm Implementation

3.1 Base 2FFT

The implementation, optimization and debugging of all FFT functions in this
article are based on MT-3000IDE. Depending on the sequence decomposition or
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Fig. 1. DSP kernel architecture.

selection method, the base 2FFT is divided into: Decimation-in-time(DIT) and
Decimation-in-frequency(DIF). This article uses the DIT-FFT. The pseudocode
of the program is shown in Algorithm 1. The number of input data is n = 2k,
and the element type is Double type. When you enter L=0, it means FFT, and
L = 1 is used for IFFT.

Algorithm 1. FFT
Input: pr, pi, n, k, fr, fi, l
Output: fr, fi
1: fr = BitReverse(pr); fi = BitReverse(pi);
2: pr = cos(2 ∗ PI/(1.0 ∗ n)); pi = −sin(2 ∗ PI/(1.0 ∗ n));
3: if l! = 0 then
4: pi = −pi;
5: end if
6: for each l0 ∈ [k − 2, 0] do
7: m = m/2; nv = 2 ∗ nv;
8: for each it ∈ [0, (m − 1) ∗ nv] do
9: for each j ∈ [0, (nv/2) − 1] do

10: bxcr = pr[m ∗ j] ∗ fr[it + j + nv/2] − pi[m ∗ j] ∗ fi[it + j + nv/2];
11: bxci = pr[m ∗ j] ∗ fi[it + j + nv/2] + pi[m ∗ j] ∗ fr[it + j + nv/2];
12: fr[it + j + nv/2] = fr[it + j] − bxcr; fi[it + j + nv/2] = fi[it + j] − bxci;
13: fr[it + j] = fr[it + j] + bxcr; fi[it + j] = fi[it + j] + bxci;
14: end for
15: end for
16: end for
17: if l! = 0 then
18: for each i ∈ [0, n − 1] do
19: fr[i] = fr[i]/(1.0 ∗ n); fi[i] = fi[i]/(1.0 ∗ n);
20: end for
21: end if
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3.2 Matrix Line and Column FFT

The matrix size entered in this article is 32768 * 8192, and the element type
is double. The four functions FFTY, FFTX, IFFTX, and IFFTY sequentially
perform FFT calculations on each column and row of the matrix, as well as
IFFT calculations on each row and column. Complete the FFT calculation of
matrix rows and columns by calling the FFT function implemented in the pre-
vious section. Taking FFTX as an example, the program pseudocode is shown
in Algorithm 2. Among them, pr and pi are the real and imaginary parts of the
input data, Nrow size is 32768, Ncol size is 8192, Mcol size is 13, and fr and fi
are the real and imaginary parts of the output data.

Algorithm 2. FFTX
Input: pr, pi, fr, fi
Output: fr, fi
1: for each i ∈ [0, Nrow] do
2: FFT (&pr[i ∗ Ncol],&pi[i ∗ Ncol], Ncol,Mcol,&fr[i ∗ Ncol],&fi[i ∗ Ncol], 0);
3: end for

4 Optimization of FFT Algorithm

4.1 Data Processing

Generate the Rotation Factor for Each Level of FFT Butterfly. The
second, third, and fourth levels of butterfly calculation have 2, 4, and 8 rotation
factors, respectively. In order to facilitate vector calculation, it is necessary to
expand these three rotation factors to 16. The rotation factor of the fifth level
and above butterfly is a multiple of 16, so there is no need to expand it further.

Generate the Index of the Bit Reversal. Before FFT operation, the input
data needs to be bitwise reversed first. The index transmission of this platform
supports discontinuous retrieval, therefore, corresponding index values are gen-
erated based on the law of code bit reversal, and DMA index transmission is
used to retrieve data and achieve code bit reversal.

Generate the Index of the Matrix Transposition. After FFTY is calcu-
lated, the matrix has changed from 32768*8192 to 8192*32768, and the matrix
needs to be restored to the original scale. The Matrix transposition also uses
index transmission to complete.
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4.2 DMA Dual Channel Transmission

In this chip, each DMA is set with 20 independent logical channels, which are
numbered 0–19. The DMA logic channel is an interface between the DSP ker-
nel and DMA. It completes the configuration and maintenance of the DMA
parameter and the startup of DMA transactions. DMA data transmission mode
includes point-to-point transmission, segmented data transmission, broadcast
data transmission, Super Gather (SG) data transmission, etc. The platform pro-
vides the Super Gather (SG) data transmission that is an index transmission.
It is characterized by “two reading and one writing”. The specific description is
as follows: the source address (Src addr) of the data is not regular. The DMA
cannot be produced. It must be generated through the source base address and
source index (addr). Each Src addr corresponds to data of one word width (64
bits). The direction of data transmission, where the space for storing the source
address index is in DDR or GSM, and the source data is moved to AM or SM in
DDR or GSM. The destination address is regular, and the user can generate the
start address and frame index by configuring the DMA destination. This article
uses index transmission to implement the bit reversal of FFT functions, that is,
taking a column or row of data based on the index value and performing bit
reversal operation to transfer it to vector space, in order to save time.

Fig. 2. Super Gather data transmission.

The DMA parameter consists of 8 words, each of which is 64 bit. Trans-
mission control word 1 is mainly used to control the transmission type and the
transmission end of the interrupt code [18]. To achieve DMA dual channel trans-
mission, it is necessary to configure the transmission end interrupt parameter
for the corresponding bit in transmission control word 1, and the event enable
register (EER) is set. If it is SG transmission, you need to configure the SG
data transmission control register (SGTC). The SG data transmission control
register (SGTC) has a total of 64 bits. If a bit from 0 to 19 is written as 1, it
indicates that the corresponding logical channel parameter is for SG data trans-
mission. According to the DMA transmission process, combined with the multi-
core parallel optimization in the following text, the multi-core SG dual-channel
transmission function and the multi-core point-to-point dual channel transmis-
sion function were finally realized. After calling the multi-core SG dual-channel
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transmission function, the corresponding bit of Event Set Register (ESR) is set
to 1, starting the first DMA logical channel. After the DMA channel starts, read
the transmission parameters from the parameter RAM and submit them to the
DMA host channel for processing. After the current DMA transaction transfer
ends, an interrupt event corresponding to the TCC value will be generated to
start the next logical channel and complete the transfer of the second array.
When the transfer of two arrays ends, detect the corresponding bit fields of the
register CIPR, where 1 indicates the end of the transfer [19].

4.3 Vectorization

Using the vector C interface provided by the platform, the FFT correlation
function was vectorized. The FFT of 8192 points in this article uses a function
file “ACSP fft rsp 2 8192” to achieve 13 level butterfly calculations at once. The
butterfly operation process at each level is: first take out the input data, then
call the vector “vec muli” interface to multiply the input data and the rotation
factor, and finally call the vector “vec mula” and vector “vec mulb” interfaces
to output data. The first to fifth level butterfly calculations are implemented
separately. The sixth to thirteenth level butterfly calculations use the same set
of core calculations. The core pseudocode after vector optimization is shown in
Algorithm 3.

Among them, the outermost loop represents the sixth to thirteenth levels
of butterfly operations, the middle loop represents the number of all butter-
fly groups in the L-level, and the innermost loop implements the operations
within each butterfly group. VNUM Member indicates the number of vectors
of the butterfly group. For example, a total of 64 input data of the sixth-level
butterfly group, the VNUM Member value is 4. NUM TwiddleFactor indicates
the number of rotation factor, and the vector space InputR and InputI are the
real and imaginary parts of the input data. The vector spaces CoefficientR and
CoefficientI are storage spaces for the real and imaginary parts of rotation fac-
tors. Vector Processing Element Src Upper Real, Src Upper Image is the real
and imaginary parts of the input data in the upper half of the butterfly shape.
Src Lower Real, Src Lower Imag is the real and imaginary parts of the input
data in the lower half of the butterfly shape. Num1 data is all 1. Num2 data is
all -1. Vector Processing Element Rotation Real and Rotation Imag reads data
from vector spaces CoefficientR and CoefficientI. First take out the butterfly
input data, calculate the real and imaginary parts of the product of the lower
part of the butterfly input data and the rotation factor, and temporarily store
them in the Vector Processing Element Dst Lower Real and Dst Lower Imag;
then call the “vec mula” interface to calculate the output results of the real and
imaginary parts of the upper half of the butterfly shape, using Dst Upper Real,
Dst Upper Imag to temporarily storage; Calling the “vec mulb” interface to cal-
culate the output results of the real and imaginary parts of the lower half of
the butterfly shape, and use Dst Upper Real 1, Dst Upper Imag 1 temporary
storage. After the operation is over, the result of the vector register is stored to
the specified AM space until the cycle ends.
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Algorithm 3. ACSP FFT RSP 2 8192
Input: InputR, InputI, CoefficientR, CoefficientI, L0, N

Output: InputR, InputI
1: Corecalculation;
2: for each L ∈ [5, 13] do

3: NUM Group = NUM Group/2;
4: NUM TwiddleFactor = NUM TwiddleFactor ∗ 2;

5: V NUM Member = V NUM Member ∗ 2;

6: V NUM Member Half = V NUM Member Half ∗ 2;
7: for each j ∈ [0, NUM Group] do

8: for each k ∈ [0, V NUM Member Half ] do
9: if L0! = 0 then

10: Rotation Imag = vec muli(Rotation Imag,Num2);

11: end if

12: temp1 = vec muli(Src Lower Imag,Rotation Imag);
13: temp2 = vec muli(Src Lower Imag,Rotation Real);
14: Dst Lower Real = vec mulb(Src Lower Real, Rotation Real, temp1);

15: Dst Lower Imag = vec mula(Src Lower Real, Rotation Imag, temp2);

16: Dst Upper Real = vec mula(Src Upper Real,Num1, Dst Lower Real);

17: Dst Upper Imag = vec mula(Src Upper Imag,Num1, Dst Lower Imag);
18: Dst Upper Real 1 = vec mulb(Src Upper Real,Num1, Dst Lower Real);

19: Dst Upper Imag 1 = vec mulb(Src Upper Imag,Num1, Dst Lower Imag);
20: end for
21: end for

22: end for

23: if L0! = 0 then

24: for each j ∈ [0, N ] do
25: temp1 = vec ld(j,&InputR[0]); temp2 = vec ld(j,&InputI[0]);
26: temp1 = vec muli(temp1, tempN); temp2 = vec muli(temp2, tempN);
27: vec st(temp1, j, InputR); vec st(temp2, j, InputI);

28: end for
29: end if

4.4 Double Buffer Transmission

Figure 3 is a schematic diagram of the dual buffer mechanism. During opera-
tion, the input data is first initialized and configured, and data is sequentially
transmitted to Buffer0 and Buffer1. After entering the loop, the first step is to
check whether the data input of Buffer0 is complete. If the transmission has
already been completed, a vector calculation operation is performed on it. At
the same time, DMA starts transmitting data to Buffer1. If the data transmis-
sion in Buffer1 is completed and written back to DDR, the newly read data is
calculated and the data in Buffer0 is updated. This article mainly utilizes dual
channel DMA transmission to achieve dual buffering transmission. Before iter-
atively calling the FFT function to process matrix rows or columns, the data
from the first row or column is transferred to the first buffer space of AM. After
entering the loop, the data from the second row or column is transferred to the
second buffer space, and the FFT function is called to process the data from the
first row or column. The calculated data is returned to the DDR and the next
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loop begins. The third row or column of data is fed into the first buffer space,
and the FFT function is called to process the data in the second buffer. And so
on. See the next section for specific implementation.

Fig. 3. Double buffer mechanism schematic diagram.

4.5 MPI

The MPI (Message Passing Interface) parallel programming environment of the
platform transplanted is a parallel library MPI.LIB, which can be called directly
through C/C++. The FFT calculation for each column and row of the matrix
can be evenly distributed to each core of the platform. For example, for the
FFTX function, multiple DSP cores can be used to perform FFT operations
on a certain row of the matrix simultaneously, saving computational time and
improving program performance. The core pseudocode after FFTX paralleliza-
tion optimization is shown in Algorithm 4.

Among them, AM R, AM I, and AM 1, AM 2 alternately point to the two
buffer spaces of the real and imaginary parts, respectively. First, transfer the real
and imaginary data of the first row to the first buffer space of AM through SG
dual channels. After entering the loop, start the SG dual channel transmission
to transfer the real and imaginary data of the second row to the second buffer
space. At the same time, call the FFT function to process the data of the first
row, and the calculated data is sent back to the DDR through point-to-point
dual channel transmission.

4.6 Linear Assembly

The platform provides model 2 and model 4 vector Load instructions, and model
16 vector Store instruction. Vector Load/Store instruction can be called by writ-
ing linearly assembly sentences. According to the previous “ACSP FFT RSP
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Algorithm 4. FFTX
Input: Din R, Din I, Dout R, Dout I, myid, numprocs

Output: Dout R, Dout I

1: DMA SG Link(&Din R[myid ∗ Ncol],&bitrev[0],&AM [0], Ncol,&Din I[myid ∗
Ncol],&bitrev[0],&AMP [0], Ncol);

2: n = 0;

3: for each i ∈ [myid,Nrow] do

4: m = n + 1;

5: AM R = AM + (m%2) ∗ 1040;

6: AM I = AMP + (m%2) ∗ 1040;

7: AM 1 = AM + (n%2) ∗ 1040;

8: AM 2 = AMP + (n%2) ∗ 1040;

9: DMA SG Link(&Din R[(i + numprocs) ∗ Ncol],&bitrev[0],&AM R[0], Ncol,&Din I[(i +

numprocs) ∗ Ncol],&bitrev[0],&AM I[0], Ncol);

10: ACSP fft rsp 2 8192(&AM 1[0],&AM 2[0],&xwr[0],&xwi[0], 0, Ncol);

11: DMA trans link(&AM 1[0],&Dout R[i∗Ncol], Ncol,&AM 2[0],&Dout I[i∗Ncol], Ncol);

12: n = n + 1;

13: i = i + numprocs;

14: end for

2 8192” function code, the corresponding linear assembly statement was writ-
ten. Based on the results of data shuffling operations in model 2 and 4, the
corresponding Vector Load/Store instructions have been added to optimize the
first and second level butterfly operations of the function. Finally, perform soft
pipeline optimization on some loops of the function. Implemented assembly code
for 8192 point FFT.

5 Experiment and Analysis

The experimental data in this article is a 32768 * 8192 point complex number
randomly generated on the platform. The real and imaginary parts of the com-
plex number are stored separately, and the data type is double. The experiment
was conducted on this platform, and the number of DSP running cycles was
calculated based on the development program. This section mainly analyzes the
experiment from three aspects: experimental environment, correctness analysis,
and performance analysis.

5.1 Lab Environment

The experimental environment in this article is based on the MT-3000 accelerator
chip and the corresponding CUDA development and commissioning operation
environment that supports the chip heterogeneous multi-core. The chip software
development environment consists of a series of software tools, which mainly
include compilers, compilations, linkors, and other binary tools. The compiler
process of the compiler can be controlled by configure various options of the com-
piler. The specific experimental environmental parameters are shown in Table 1.
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Table 1. Experimental environmental parameters.

Parameter MT-3000

Compiler (centered) MT-3000

Compiler optimization level O2

Register length/b 64

Frequency 1.8 GHz

TFLOPS 10

AM 768 KB

5.2 Correctness Analysis

On this platform, the data results before and after the optimization of FFTY,
FFTX, IFFTX, and IFFTY are compared respectively. Take FFTX as an exam-
ple, Table 2 is part of the experimental results before and after fftx optimization.
For reference, the optimized FFT results can maintain accuracy of more than ten
digits with the results before the optimization. The experimental results show
that within a certain accuracy range, the optimized FFT can output the correct
results.

Table 2. Results before and after FFTX optimization.

Before optimization After optimization

335.50336000000004 –213.65509814565877 335.50336000000004 –213.65509814565928

–106.84801336486535 –71.245644789948060 –106.84801336486561 –71.245644789949050

–53.444455266499986 –42.763737363637105 –53.444455266500100 –42.763737363636540

–35.643255271063440 –30.557193641510835 –35.643255271063936 –30.557193641512598

–26.742644801347648 –23.775771154105502 –26.742644801347700 –23.775771154105016

–21.402270141905962 –19.460312864281114 –21.402270141905674 –19.460312864281370

–17.842013387585787 –16.472681450064478 –17.842013387586032 –16.472681450064677

–15.298966864748415 –14.281746161194397 –15.298966864749300 –14.281746161196530

–13.391676736573420 –12.606320129890669 –13.391676736573440 –12.606320129890353

–11.908224204821977 –11.283610959005038 –11.908224204821725 –11.283610959004978

5.3 Performance Analysis

This article optimizes the four functions of FFTY, FFTX, IFFTX, and IFFTY
on this platform. The optimized function can be divided into two versions: one
is the vectorized and parallelized version, and the other is the version that adds
linear assembly for optimization on top of the former. Call the timer’s timing
function inside the platform to record the algorithm execution time before and
after function optimization, and analyze the performance of the experimental
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results. The optimized program was run using 22 cores, and the test time results
are shown in Table 3, which lists the running time of the relevant FFT functions
before and after optimization. Because IFFT operations require the final result to
be multiplied by a constant of 1/N, the operation time is slower than FFT. Model
2 and Model 4 vector load instructions, and Model 16 vector store instructions are
a type of doubleword vector load/store instruction. Compared to regular vector
load/store instructions, the same execution cycle can read and write more data at
once. Therefore, the linear assembly version will have a shorter runtime than the
first vectorized version. It can be seen that after FFTY optimization, the aver-
age performance has improved by 99.284% 99.290%; The average performance
improvement of FFTX after optimization was 99.926% 99.933%; The average
performance improvement after IFFTX optimization is 99.927% 99.935%; After
IFFTY optimization, the average performance improved by 99.213% 99.261%; It
can be seen that all related FFT functions have achieved a performance improve-
ment of over 99%.

Table 3. Comparison of running time before and after optimization (unit: s).

Function Before optimization Optimized version 1 Optimized version 2

FFTY 2008.903 14.375 14.260

FFTX 1729.951 1.288 1.158

IFFTX 1790.572 1.312 1.160

IFFTY 2089.295 16.438 15.449

6 Conclusion

Based on the accelerator chip, this article has completed the optimization of
the FFT algorithm for a matrix size of 32768 * 8192. The experimental results
show that the performance of the FFT algorithm optimized on this platform has
been greatly improved, verifying the effectiveness of the optimization method
proposed in this paper and the high-performance computing advantages of the
chip.
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Abstract. Database reliability is an essential issue in many applica-
tions that rely on databases, especially in modern artificial intelligence
(AI) applications. One common method to uncover the reliability weak-
ness of databases is fault injection, which can introduce faults into the
running database to observe and evaluate its reaction on reliability and
performance after the occurrence of faults. Moreover, the fault injection
can generate a large and diverse amount of realistic data for training
and evaluating anomaly detection algorithms, which can also enhance
database reliability. However, existing fault injection tools for testing
database reliability are either coarse-grained or imprecise to mimic real-
world faults, which limits their applicability and effectiveness. In this
paper, we present EDFI, a fine-grained and controllable fault injection
framework for endogenous database fault. EDFI can inject endogenous
database faults for specific SQL statements from specific user connec-
tions, and support extensible fault types and scenarios. We demonstrate
the effectiveness of EDFI by generating large and diverse training data to
validate commonly used anomaly detection algorithms. The results show
that EDFI can effectively simulate realistic endogenous database faults
and provide valuable insights to improve anomaly detection algorithms.

Keywords: Database Reliability · Fault Injection · Endogenous
Fault · Anomaly Detection

1 Introduction

As a core component of most systems especially AI systems, databases carry a lot
of business data and sensitive data. As large language models (LLM) emerge,
the storage of massive training and inference data poses a new challenge for
databases. If the database behaves anomalously, it will have a serious impact
on the functionality and performance of the database, and even lead to data
loss, leakage, or tampering [2,6,8,15]. At present, the design and implementa-
tion of databases are becoming more and more complex. As a result, databases
are facing a variety of internal and external faults, such as hardware failures,
software defects, network failures and so on. Therefore, ensuring the reliability
of databases is an important and challenging task.
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One common method to improve the reliability of databases is fault injection,
which introduces faults to observe and evaluate the behavior and performance
of the system after the occurrence of faults, thereby testing the reliability and
robustness of the system. Moreover, fault injection can simulate a large and
diverse amount of realistic fault scenarios to provide sufficient training data for
anomaly detection algorithms and evaluate the effectiveness of these algorithms,
which are another important method for improving the reliability of databases.

Currently, there are lots of fault injection tools, such as ChaosBlade [9], an
open source experimental injection tool, which can inject faults for many appli-
cation areas, such as Java applications, C++ applications, Docker containers,
cloud native platforms, and etc. Besides, Amazon Aurora database has its own
fault injection function specifically for databases [28].

However, after conducting a thorough analysis of most current fault injection
tools, we identify three primary limitations of existing fault injection tools when
applying them into database domain.

– Uncontrollable blast radius. Most of the fault injection tools cannot con-
trol the blast radius [49] of faults well. The blast radius indicates how widely
fault injection may affect the system or the application. For example, Amazon
Aurora database supports faults simulation using fault injection queries. A
fault injection query will force a faulty occurrence of the Aurora MySQL DB
instance, which will inevitably affect other normal queries.

– Interference with programs from outside. Most tools affect the program
externally when injecting faults. For example, Chaosblade-exec-os [10] simu-
lates a disk burn fault by creating a new process to execute a large number of
read and write operations. However, breaking the program from the outside
is to test the performance of the program when it is subjected to the external
environment, and it cannot well simulate the real scenarios when the program
fails internally.

– Excessive source code intrusion. Most tools change the behavior of pro-
gram through code instrumentation. For example, WAFFLE [46] injects delay
into threads to detect MemOrder bugs by instrumenting sleep operation into
the program. On one hand, this method cannot achieve runtime fault injec-
tion, on the other hand, it requires recompiling and redeploying the target
system, which increases testing time and cost.

In this paper, we present EDFI, a fine-grained and controllable fault injection
framework for endogenous database fault. EDFI attaches to a database process
with symbol tables by using GDB [14], and filters the execution flow of the target
SQL statement by setting breakpoints on the SQL parser function. After that,
EDFI can achieve fault injection by injecting specified logic through dynamic
link libraries or by using GDB instructions to modify variables or to change the
execution flow.

EDFI has the following advantages.

– EDFI can accurately control the blast radius of faults because it is capable of
injecting faults into a specific SQL statement from specific a user connection
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without affecting other users or even other SQL statements from the same
user.

– EDFI can more realistically simulate internal faults of the system because it
can cause a specific process faulty.

– EDFI is extensible because it injects custom logic into a process by opening a
dynamic link library in the process, which makes it easy to extend to support
new faults.

– EDFI’s fault injection methodology is white-box because it allows runtime
fault injection at the source code level.

Contributions. To sum up, the paper makes two main contributions.

– We present EDFI, a fine-grained and controllable fault injection framework for
endogenous database faults. EDFI is suitable for most databases implemented
in C or C++ such as PostgreSQL [24], MySQL [20], openGauss [23], etc.

– We evaluate the effectiveness of EDFI by applying some common anomaly
detection algorithms and comparing their effectiveness on the fault scenar-
ios generated by EDFI. The results also provide some insights to improve
anomaly detection algorithms.

2 Background and Related Work

Database Reliability. With the development and application of information
technology, data has become an important resource and driving force for social
and economic activities. The collection, storage, processing and analysis of data
are of great significance to improve production efficiency, optimizing manage-
ment decisions, and innovating business models. As such, the reliability of
database is essential in ensuring the integrity, security and availability of data.
There are numerous methods for improving database reliability, among which
performance monitoring and fault injection are two significant approaches.

Database performance monitoring includes observability and anomaly detec-
tion, which tracks the database KPI(Key Performance Indicator) data and uses
anomaly detection algorithms such as kNN [31,42], IForest [40], LOF [33] and
so on, to help database administrators get deep insights into database health.
Tools like SolarWinds � Database Performance Analyzer [11] enables deep visi-
bility into database performance and expert advice for performance optimization.
However, even with a monitoring system in place, there remain two issues that
must be addressed. The first is how to verify the effectiveness of the monitoring
system, and the second is how to respond when an anomaly is detected. This
is where fault injection comes into play. With fault injection, we can test the
effectiveness of anomaly detection algorithms and the reliability of databases.

Fault Injection. Fault injection is a testing technique that actively intro-
duces faults into the system to observe its operation under abnormal conditions.
Recently, numerous excellent tools have been proposed to inject faults to achieve
automatic testing for application, carry out chaos engineering experiments and
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generate anomaly data for training anomaly detection algorithms. Fault injection
tools possess various capabilities in many aspects, such as emulating hardware
faults like CPU, memory, and bus faults [37,45], injecting faults of system resource
exhaustion [9,25], causing instances in distributed systems to crash [18,21], inject-
ing errors or delays into service requests [30,34,47], and so on.

Gradually, with the introduction of Chaos Engineering [32], fault injection
has become a component of chaos engineering experimental tools. Chaos Engi-
neering is the discipline of experimenting on a system in order to build confidence
in the system’s capability to withstand turbulent conditions in production [4].
For example, ChaosMonkey [21] randomly terminates virtual machine instances
and containers that run inside of the production environment. There are also
studies on chaos engineering for databases. For instance, databases rely on the
main memory to perform calculations and present accurate results while it is not
well understood how a database system can handle bit-flips in memory. Hence, it
is valuable to apply chaos engineering to database. One such study [48] utilized
ptrace(2) [26] which can access and modify the internal state of the database
process [50] to achieve fault injection.

ptrace and GDB. ptrace is the Linux kernel’s interface which gives users access
to read and write another process states, such as memory and registers. Several
well-known tools such as GDB [14] and strace [17] are implemented based on
ptrace.

ptrace is a critical technology for implementing runtime tracking and control
of processes. At present, there are some works based on ptrace to inject logic into
processes [1]. However, it remains challenging for developers to achieve runtime
logic injection into a process and accurately select injection points, as ptrace
only provides a set of read and write interfaces for the process.

GDB is a program debugger based on ptrace. It is encapsulated on the basis
of ptrace interface and provides some more user-friendly APIs. It allows users to
easily set breakpoints, modify variables and perform other operations with process
symbol table. As such, GDB reduces the difficulty of injecting logic into the process
at run time and enables accurate selection of fault injection points. Therefore, the
method proposed in this paper is an accurate fault injection method for processes
during runtime based on GDB, which achieves automatic interaction with GDB
by means of GDB Python API [27] and Tcl scripts [16].

3 Overview of EDFI

In this section, we provide an overview of EDFI based on its two characteristics:
endogenous fault and fine-grained and controllable method.

Endogenous Fault. An endogenous fault refers to a fault caused by internal
factors in the system, as opposed to an exogenous fault, which refers to a fault
caused by external factors. Taking database as an example, endogenous faults
include decreased database process performance and erroneous queries, while
exogenous faults encompass hardware failures and network outages.
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We implement EDFI by attaching to the database process via GDB to change
its execution logic. In other words, we can cause the database processes to
encounter issues such as resource hog, slow SQL and deadlocks, which are all
endogenous faults. The implementation of faults can be divided into two strate-
gies: one is to affect the original execution flow using GDB, and the other is to
insert a new execution flow through dynamic link libraries.

For the first strategy, we use GDB to block the process or modify related
variables to cause slow SQL or deadlocks. For the second strategy, we use the
dlopen [12] or __libc_dlopen_mode [29] functions to open dynamic link libraries
to simulate resource hog. The former is a standard library function exported by
libdl.so, while the latter is an underlying libc function exported by libc.so. We
use both to ensure a higher success rate, as some platforms may not load libdl.so.

Fine-Grained and Controllable Method. We achieve EDFI with a fine-
grained and controllable method since we use GDB to filter the specific SQL
statement from the specific user connection. As shown in Fig. 1, we set a break-
point on the function related to SQL statement processing within the process to
capture SQL statements. This enables us to determine whether to inject faults
based on the current SQL statement, providing us with a high degree of control
over the fault injection process. The precise setting of breakpoints depends on
the process symbol table, which allows us to identify the exact functions and
locations in the code where SQL statements are processed. By leveraging this
information, we can place breakpoints strategically at the key points within the
code where SQL statements are parsed and executed. These breakpoints act as
trigger points for our fault injection mechanism.

Fig. 1. Workflow of filtering SQL. Fig. 2. An example configuration file for
injecting CPU utilization anomaly.
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4 EDFI’s Design and Implementation

EDFI is a fine-grained and controllable fault injection framework for endogenous
database fault. Its design and implementation bring many advantages, as we have
mentioned in §1. The most prominent advantage is its ability to simulate the
internal faults of the system more realistically, that is, it injects endogenous
faults into the database process.

Most fault injection tools simulate external faults which can simulate faults
caused by the system environments. When using a common fault injection tool
to inject CPU utilization anomaly into a multi-process database like PostgreSQL
[24], so as to test the anomaly detection algorithms working for it, the period
of abnormal CPU utilization is likely to be detected. However, if the algorithms
only collect overall CPU utilization, they cannot locate the faulty process. Even
if the algorithms collect the CPU utilization of each process, the located process
may have no practical significance. In contrast, EDFI can make the system itself
faulty, allowing for more realistic simulation of the system’s status to test fault
tolerance and anomaly detection mechanisms.

To use EDFI, it is necessary to provide a configuration file in yaml [22] format,
which is a fault injection plan with necessary information. Figure 2 shows an
example configuration file for injecting CPU utilization anomaly.

Fig. 3. Workflow of EDFI.

As shown in Fig. 3, EDFI’s workflow consists of the following five parts:

– System initialization (Sect. 4.1). EDFI starts by launching the executor which
undertakes most of the work of EDFI.

– Fault injection point selection (Sect. 4.2). EDFI then finds the specific worker
process or thread and sets a breakpoint on its critical path.

– Fault injection precondition generation(Sect. 4.3). After obtaining the SQL
statement matching policy from the configuration file, EDFI generates pre-
conditions for fault injection based on it, and performs fault injection when
the preconditions are met.
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– Fault injection policy generation (Sect. 4.4). In this part, EDFI will convert
the information such as the fault type and related parameters from the config-
uration file into the corresponding fault policy and inject it into the database
process.

– Fault recovery (Sect. 4.5). After completing the fault injection, EDFI will
restore the normal operation of the system.

4.1 System Initialization

The architecture of EDFI is shown in Fig. 4 and consists of an executor imple-
mented using the GDB Python API, an entry script, and GDB. The executor is
responsible for executing main logic of EDFI. The GDB Python API provides
a simple way to extend the functionality of GDB, making it programmable and
meeting more of our needs. For example, by inheriting the basic breakpoint class,
we can inject custom logic when the program reaches the breakpoint.

As we all know, GDB is an interactive command-line tool. Therefore, a crucial
aspect of implementing EDFI is to enable automated interaction with GDB and
fully utilize GDB’s capabilities. To achieve this, the first step during the initial-
ization phase is to launch the executor through the entry script and establish its
connection with GDB. As shown in Fig. 4, 1© EDFI launches GDB via an entry
script to prepare for controlling the database process. The entry script interacts
with GDB by means of Expect tool [3] which is implemented based on Tcl. 2©
After launching GDB, the entry script sends a request to GDB to execute com-
mand source file_name. Then, GDB loads the executor script and executes it.
3© The executor calls GDB through the GDB Python API. For example, it uses
the parse_and_eval function to evaluate the values of arguments. 4© Ultimately,
GDB, under the control of the executor, is able to control the database process.

Fig. 4. The process of initializing the
system.

Fig. 5. Workflow of searching target
worker thread.

After the executor is launched, it will parse a configuration file in yaml for-
mat. The configuration file contains the necessary information for the fault injec-
tion such as the target connection information, fault type and SQL statement
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matching policy. The connection information includes the host address and port
number of the target client connection. The fault type indicates the fault to be
injected such as resource hog(CPU, disk, memory), slow SQL and deadlocks. The
SQL statement matching policy specifies a series of SQL statements with regular
matching form that will trigger faults. For example, ^SELECT specifies a series of
SELECT statements for subsequent generation of fault injection preconditions.

4.2 Fault Injection Point Selection

Database systems typically handle a large number of SQL requests from different
users, resulting in a vast search space for fault injection points. Fortunately, most
databases allocate a worker process or thread, depending on the connection
model of the database, to each client to handle requests, and the processing flow
of SQL requests is fixed. Therefore, we select fault injection points in two steps.

Select Worker Process or Thread. Since the database server allocates a
worker process or thread to handle requests on that connection, EDFI can iden-
tify the corresponding process or thread identifier according to the host address
and port number. For databases with a multi-process connection model like
PostgreSQL, it is easy to find the target process by using the netstat command
[5]. For databases with a multi-thread connection model like openGauss, one
possible approach is to attach to the database process with GDB firstly. Then,
traverse each connection thread. As shown in Fig. 5, for each of them, switch to
the frame of the function with connection parameters, print the function param-
eters to obtain the host address and port number of the connection, and compare
with the configuration to find the target thread.

Select SQL Statement. After the target process or thread is found, the next
step is to set breakpoints on functions related to SQL statement processing
within the process to capture SQL statements.

Specifically, we first use GDB to analyze the function call chain of SQL
requests, so as to analyze the parsing functions that most normal sql call.
Taking PostgreSQL as an example, we find that all simple SQL query
requests, such as SELECT, INSERT, UPDATE, DELETE, etc. are handled by
exec_simple_query function, so this is a breakpoint that can be selected.

Then, EDFI will set a custom breakpoint on the SQL parser function. After
that, every time the target process parses the SQL statement, it will reach the
breakpoint and then deliver the current SQL statements to EDFI.

As show in Listing 1.1, EDFI captures and matches SQL statements by
overriding the stop function. If the stop function returns True, the process will
be stopped at the location of the breakpoint, otherwise the process will continue.

Listing 1.1. Critical code for implementing breakpoints.

import gdb
class SQLFilterBreakpoint(gdb.Breakpoint):

def __init__(self):
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super(SQLFilterBreakpoint, self).__init__(SQL_PARSER_NAME,
gdb.BP_BREAKPOINT)

def stop(self):
# Capture the current SQL statement
sql = gdb.parse_and_eval(SQL_PARSER_PARAM).string()
if match(sql):

return inject_fault()
return False

4.3 Fault Injection Precondition Generation

After obtaining the SQL statement matching policy from the configuration file,
EDFI generates preconditions for fault injection based on it. The matching policy
specifies how to select the SQL statements that should trigger the fault injection
by regular expression match.

As mentioned above, EDFI captures the current executed SQL statement
when the process reaches the breakpoint. Therefore, it will continuously deter-
mine whether the currently executed SQL statement meets the precondition
and fault injection will occur when the precondition is met. For example, when
a user executes a SELECT statement, the SQL parser reaches the breakpoint
when parsing this statement. At this point, EDFI will obtain the SELECT state-
ment with the help of GDB and inject fault if the matching policy is a regular
expression such as “^SELECT”.

EDFI also supports injecting faults without precondition if the filter field in
the configuration file is empty. In this case, EDFI will immediately inject faults
upon being launched.

Table 1. List of fault types supported by EDFI.

Fault Type Description

Resource hog Cause abnormal utilization of CPU, disk or virtual memory
Slow SQL Inject delay into a specific SQL
Deadlock Cause a specified database object to deadlock

4.4 Fault Injection Policy Generation

EDFI will convert the fault type and related parameters from the configuration
file into the corresponding fault policy and inject it into the database. As shown
in Table 1, it currently supports injection of the following types of faults.

Resource Hog (CPU, Disk, Memory). This type of fault is achieved by
injecting a custom logic that can change the utilization of the resource. Figure 6
shows the process of injecting a resource hog fault. When the target process
reaches the breakpoint, EDFI causes the process to execute dlopen function to
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load a dynamic link library. The logic in the library is customized, so by defining
some computationally or IO intensive logic, the target process can experience
resource exhaustion faults. This also indicates the extensibility of EDFI.

Taking CPU utilization as an example, users can set the expected abnormal
CPU utilization, the rise time of CPU utilization, and the duration of the entire
CPU utilization anomaly in the configuration file like Fig. 2. EDFI will fill in
these parameters to the template file prepared in advance. Then EDFI compiles
the file into a dynamic link library and invokes it when triggered by the specific
SQL statement.

In the template file, we use __attribute__((constructor)) to declare the
function that contains the logic to be executed, so that it will be executed when
the dynamic link library is opened.

Fig. 6. Workflow of injecting resource hog fault.

Slow SQL. Due to the fact that a worker process or thread will be blocked
and be controlled by EDFI when a breakpoint is reached, EDFI can resume the
execution of the specific SQL statement after a certain period of blocking so as
to simulate slow SQL as shown in Fig. 7. This means that EDFI can delay the
response time of the target database process by pausing the execution of the
SQL statement at the breakpoint and waiting for a predefined duration before
resuming it.

Fig. 7. Workflow of injecting delay fault.
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As shown in Listing 1.1, when the process reaches the breakpoint, it will be
blocked. At the same time, the stop function of the breakpoint object will be
called. Since the stop function will invoke inject function if the SQL statement
meets the precondition, we can call a sleep function in the inject function to
inject delay fault.

Deadlock. With GDB, EDFI can modify the runtime logic anywhere in the
source code, making it easy to dynamically modify the process’s runtime logic.
For example, in a PostgreSQL database, the worker process will call a specific
function to acquire a corresponding lock before accessing a database object.
Figure 8 shows the process of injecting a deadlock fault. EDFI will set a break-
point on that function to change the lock type to exclusive lock before the
target process access the specific object. As a result, the object is locked with
an exclusive lock. Then EDFI delays the execution of releasing the lock for a
while. In this way, other process accessing the specific object will become waiting
status until the lock is released.

Fig. 8. Workflow of injecting deadlock fault.

4.5 Fault Recovery

After fault injection, EDFI will ensure the fault is completed and removed within
the specified time. For resource hog, EDFI will call corresponding functions to
close the dynamic link library. The function that closes a dynamic link library
opened by dlopen is dlclose, while the function that closes a dynamic link
library opened by __libc_dlopen_mode is __libc_dlclose. After that, EDFI
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uses the GDB command detach to relinquish the control over the database
process and detach itself from the process so that the process can run normally.

5 Evaluation

In this section, we first present the experimental setup for EDFI. Then we con-
duct experiments to answer

– Q1 Can EDFI indeed inject the expected faults?
– Q2 Can the injected fault be detected by the anomaly detection algorithms?
– Q3 Does different degrees of faults have an impact on anomaly detection

algorithms?

5.1 Experimental Setup

Target Database. We have used EDFI to inject faults into some popular
databases such as PostgreSQL [24], MySQL [20] and openGauss [23], demon-
strating its high applicability. As the core principle of EDFI revolves around the
control of database processes using GDB, its applicability extends to different
databases as long as a database process symbol table is available, and the break-
point setting positions are adjusted according to the specific implementation of
each database. This adaptability allows EDFI to be effective across a variety of
database systems.

In this experiment, we select PostgreSQL as the target database for fault
injection. PostgreSQL is a widely used open-source relational database manage-
ment system that supports various advanced features. For example, PostgreSQL
provides a series of system views for users to observe performance statistics,
which makes it easier for us to collect metrics. As for benchmark, we use pgbench
[13] which is a built-in program for running benchmark tests on PostgreSQL. By
default, pgbench tests a scenario that is loosely based on TPC-B, involving five
SELECT, UPDATE, and INSERT commands per transaction.

Anomaly Detection Algorithms. We use anomaly detection algorithms to
verify the effectiveness of fault data generated by EDFI. Specifically, we use
the unified interface provided by pyod [51]. We pick out several representative
detection algorithms from pyod toolkits and use them with default parameters.
The algorithms we use are shown in Table 2. Most of these algorithms have been
proven to perform well on many benchmarks [35].
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Table 2. The algorithms used in our experimentation.

Ref Abbr Full name Type Year

[39] ECOD Empirical Cumulative Distribution Probabilistic 2022
[36,43] MCD Minimum Covariance Determinant Linear Model 1999
[33] LOF Local Outlier Factor Proximity-Based 2000
[31,42] kNN k Nearest Neighbors Proximity-Based 2000
[40] IForest Isolation Forest Outlier Ensembles 2008
[41] LODA Lightweight On-line Detector Outlier Ensembles 2016
[38] VAE Variational AutoEncoder Neural Networks 2013
[44] DeepSVDD Deep One-Class Classification Neural Networks 2018

Evaluation Metrics. We use Precision, Recall, F1 Score, and Area Under the
Curve(AUC) to compare the performance of each algorithm. AUC provides a
summary of the overall performance of the classifiers. The closer the AUC value
is to 1, the better the algorithm’s performance is. AUC values above 0.5 are
preferable since a value equal to 0.5 indicates that the classifier’s performance
is random guessing and lower than 0.5 means that the classifier’s classification
scheme should be inverted.

5.2 Fault Injection Effectiveness of EDFI

In this part, we use EDFI to inject faults into PostgreSQL and collect relevant
metrics to check its effectiveness.

Resource Hog. For our experiments, we inject faults related to abnormal CPU,
disk, and virtual memory utilization to assess the effects of resource hog faults.
We collect corresponding metrics, including the CPU utilization, disk utilization
and virtual memory utilization of the target process.

Taking CPU utilization as an example, we can easily observe the effect of the
fault by using the shell command top. With top command, we can clearly see
that the CPU utilization of the database process is gradually increasing after
injecting the fault.

Further, we can collect the corresponding utilization of the target process
throughout the entire process of running pgbench to observe the trend before
and after fault injection. As shown in Fig. 9, the x-axis represents the timestamps
and the y-axis represents the metrics normalized to the range 0–1. The grey
background indicates the execution period of the fault.

– Fig. 9(a) shows the trend of CPU utilization before and after the injection of
CPU utilization anomaly. We inject intensive computations to increase the
CPU utilization of the process. We can see that the utilization will drop to
close to 0 for a short period of time before rising, which is about 2 s (as can
also be seen in Fig. 9(b)). This is due to EDFI loading symbols after attaching
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to the target process using GDB. This phenomenon can be ignored in the
case of coarse-grained or long-duration metric collection. Alternatively, we
can eliminate this time period by loading the necessary symbol table before
attaching the process.

– Fig. 9(b) shows the trend of disk utilization before and after the injection
of disk utilization anomaly. We inject logic that performs frequent file read
and write operations to increase the disk utilization of the process. We can
see that the disk utilization remains high for about 20 s after the execution
period of the fault, which is caused by the operating system’s inability to
finish the read and write operations that we injected in a timely manner.
This phenomenon is related to the size of the content that is read from or
written to the file in the injected logic and the specifications of the machine.

– Fig. 9(c) shows the trend of virtual memory utilization before and after the
injection of memory utilization anomaly. We inject logic that calls malloc [7]
function so as to increase the virtual memory utilization of the process.

Fig. 9. The trend of change for each metric

Slow SQL. We use pgbench to generate transactions including SELECT,
UPDATE, and INSERT commands. After running, pgbench will report related
statistics such as the number of transactions actually processed, tps and so on.
We can check the effectiveness by comparing these statistics before and after
fault injection.

Specifically, we use pgbench to run transactions twice, setting the duration
of each run to five minutes with the option -T. In the first run, we let it run nor-
mally, while in the second run, we inject an 100-ms delay fault into the INSERT
statements with EDFI. Table 3 shows the statistical results of two runs. By com-
parison, we can see that the tps of the second run is significantly lower than
that of the first run, and the latency of INSERT statements is around 100 ms.
Besides, in the abnormal scenario, both SELECT and UPDATE statements have
about 0.3 ms more execution delay than in the normal scenario, even without
injected delay. This extra time is the overhead of capturing and matching SQL
statements. However, this extra time only occurs on the worker process where
the fault is injected, which reflects the ability of EDFI to accurately control the
range of fault impact.
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Table 3. The average latency and tps of two scenarios: normal execution and execution
with injected INSERT statements delay.

SELECT(ms) UPDATE(ms) INSERT(ms) TPS

Normal scenario 0.187 0.223 0.158 334.367
Abnormal scenario 0.553 0.563 101.066 10.177

Deadlock. We run pgbench to perform UPDATE operations on table
pgbench_accounts. Then we inject a deadlock fault into another worker pro-
cess which is also operating on the table pgbench_accounts. As a result, the
process running pgbench is blocked due to the deadlock. At this time, if we
query the table pg_locks, we will find that table pgbench_accounts has been
acquired with an exclusive lock.

Figure 10 shows the CPU utilization of the pgbench process when injecting
a deadlock fault into another worker process to block the pgbench process for
a while. The grey background indicates the execution period of the fault. Four
different lines represent the four scenarios where deadlocks last for four different
times. Figure 10 indicates that the CPU utilization of the process significantly
decreases when a deadlock occurs, and the longer the duration of the deadlock,
the lower the CPU utilization.

5.3 Further Validate the Effectiveness of EDFI Through Anomaly
Detection Algorithms

In this section, we supply the fault data generated by EDFI to the anomaly
detection algorithm and subsequently assess the efficacy of the faults injected by
EDFI through the analysis of the algorithm’s outcomes.

Fig. 10. The CPU utilization of the pgbench process when injecting a deadlock fault.
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Firstly, we use pgbench to run 18,000 transactions and inject disk utiliza-
tion anomaly lasting for 20 s every minute during the run. Then, we collect the
CPU and disk utilization of the pgbench worker process throughout the run
and use these metrics as training datasets for various anomaly detection algo-
rithms. Finally, we calculate the metrics presented in Table 4 to evaluate their
performance.

From Table 4, we can see that MCD algorithm performs the best, while LOF
algorithm performs the worst. MCD algorithm estimates data mean and covari-
ance using a subset of normal data, then identifies outliers using Mahalanobis
distance [19], which reflects the relationship between data points and the over-
all dataset. In contrast, LOF algorithm identifies outliers by calculating local
density deviation, reflecting the relationship between data points and their sur-
roundings. Hence, the structure of experimental data, consisting of alternating
segments of normal and abnormal data, determines MCD algorithm’s superior
performance.

The majority of algorithms achieve F1-scores and AUC greater than 0.7,
indicating that the faults we inject can be detected well by anomaly detection
algorithms. In addition, different anomaly detection algorithms may perform
significantly differently on the same set of data. This indicates that different
anomaly detection algorithms may have different sensitivities to the same fault.
Hence, when choosing an anomaly detection algorithm, it is necessary to consider
the type of fault that the algorithm is suitable for.

5.4 Sensitivity Analysis of Anomaly Detection Algorithms

In this part, we attempt to use EDFI to analyze the sensitivity of anomaly detec-
tion algorithms and provide some insights. Since EDFI can inject any specified
values of resource hog into processes, we can use it to compare the performance
of anomaly detection algorithms under different degrees of faults. We conduct
our experiment as follows. First, we run transactions continuously for one minute
using pgbench, and inject a CPU utilization anomaly that lasts for 20 s. Then we

Table 4. Evaluation on anomaly detection algorithms

Algorithm Precision Recall F1 Score AUC

ECOD 0.7216 0.7390 0.7302 0.8645
MCD 0.9176 0.9398 0.9286 0.9643
LOF 0.3804 0.3896 0.3849 0.5720
kNN 0.6980 0.7149 0.7063 0.6997
IForest 0.8578 0.7751 0.8143 0.9462
LODA 0.8721 0.7671 0.8162 0.9496
VAE 0.8651 0.7470 0.8017 0.9266
DeepSVDD 0.8356 0.7550 0.7932 0.9223
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capture a series of CPU utilization of the process by changing two variables: the
maximum abnormal CPU utilization and the duration of CPU utilization reaches
the maximum value. Finally, we choose the MCD algorithm which performs best
in the previous experiments to conduct this experiment.

We calculate the AUC values of the MCD algorithm’s results across different
degrees of faults. As shown in Fig. 11, the x-axis represents the maximum CPU
utilization and the y-axis represents the AUC value of the MCD algorithm. The
four lines represent scenarios with different times required to reach maximum
CPU utilization.

Fig. 11. The performance of MCD algorithm under different degrees of faults.

Figure 11 shows that anomaly detection performance varies with differ-
ent fault degrees. AUC drops significantly when maximum CPU utilization is
between 30–40%, as normal CPU utilization is around 30%, making anomalous
data less distinguishable. This effect decreases as the time to reach maximum
CPU utilization increases, as data is less concentrated at maximum CPU utiliza-
tion, resulting in more detectable anomalous data. Therefore, in normal scenarios
where there is high CPU utilization, we can inject low CPU utilization fault with
the help of EDFI’s ability to injectt arbitrary CPU utilization values, so as to
simulate some application logic errors or disk IO timeout faults. If high CPU
utilization faults are inevitably injected, in order to improve the performance
of anomaly detection algorithms, it is necessary to add more features, such as
memory usage, IO utilization, etc.

6 Limitations

Despite its many advantages, EDFI has some limitations. For one thing, EDFI
relies on the symbol table of the target process to set breakpoints for filtering
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SQL statements and selecting fault injection points. For another, EDFI intro-
duces additional overhead to the target process when filtering SQL statements,
but this overhead only affects the target client connection being injected.

7 Conclusion

Reliability research in databases necessitates the use of controllable fault injec-
tion tools for endogenous faults and flexible fault injection tools to generate rich
training data for anomaly detection algorithms. In response to this need, we pro-
pose EDFI, a fine-grained and controllable fault injection framework for endoge-
nous database fault. EDFI can inject extensible endogenous database faults for
specific SQL statements based on GDB. We evaluate the effectiveness of EDFI
by applying several common anomaly detection algorithms and comparing their
performance on the fault scenarios generated by EDFI. Our results also provide
insights to improve anomaly detection algorithms.
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Abstract. In recent years, single image super-resolution (SISR) has
been extensively employed in the realm of underwater machine vision.
However, the unique challenges posed by the underwater environment,
including various types of noise, blurring effects, and insufficient illumina-
tion, have rendered the recovery of detailed information from underwater
images a complex task for most existing methodologies. In this paper, we
address and propose solutions to these challenges inherent in the appli-
cation of super-resolution techniques in underwater machine vision. We
introduce a novel underwater SISR diffusion probability model, termed
as DiffUSR. This marks the first instance of utilizing a diffusion proba-
bility model in the domain of underwater SISR. Our innovative model
enhances the data likelihood by employing a unique variant of varia-
tional constraints. Notably, DiffUSR is capable of providing diverse and
realistic super-resolution (SR) predictions by progressively transforming
Gaussian noise into SR images based on low-resolution (LR) inputs via
a Markov Chain process. This approach represents a significant advance-
ment in the field of underwater image super-resolution.

Keywords: Underwater image super-resolution · Diffusion
probabilistic models · Underwater image dataset · Deep learning

1 Introduction

Autonomous Underwater Vehicles (AUVs), guided by visual navigation, play
a pivotal role in a broad spectrum of critical applications. These applications
range from monitoring marine species and inspecting subsea cables and debris, to
exploring the intricate topography of the seafloor. The significance of these tasks
is profound, as they contribute substantially to our understanding of marine
ecosystems, the upkeep of underwater infrastructure, and the unearthing of new
geological features.

This work was partially supported by the National Key Research and Development
Program of China under Grant No. 2018AAA0100400, the Natural Science Foundation
of Shandong Province under Grants No. ZR2020MF131 and No. ZR2021ZD19, and the
Science and Technology Program of Qingdao under Grant No. 21-1-4-ny-19-nsh.
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
C. Cruz et al. (Eds.): IC 2023, CCIS 2036, pp. 63–74, 2024.
https://doi.org/10.1007/978-981-97-0065-3_5

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-97-0065-3_5&domain=pdf
https://doi.org/10.1007/978-981-97-0065-3_5


64 K. Wang and G. Zhong

Both AUVs and their counterparts, Remotely Operated Vehicles (ROVs),
are extensively employed in these applications. They utilize synthesized images
to model visual attention, a process that informs navigational decisions. This
process is integral to the successful operation of these vehicles, enabling them to
navigate the complex underwater environments with a high degree of precision
and efficiency.

However, despite the deployment of advanced cameras and sophisticated
imaging technologies, the quality of underwater imagery is often severely com-
promised. The unique conditions of the underwater environment, characterized
by poor visibility, absorption, and scattering, pose significant challenges to the
effective execution of these tasks. These factors can distort the captured images,
making it difficult for the AUVs and ROVs to accurately interpret their surround-
ings. Poor visibility underwater is primarily caused by the presence of particulate
matter, such as sediment and plankton, which can obscure the camera’s view.
Absorption refers to the loss of light energy as it travels through water, which
can significantly reduce the clarity and range of underwater images. Scattering,
the redirection of light by the water and particulate matter, can further degrade
image quality by creating a ‘haze’ effect.

The prevailing methods for underwater Single Image Super-Resolution
(SISR) predominantly rely on Convolutional Neural Networks (CNNs) [1,2] and
Generative Adversarial Networks (GANs) [3,4]. However, the application of these
models in the context of underwater imagery presents a unique set of challenges.
Underwater images are subjected to a series of unique distortions. For instance,
scattering induces irregular non-linear distortions, leading to images character-
ized by low contrast and blurriness [5]. As a result, standard SISR models, trained
on a diverse range of images, often fail to generate realistic high-resolution under-
water images.

Another significant challenge in this field is the scarcity of large-scale under-
water datasets. The lack of such datasets hampers the ability to conduct exten-
sive research, as it limits the opportunities to train and evaluate the performance
of SISR models on underwater images. Without sufficient data, it is difficult to
fine-tune these models to handle the unique challenges posed by underwater
imaging.

In light of these challenges, our work aims to make significant contributions
in several key areas. Our work makes contributions in the following aspects:

(a) We propose a novel SISR diffusion probability model (DiffUSR) for under-
water images, designed to operate at scaling factors of 2×, 4×, and 8×. This
model effectively mitigates issues such as excessive smoothing and informa-
tion loss in underwater SISR.

(b) We present RedSea-2K, a comprehensive dataset specifically curated for the
training of underwater image super-resolution models. This dataset provides
960 paired images for training and an additional 100 paris for testing.

(c) Additionally, we substantiate the efficacy of our proposed DiffUSR model
through a series of qualitative and quantitative experiments, juxtaposing
the outcomes with the performance metrics of several cutting-edge models.
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2 Related Work

SISR has been a field of research in computer vision for nearly 20 years [6], but
there are few methods for underwater images. Underwater SISR is crucial for
improving image quality and holds great research value. Compared to the exten-
sive research conducted on enhancing the resolution of natural images, the realm
of SISR techniques for underwater images remains relatively underexplored.

2.1 SISR for Underwater Imagery

The scarcity of large-scale datasets that accurately capture the distinctive dis-
tortion distribution found in underwater images serves as the primary hindrance
to further advancements in this field. Underwater datasets currently available in
the research community primarily concentrate on object detection [7] and image
enhancement [5] tasks. However, these datasets often have limitations in terms of
resolution, typically restricted to 256 × 256 pixels. In addition to the aforemen-
tioned datasets, there are a few available for underwater image super-resolution,
such as USR248 [3] and UFO120 [2]. However, existing training sets have limita-
tions due to their maximum image size of 640 × 480 pixels. This constraint hinders
the accurate extraction and modeling of fine details in underwater images. As a
result, the performance and applicability of both established and innovative SISR
models on underwater images have not been thoroughly examined.

In recent years, there have been some research efforts in the field of under-
water SISR. These endeavors primarily aim to enhance the quality of under-
water images by reconstructing them from low-resolution images that are often
affected by noise and blurriness. [8–10] Despite their commendable performance
in specific applications, there is still significant room for improvement in order
to achieve SOTA results. Therefore, the purpose of this paper is to thoroughly
examine these aspects and explore potential avenues for further advancement.

2.2 Diffusion Probabilistic Models

Diffusion probabilistic models belong to the category of generative models that
utilize a Markov chain for transforming latent variables, assumed to follow simple
distributions (such as Gaussian), into data that follows complex distributions.
In this process, the transformation facilitates the diffusion of variables, enabling
the generation of more intricate data patterns. The prevalent employment of dif-
fusion models in the field largely stems from the groundbreaking 2020 research
paper, DDPM: Denoising Diffusion Probabilistic Models [11]. Contrasting with
GANs, DDPM primarily concentrates on effectively modeling noisy images and
employing a reverse process termed “denoising” to generate the original, unblem-
ished images. Conversely, GANs achieve image fidelity by utilizing discrimina-
tors to optimize the fitting of unaltered images, thus emphasizing a fundamental
divergence between these two methodologies. In the past few years, a number
of studies have emerged that utilize diffusion models in the domain of image
restoration. These investigations encompass diverse applications, including but
not limited to image super-resolution, image denoising, and image deblurring.
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Fig. 1. The training of the Diffusion model can be divided into two parts: forward
diffusion process add noise to the picture and reverse diffusion process remove noise
from pictures.

3 Method

3.1 Diffusion Model

A diffusion model belongs to the category of generative models that utilize
parameterized Markov chains trained through variational inference. This model
operates by progressively generating data x0 from a latent variable xN , transi-
tioning from a simple distribution to a complex distribution over a sequence of
diffusion steps, denoted as n ∈ {1, 2, ..., N}. In this context, N represents the
total number of diffusion steps. By leveraging the power of variational inference
and Markov chains, diffusion models provide an effective framework for generat-
ing data from complex distributions while maintaining tractability through the
use of simpler distributions.

The architecture of a diffusion model, as depicted in Fig. 1, encompasses
two crucial processes: the forward diffusion process and the reverse diffusion
process. In the diffusion process, the model gradually diffuses or spreads infor-
mation throughout the input to generate increasingly coherent representations.
This iterative procedure aids in capturing complex dependencies and refining the
latent structure of the data. Conversely, the reverse process aims to reconstruct
the original input from the diffused representation by iteratively restoring the
finer details and reducing the noise introduced during diffusion. By leveraging
these complementary processes, diffusion models effectively balance information
flow and reconstruction fidelity, enabling robust and high-quality image genera-
tion, denoising, and restoration capabilities.
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Fig. 2. (a) depicts the network architecture of our proposed DiffUSR model. (b) illus-
trates the structure of the Cross Fusion Block (CFB), where continuous noise is intro-
duced by means of an affine transformation of the features. (c) is the structure of
Simplified Channel Attention (SCA).

In the training process, diffusion model define a diffusion process that trans-
forms an input image x0 to Gaussian noise xN ∼ N (0, 1) by N iterations. Each
iteration of the diffusion process can be described as follows:

q (xn | xn−1) = N
(
xn;

√
1 − βnxn−1, βnI

)
, (1)

where xn is the noised image at time-step n, βn is the predefned scale factor, and
N represents the Gaussian distribution. The Eq. (1) can be further simplified as
follows:

q (xn | x0) = N (
xn;

√
ᾱnx0, (1 − ᾱn) I

)
, (2)

where αn = 1 − βn, ᾱn =
∏n

i=0 αi.

In the inference phase (reverse process), the diffusion model initiates by sam-
pling from a Gaussian random noise map xN and then incrementally denoise xT

until it achieves a high-quality output x0:

p (xn−1 | xn,x0) = N (
xn−1;μn (xn,x0) , σ2

nI
)
, (3)

where mean μt (xn,x0) = 1√
αn

(
xn − ε 1−αn√

1−α̃n

)
and variance σ2

t = 1−ᾱn−1
1−ᾱn

βn. ε indicates the noise in xt, which is the only uncertain variable in the
reverse process. The diffusion model employs a denoising network εθ(xn, n) to
estimate ε.
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To facilitate the training of εθ(xn, n), this model requires an input of a clean
image x0, and then randomly selects a time step n and a noise ε ∼ N (0, 1)
to generate noisy images xn according to Eq. (2). Following this, the diffusion
model refines the network parameters, symbolized as θ, of εθ, in accordance with
the approach [11]:

∇θ || ε − εθ

(√
ᾱnx0 + ε

√
1 − ᾱn, n

) ||22. (4)

Table 1. Pseudo-code algorithm process of training and reasoning

Training Inference

1. Input: LR image xL, total diffusion
step N

1. xN ∼ N (0, 1)

2. Initialize: conditional noise predictor εθ 2. for n=N , . . . , 1 do
3. repeat 3. ε ∼ N (0, 1) if n>1, else ε = 0
4. Upsample xL to x0q(x0) 4. xn =

√
ᾱnx0 + ε

√
1 − ᾱn

5. Sample ε ∼ N (0, 1) xn−1 = 1√
αn

(
xn − 1−αn√

1−αn
εθ(xn,

√
αn )

)
+ σnε

6. Take gradient descent step on
∇θ || ε − εθ

(√
ᾱnx0 + ε

√
1 − ᾱn, n

) ||22 .
5. end for
6. return x0

3.2 DiffUSR

The Diffusion Underwater image Super-Resolution (DiffUSR) model that we
propose is depicted in Fig. 2 (a). This model’s architecture is reminiscent of the
U-Net structure, a well-established design known for its effectiveness in various
image processing tasks. The DiffUSR network is composed of three primary com-
ponents: the downsampling layer, the feature fusion layer, and the upsampling
layers. The downsampling layer is responsible for reducing the spatial dimen-
sions of the input image while concurrently increasing the depth of the feature
maps. In each downsampling operation, except for the final step, the number of
channels is doubled, allowing the model to capture more complex and abstract
representations of the input data as it progresses through the network.

The feature fusion layer serves as a bridge between the downsampling and
upsampling layers. It is at this juncture that the model learns to integrate and
interpret the abstracted features extracted during the downsampling process.
The upsampling layers, designed to mirror the structure of the downsampling
layers in a symmetrical pattern, gradually restore the spatial dimensions of the
feature maps. This is achieved while simultaneously reducing the depth of the
feature maps, ultimately producing an output that matches the original input
image’s dimensions.

Drawing inspiration from LatticeNet [12], we introduce a Cross Fusion Block
(CFB) into our model, as illustrated in Fig. 2 (b). The CFB decomposes the
input signal into multi-order representations, allowing for a more nuanced and
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detailed interpretation of the input data. The cross-structured network design
facilitates better integration of information between features, while also reducing
computational complexity.

Furthermore, to enhance the model’s ability to capture and represent noise in
the input data, we introduce continuous noise into the cross-fusion network. This
is achieved through an affine transformation of the features before each feature
cross-fusion. This design choice allows our model to better handle and interpret
noise in the input data, improving the overall quality and clarity of the super-
resolved output. The Low-Resolution (LR) Encoder’s purpose is to extract and
encode the shallow-level information from the low-resolution image xL into xe.
The encoded xe is subsequently incorporated into each reverse step to provide
guidance for generating the corresponding high-resolution space. In this work,
we employ the Residual Channel Attention Block (RCAB) structure proposed
by RCAN [13] as the LR Encoder. This structure utilizes residual groups (RG)
and long skip connections (LSC) to enable the network’s main components to
focus on the more informative elements within the LR features. Specifically, we
intentionally exclude the final convolution layer of the RCAB architecture. This
decision is driven by our primary objective, which is to capture the intrinsic LR
image information rather than solely aiming for specific SR results.

In the interlayer spaces, we adopt the Simplified Channel Attention (SCA)
method proposed by NAFNet [14], as demonstrated in Fig. 2 (c). This attention
mechanism upholds the two fundamental roles of channel attention: the aggrega-
tion of global information and the facilitation of channel information interaction.
The algorithms for training and sampling are succinctly summarized in Table 1.

Fig. 3. A few instances sampled from the RedSea-2K trainset.

4 Experiments

4.1 Implementation Details

Our RedSea-2K dataset provides large-scale 960 pairs images for training 2×,
4×, and 8× underwater SISR models. In order to uncover the spatial distribution
of the distinct distortions commonly found in underwater imagery, our RedSea-
2K dataset comprises meticulously collected underwater images obtained from
oceanic explorations and field experiments. After selecting HR images with a
resolution of 2K at different positions with various visibility conditions, we grad-
ually generate corresponding ×2, ×4, ×8 LR images through Bicubic (BI) [15]
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downsampling operations. Each paired set consists of 960 RGB images for train-
ing purposes, while an additional 100 test images are provided for benchmark
evaluation. A few sample images from the dataset are provided in Fig. 3.

Our experiments were conducted on a server running Ubuntu 20.04, equipped
with an Nvidia RTX 3090 graphics card, which was used for both the training
and testing of the dataset. Throughout the training process, we configured the
batch size to be 16. We employed an initial learning rate of 1e−4 and selected
Adam as the optimizer for training the model using the L1 loss function. Each
dataset was subjected to a training regimen of 100 epochs.

4.2 Experimental Analysis

Table 2 presents the quantitative results derived from the RedSea-2K test set,
evaluated under a variety of scaling factors. As the data in Table 2 clearly demon-
strates, our proposed DiffUSR model outperforms in terms of upscaling factors of
×2, ×4, and ×8 on the RedSea-2K test set. This superior performance suggests
that DiffUSR is not only capable of effectively handling different levels of image
magnification but also demonstrates its robustness and versatility in the field of
underwater image super-resolution. This is a significant finding, as it indicates
that our model can be effectively applied across a range of scenarios, making it
a valuable tool for researchers and practitioners in this field.

In Fig. 4, we provide a visual comparison at a ×4 scale from the RedSea test
dataset. This figure offers a more detailed view of the performance of our model,
allowing for a closer examination of its capabilities. It is evident from the close-
up view that our proposed DiffUSR model excels in terms of high-frequency local
textures. This is a critical aspect of image super-resolution, as it contributes to
the overall quality and clarity of the upscaled images.

Furthermore, our model also outperforms in terms of color richness, clarity,
and contrast consistency. These factors are particularly important in the context
of underwater imaging, where the unique lighting conditions and water properties
can often lead to images that are dull or lacking in contrast. The ability of our
model to enhance these aspects of the images is a testament to its effectiveness
and potential for application in real-world scenarios.

4.3 Ablation Study

In our quest to understand the impacts of the total diffusion step (T ), the noise
predictor channel size (c), and the efficacy of Cross Fusion Block(Crs.), we have
embarked on a series of ablation studies, the results of which are presented in
Table 3. A careful analysis of rows 1, 2, 3, and 4 reveals a positive correlation
between the total diffusion steps and the quality of the synthesized images, with
the latter improving as the former increases.

Further insights can be gleaned from rows 1, 5, and 6, which suggest that
a larger model width, or noise predictor channel size, is conducive to better
performance. However, it’s important to note that an increase in both the total
diffusion steps and model width tends to slow down the inference due to the
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Table 2. Quantitative evaluation under scale factors ×2, ×4, and ×8. We report the
average PSNR [16], SSIM [17], NIQE [18], MA [19], PI [20] on RedSea-2K testset.

Method Scale Params PSNR SSIM NIQE MA PI

Bicubic [15] ×2 – 29.11 0.8132 5.7645 5.5132 5.1235
DSRCNN [21] ×2 368K 30.65 0.8791 5.8643 6.2837 4.9209
SRResNet [22] ×2 1,491K 30.88 0.8878 5.7386 6.3327 4.7394
SRDRM-GAN [3] ×2 617K 29.73 0.8495 5.5374 6.5092 4.5323
IMDN [23] ×2 694K 31.47 0.8934 5.6923 6.6162 4.5873
SRFlow [24] ×2 694K 33.05 0.9094 5.2243 6.7302 4.5437
ELAN [25] ×2 536K 32.84 0.9132 5.2746 6.7073 4.5124
ESRT [26] ×2 770K 33.37 0.9128 5.2621 6.7239 4.6382
DiffUSR ×2 576K 33.56 0.9134 5.2039 6.7273 4.5269
Bicubic [15] ×4 – 27.85 0.7283 8.7429 3.6203 7.5323
DSRCNN [21] ×4 368K 28.25 0.7623 8.5284 4.4129 7.0938
SRResNet [22] ×4 1,491K 29.07 0.7903 8.3295 4.4591 6.8247
SRDRM-GAN [3] ×4 617K 29.25 0.7862 8.1923 4.6092 6.6328
IMDN [23] ×4 694K 29.36 0.7989 8.2093 4.6823 6.209
SRFlow [24] ×4 694K 29.81 0.8106 8.0293 4.7059 6.4382
ELAN [25] ×4 536K 29.51 0.8035 7.9391 4.8039 6.5394
ESRT [26] ×4 770K 30.15 0.7985 8.1029 4.7736 6.4382
DiffUSR ×4 576K 30.64 0.8119 8.0232 4.7329 6.3794
Bicubic [15] ×8 – 24.24 0.6382 9.8926 2.3722 8.3924
DSRCNN [21] ×8 368K 25.98 0.6873 9.5101 2.5811 8.3533
SRResNet [22] ×8 1,491K 26.43 0.691 9.5162 2.6725 8.3072
SRDRM-GAN [3] ×8 617K 25.79 0.5724 9.3828 2.8082 8.142
IMDN [23] ×8 694K 25.97 0.6965 9.3683 2.9081 8.2052
SRFlow [24] ×8 694K 27.13 0.7163 9.4091 3.0536 7.8505
ELAN [25] ×8 536K 27.35 0.7231 9.3924 3.1293 7.8293
ESRT [26] ×8 770K 27.03 0.7175 9.2127 3.2646 7.7893
DiffUSR ×8 576K 27.31 0.7233 9.2044 3.2928 7.7222

heightened computational demands. As a result, after a careful consideration of
the trade-offs, we have settled on T = 100 and c = 64 as the optimal parameters
for our model.

A comparison of rows 1 and 7 provides compelling evidence of the effective-
ness of the Cross Fusion Block. The data clearly shows that the implementation
of the Cross Fusion Block not only significantly boosts the quality of the images
but also accelerates the training process, thereby underscoring the value of the
Cross Fusion Block in enhancing both the quality of the output and the efficiency
of the model training.
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Fig. 4. A comparative analysis of the reconstructed high-resolution images of RedSea-
2K test-set is conducted, utilizing various methodologies with a scale factor of ×4.

Table 3. Ablations of DiffUSR for SR (8×) on RedSea-2K. T, c and Crs. denote the
total diffusion step, channel size of the noise predictor, and the Cross Fusion Block.

T c Crs. ↑PSNR ↑SSIM ↑NIQE ↑LR-PSNR ↓Steps

100 64 ✓ 27.31 0.7233 9.2044 53.56 300k
25 64 ✓ 27.05 0.7024 9.1136 52.27 300k
200 64 ✓ 27.12 0.7055 9.1472 52.42 300k
1000 64 ✓ 27.16 0.7162 9.152 52.49 300k
100 32 ✓ 27.08 0.7129 9.1278 52.31 300k
100 128 ✓ 27.36 0.7242 9.2073 53.61 300k
100 64 ✗ 26.24 0.7012 9.1463 52.05 600k

5 Conclusion

In this paper, we propose a novel underwater SISR diffusion probability model
(DiffUSR), designed to operate at scaling factors of 2×, 4×, and 8×. This model
is capable of providing diverse and realistic SR predictions by progressively
transforming Gaussian noise into SR images based on LR inputs, utilizing a
Markov Chain process. This approach represents a significant advancement in
the field of underwater image super-resolution, offering a promising solution to
the challenges of image enhancement in underwater environments. Additionally,
we present a comprehensive underwater image dataset, termed RedSea-2K. This
dataset is specifically curated to facilitate the supervised training of underwater
SISR models, thereby providing a robust platform for further research and devel-
opment in this domain. In the future, we aspire to augment the performance of
this model in the context of 8× SISR, and further enhance its computational
efficiency to cater to diverse types of underwater visual domains.
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Abstract. In order to address the problem of poor recognition perfor-
mance from single signal features in ship identification and to enhance
the accuracy of Convolutional Neural Networks (CNNs) in underwater
acoustic target recognition, this paper proposes a method of joint fea-
ture extraction for ship target identification, combining energy features
extracted from wavelet decomposition and frequency domain features
extracted from Mel filters. Subsequently, two types of CNNs are con-
structed to train the joint features, evaluating the recognition perfor-
mance of the joint features for ship targets. Through result analysis, it is
found that the joint features can effectively identify ship targets. When
compared to the recognition performance of the single Mel frequency
domain features, the recognition accuracy of the joint features is signifi-
cantly higher, providing a useful reference for underwater acoustic target
recognition.

Keywords: Radiated Noise · Feature Extraction · Wavelet Energy
Features · Mel Spectrum Features · Convolutional Neural Networks

1 Introduction

The recognition of ship-radiated noise is a hot research topic in the field of under-
water acoustics engineering, which carries significant implications for national
naval defense construction, ship navigation safety monitoring, and maritime traf-
fic control.

The radiated noise from ship targets primarily results from the mechanical
movement of the vessel, the rotation of the propellers, and cavitation effects.
Therefore, the radiated noise from a ship contains abundant target information.
The features extracted from the processing of ship-radiated noise serve as an
important reference for ship target identification.

The main steps involved in identifying ship targets using radiated noise
include filtering, feature extraction, and target recognition. Filtering primar-
ily involves removing ocean environmental noise to improve the signal-to-noise
ratio of ship noise. Literature [1] combines wavelet analysis with minimum mean
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
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adaptive filtering technology to enhance the signal-to-noise ratio of ship-radiated
noise. Literature [2] applies the idea of norm regularization to the least squares
algorithm, proposing norm regularization sparse least squares algorithm. Feature
extraction technology uses signal processing methods to extract feature vectors
from radiated noise for target recognition. Currently, the main methods for ana-
lyzing underwater acoustic signals include wavelet analysis, spectrum analysis,
and non-linear theoretical analysis. Literature [3] extracts the envelope spectrum
of ship-radiated noise signals through the characteristics of Morlet wavelets. It
utilizes the modulation information components in the spectral features, using
1(1/2) spectral analysis to obtain the relevant features of the ship propeller’s
shaft frequency. Literature [4] applies wavelet transformation to process ship
signals, extracting the coefficients of the signal and noise in the wavelet transfor-
mation domain. Literature [5] extracts the wavelet packet energy features of the
signal and combines them with Mel cepstrum coefficients to form joint features
for classification. Literature [6] extracts the wavelet packet energy of the signal
and uses principal component analysis to reduce the dimensionality of the sig-
nal, thus reducing the dimension of the feature signal. Literature [7] extracts the
Mel cepstrum coefficient features and spectral density features of cyclostationary
analysis from ship-radiated noise. It integrates these features at the feature and
decision levels, and the recognition results show that the fusion algorithm at the
decision level can significantly improve the target recognition rate. Literature [8]
studies the application of chaos theory in underwater acoustic signals and ana-
lyzes the maximum Lyapunov exponent of ship-radiated noise. When this index
is finite and positive, ship-radiated noise shows significant chaotic characteris-
tics, which indicates that the ship-radiated noise signal has obvious nonlinear
characteristics.

Traditional ship target recognition techniques primarily rely on sonar sol-
diers and other technical professionals for manual identification [9]. With the
development and progress of computers, recognition techniques based on statis-
tical features and machine learning recognition techniques based on neural net-
works have emerged. Literature [10] analyzes and extracts the modulation noise
envelope detection spectrum of ship-radiated noise, and optimizes the method
of support vector machine using the distribution of neighboring samples. The
recognition results show that this method is suitable for recognizing the modu-
lation noise envelope detection spectrum of ship-radiated noise. Literature [11]
extracts the Mel cepstrum coefficients of radiated noise and builds a Long Short-
Term Memory (LSTM) network, which identifies the Mel cepstrum coefficients
of target radiated noise through this neural network. Literature [12] proposes a
target recognition network that combines a one-dimensional convolutional neu-
ral network and an LSTM network. The recognition accuracy is improved by
cascading the two networks.

This paper uses wavelet analysis technology and Mel spectrum analysis tech-
nology, constructs a target recognizer using Convolutional Neural Networks
(CNN), and proposes a research method for ship-radiated noise recognition that
combines wavelet energy features and Mel time-frequency features.
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The main research contents of this paper are as follows:

(1) Wavelet Energy Feature Extraction. The radiated noise signal of the ship
is decomposed using wavelet decomposition, and the signals of different fre-
quency bands are reconstructed. The energy of the reconstructed signal is
calculated and normalized to obtain the energy features of the signal in
different frequency bands.

(2) Mel Spectrum Feature Extraction. Perform a Short-Time Fourier Transform
(STFT) on the ship signal to obtain signal frequency domain information,
convert the frequency domain information to the Mel frequency domain,
extract the Mel frequency domain features of the ship-radiated noise signal,
and plot the Mel spectrum feature of the signal.

(3) Deep Learning-based Target Recognition. Based on the energy features of
the signal and the Mel spectrum features, a joint feature model of the feature
layer is constructed by combining the above two types of ship signal feature
vectors. The Convolutional Neural Network (CNN) in deep learning is used
for ship recognition. The method is validated using real measurement data
of radiated noise from seven kinds of ships.

2 Theoretical Work

2.1 Wavelet Transform

The radiated noise from ships is a form of non-stationary signal, which rarely
has a fixed time interval. Traditional Fourier Transform struggles to effectively
process this signal, as it can only capture the frequency domain information of
the signal. Consequently, it finds it challenging to depict the most essential time-
frequency local characteristics of non-stationary signals. The wavelet transform,
on the other hand, possesses superior non-stationary signal analysis capabilities.
This has led to its extensive application in the field of feature extraction from
ship-radiated noise [13–15].

The wavelet transform is based on a wavelet basis function. Let’s define the
wavelet basis function as Ψ(t), we have:

Ψa,b(t) =
1√
a
Ψ(

t − b

a
) (1)

In the formula, both a and b are constants, and a > 0. These are obtained by
the translation and scaling transformations of the base function. If a and b keep
changing, a set of functions Ψa,b(t) can be obtained. Given a square-integrable
signal x(t), where x(t) ∈ L2(R), let the wavelet transform of x(t) be:

WTx
(a, b) =

1√
a

∫
x(t)Ψ∗

(
t − b

a

)
dt

=
∫

x(t)Ψa,b
∗(t)dt

= 〈x(t), Ψa,b(t)〉

(2)
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In this formula, a, b, and t are all continuous variables. The formula is referred
to as the continuous wavelet transform. The wavelet transform of the signal
function x(t) is a function of a and b. Here, a is called the scale factor, b is the
time-shift factor, Ψ(t) is the basic wavelet, and WTx(a, b) is the wavelet basis
function. This function WTx(a, b) is a set of functions obtained from the basic
wavelet through a sequence of translation and scaling transformations. To ensure
that the energy of the wavelet transform of x(t) remains the same for different
values of a, the following condition needs to be met:

∫
|Ψa,b(t)|2dt =

1
a

∫
|Ψ(

t − b

a
)|2dt (3)

The process mentioned above is referred to as the continuous wavelet trans-
form of signal x(t) in the time domain. For the discretization of the wavelet
transform, the scale factor a is usually discretized according to a power series,
i.e., a = aj

0. Under the same scale, the shift factor b is discretized uniformly,
i.e., b = kb0, where a0, b0 are real numbers greater than 0, and j, k are integers.
The introduction of scale and shift discretization transforms the wavelet basis
function and the wavelet transform as follows:

Ψaj
0,kb0

= a
j
2
0 Ψ(a−j

0 t − kb0) (4)

WTx(a
j
0, kb0) = a

j
2
0

∫
x(t)Ψ∗(a−j

0 t − kb0)dt (5)

The method of wavelet energy feature extraction in this article is developed
based on the above wavelet analysis principles. The radiated noise signal of
the ship is decomposed by wavelet, and the corresponding wavelet features are
extracted.

2.2 Mel Spectrum Features

The human ear has different auditory sensitivities to sound waves of different
frequencies. The Mel frequency is closely related to the auditory characteris-
tics of the human ear. The analysis method of Mel Frequency Cepstral Coef-
ficients (MFCC), which is formed by combining Mel frequency with cepstral
analysis, plays an important role in the field of underwater acoustic signals [16–
18]. Figure 1 shows the relationship between Mel frequency and signal frequency.
The transformation relationship between Mel frequency and signal frequency is
as follows:

m = 2595 log(1 +
f

700
) = 1127 ln(1 +

f

700
) (6)

The transformation from frequency to Mel frequency can be achieved through
a set of triangular filters. Define a filter group with M filters, where the center
frequency is f(m), m = 1, 2, ..., M. The intervals between each f(m) decrease as
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Fig. 1. The relationship between Mel frequency and signal frequency

the value of m decreases and widen as the value of m increases. The frequency
response of the triangular filter is defined as:

Hm(k) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

0, k < f(m − 1)
2(k − f(m − 1))

(f(m + 1) − f(m − 1))(f(m) − f(m − 1))
, f(m − 1) ≤ k ≤ f(m)

2(f(m + 1) − k)
(f(m + 1) − f(m − 1))(f(m + 1) − f(m))

, f(m) ≤ k ≤ f(m + 1)

0, k > f(m + 1)
(7)

In the equation,
M−1∑
m=0

Hm(k) = 1.

The steps of extracting Mel spectrum features are shown in Fig. 2 and can
be divided into four steps:

(1) Signal pre-emphasis. The original signal is pre-emphasized to enhance the
proportion of the high-frequency part of the signal while keeping the low-
frequency part of the signal unchanged. Pre-emphasis generally uses a first-
order high-pass filter to process the signal.

(2) Signal framing and windowing. Signal framing is to divide the continuous
signal into several short-term signal blocks, each block is called a frame, for
local analysis and processing, reducing the amount of computation. Signal
windowing is based on signal framing, applying windowing processing to
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each frame of signal, to eliminate abrupt changes at the signal boundaries
and can also reduce errors.

(3) Short-time Fourier transform. Perform a short-time Fourier transform on the
framed and windowed signal to obtain the frequency domain information of
the signal.

(4) Mel filtering. Use a set of Mel filters to perform Mel filtering on the frequency
domain signal to obtain the Mel features of the signal.

Fig. 2. The extraction process of Mel Frequency Cepstral Coefficients (MFCC)

2.3 Convolutional Neural Networks

Convolutional Neural Networks (CNN) are a type of feed-forward neural net-
work, initially applied in the field of image recognition. With the development
of this neural network, it has also started to be used in fields such as speech
recognition and natural language recognition [19,20]. Using CNN can effectively
solve the problem of slow training efficiency with large data. Generally speaking,
convolutional neural networks are composed of one or more convolutional layers
and top fully connected layers, and also include pooling layers corresponding to
the convolutional layers. Taking a two-dimensional convolutional neural network
as an example, Fig. 3 shows the general structure of this neural network. The
convolutional layer is the core of the convolutional neural network. The idea is
to achieve data dimension reduction and compression by convolving the input
data with the convolutional kernel. CNN obtains different feature matrices of the
data after multiple convolutional layers and pooling layers, and finally obtains
an output feature matrix through the fully connected layer. This feature matrix
contains different feature information of the input signal and is an important
reference for signal recognition.
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Fig. 3. General Structure of Convolutional Neural Networks

The convolutional layer is the core of the convolutional neural network, and
convolution is the core content of the convolutional layer. Although the data
volume can be reduced through the convolutional layer, the data volume after
convolution is still very large for a general computer, which can easily lead to
overfitting. Therefore, it is necessary to perform a downsampling on the data
after convolution to reduce the training parameters. This process is achieved
through the pooling layer. A convolutional layer and a pooling layer together
form the basic structure of the convolutional neural network. The specific work-
flow of the convolutional layer and the pooling layer is shown in Fig. 4.

Fig. 4. Workflow of Convolutional and Pooling Layers

Figure 4 defines a 4 × 4 convolutional kernel. It performs convolution oper-
ations with the corresponding content of the input data to obtain the matrix
after convolution. This is the basic content of the convolutional layer. Then, the
pooling layer is used to reduce the data dimension. The dimension of the pool-
ing layer needs to be smaller than that of the convolutional layer. The pooling
layer generally has three methods: maximum pooling, mean pooling, and global
maximum pooling.

After several convolutional layers and pooling layers, the fully connected
layer forms the reduced-dimensional data features into a feature vector of the
convolutional neural network. The target is classified through this feature vector.
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3 Experiments

3.1 Dataset Introduction

The ship-radiated noise dataset used in this article comes from the ShipsEar
database. This database is specifically designed to collect ship-radiated noise.
The database contains twelve kinds of radiated noise signals, including radiated
noise from 11 different ship types and 1 group of ocean environment background
noise, totaling 90 groups of radiated noise data. The files are stored in .wav audio
format. Table 1 summarizes the data file types in this database, and Fig. 5 shows
the signal characteristics of a certain ship in this database.

Table 1. ShipsEar database data

Ship type Number of data Duration/s

Dredger 5 262

Fishboat 4 510

Motorboat 13 1008

Mussel boat 5 726

Natural ambient noise 12 1134

Ocean liner 7 938

Passenger ship 30 4256

Pilot ship 2 138

RORO 5 1512

Sailboat 4 404

Trawler 1 162

Tugboat 2 206

In Total 90 11256

Fig. 5. Radiated noise from ShipsEar database
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3.2 Joint Feature Extraction

The dataset consists of actual measured data. During the signal collection pro-
cess, interference from background noise is present, and some data have issues
with high noise levels and blank signals. Therefore, before extracting features
from the signals, it is necessary to manually remove the blank segment signals
and eliminate some signals where the background noise is too intense. Due to
the insufficient amount of data collected for certain types of ships, this study
discarded the data for Dredger, Pilot ship, Sailboat, Trawler, and Tugboat types.
Only the data for Fish boat, Motorboat, Mussel boat, Natural ambient noise,
Ocean liner, Passenger, and RORO were retained and processed.

In order to expand the training set, this study segmented the original data
into 2-second clips, resulting in a total of 4400 data groups. Each group of data
underwent corresponding feature extraction to derive the relevant feature vec-
tors. For the segmented data, two types of features were extracted.

Wavelet Energy Feature Extraction. In this study, the db4 wavelet is used
as a basis function to carry out a five-level wavelet decomposition on the data.
The decomposition results are shown in Fig. 6. The db4 wavelet is chosen as the
basis function because it has four vanishing moments, allowing it to perfectly
reconstruct any cubic polynomial. Meanwhile, the five-level wavelet decomposi-
tion provides a good balance between time and frequency resolution.

Fig. 6. Schematic Diagram of Wavelet Decomposition
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Signals of different decomposition levels are reconstructed in turn to obtain
two components of different levels, approximation and detail, denoted as Cn,a

and Cn,d respectively. Here, n represents the number of levels of wavelet decom-
position, and a and d respectively represent the approximation and detail com-
ponents. The energy of each layer’s approximation and detail components is
calculated as follows:

En,c =
N∑
i=1

|xni|2 (8)

In the formula, n represents the number of levels of wavelet decomposition,
c stands for the approximation and detail components at that level, and i repre-
sents the N discrete points of that component, with xni denoting the amplitude
of the discrete points of the reconstructed signal.

Finally, the energies of the approximation and detail components are nor-
malized as follows:

Ea = [E1a, E2a, E3a, E4a, E5a]/Esum,a (9)

In the formula, Esum,a represents the total energy of the approximation com-
ponents. Similarly, the normalized feature matrix Ed for the energy of the detail
components can be obtained. Finally, the feature matrices of the approximation
and detail components are combined to obtain the final wavelet energy feature
matrix E = [Ea, Ed] for the signal.

Mel Spectrogram. In this study, a Hamming window of length 512 is used to
window the signal, with a window overlap of 256 and a discrete Fourier transform
length of 1024. The signal is filtered using 64 Mel bandpass filters.

3.3 Convolutional Neural Network Structure

This study combines the wavelet energy features and Mel spectrogram features
of signals and designs two convolutional neural network structures. One uses
the AlexNet model, the structure of which is shown in Fig. 7. It is an eight-
layer network structure. If the pooling layers and Local Response Normalization
layers (LRN) are not counted, the model consists of five convolutional layers and
three fully connected layers. The model uses the ReLU activation function and
Dropout as a regularization term to prevent overfitting, enhancing the model’s
robustness and learning efficiency.
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Fig. 7. AlexNet Model

The other convolutional neural network used in this study is a network struc-
ture composed of four convolutional layers and pooling layers. The convolutional
kernel is set as 3 × 3, the stride is set as 1, the pooling layer is defined as max
pooling, the pooling window is designed as 2× 2, and the stride is set as 2. The
structure of the model is shown in Fig. 8. The specific parameters of the network
are shown in Table 2.

Fig. 8. 4-layer Convolutional Network Structure

Table 2. Network training parameter

Parameter name Parameter settings

loss categorical_crossentropy
optimizer SGD
epochs 40
metrics accuracy
batch_size Auto

4 Results

Based on the dataset described in Sect. 3, we fuse the two feature vectors of all
audio segments, randomly divide the neural network’s training set and test set,
and respectively carry out the training and testing of the network. In this study,
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we allocate 90% of the data for model training and 10% of the data for model
testing.

We set the number of iterations to 40, with each iteration automatically
calculating the input size for training, and the number of training times also
automatically determined by the computer hardware. We use both the single
Mel spectrum feature of the signal and the combined feature as input, and train
the data with two types of convolutional neural networks. The accuracy of the
training and test sets is shown in Table 3.

Table 3. Accuracy of the Training and Test Sets

Input AlexNet (Train Set/Test Set) 4-layers CNN (Train Set/Test Set)

Mel Spectral Features 90.13%/84.79% 95.95%/7.22%

Joint Features 91.87%/86.17% 96.31%/14.06%

Figure 9 shows the change in accuracy of the training set with the number
of iterations, while Fig. 10 shows the change in accuracy of the test set with the
number of iterations. Figure 11 exhibits the change in the loss function of the
training set with the number of iterations, and Fig. 12 displays the change in the
loss function of the test set with the number of iterations.

Fig. 9. Changes in the Accuracy of the Training Set with the Number of Iterations
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Fig. 10. Changes in the Accuracy of the Test Set with the Number of Iterations

Fig. 11. Changes in the Loss Function of the Training Set with the Number of Iterations
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Fig. 12. Changes in the Loss Function of the Test Set with the Number of Iterations

In the AlexNet model, the joint features achieved an accuracy of 91.87%
on the training set and 86.17% on the test set. In the 4-layer model, the joint
features reached an accuracy of 96.31% on the training set and 14.06% on the
test set. Compared with the accuracy and loss function results when using single
Mel spectrogram features as input, the joint features showed better classification
performance on the dataset. Furthermore, the recognition accuracy of the joint
features was significantly higher than that of single feature scenarios when there
were a limited number of training samples.

Upon comparing the recognition rate performances of two different convolu-
tional neural networks, it can be observed that although the 4-layer model has
a higher recognition rate than the AlexNet model on the training set samples,
its recognition accuracy is significantly lower than that of the AlexNet model
on the test set (under conditions with fewer samples). Despite the 4-layer model
demonstrating better performance in reducing training loss than the AlexNet
model, the AlexNet model surpasses it in terms of classification prediction accu-
racy. This could also suggest that the 4-layer model may be overly complex,
leading to overfitting on the training data and a lack of generalization ability
on the test data. Given the aforementioned factors, the AlexNet model holds a
more pronounced advantage in the recognition of ship targets.

In summary, it can be seen that the joint features have a certain optimizing
effect on the recognition accuracy of ship targets. In situations with a low number
of samples, the fusion of features combined with the AlexNet network can achieve
better recognition performance.
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5 Conclusion

To train a ship target recognition network with higher recognition accuracy and
to overcome the shortcomings of poor recognition accuracy with single type
feature vector inputs, this study combines the wavelet transform domain and
Mel frequency domain features of ship-radiated noise. We have constructed a
target feature extraction method that combines wavelet energy features and Mel
spectrogram features at the feature level, and used two convolutional neural
networks to recognize the combined features.

Through experimental validation on the ShipEar dataset, the convolutional
neural network recognition method proposed in this study, which combines
wavelet energy features and Mel spectrogram features, outperforms the neu-
ral network that uses a single feature vector input. Furthermore, the recognition
performance of the AlexNet network is superior to that of the 4-layer convolu-
tional neural network. The approach of training neural networks through differ-
ent feature fusion methods also provides a new research direction for underwater
acoustic target recognition.

The advantage of using ship-radiated noise for recognition is that data collec-
tion is highly covert, making it particularly suitable for the field of underwater
acoustic countermeasures. Since the underwater acoustic channel is a very com-
plex type of channel, it contains a large amount of background noise and is
affected by reverberation. Therefore, the target radiation noise that is collected
often contains significant interference, which affects the accuracy of the signal
neural network training to a large extent.

The shortcomings of this study lie in the fact that the training data used had
a large amount of background noise. After excluding data with a low signal-to-
noise ratio, the remaining data was relatively scarce. In addition, the training set
used in this study was relatively uniform, making it difficult to verify the recog-
nition performance of this method in actual marine environments. Finally, while
the wavelet transform can display the local characteristics of the signal, it only
decomposes the low-frequency coefficient part and cannot further decompose the
high-frequency components.
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Abstract. Artificial Intelligence (AI) significantly improves time series
forecasting in the financial market, yet it is challenging to establish reli-
able real-world finance applications due to a lack of transparency and
explainability. This paper prototypes an explainable CNN-LSTM model
that combines the advantages of CNN and LSTM (Long and Short Term)
to train and forecast the price of Bitcoin using a group of 11 determi-
nants. By avoiding information loss and information superposition, it
combines long-term context information and short-term feature informa-
tion to obtain comprehensive and accurate feature representation. Exper-
iments show that CNN-LSTM generally has higher accuracy than a single
LSTM network when processing and predicting Bitcoin sequence data,
as measured by a mean absolute percentage error (MAPE) of 2.39% and
an accuracy of 89.54%. Additionally, the CNN-LSTM model explains
that trading volume and prices (Low, High, Open) contribute to the
price dynamics, while oil and Dow Jones Index (DJI) influence the price
behavior at a low level. We argue that understanding these underlying
explanatory determinants may increase the reliability of AI’s prediction
in the cryptocurrency and general finance market.

Keywords: Bitcoin · Determinants · Price Forecast · Explainable AI ·
Accuracy

1 Introduction

In recent years, the remarkable expansion of the cryptocurrency market, led by
Bitcoin, has attracted the interest of investors, analysts, and researchers. The
inherent volatility in Bitcoin prices poses a unique challenge for forecasting,
which has led to the exploration of advanced machine-learning techniques [1].
This study focuses on developing and applying an explainable CNN-LSTM model
for forecasting Bitcoin prices, in line with the changing landscape of predictive
analytics in the cryptocurrency field.

The application of deep learning techniques, such as Convolutional Neural
Networks (CNNs) and Long Short-Term Memory networks (LSTMs) [2], has
gained prominence in time series forecasting because of their ability to capture
complex patterns within nonlinear and dynamic data.
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
C. Cruz et al. (Eds.): IC 2023, CCIS 2036, pp. 93–101, 2024.
https://doi.org/10.1007/978-981-97-0065-3_7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-97-0065-3_7&domain=pdf
https://doi.org/10.1007/978-981-97-0065-3_7


94 S. Chen et al.

Furthermore, the significance of interpretability in machine learning mod-
els cannot be overstated, particularly in the realm of financial forecasting. The
SHAP (Shapley Additive Explanations) algorithm has emerged as a powerful
tool for providing transparent insights into the decision-making processes of
complex models [3]. Through SHAP, our goal is to elucidate the contributing
factors behind the predictions of our CNN-LSTM model, in order to foster a
deeper understanding of the dynamics that drive Bitcoin price movements.

As we navigate this evolving landscape, this research not only contributes to
the expanding knowledge in cryptocurrency forecasting but also aims to address
the requirement for transparency and interpretability in predictive models. In
the subsequent sections, we will elaborate on our methodology, data selection,
and model architecture, providing a comprehensive overview of our approach
and its implications in the context of recent advancements in the field. Through
this exploration, we aim to provide valuable insights for market participants
and researchers who are looking to navigate the complexities of Bitcoin price
prediction.

2 Methodology

2.1 Convolution Neural Network (CNN)

Convolutional neural networks are an important branch of deep learning neural
networks. It was first proposed by Yann LeCun [4] and others in the late 1980 s
and early 1990 s. CNN is primarily inspired by biological visual systems, and its
design is influenced by the mechanism of feature extraction in the visual cor-
tex neurons. With the advancement of computing power and the availability of
vast datasets, Convolutional Neural Networks (CNN) have achieved significant
progress in computer vision tasks, including image recognition, object detec-
tion, and image generation [5]. As a result, CNN has emerged as a fundamental
technology in the field of deep learning [6].

The convolutional neural network can be considered as a feature extractor
with outstanding performance and a high level of automation. Its basic structure
consists of two layers, one of which is the feature extraction layer. The input of
each neuron is connected to the local receptive field of the previous layer, and
the local features are extracted. Once the local feature is extracted, its posi-
tional relationship with other features is also determined. The second layer is
the feature mapping layer. Each computing layer of the network is composed of
multiple feature maps, and each feature map represents a plane. All neurons on
the plane have equal weights. The feature mapping structure utilizes a sigmoid
function as the activation function of the convolutional network, resulting in a
small impact on the function kernel and making the feature map shift invariant.
In addition, since neurons on a mapping surface share weights, the number of
free parameters in the network is reduced. Each convolutional layer in the con-
volutional neural network is followed by a pooling layer for local averaging and
feature extraction. This unique two-stage feature extraction structure reduces
the feature resolution.
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Traditional time series prediction methods often struggle with handling non-
linear and non-stationary time series data. However, CNN, as a powerful deep
learning technology, possesses excellent feature extraction capabilities. By utiliz-
ing the sliding window convolution kernel, CNNs can automatically learn local
features in time series data. They can also gradually extract more abstract and
advanced features between multiple convolutional layers, making them ideal for
handling time series prediction tasks.

2.2 Long Short-Term Memory (LSTM)

LSTM (Long Short-Term Memory) is a special type of recurrent neural net-
work (RNN) model [7] that addresses the issues of gradient explosion and gra-
dient disappearance in long sequence training [8]. Compared to the traditional
RNN model, LSTM incorporates memory units in the hidden layer and regulates
the input and output of historical information through a gating structure. This
allows for better control of memory information in time series data.

Fig. 1. LSTM network structure diagram.

As shown in Fig. 1, the network structure of LSTM consists of three gating
units, namely the input gate (It), the forgetting gate (Ft), and the output gate
(Ot). The calculation formula is as follows:

It = σ (XtWxi + Ht−1Whi + bi) (1)

Ft = σ (XtWxf + Ht−1Whg + bf ) (2)

Ot = σ (XtWxo + Ht−1Who + bo) (3)

where: σ is the sigmoid activation function; Wxi is the weight matrix from the
input x to the input gate; Xt is the input at time t;Whi is the weight matrix
from the hidden layer state to the input gate; bi is the linear offset of the input
gate; Wxi is the weight matrix from the input x to the input gate.
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The memory unit state value Ct at time t consists of two parts, namely the
memory unit state value Ct−1 at the previous moment and the input gate input
information to be updated ˜Ct. These two parts are controlled by the input gate
and the forget gate respectively, thereby obtaining the current memory. The
calculation formulas of unit state Ct are:

˜Ct = tanh (XtWxc + Ht−1Whc + bc) (4)

Ct = Ft � Ct−1 + It � ˜Ct (5)

2.3 Shapley Additive Explanations (SHAP)

SHAP (Shapley Additive Explanations) is an explanatory method for explaining
the prediction results of machine learning models. It was proposed by Lundberg
and Lee in 2017 [9] to offer global and local explanations for black-box models,
such as deep learning models. The SHAP method is based on the Shapley value
in cooperative game theory. It sorts the value of each “player” in all possible
“cooperations” according to their respective contributions to the total expen-
diture and obtains income based on this, ensuring consistency between income
and contributions. This method of computing ensures that the interaction effects
between features are properly considered [10].

SHAP is a model explanation tool based on Shapley values. It aims to use
algorithms to explain the underlying model, enabling people to understand its
working method and the basis for the decision-making process. Shapley’s value
is the core of SHAP. The principle is derived from “cooperative game theory,”
similar to the concept of “more work, more gain.” It calculates the value of
each “player” in all possible situations based on their contribution to the total
expenditure. The values of “cooperation” are sorted, and the benefits are obtained
in a way that aligns with the contributions made.

In machine learning, the term “player” refers to the characteristics of the sam-
ple, “total expenditure” represents the predicted value obtained by the sample
after the model operation, and “profit” is the difference between the predicted
value of this sample and the mean predicted value of all samples. By calculating
the Shapley value of each feature, you can understand its contribution to the
prediction results in the model’s decision-making process. This allows you to
learn the basis for the model’s predictions.

Due to the nature of post hoc explanation, the explanation process of SHAP
is independent of the model, allowing it to run concurrently with the prediction
model. Therefore, most machine learning models can use SHAP for explanatory
analysis. SHAP explains the model’s prediction results for the sample by cal-
culating the contribution of each feature in the sample. The Shapely value is
represented as a linear model with feature attribution additivity, which converts
the model’s prediction value into the sum of the coefficient values of each feature
[11]. It not only clarifies the importance of each feature but also explains the
direction of influence that each feature has on model decision-making. There-
fore, SHAP can not only be used as an interpretation tool for machine learning
models but also as an effective feature selection method [12].
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3 Experiment

The model training data is obtained from the investment data platform. The
dataset includes a total of 11 attributes, such as market data, mainstream cur-
rency data, and macroeconomic indicators, from 2015 to 2020 as the research
objects. Among them, the market data includes the opening price, highest price,
lowest price, closing price, and trading volume of BTC. The mainstream currency
data includes the closing price of XRP and LTC. The macroeconomic indicators
include crude oil price, gold price, and Dow Jones Index. As there are missing
values in the data set, the mean value is used to fill them. 90% of the data in
the dataset is used to train the model, while the remaining 10% is used to test
the model’s prediction ability (Fig. 2).

Fig. 2. Bitcoin Price Dataset.

Fig. 3. CNN-LSTM Bitcoin prediction model.

The prediction network structure model mainly includes an input layer, a
hidden layer, and an output layer. The input layer contains the relevant data
from the training set R. As shown in Fig. 3, the hidden layer mainly consists of
one layer of the CNN network, two layers of the LSTM network, and a Dense
layer. To enhance the network’s robustness and nonlinear prediction ability, a
Dropout layer is included in the network model design. The output layer pri-
marily generates the prediction results for the closing price of Bitcoin. It utilizes
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the Shap method to analyze the interpretability of the prediction model, thereby
enhancing the model’s ability to forecast Bitcoin prices.

As shown in Fig. 4, the trained CNN-LSTM network model is utilized to
conduct research on bitcoin price prediction, using 11 determinants related to
bitcoin prices. The MAPE value is 3.65% and the accuracy is 72.54%. It can
be seen from the figure that the CNN-LSTM network model accurately predicts
the overall bitcoin price, which aligns well with the actual price. But there is
a problem. The prediction error in the second half of the test set is relatively
large, which may be attributed to the overall market growth. The model fails to
adjust to fluctuations in the Bitcoin market.

Fig. 4. Predict bitcoin price using 11 determinants, MAPE value is 3.65%, Accuracy
is 72.54% (Tolerance=5%).

Fig. 5. The Shap model explains the prediction results.

For the model mentioned above, we utilized the SHAP method to perform a
comprehensive interpretability analysis of the prediction data. The final calcula-
tion results of the analysis are shown in Fig. 5. The Bitcoin transaction volume
has a significant impact on predicting Bitcoin’s closing price, and there is a pos-
itive correlation between Bitcoin’s lowest and highest prices and the results. As
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for factors such as the price of crude oil, ETH, XRP, and LTC, most data points
are distributed within the range of a SHAP value of 0. This indicates that they
have a minimal impact on most prediction results.

Based on the interpretability analysis results of the SHAP method, we con-
ducted an in-depth investigation into several key parameters that have a signif-
icant impact on the predicted price of Bitcoin. These parameters include the
opening price, closing price, lowest price, and highest price. A total of four
attributes were used to train the model. The prediction results are shown in
Fig. 6 below. Compared to the original model, we have enhanced its accuracy in
predicting the price of Bitcoin.

Fig. 6. Predict bitcoin price using 5 determinants, MAPE value is 2.39%, Accuracy is
89.54% (Tolerance=5%).

The performance of the enhanced model has significantly improved, demon-
strating impressive statistical indicators. The mean absolute percentage error
(MAPE) value is 2.39%, and the accuracy is 89.54%. Compared to the pre-
vious model, the accuracy rate has increased by 23%. This indicates that the
improved model is better equipped to handle the diverse fluctuations in Bitcoin
prices. Such results not only demonstrate the effectiveness of the SHAP method
in selecting specific parameters, but also emphasize the superior performance
of the improved model in enhancing prediction accuracy. These findings have
significant implications for enhancing our understanding of Bitcoin price fluctu-
ations and for making more accurate predictions about Bitcoin price trends in
financial decision-making and investments.

4 Conclusion

In this study, we utilized the tensorflow and mindspore machine learning library
and the Keras open-source artificial neural network library to construct a novel
CNN-LSTM model. By training the model on attributes related to Bitcoin prices
and conducting interpretability analysis using the SHAP algorithm, we obtained
insights into the performance of the model and the importance of its features
during the testing phase. Based on the results of the interpretability analysis,
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we selected several attributes that were most helpful in training the model and
further optimized it.

The constructed CNN-LSTM model not only performs well but also has a
strong prediction ability for Bitcoin price changes. This discovery not only has
practical significance for financial market participants but also provides strong
support for deepening the understanding of Bitcoin price fluctuations.

In future research, we will continue to focus on the rapid development of the
deep learning field and explore more advanced deep learning models to further
enhance the accuracy of Bitcoin price predictions. This method of continuous
iteration and optimization will enable us to better adapt to dynamic changes in
the market and establish a solid foundation for research and application in the
field of Bitcoin price prediction.
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Abstract. Credit risk assessment of a company is commonly conducted
by utilizing financial ratios that are derived from its financial statements.
However, this approach may not fully encompass other significant aspects
of a company. We propose the utilization of a hybrid dataset that com-
bines financial statements with information about corporate restructur-
ing behavior in order to construct diverse machine learning models to
predict bankruptcy. Utilizing a hybrid data set provides a more com-
prehensive and holistic perspective on a company’s financial position
and the dynamics of its business operations. The experiments were car-
ried out using publicly available records of all the files submitted by
small and medium-sized enterprises to Luxembourg Business Registers.
We conduct a comparative analysis of bankruptcy prediction using six
machine learning models. Furthermore, we validate the effectiveness of
the hybrid dataset. In addition to the conventional testing set, we delib-
erately chose the timeframe encompassing the years of the Covid-19 pan-
demic as an additional testing set in order to evaluate the robustness of
the models. The experimental results demonstrate that the hybrid data
set can improve the performance of the model by 4%–13% compared to
a single source data set. We also identify suitable models for predicting
bankruptcy.

Keywords: Machine learning · Bankruptcy prediction · Credit risk

1 Introduction

Small and medium-sized enterprises (SMEs) are of paramount importance in
diverse economies. According to the World Bank [1], SMEs constitute approxi-
mately 90% of all companies and play a substantial role in generating over 50% of
global employment. SMEs operate predominantly within localized communities,
providing employment opportunities to local residents and acting as drivers of
economic advancement by fostering competition, innovation, and increased pro-
ductivity. Moreover, SMEs demonstrate a strong sense of social responsibility
and commitment to sustainability, frequently prioritizing community engage-
ment and environmental preservation [2]. Therefore, helping SMEs to run in
good health is of great importance to society and the economy.
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
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Predicting bankruptcy for SMEs can help enterprises to proactively iden-
tify potential risks, adapt their business strategies, and improve their overall
competitiveness and stability in a timely manner. Furthermore, bankruptcy pre-
diction can facilitate the assignment of credit ratings for SMEs, providing credit
endorsements and enabling them to access better financial services. This, in turn,
can promote their growth and development [3]. Finally, bankruptcy prediction
can help governments and social organizations identify potential financial crises
and implement proactive measures to mitigate the adverse economic and social
consequences.

The origins of bankruptcy prediction models can be traced back to the late
1960s, when the Logit model was proposed by Beaver in 1966 [4] and the Z-
score model was proposed by Altman in 1968 [5]. Both models were formulated
using financial ratios and played a significant role during their respective peri-
ods, establishing a fundamental framework for subsequent investigations into
the prediction of bankruptcy. Financial ratios are accounting-based ratios used
to assess the financial health of a company, typically derived from its financial
statements [6]. With the development of the financial industry and the field
of data science, numerous studies have been conducted on the prediction of
studies primarily rely on accounting-based ratios and employ various models
to predict [7–12]. Although several studies have also incorporated various types
of data, including market-based variables [13–15] and macroeconomic indica-
tors [16], studies on input data (or features) had been a largely under explored
domain compared to studies on models.

In this study, our goal is to improve the accuracy of bankruptcy prediction
models by including data on reported corporate restructuring behavior, in addi-
tion to using accounting-based ratios as input variables. We used a publicly
available dataset from Luxembourg Business Registers (LBR)1 to implement
experiments and validate our hypothesis. Registered companies in Luxembourg
are required to submit their basic information, business operation files, and finan-
cial statements to LBR. We create a hybrid dataset consisting of accounting-
based ratios and features related to restructuring behavior. We compare the
bankruptcy prediction results of six machine learning models: logistic regres-
sion (LR), random forest (RF), lightGBM (LGB), multilayer perceptron (MLP),
convolutional neural network (CNN), and long short-term memory (LSTM). We
validate the effectiveness of a hybrid dataset and identify suitable models for pre-
dicting bankruptcy. We specifically compare the time periods before and after
the pandemic as the testing sets to assess the robustness of the models during
the special economic period.

This paper makes several contributions to the field of bankruptcy prediction,
including the following:

– We present the first large-sample bankruptcy prediction using corporate
restructuring behavior, which, to the best of our knowledge, has not been
explored before;

1 https://www.lbr.lu/.

https://www.lbr.lu/
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– We conduct a comparative study of six well-known bankruptcy prediction
models using real-world data from Luxembourg Business Registers;

– We evaluate the performance of the models in response to Covid-19 pandemic
period and analyze the drift of prediction models.

2 Related Works

Researchers often prioritize finding ways to improve the effectiveness of the model
while overlooking the importance of studying input data. In [17]’s review, the
authors summarized over 60 studies that apply accounting-based ratios, also
known as financial ratios, to various models. In Table 1, we have provided a
list of recent studies that focus on input data and selected representative works
that are based on financial ratios. We present these studies by year of publica-
tion, categorizing them according to data category, data type, prediction models,
evaluation approaches, sample size and publication year. In recent decades, there
has been a notable rise in studies that examine different input data. The devel-
opment of computer technology and data science has made it easier to collect,
store, process, and model data.

In recent years, studies have shown the benefits of incorporating diverse input
data into bankruptcy prediction models. These studies have expanded beyond
traditional data, such as financial ratios and market-based variables, to explore
various types of input data. This work [24] confirms that financial ratios are
predictive indicators of firm failure. The study also suggests that non-financial
variables, such as localization and economic conditions, are drivers of SMEs fail-
ure. The study [16] combines financial ratios and macroeconomic data to analyze
their impact on firms, providing evidence for the reliability of macroeconomic
data. Another study [22] focuses on using SMEs’ transaction data for the predic-
tion of bankruptcy, without relying on accounting data. The results show that
this approach outperformed the benchmark method. Some research pairs also
include studies on different types of data. The authors [21] use shared directors
and managers to establish a connection between two companies and developed
a model using relational data to identify the companies with the highest risk.
In contrast, this study [15] focuses on using a deep learning model to extract
textual information as a complementary variable to accounting and market data
to improve prediction accuracy. This paper focuses on corporate restructuring
behaviors, such as changes in registered address, management, and corporate reg-
ulations. There are two pieces of work [7] and [9] use similar indicators related to
corporate restructuring, but they are static and cannot reflect corporate behav-
ior. The present study addresses this gap by focusing on data that reflect changes
in corporate behavior.

As demonstrated in Table 1, many studies have been dedicated to improving
prediction accuracy using various models. Bankruptcy prediction models must
be applied practically in the financial industry, necessitating both model accu-
racy and explainability. The work [19] compares the accuracy and explainability
of different data mining methods for predicting bankruptcy. The study compares
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Table 1. Studies on Bankruptcy Prediction

Study Data Category Data Type Prediction Models Evaluation
Approaches

Sample Size Publish Year

[7] Financial ratios,
basic firm
information,
reported and
compliance,
operational risk

Numerical
data

Altman’s Z-score,
generic model

AUC, roc curve 3,462,619 2008

[13] Financial ratios,
market-based
variables

Numerical
data

Black and Scholes
models, Altman’s
Z-score

ROC curve,
information content
tests

15,384 2008

[14] Financial ratios,
market-based
variables

Numerical
data

MLP, CART, LR,
RF, SVM,
ensemble, boosting

Accuracy,
sensitivity,
specificity

16816 2009

[8] Financial ratios Numerical
data

MLP, boosting,
bagging

Accuracy ratio,
AUC

1458 2009

[18] Financial ratios,
corporate
governance
indicators

Numerical
data

Altman’s Z-score,
SVM

Type I error, Type
II error, average
accuracy, brier
score

108 2010

[19] Financial ratios Numerical
data

DT, LR, MLP,
RBFN, SVM

Correct
classification rate

1321 2012

[20] Accounting, market
and macroeconomic
data

Numerical
data

LR, Altman’s
Z-score, MLP

AUC, Gini rank
coefficient,
Kolmogorov-
Smirnov

23,218 2013

[9] Financial ratios,
corporate
governance
indicators

Numerical
data

SVM, KNN,
NB,CART, MLP

ROC curve 478 2016

[10] Financial ratios Image data CNN Identification rates,
ROC curve

7520 2019

[21] Financial ratios,
relational data

Numerical
data, graph
data

SVM,GNN AUC 60,000 2017

[11] Financial ratios Numerical
data

LR, ANN, SVM,
PLS-DA,
SVM-PLS

Confusion matrix,
accuracy,
sensitivity,
specificity, AUC

212 2017

[16] Financial ratios,
macroeconomic
indicators,
industrial factors

Numerical
data

MDS / 165 2019

[15] Accounting-based
ratio, market-based
variables, textual
discolures

Numerical
data, text
data

Word embedding,
CNN, DNN

Accuracy ratio,
AUC

11,827 2019

[12] Financial ratios,
basic firm
information

Numerical
data,
categorical
data

LR, RF, XGBoost,
LightGBM, ANN

AUC 977,940 2019

[22] Basic firm
informaion, SME
network-based
variables,
transactional data

Numerical
data, graph
data,
categorical
data

LDA, LR, SVM,
DT, RF, XGB, NN

AUC 340,531 2021

[23] Textual sentiment Text SVM, Bayes, KNN,
DT, CNN, LSTM

AUC 10,034 2022
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algorithms such as neural networks, support vector machines, and decision trees,
and concludes that decision trees are both more accurate and easier to inter-
pret compared to neural networks and support vector machines. In [25] it was
demonstrated that LightGBM achieved the highest performance, with fast and
cost-effective training, and the model’s results could be interpreted using SHAP
value analysis. In contrast, authors [15] argue that simple deep learning models
outperform other data mining models. This paper conduct a comparative analy-
sis study by selecting multiple models from Table 1 which are more universal for
data modeling and comparison. The authors [26] use the classical bankruptcy
prediction models from the study [27] and the study [28] to validate the model
performance for different time periods, however, applying these models to a time
period other than the one in which they were developed can significantly reduce
their accuracy. Furthermore, the study [29] shows that forecasting models per-
form significantly worse during crisis periods compared to non-crisis periods.
In this paper, we compare the model performance in two periods: pre-Covid19
and post-Covid19, to verify whether the model performance changes due to the
pandemic.

In summary, this paper aims to enhance the performance of bankruptcy
prediction model by utilizing a hybrid dataset that combines corporate restruc-
turing behavior data with accounting-based ratios. To determine the robustness
of the model during the Covid-19 period, separate testing sets will be used for
observation.

3 Methodology

The main focus of our study is to examine the effectiveness of reported corpo-
rate restructuring behavior in predicting bankruptcy. We also aim to analyze
the robustness of various bankruptcy models during the Covid-19 pandemic. In
this section, we will first present the overall framework for investigating these
problems. Then, we will focus on the details of the input data and explain the
experimental design.

3.1 Conceptual Framework

Figure 1 illustrates the six stages of a framework designed to conduct a com-
parative study of bankruptcy models using different input data. The data used
in the study consists of financial statements and reporting documents. However,
since the cash flow statement and profit & loss statement were not included, the
financial statements only consisted of the balance sheet. The reporting docu-
ments that companies submit to disclose their operational behaviors are usually
classified as textual files.

Different methods are used to extract three types of features from the raw
data. The first is financial ratios. Since we do not have a cash flow statement
or profit & loss statement, we will create as many financial ratios as possible.
The second type also includes accounting-based features. These variables are
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Fig. 1. Conceptual framework of experimental design

constructed using an automatic feature engineering method that we developed
in our previous work. This method is capable of creating highly effective fea-
tures even with limited data [30]. The final type of features is behavior-related
features. We design these variables based on corporate restructuring behavior,
such as changes in registered addresses, manager resignations, and mergers and
acquisitions.

The next stage of the framework involves selecting features from the current
variables to eliminate unfavorable and redundant variables caused by sparsity,
missing, and repetition. The information value (IV) is an indicator used to mea-
sure the predictive power of an independent feature [31]. A higher information
value indicates that the feature has greater predictive power. The formula for
calculating information value is as follows [32]:

IV =
n∑

i=1

(
Gi

G
− Bi

B
) ∗ ln

Gi/G

Bi/B
(1)

We select features with an IV value greater than 0.02 and a missing rate less
than 0.7.

The data are pre-processed to address missing values, infinite values, and
skewed variables, making it more suitable for modeling. We also exclude abnor-
mal samples, such as companies that have submitted financial reports prior to
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the reference year. We replace infinite values with the highest finite value. In the
fifth stage, we assess the effectiveness of behavior-related features by comparing
the prediction performance of hybrid datasets that include both behavior-related
features and accounting-based ratios with datasets that only contain accounting-
based ratios. We trained six popular models, including logistic regression (LR),
random forest (RF), LightGBM (LGB), multiple perceptron (MLP), convolu-
tional neural network (CNN) and long-short-term memory (LSTM) to compare
their prediction results. We use the receiver operating characteristic curve (ROC
curve) and Area under the ROC curve (AUC) as indicators of evaluating the per-
formance of models, which are commonly used and discussed in Sect. 2.

3.2 Variables and Data

Since over 90% of the firms in the Luxembourg industry distribution are finance-
related, this paper excludes these firms and focuses only on SMEs as our target
samples to avoid an imbalanced distribution of samples. The state of a company
is not static and can change over time, either by being established or going
bankrupt. This means that the company may enter or exit the sample set. We
utilize a sliding time window approach to sample from the raw data. The sliding-
time window is a technique used to extract data from a time series dataset by
defining a fixed period of time (window) and moving it forward by a certain
interval (step size). This technique allows for continuous monitoring of system
states [33].

As of June 2022, there are 74,611 companies in Luxembourg. The average
lifespan of companies is approximately 3.5 years. Therefore, we have selected a
timeframe of up to 3 years for predicting bankruptcy. We create datasets with
three different windows (1-year, 2-year, and 3-year) to predict one step forward
(one year). According to the timeline (Fig. 3), the three datasets consist of 1-
year data from t−1 to t0, 2-year data from t−2 to t0, and 3-year data from t−3

to t0. The sample size of these three datasets, including solvent and bankrupted
companies, was summarized in Table 2. However, there is another category of
companies with an unknown status. Some companies have not uploaded annual
reports or declared bankruptcy, which contributes to the variation in data from
year to year. As depicted in the Fig. 2, the bankruptcy rate of SMEs in Lux-
embourg has decreased over the past decade. It may indicate that the business
conditions of SMEs are improving or that the overall economic environment has
improved, resulting in greater stability for SMEs. Additionally, other factors such
as policy support or industry changes may also influence the bankruptcy rate
of SMEs. It is surprising to find that the bankruptcy rate of SMEs has actu-
ally increased during the Covid-19 pandemic, suggesting that fewer SMEs are
going bankrupt compared to previous periods. We hypothesize that this could
be attributed to government financial assistance during the special period. Some
companies may be technically bankrupt but have not yet filed for bankruptcy
due to delays in filing.

As mentioned earlier, we derive three types of features from raw data: two
accounting-based variables and one behavior-based variable. The statistics and
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Table 2. Summary of three datasets

Year 1-year 2-year 3-year
Solvent Bankrupt Solvent Bankrupt Solvent Bankrupt

2012 21738 621 / / / /
2013 23804 687 17087 461 / /
2014 25686 669 18790 451 16512 361
2015 27331 663 20301 436 18188 361
2016 28781 653 21475 461 19477 384
2017 30748 661 22789 449 20755 378
2018 32718 606 24419 392 22061 322
2019 34557 431 25793 319 23504 267
2020 36309 179 27034 138 24596 121
2021 22387 34 17195 28 15571 24

Fig. 2. Bankruptcy rate of three datasets from 2012 to 2021

descriptions of these features can be found in Table 3. SMEs are not required
to prepare and disclose cash flow statements and income statements. Therefore,
we can only calculate 18 financial indicators based on the available data [34–37].
We developed an algorithm for automatic feature engineering [30] to derive as
many useful features as possible from financial statements to address issues caused
by the absence of certain financial statements or data quality problems. This algo-
rithm maximizes data mining to generate high-quality features that enhance pre-
diction accuracy. Behavior-based variables are derived from information reported
by SMEs regarding corporate restructuring, including both statistical and trend
variables.
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3.3 Experimental Setup

Dataset Description. We divide the datasets into two parts: the training set
and the testing set, as outlined in Table 4. To maintain consistency between
the training set and the testing set, we divided the data from 2012 to 2018
into a 70% training set and a 30% testing set. Additionally, we created two
additional testing sets: one using solvent and bankrupt SMEs from 2019 as a
pre-Covid testing set, and another using solvent and bankrupt SMEs from 2020
and 2021 as a post-Covid testing set. To train our models, we utilized the 5-fold
cross-validation method and did not set aside a separate validation set. Table 4
have a bankruptcy rate below 3%, making them highly imbalanced. The negative
datasets are typically large in size, so we used the under-sampling method during
data preprocessing to balance the rate to 25%.

Fig. 3. Definition of time period

Table 3. Description of variables in this study

Variable Description

Financial
ratios (FR)

Current ratio, debt to equity, working capital to total assets, total
liabilities to total assets, equity to total assets, quick ratio, current assets
to total assets, cash to total assets, cash to current liabilities, long term
debt to equity, total assets growth rate, quick assets to total assets,
current assets to current liabilities,(cash or marketable securities) to total
assets, total debt to total assets, equity to fixed assets, current assets to
total liabilities, short-term liabilities to total assets

Automatic
feature
engineering
(AFE)

Automatically generate features from financial statements, which can
adapt to any kind of numerical data

Reported
corporate
restructuring
behavior-
related
features (RB)

Modification of name or corporate name, registered office, social object,
administrator/manager, daily management delegate, associate, person in
charge of checking the accounts, Social capital/social funds, managing
director/steering committee, duration, legal form, social exercise,
permanent representative of the branch, merger/demerger, depositary,
transfer of business assets, assets or business sectors, address, trading
name, activities, manager, seat, reason, name, chairman/director,
personne autorisée à gérer, administrer et signer, person with the power
to commit the company, ministerial approval
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Table 4. Summary of datasets splitting

1-year 2-year 3-year

Training Solvent (Negative) 110805 87467 67920
Bankrupt (Positive) 2625 1797 1244
Bankruptcy Rate 2.31% 2.01% 1.80%

Testing Solvent (Negative) 47458 37403 29081
Bankrupt (Positive) 1155 853 562
Bankruptcy Rate 2.38% 2.23% 1.90%

Pre-Covid Solvent (Negative) 28730 25793 23504
Bankrupt (Positive) 368 319 267
Bankruptcy Rate 1.26% 1.22% 1.12%

Post-Covid Solvent (Negative) 48846 44229 40167
Bankrupt (Positive) 181 166 145
Bankruptcy Rate 0.37% 0.37% 0.36%

Models. In this paper, we have chosen six bankruptcy prediction models, which
include statistical, machine learning, and deep learning models, by synthesizing
the statistics from previous studies in Part II. We comprehensively evaluate the
behavior-based features by comparing the performance of representative models.
Table 5 displays the environmental information used for model training.

Logistic regression predicts the likelihood of a binary outcome using one or more
predictor variables. Logistic regression models have advantages in bankruptcy
prediction due to their simplicity, fast computation, and better results when
dealing with smaller datasets. In this study, we adopt LogisticRegression from
sklearn package and use GridSearch to determine the optimal parameters within
a specific range.

Table 5. Information of training machine

Device name Tesla V100-SXM2-32GB

Linux version Red Hat 8.5.0–10
Python version 3.8.6
Pytorch version 1.10.1+cu111
Cuda version 11.1
Cudnn version 8005
Sklearn version 1.2.1
Number of GPU 2
Number of CPU 16
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Random forest creates a forest of decision trees, with each tree being trained on
a random subset of the data and a random subset of predictor variables. Ran-
dom forest models outperform single decision tree models and other classification
models in terms of predictive performance and robustness, and can effectively
handle high-dimensional and complex datasets. In this study, we utilize Ran-
domForestClassifier from sklearn package and employ GridSearch to determine
the optimal parameters within a specific range.

LightGBM prioritizes speed and efficiency, specifically for managing large
datasets. The method utilizes a gradient-based approach to construct decision
trees and incorporates various optimization techniques to accelerate the training
process. In this study, we adopt LGBMClassifier from lightgbm package and use
GridSearch to decide the best parameters from a specific range.

Multilayer perceptron is commonly used for classification and regression tasks.
It has the ability to learn complex non-linear relationships between inputs and
outputs, making it a powerful tool for various applications. In this study, we
incorporate embedding layers for sparse reported behavior features, as depicted
in Fig. 4. We train the model by Pytorch. We choose BCEWithLogitsLoss as loss
function, Adam as optimizer, and auc as metric function. We set batch size to
64, epoch to 50 and learning rate to 0.00001.

Fig. 4. Structure of MLP

Convolutional Neural Network. In this study, we only have tabular data, so we
use a one-dimensional CNN (CNN-1D) for prediction. CNN-1D is more effective
at capturing local features in the data and has a strong ability to adapt. The
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convolutional layer extracts features from input data, the pooling layer reduces
the number of features and improves model robustness, and the fully connected
layer maps the features to the output space for classification. We choose BCE-
WithLogitsLoss as loss function, Adam as optimizer, and auc as metric function.
We set batch size to 1024, epoch equals to 50 and learning rate to 0.00005.

Long short-term memory aims to address the vanishing gradient problem com-
monly encountered in traditional recurrent neural networks. The model is capa-
ble of retaining long-term dependencies in the input data, making it suitable for
various sequence prediction tasks. We reshape the data to fit the time step and
features for LSTM in order to predict bankruptcy several years in advance. In
this study, we choose BCEWithLogitsLoss as loss function, Adam as optimizer,
and auc as metric function. We set batch size to 64, epochs to 50 and learning
rate to 0.00001.

Performance Evaluation. In selecting the performance measures for the
model, we refer to and synthesize previous studies in Sect.2 and select two met-
rics, AUC and ROC curve, to assess the effectiveness of the model.

Area under the Receiver Operating Characteristic Curve (AUC) is a performance
metric that assesses a classification model’s ability to differentiate between pos-
itive and negative samples. AUC is not affected by sample imbalance or thresh-
old selection, making it a more comprehensive measure of classifier performance
compared to accuracy. The interpretation is straightforward as it summarizes
the model’s performance with a single scalar value. The formula for calculating
AUC is:

AUC =
∫ 1

0

TPR(FPR−1(t)) dt (2)

Receiver Operating Characteristic Curve (ROC curve) is a graphical represen-
tation of the True Positive Rate (TPR) plotted against the False Positive Rate
(FPR) at various classification thresholds. TPR represents the proportion of pos-
itive samples correctly classified as positive. On the other hand, FPR represents
the proportion of negative samples incorrectly classified as positive. ROC curve
is a useful tool for visualizing the trade-off between TPR and FPR at various
classification thresholds. The curve is created by plotting the TPR against FPR
for every possible classification threshold. It offers a visual representation of the
model’s performance and helps in selecting the right classification threshold, con-
sidering the desired balance between TPR and FPR. The formula for calculating
TPR and FPR is:

FPR =
False Positives

False Positives + True Negatives
(3)

and
FPR =

False Positives
False Positives + True Negatives

(4)
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And we plot ROC curve by

ROC curve: TPR vs FPR (5)

4 Results and Discussion

4.1 Features Evaluation

Information value (IV) is a widely used metric for selecting features in binary
classification models. Assesses the ability of a feature to predict the target vari-
able by analyzing its relationship. In essence, IV quantifies the amount of infor-
mation that a feature provides about the target variable. It is commonly used to
rank the importance of different features in a predictive model. We calculate the
IV for AFE features, financial ratios, and behavior-related features. The results
are displayed in Fig. 5. When performing feature selection using IV, features
with high IV scores are generally considered more important and informative
than those with low IV scores. By eliminating features with low IV scores, we
can potentially simplify the model, enhance its performance, and identify the
most significant predictors for a specific problem. Additionally, IV provides a
standardized and interpretable measure of feature importance that can be easily
communicated to stakeholders and decision-makers.

Fig. 5. IV for features created from AFE, FR and RB

We observe that the number of AFE features is the highest, and most of these
features have relatively high IV values. Financial ratios, while fewer in number
compared to AFE features, have higher IV values and are less varied. On the
other hand, behavior-related features exhibit a wide range of IV values, with
some having very high values and the majority clustered towards the lower end
of the y-axis. This suggests that these features have little impact on predicting
bankruptcy. Behavioral correlation features are often sparse matrices, with the
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majority of eigenvalues being 0. To mitigate the drawbacks of high coefficient
matrices, we will employ feature filtering and summing techniques to maximize
the utilization of the data.

4.2 Ablation Experimental Results

We implement the ablation experiments to evaluate if the behaviour-related
features can improve the model performance. We create four datasets: AFE,
AFE+RB, FR and FR+RB to compare the model performance of with RB
features and without RB features. The experiments were carried out on 6 models
and 3 time periods. We select 2 out of the 18 results as the representative results
and include all the other experimental results in the appendix for reference.
Figure 6 summarizes the performance of different features on lightGBM and
LSTM by comparing their ROC curves. We use a green line to represent AFE
features, a yellow line to represent FR features, a red line to represent AFE
and RB features, and a brown line to represent FR and RB features. From this
figure, it can be clearly seen that models trained on hybrid datasets of financial
and behavior-related features outperform datasets that only include financial
features.

Fig. 6. ROC curve of lightGBM and LSTM on 1-year datasets

The results of LR (Fig. 7a, Fig. 7b, Fig. 7c), LGB(Fig. 7g, Fig. 6b, Fig. 7h)
and LSTM (Fig. 6b, Fig. 7n, Fig. 7p) very clearly show the advantages of hybrid
datasets for bankruptcy prediction. Although the results of RF(Fig. 7d, Fig. 7d,
Fig. 7f) and the results of MLP (Fig. 7i, Fig. 7j, Fig. 7k), we can still find
the advantage of hybrid datasets, but not very obvious. The results of CNN-
1D(Fig. 7l, Fig. 7m, Fig. 7n) are inconclusive, as the performance of financial-
related features is comparable to random guessing. Additionally, the performance
of models improves with longer training data periods. This suggests that using
a larger data set can capture more accurate trends and patterns that indicate
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Table 6. AUC of models on testing, pre-Covid and post-Covid sets

1-year 2-year 3-year
Testing Pre-Covid Post-Covid Testing Pre-Covid Post-Covid Testing Pre-Covid Post-Covid

LR
AFE 0.7522 0.7539 0.7669 0.7494 0.7486 0.7632 0.7702 0.7599 0.7548
FR 0.7231 0.7493 0.7425 0.7384 0.7621 0.7605 0.7706 0.7755 0.7660
AFE+RB 0.8234 0.7433 0.7129 0.8556 0.7636 0.7124 0.8767 0.7755 0.7226
FR+RB 0.8118 0.7375 0.6948 0.8642 0.7758 0.7037 0.8918 0.7885 0.7178
RF
AFE 0.7894 0.8018 0.7786 0.7860 0.8077 0.7775 0.8024 0.8052 0.8078
FR 0.7564 0.7687 0.7337 0.7676 0.7838 0.7454 0.7836 0.7810 0.7873
AFE+RB 0.7733 0.7739 0.8195 0.7733 0.7658 0.8423 0.7876 0.7711 0.8589
FR+RB 0.7294 0.7316 0.7941 0.7450 0.7309 0.8164 0.7524 0.7286 0.8418
LGB
AFE 0.7887 0.7980 0.8092 0.7925 0.7976 0.8156 0.8133 0.8108 0.8147
FR 0.7490 0.7629 0.7741 0.7634 0.7752 0.7912 0.7990 0.7865 0.7903
AFE+RB 0.8542 0.7732 0.7705 0.8783 0.8065 0.7623 0.8930 0.8168 0.7621
FR+RB 0.8312 0.7421 0.7226 0.8706 0.7759 0.7299 0.8903 0.7919 0.7313
MLP
AFE 0.7408 0.7383 0.7536 0.7428 0.7447 0.7752 0.7489 0.7240 0.7263
FR 0.7282 0.7482 0.7299 0.7204 0.7585 0.7537 0.7301 0.7462 0.7329
AFE+RB 0.8109 0.6799 0.6775 0.8014 0.6841 0.7032 0.7743 0.6710 0.6643
FR+RB 0.7980 0.6904 0.6740 0.8145 0.6946 0.6775 0.8218 0.7238 0.6902
CNN-1D
AFE 0.7277 0.7288 0.7335 0.5607 0.5857 0.6705 0.4318 0.4629 0.5317
FR 0.6153 0.6495 0.7055 0.4922 0.4954 0.5524 0.7165 0.7196 0.7333
AFE+RB 0.7442 0.7090 0.7188 0.7306 0.6361 0.6229 0.7243 0.6298 0.5995
FR+RB 0.7508 0.6456 0.6504 0.7139 0.615 0.6141 0.7217 0.6339 0.6114
LSTM
AFE 0.7404 0.7468 0.7579 0.7066 0.7036 0.7406 0.7193 0.7248 0.7363
FR 0.6879 0.7247 0.7497 0.7064 0.7369 0.7628 0.7419 0.7554 0.7563
AFE+RB 0.8245 0.7342 0.7145 0.8158 0.7094 0.6924 0.8046 0.7236 0.6951
FR+RB 0.8087 0.7159 0.6920 0.8211 0.7461 0.7146 0.8187 0.7470 0.7114

potential bankruptcy. Furthermore, it is worth noting that machine learning
models such as LR, RF, and LGB outperform deep learning models such as
MLP, CNN-1D, and LSTM. Overall, hybrid datasets offer significant advantages
over single-source datasets for predicting bankruptcy. LightGBM model outper-
forms all other models in 3 time periods.

4.3 Performance About Covid Period

As described in Sect. 3, the bankruptcy rate decreases significantly since 2019. It
only has a 1% bankruptcy rate in 2019 and less than a 5% bankruptcy rate for
2020 and 2021. There are several reasons for the drop in the bankruptcy rate.
First, the implementation of fiscal stimulus policies. Many countries adopted
large-scale fiscal stimulus policies to ease the economic pressure caused by the
epidemic, such as providing loans, tax cuts, and direct funding to businesses.
Implementing these policies may help companies maintain cash flow and reduce
the risk of bankruptcy. Second, debt moratorium and grace period. Many com-
panies obtained debt moratorium and grace period arrangements during the
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pandemic, which allowed them to delay debt repayment, thereby easing short-
term financial stress and reducing the risk of bankruptcy.

However, this downward trend in bankruptcy rates may only be temporary,
as these policies and arrangements may be unsustainable and companies are
facing various uncertainties and challenges. For now, we can not see any evidence
directly from the data but just observe that the distribution of both pre-Covid
set and post-Covid set drift a lot from the training set. The experimental results
verify this observation Table 6.

More than 50% results show that the model performances of pre-Covid sets
and post-Covid sets are better than those of testing sets, which is contrary to
common sense. Furthermore, we find the hybrid datasets perform less favorable
for both pre-Covid and post-Covid time period. We assume that this is because
the reporting behavior of companies changed during the pandemic period, which
means companies may not submit or report their restructuring behavior in time
due to the pandemic. This inconsistency on reported behavior data will confuse
the model thus make the prediction performance not as good as testing set.

5 Conclusion

In conclusion, this study introduces the historical background of bankruptcy pre-
diction models, which have traditionally used accounting-based ratios as input
variables. It also presents a new approach to improving these models by incorpo-
rating data on reported corporate restructuring behavior. The study compares
six models and identifies the most suitable one for predicting bankruptcy. The
study validates the effectiveness of the hybrid dataset and analyzes the poten-
tial drift of the model during the pandemic. The experimental results demon-
strate that utilizing a hybrid dataset can enhance the performance of bankruptcy
prediction models by 4%–13% compared to using a single source dataset. We
also assess the performance of these models during the pandemic and analyze
their drift. This study offers valuable insights into bankruptcy prediction mod-
els and highlights areas for future research. The findings of this study can assist
SMEs in identifying risks, adapting their business strategies, and enhancing their
competitiveness and stability in a timely manner. Furthermore, the proposed
bankruptcy prediction model can be used to assign credit ratings for SMEs and
provide credit endorsements, thereby facilitating their growth. Finally, this study
can assist governments and social organizations in identifying potential financial
crises and implementing proactive measures to mitigate adverse economic and
social impacts.

Acknowledgements. We thank the Luxembourg National Research Fund (FNR)
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(a) LR on 1-year dataset (b) LR on 2-year dataset

(c) LR on 3-year dataset (d) RF on 1-year dataset

(e) RF on 2-year dataset (f) RF on 3-year dataset

(g) LGB on 2-year dataset (h) LGB on 3-year dataset

Fig. 7. The rest results for ROC curve of 6 models on 3 datasets
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(i) MLP on 1-year dataset (j) MLP on 2-year dataset

(k) MLP on 3-year dataset (l) CNN-1D on 1-year dataset

(m) CNN-1D on 2-year dataset (n) CNN-1D on 3-year dataset

(o) LSTM on 2-year dataset (p) LSTM on 3-year dataset

Fig. 7. (continued)



120 X. Wang and M. Brorsson

References

1. Bank, W.: Improving smes’ access to finance and finding innovative solu-
tions to unlock sources of capital (2023). https://www.worldbank.org/en/topic/
smefinance. Accessed 10 Apr 2023

2. Varga, J.: Defining the economic role and benefits of micro small and medium-
sized enterprises in the 21st century with a systematic review of the literature.
Acta Polytechnica Hungarica 18(11), 209–228 (2021)

3. Rao, P., Kumar, S., Chavan, M., Lim, W.M.: A systematic literature review on
SME financing: trends and future directions. J. Small Bus. Manag. 61(3), 1247–
1277 (2023)

4. Beaver, W.H.: Financial ratios as predictors of failure. J. Account. Res. 71–111
(1966)

5. Altman, E.I.: Financial ratios, discriminant analysis and the prediction of corporate
bankruptcy. J. Finan. 23(4), 589–609 (1968)

6. Damodaran, A.: Corporate Finance. Wiley, Hoboken (1996)
7. Altman, E.I., Sabato, G., Wilson, N.: The value of non-financial information in

sme risk management. SSRN 1320612 (2008)
8. Kim, M.-J., Kang, D.-K.: Ensemble with neural networks for bankruptcy predic-

tion. Expert Syst. Appl. 37(4), 3373–3379 (2010)
9. Liang, D., Lu, C.-C., Tsai, C.-F., Shih, G.-A.: Financial ratios and corporate gov-

ernance indicators in bankruptcy prediction: a comprehensive study. Eur. J. Oper.
Res. 252(2), 561–572 (2016)

10. Hosaka, T.: Bankruptcy prediction using imaged financial ratios and convolutional
neural networks. Expert Syst. Appl. 117, 287–299 (2019)

11. Mselmi, N., Lahiani, A., Hamza, T.: Financial distress prediction: the case of French
small and medium-sized firms. Int. Rev. Finan. Anal. 50, 67–80 (2017)

12. Son, H., Hyun, C., Phan, D., Hwang, H.J.: Data analytic approach for bankruptcy
prediction. Expert Syst. Appl. 138, 112816 (2019)

13. Agarwal, V., Taffler, R.: Comparing the performance of market-based and
accounting-based bankruptcy prediction models. J. Bank. Finan. 32(8), 1541–1551
(2008)

14. Chandra, D.K., Ravi, V., Bose, I.: Failure prediction of dotcom companies using
hybrid intelligent techniques. Expert Syst. Appl. 36(3), 4830–4837 (2009)

15. Mai, F., Tian, S., Lee, C., Ma, L.: Deep learning models for bankruptcy prediction
using textual disclosures. Eur. J. Oper. Res. 274(2), 743–758 (2019)

16. Khoja, L., Chipulu, M., Jayasekera, R.: Analysis of financial distress cross coun-
tries: using macroeconomic, industrial indicators and accounting data. Int. Rev.
Finan. Anal. 66, 101379 (2019)

17. Kumar, P.R., Ravi, V.: Bankruptcy prediction in banks and firms via statistical
and intelligent techniques-a review. Eur. J. Oper. Res. 180(1), 1–28 (2007)

18. Lin, F., Liang, D., Chu, W.-S.: The role of non-financial features related to corpo-
rate governance in business crisis prediction. J. Mar. Sci. Technol. 18(4), 4 (2010)

19. Olson, D.L., Delen, D., Meng, Y.: Comparative analysis of data mining methods
for bankruptcy prediction. Decis. Supp. Syst. 52(2), 464–473 (2012)

20. Tinoco, M.H., Wilson, N.: Financial distress and bankruptcy prediction among
listed companies using accounting, market and macroeconomic variables. Int. Rev.
Finan. Anal. 30, 394–419 (2013)

21. Tobback, E., Bellotti, T., Moeyersoms, J., Stankova, M., Martens, D.: Bankruptcy
prediction for SMEs using relational data. Decis. Supp. Syst. 102, 69–81 (2017)

https://www.worldbank.org/en/topic/smefinance
https://www.worldbank.org/en/topic/smefinance


Augmenting Bankruptcy Prediction 121

22. Kou, G., et al.: Bankruptcy prediction for SMEs using transactional data and
two-stage multiobjective feature selection. Decis. Supp. Syst. 140, 113429 (2021)

23. Huang, B., Yao, X., Luo, Y., Li, J.: Improving financial distress prediction using
textual sentiment of annual reports. Ann. Oper. Res. 330, 1–28 (2022)

24. Schalck, C., Yankol-Schalck, M.: Predicting French sme failures: new evidence from
machine learning techniques. Appl. Econ. 53(51), 5948–5963 (2021)

25. Lextrait, B.: Scaling up SMEs’ credit scoring scope with lightGBM. Appl. Econ.
55, 1–19 (2022)

26. Grice, J.S., Dugan, M.T.: The limitations of bankruptcy prediction models: some
cautions for the researcher. Rev. Quant. Finan. Acc. 17, 151–166 (2001)

27. Zmijewski, M.E.: Methodological issues related to the estimation of financial dis-
tress prediction models. J. Account. Res. 59–82 (1984)

28. Ohlson, J.A.: Financial ratios and the probabilistic prediction of bankruptcy. J.
Account. Res. 109–131 (1980)

29. Papík, M., Papíková, L.: Impacts of crisis on SME bankruptcy prediction models’
performance. Expert Syst. Appl. 214, 119072 (2023)

30. Wang, X., Kräussl, Z., Zurad, M., Brorsson, M.: Effective automatic feature engi-
neering on financial statements for bankruptcy prediction (2022)

31. Howard, R.A.: Information value theory. IEEE Trans. Syst. Sci. Cybern. 2(1),
22–26 (1966)

32. Siddiqi, N.: Credit Risk Scorecards: Developing and Implementing Intelligent
Credit Scoring, vol. 3. John Wiley & Sons, Hoboken (2012)

33. Zhang, L., Lin, J., Karim, R.: Sliding window-based fault detection from high-
dimensional data streams. IEEE Trans. Syst. Man Cybern. Syst. 47(2), 289–303
(2016)

34. Boguslauskas, V., Mileris, R., Adlytė, R.: The selection of financial ratios as inde-
pendent variables for credit risk assessment. Econ. Manag. 16(4), 1032–1040 (2011)

35. Yu, Q., Miche, Y., Séverin, E., Lendasse, A.: Bankruptcy prediction using extreme
learning machine and financial expertise. Neurocomputing 128, 296–302 (2014)

36. Zhu, Y., Zhou, L., Xie, C., Wang, G.-J., Nguyen, T.V.: Forecasting SMEs’ credit
risk in supply chain finance with an enhanced hybrid ensemble machine learning
approach. Int. J. Prod. Econ. 211, 22–33 (2019)

37. Zięba, M., Tomczak, S.K., Tomczak, J.M.: Ensemble boosted trees with synthetic
features generation in application to bankruptcy prediction. Expert Syst. Appl.
58, 93–101 (2016)



AI for Education



A New Dataset and Method for Creativity
Assessment Using the Alternate Uses Task

Luning Sun1 , Hongyi Gu2 , Rebecca Myers1, and Zheng Yuan2,3(B)

1 University of Cambridge, Cambridge, UK
{ls523,rm804}@cam.ac.uk
2 NetMind.AI, London, UK

hongyi.gu@netmind.ai
3 King’s College London, London, UK

zheng.yuan@kcl.ac.uk

Abstract. Creativity ratings by humans for the alternate uses task
(AUT) tend to be subjective and inefficient. To automate the scoring pro-
cess of the AUT, previous literature suggested using semantic distance
from non-contextual models. In this paper, we extend this line of research
by including contextual semantic models and more importantly, explor-
ing the feasibility of predicting creativity ratings with supervised dis-
criminative machine learning models. Based on a newly collected dataset,
our results show that supervised models can successfully classify between
creative and non-creative responses even with unbalanced data, and can
generalise well to out-of-domain unseen prompts.

Keywords: Creativity · Alternate uses task · Automated scoring

1 Introduction

Creativity, defined as the production of novel and useful products [24], is one
of the most important skills for student and young people development [3], and
a valuable employee outcome associated with organisational sustainability and
innovation [13]. A core element of creativity is divergent thinking in problem
solving [15,20]. One of the most widely used divergent thinking tests is the
alternate uses task (AUT) [14,31], which asks respondents to list as many uses
for common items (e.g. newspaper) as possible, and usually within a time limit.
The responses are then rated on dimensions such as fluency, originality, flexibil-
ity, and elaboration [1]. Similar to many other creativity tests, it requires human
raters to score the responses manually, rendering the results subjective, unreli-
able, and undermining their validity [17]. Consequently, education and training
in creativity are severely constrained by the lack of an objective and efficient
measurement of creativity [30].

To automate the scoring process of the AUT, researchers have capitalised on
recent developments in natural language processing (NLP) and proposed that
semantic distance could be calculated to predict human creativity ratings. For
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
C. Cruz et al. (Eds.): IC 2023, CCIS 2036, pp. 125–138, 2024.
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instance, [12] found that GloVe [26], among a number of publicly available word
embeddings models, produced the most reliable and valid originality scores on
the AUT. [5] constructed a latent semantic distance factor based on five non-
contextual semantic spaces, and found strong correlations between the semantic
distances and the respondent-level (i.e. person-level) human ratings of creativity
in the AUT responses.

Unlike previous work, we propose to address the AUT scoring as a super-
vised discriminative machine learning problem and particularly as a binary clas-
sification problem: classifying between creative and non-creative responses. In
addition to examining the relationship between semantic distance variables and
human ratings of creativity in the AUT responses, we explore supervised machine
learning models for the prediction of creativity ratings. Our results show that the
proposed method generalises well to unseen tasks and prompts. We also compare
the performance of our proposed models to that of OpenAI’s ChatGPT,1 and
discuss its potential application in creativity assessment.

This paper makes the following contributions. First, we introduce a new
dataset of AUT responses, the Cambridge AUT Dataset,2 and make it publicly
available to facilitate future research on creativity assessment. Second, to our
knowledge, we present the first comparison between the application of contex-
tual and non-contextual semantic spaces in the context of creativity assessment.
Finally, as far as we know, this is the first attempt to apply a supervised learn-
ing model to the scoring of AUT responses, which demonstrates performance
improvement across a set of different prompts.

2 The Cambridge AUT Dataset

2.1 Data Collection

The AUT data used in this study was collected as part of a larger project on
creativity assessment [25] that received ethics approval from both the Faculty
of Education, University of Cambridge and Cambridge Judge Business School.
Two common objects were implemented as prompts for the AUT, namely bowl
and paperclip. For each prompt, participants were given 90 s to come up with as
many different uses as possible (see Sect. A).

A total of 1,297 participants (Gender: 693 female, 567 male, 14 other, 23 miss-
ing; Age: mean 26.26 years, SD 9.68 years, 13 missing; Ethnicity: 883 White, 54
Asian, 54 Black, 110 mixed, 124 other, 72 missing), who were recruited through
Cambridge University mailing lists, social media, and a testing website,3 took
part in the task online between April 2020 and January 2021.4 1,027 of them
provided non-empty answers for bowl (each with an average of 7.40 uses; SD:

1 https://chat.openai.com/.
2 https://github.com/ghydsgaaa/Cambridge-AUT-dataset.
3 https://discovermyprofile.com/.
4 Participants were not paid but given the opportunity to opt into a draw to win one

of ten £10 Amazon vouchers.

https://chat.openai.com/
https://github.com/ghydsgaaa/Cambridge-AUT-dataset
https://discovermyprofile.com/
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Table 1. Response examples of different average ratings for each prompt.

Average Prompt: Prompt:
rating bowl paperclip

1.0 fish holder drawing
2.0 doing an inhalation make a logo
3.0 space ship pasta mold
4.0 sending mail through river holding nose while swimming

3.49) and 1,020 for paperclip (each with an average of 6.23 uses; SD: 2.94). For
each object, all uses (referred to as responses below) were pooled together and
only the English ones were subject to annotation.

2.2 Annotation

We applied the subjective scoring method based on the Consensual Assessment
Technique [2,10]. A group of psychology students were trained on how to evaluate
the responses on their originality, using a Likert scale from 0 to 4, where 0
indicates a not valid or not relevant use, 1 a common use without any originality,
2 an uncommon use with limited originality, and 3 and 4 original uses with
moderate and extreme creativity, respectively.

Three raters were initially recruited to annotate the AUT responses. Each of
them was tasked with a random sample of the responses. The assignment of the
responses among the raters ensured that each unique response would be rated
by at least two raters. Due to time constraints, one of the raters had to quit
midway and the remaining annotation was completed by a fourth rater (their
ratings were combined in the dataset).

After removing duplicate responses, a total of 3,380 responses for bowl and
3,650 for paperclip were annotated. Both objects received the same average rating
(1.27, SDs: 0.49 for bowl and 0.45 for paperclip). 95 responses for bowl and 86
for paperclip received average ratings of below 1, which means that at least one
of the raters rated the responses as invalid uses, hence being removed from the
subsequent analyses. Response examples of different average ratings for each
prompt are presented in Table 1.

Notably, the dataset is severely unbalanced, with more than half responses
rated 1 and only a few responses rated 3 and above - see Table 2. This is
expected, as creative responses are less frequent by nature. Nonetheless, less
frequent responses may not necessarily be creative. The creativity ratings in this
work focus on the absolute originality in the responses rather than their relevant
frequency. It is also worth noting that the inter-rater agreement is not particu-
larly high (correlations range from 0.39 to 0.58 - see Table 3) compared to other
assessment tasks such as essay scoring [4]. This is likely due to the nature of
human ratings in creativity assessment, which are based on their own subjective
perception of creativity [10,23].
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Table 2. Number of responses per average rating in the Cambridge AUT dataset.
Responses with an average rating below 1 (i.e. a not valid or not relevant use) are
excluded from the analyses.

Average #responses #responses #responses
rating combined (bowl) (paperclip)

<1.0 181 95 86
1.0 4,167 2,096 2,071
1.5 1,717 638 1,079
2.0 666 392 274
2.5 188 104 84
3.0 92 48 44
3.5 15 6 9
4.0 4 1 3
Total 7,030 3,380 3,650

3 Semantic Models

Following previous work [5,12], we analyse the AUT responses collected in our
dataset and test whether combining multiple models of semantic distance into a
single latent variable can approximate human creativity ratings.

3.1 Semantic Distance

Pre-trained semantic models are used to compute the semantic distance (i.e.
cosine distance) between the prompt and the response. We employ four con-
textual models: Universal Sentence Encoder [9],5 Sentence-Transformers [27],6
DistilRoBERTa [28],7 and GPT-3 [8];8 and three non-contextual models:
GloVe [26],9 Word2vec [21],10 and fastText [7].11

For non-contextual models, we first extract embeddings for each word in the
response, and then take the multiplicative composition as suggested by [5,22].
For contextual models, we extract the sentence embeddings directly.

3.2 Confirmatory Factor Analysis

Table 3 presents zero-order correlations among human ratings and semantic dis-
tance variables. Confirmatory factor analysis (CFA) is performed to investigate
5 https://tfhub.dev/google/universal-sentence-encoder/4.
6 https://huggingface.co/sentence-transformers/all-MiniLM-L6-v2.
7 https://huggingface.co/distilroberta-base.
8 https://beta.openai.com/docs/models/gpt-3.
9 glove-wiki-gigaword-300.

10 word2vec-google-news-300.
11 fasttext-wiki-news-subwords-300.

https://tfhub.dev/google/universal-sentence-encoder/4
https://huggingface.co/sentence-transformers/all-MiniLM-L6-v2
https://huggingface.co/distilroberta-base
https://beta.openai.com/docs/models/gpt-3
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Table 3. Correlations among human ratings and semantic distance variables: poly-
choric correlations between human raters, polyserial correlations between human raters
and semantic distances, and pearson correlations between semantic distances. r1-3:
rater1-3; USE: Universal Sentence Encoder; ST: Sentence-Transformers.

r1 r2 r3 USE ST RoBERTa GPT-3 GloVe Word2vec fastText

r1 1.00 - - - - - - - - -
r2 0.58 1.00 - - - - - - - -
r3 0.39 0.44 1.00 - - - - - - -
USE 0.14 0.16 0.16 1.00 - - - - - -
ST 0.19 0.17 0.31 0.62 1.00 - - - - -
RoBERTa 0.12 0.16 0.22 0.57 0.76 1.00 - - - -
GPT-3 0.08 0.20 0.11 0.51 0.50 0.55 1.00 - - -
GloVe 0.05 0.02 0.06 0.12 0.05 -0.08 -0.14 1.00 - -
Word2vec 0.03 0.04 0.05 0.22 0.17 0.09 0.21 0.40 1.00 -
fastText −0.03 −0.01 0.03 0.15 0.11 0.07 0.14 0.35 0.24 1.00

the latent correlation between human ratings and a semantic distance factor
underlying different semantic models.12

We specify two models to examine the relationship between the response-
level human ratings and the semantic distance factors built upon contextual
(Modelcontextual) and non-contextual semantic models (Modelnon-contextual),
respectively. Both contextual and non-contextual models yield good model fit
to the data.13 The contextual model reveals a higher correlation between the
latent semantic distance factor and the human ratings than the non-contextual
model (r = 0.065, p < .001 for the non-contextual model - see Fig. 1, Sect. B;
and r = 0.293, p < .001 for the contextual model - see Fig. 2, Sect. B).

Nevertheless, these latent correlations between the response-level human rat-
ings and the semantic distance factors are still considerably low, in comparison
to those correlations reported in previous studies based on the respondent-level
data [5,12], suggesting that these semantic distance variables cannot be used
reliably as an unsupervised model to predict human creativity ratings.

4 Binary Classification Models

Since the semantic distance variables reported above fail to adequately predict
the human creativity ratings, in this section we turn to supervised machine
learning methods. In light of the availability of a labeled dataset, we conduct
experiments, where we fine-tune pre-trained language models to improve their
prediction accuracy. Since the dataset is severely unbalanced (see Table 2), we
12 CFA is a statistical technique used to verify the factor structure of a set of observed

variables and test if the relationship between observed variables and their underlying
latent constructs exist.

13 Detailed CFA results are presented in Table 6, Sect. B.
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Table 4. Micro-average F1 scores on the AUT test sets. The highest scores for each
prompt are in bold.

Tested on Modelbowl Modelpaperclip Modelbowl+paperclip ChatGPT Baseline

Bowl 0.79 0.73 0.76 0.65 0.70
Paperclip 0.61 0.65 0.67 0.56 0.60
Combined 0.69 0.68 0.72 0.60 0.65

cast the task as a binary classification between creative (average rating > 1, i.e.
at least one of the raters assigned 2 or above) and non-creative (average rating =
1) responses. Take prompt bowl as example, “mixing stuff” is considered a non-
creative response with average rating 1 and “knee caps” is considered a creative
response with average rating 3. We further split the dataset into a training set
(90%) and a test set (10%).

4.1 Fine-Tuned Models

Fine-tuning pre-trained language models via supervised learning is key to
achieving state-of-the-art performance in many NLP tasks. Adopting this app-
roach, we experiment with three transformer-based pre-trained language models:
BERT [11], RoBERTa [19], and GPT-3 [8].

To fine-tune BERT and RoBERTa, we use them as the underlying language
model and add a linear layer on the top, which allows for binary classification.
We construct the input by concatenating the prompt w and the response R =
r1, r2, ..., rn:

[CLS];w; [SEP ]; r1, r2, ..., rn; [SEP ] (1)

where the [CLS] representation is then fed into the output layer for classification.
During training, the model is optimised in an end-to-end manner. We fine-tune
bert-base-uncased14 and roberta-base15 on the AUT data, with a batch size of 32
and a learning rate of 3× e−05 for 5 epochs.

For GPT-3, we fine-tune the GPT-3 babbage model using the OpenAI’s
API.16

In our experiments, 5-fold cross validation is performed and detailed results
are presented in Table 7, Table 8 and Table 9, Sect. C. The fine-tuned BERT
models are chosen for later experiments due to their superior micro-average F1
scores.

4.2 Results

Prediction results of our fine-tuned BERT models on the test sets for each
prompt as well as both prompts combined are reported in Table 4. Three binary
14 https://huggingface.co/bert-base-uncased.
15 https://huggingface.co/roberta-base.
16 https://openai.com/blog/openai-api.

https://huggingface.co/bert-base-uncased
https://huggingface.co/roberta-base
https://openai.com/blog/openai-api
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Table 5. Micro-average F1 scores on the dataset from [6]. The highest scores for each
prompt are in bold.

Tested on Modelbowl Modelpaperclip Modelbowl+paperclip ChatGPT Baseline

Box 0.64 0.72 0.69 0.54 0.58
Rope 0.62 0.61 0.62 0.51 0.51

classification models trained on different data are compared: Modelbowl is
trained on responses for bowl only; Modelpaperclip is trained on responses
for paperclip only; and Modelbowl+paperclip is trained on the data for both
prompts.

Using the majority class as Baseline, we observe an increase in the F1
scores on the prompt-specific level (i.e. in-domain) and the same for the cross-
prompt predictions (i.e. out-of-domain). The best model for prompt bowl is
the prompt-specific model Modelbowl, achieving a micro-average F1 score of
0.79. Notably, Modelbowl+paperclip yields the best performance when tested
on prompt paperclip, outperforming its prompt-specific model Modelpaperclip
(0.67 vs. 0.65). These results suggest that given more data (even from out-
of-domain prompts), the model is able to improve the overall performance on
different prompts, hence showing a potential to serve as prompt-independent
filters for creative responses in the AUT.

4.3 A Case Study with New AUT Prompts

In order to explore the generalisability of our models, we apply our classification
models to the AUT responses collected in a previous study with different prompts
than those here, namely rope and box [6]. Since a different annotation scheme
was used - a scale from 1 (not at all creative) to 5 (very creative), we split their
data into two classes: non-creative (responses with an average human rating of
1), and creative (those with an average human rating of 2 or above).

In Table 5 we report the prediction results of our models on the responses to
prompts box and rope.17 In general, all our models outperform the majority class
baseline, indicating a prompt independence and a cross-dataset applicability. The
result suggests that using training data from only a few prompts (even just one
or two), it is possible to develop supervised machine learning models that can
work as a generic, automated scoring tool for the AUT with any unseen prompt.

4.4 Comparison with ChatGPT Predictions

Inspired by recent progress on using generative, pre-trained large language mod-
els as evaluators in tasks like machine translation [18], code generation [32] and
grammatical error correction [29], we explore how these models can be applied
in creativity assessment. We apply ChatGPT (gpt-3.5-turbo at temperature 0)
17 Per-class precision, recall and F1 scores are reported in Table 10, Sect. D.
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to the same task on both our dataset and that from [6],18 and report results
in Table 4 and Table 5. We can see that ChatGPT underperforms the major-
ity Baseline on both datasets, revealing its limitation in evaluating abstract
concepts like creativity.

Detailed per-class analysis reveals that ChatGPT achieves high precision,
yet considerably low recall for non-creative responses on both datasets, while
an opposite pattern is observed for creative responses.19 As its performance
seems complementary to that of our fine-tuned models, we see a potential of
integrating both methods, which may result in further performance gains in
creativity assessment.20

5 Conclusions

In this paper, we performed confirmatory factor analysis to investigate the latent
correlations between the semantic distance factors and the human ratings of cre-
ativity in a newly collected AUT dataset, the Cambridge AUT Dataset. On the
response level, we observed significant but lower correlations than those on the
respondent level as reported in previous studies. It was also noted that contex-
tual semantic models appear to show greater resemblance to the human ratings
than non-contextual models. One step further, we experimented with several
fine-tuned models, which showed encouraging performance improvement in clas-
sifying between creative and non-creative responses under both in-domain and
out-of-domain settings. When applied to an external dataset with new prompts,
the models trained on our dataset exhibited reasonably well predictions, showing
promising generalisability.

With the above findings, we see a possibility of developing an automated
scoring tool for the AUT using supervised machine learning models. To extend
this line of research, we plan to examine different model architecture and gather
more data with different prompts, in order to better understand the generalis-
ability of the supervised models in the general creativity assessment.

6 Limitations

We notice relatively low agreement among the annotators. One possible expla-
nation is that the annotators come from different countries (e.g. the UK, India,
and China) with different native languages and cultural backgrounds. Past lit-
erature [16] found cross-cultural differences in both the idea generation and the
idea evaluation phases of the divergent thinking task. It is likely that the anno-
tators do not share entirely the same conceptual framework for creative ideas
18 The prompt we used for experiments with ChatGPT is provided in Sect. E.
19 Per-class precision, recall and F1 scores are reported in Table 11 and Table 12, Sect. F.
20 One viable solution is employing a voting ensemble technique, which involves assign-

ing weights to results of both models and striking a balance between precision and
recall. Alternatively, we could prompt ChatGPT to generate quantified results and
establish a threshold for comparing its outputs with those of the fine-tuned models.
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around the prompts, resulting in inconsistent ratings. Future work is warranted
to confirm this.

Due to data imbalance and sparsity, this paper addresses the AUT scoring as
a binary classification between creative and non-creative responses. The proposed
approach may therefore fail to evaluate creativity at detailed levels of granularity.
It would be ideal to collect more responses with higher ratings so as to develop
an automated creativity assessment system with greater precision. Moreover,
to address the concern of overfitting in our experiments, we used 5-fold cross
validation and applied our models to unseen data, which showed comparable
results.

The results with regard to ChatGPT is based on preliminary experiments. A
more thorough investigation using different parameters, prompts, and models is
warranted. We are excited to see how large language models like ChatGPT may
help with creativity assessment in the future.

Acknowledgement. We would like to thank all participants who took part in the
AUT and all raters who annotated the responses. LS acknowledges financial sup-
port from Invesco through their philanthropic donation to Cambridge Judge Business
School.

A The Instructions Used for the AUT

General instruction: For the next four questions, there will be a time limit. For
each task, please read the instructions and enter each possible answer separately
by pressing the enter key after each one. If you run out of answers you may
move on by pressing the next button, otherwise your question will automatically
change after the allocated time.

Each task requires you to come up with as many different answers as possible.
Try to be creative as there is no right or wrong answer.

Prompt 1: List as many different uses of a bowl as you can think of.

Prompt 2: Think of many different uses of a paperclip.

B Detailed CFA Results

Table 6. Latent correlations between human creativity ratings and semantic distance
factors (Modelnon-contextual and Modelcontextual) on the Cambridge AUT dataset.

Tested on Modelnon−contextual Modelcontextual

Bowl 0.127 0.278
Paperclip - 0.296
Combined 0.065 0.293
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Fig. 1. CFA diagram of Modelnon-contextual on the Cambridge AUT dataset. r1-
3: rater1-3; glv: GloVe; w2v: Word2vec; fst: fastText; HCR: human creativity rating
factor, NSD: non-contextual semantic distance factor.

Fig. 2. CFA diagram of Modelcontextual on the Cambridge AUT datseta. r1-3: rater1-
3; uni: Universal Sentence Encoder; sen: Sentence-Transformers; rbt: RoBERTa; gpt:
GPT-3; HCR: human creativity rating factor, CSD: contextual semantic distance fac-
tor.
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C Cross Validation Results

Table 7. Fine-tuned BERT cross validation results on the Cambridge AUT training
sets. P: precision; R: recall.

Model Non-creative Creative Micro-average
P R F1 P R F1 F1

BERT
bowl

0.86 0.88 0.87 0.72 0.68 0.70 0.82

BERT
paperclip

0.85 0.69 0.76 0.44 0.66 0.53 0.69

BERT
bowl+paperclip

0.91 0.82 0.86 0.53 0.72 0.61 0.80

Table 8. Fine-tuned RoBERTa cross validation results on the Cambridge AUT training
sets. P: precision; R: recall.

Model Non-creative Creative Micro-average
P R F1 P R F1 F1

RoBERTa
bowl

0.83 0.86 0.85 0.66 0.60 0.63 0.79

RoBERTa
paperclip

0.70 0.81 0.76 0.63 0.49 0.55 0.68

RoBERTa
bowl+paperclip

0.80 0.74 0.77 0.58 0.67 0.62 0.71

Table 9. Fine-tuned GPT-3 babbage cross validation results on the Cambridge AUT
training sets. P: precision; R: recall.

Model Non-creative Creative Micro-average
P R F1 P R F1 F1

GPT-3
bowl

0.87 0.87 0.87 0.69 0.71 0.70 0.82

GPT-3
paperclip

0.74 0.76 0.75 0.62 0.61 0.62 0.70

GPT-3
bowl+paperclip

0.80 0.79 0.80 0.64 0.63 0.63 0.71

D Model Performance on the Dataset from [6]

Table 10. Prediction performance on the dataset from [6]. P: precision; R: recall.

Tested on Model Non-creative Creative Micro-average
P R F1 P R F1 F1

Model
bowl

0.57 0.65 0.61 0.70 0.63 0.66 0.64
Box Model

paperclip
0.60 0.78 0.68 0.84 0.69 0.75 0.72

Model
bowl+paperclip

0.75 0.66 0.70 0.64 0.73 0.68 0.69

Model
bowl

0.67 0.62 0.65 0.57 0.62 0.60 0.62
Rope Model

paperclip
0.41 0.71 0.52 0.83 0.57 0.67 0.61

Model
bowl+paperclip

0.60 0.64 0.62 0.64 0.60 0.62 0.62
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E ChatGPT Prompt

You are a judge in the alternate uses task, where respondents are asked to list
different uses for a common object. You will be presented with the object and a
response that illustrates one of its uses. Please judge if the response is creative
or non-creative. Inappropriate, invalid, irrelevant responses, and responses with
common uses are considered non-creative, whereas appropriate, valid, novel and
unusual uses are considered creative.
The object is: {prompt}
The response is: {response}
Please give your answer in “creative” or “non-creative”.
Your answer:

F ChatGPT Classification Results

Table 11. ChatGPT results on the Cambridge AUT dataset. P: precision; R: recall.

Tested on Non-creative Creative Micro-average
P R F1 P R F1 F1

Bowl 0.85 0.60 0.70 0.45 0.75 0.56 0.65
paperclip 0.82 0.35 0.48 0.48 0.88 0.62 0.56
Combined 0.84 0.48 0.61 0.46 0.83 0.60 0.60

Table 12. ChatGPT results on the dataset from [6]. P: precision; R: recall.

Tested on Non-creative Creative Micro-average
P R F1 P R F1 F1

Box 0.77 0.28 0.42 0.48 0.88 0.62 0.54
Rope 0.69 0.35 0.47 0.42 0.76 0.54 0.51
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Abstract. Accurately predicting the enthalpy of formation for inter-
metallic compounds plays a crucial role in materials design and optimiza-
tion. This article proposes a novel deep learning approach for predict-
ing formation enthalpy. This research develops a graph neural network
combined with continuous filter convolutional layers to simulate quan-
tum interactions between atoms. This enables direct learning from atom
types and coordinates without simplifying into grid representations. This
model demonstrates superior performance on the public JARVIS-DFT
dataset compared to traditional machine learning methods. The intro-
duction of continuous filter convolutional layers enhances the ability of
graph convolutional neural networks to effectively learn atomic spatial
features. This provides a new way to construct graph data structures
from crystallographic information for materials science. Additionally, this
work highlights the potential value of using graph convolutional neural
networks to predict enthalpy of formation for intermetallic compounds.

Keywords: Graph neural network · Intermetallic compounds ·
Formation enthalpy prediction · Crystal structure modeling

1 Introduction

Intermetallic compounds, resulting from diverse element bonding, have wide
applications. Titanium-aluminum [1] and nickel-aluminum compounds [2] serve
aerospace due to high-temperature resistance. Silicon-germanium compounds [3]
are essential in microelectronics for their thermoelectric properties. Low-
temperature superconductors like Nb3Sn, Nb3Al, and NbTi are used in particle
accelerators and medical imaging [4]. Additionally, compounds like Co7Mo6,
Fe7Mo6 [5], and Fe3Al [6] find roles in energy catalysts and magnetic storage
due to specific properties. Accurate prediction of formation enthalpy is also cru-
cial in materials design, as lower formation enthalpies, such as −15.87KJ/mol
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for titanium-copper (TiCu), often indicate higher stability, making it widely
used in biometal alloys due to its superior high-temperature strength and oxida-
tion resistance [8]. Consequently, accurately predicting the formation enthalpy
of intermetallic compounds is of significant importance in the design and opti-
mization process of materials.

Formation enthalpy predictions, once reliant on complex experiments and
costly Schrödinger equation calculations [7], have now become data-driven
through machine learning. Zhang et al. [9] achieved remarkable accuracy using
Gaussian process regression with an MAE as low as 0.044 eV/atom. However,
classic machine learning models like random forest, Gaussian process regression,
and deep neural networks [10] still face limitations, including issues with high-
dimensional and sparse data. Random forest, for example, is constrained by the
quality and depth of decision trees, potentially leading to reduced predictive
accuracy. Additionally, Zhang et al.’s Gaussian process regression model, while
offering uncertainty estimates, experiences increased computational complexity
with larger datasets, making it less effective in such cases.

Krajewski et al. [11] combined deep neural networks with structure-
related features [12], achieving Mean Absolute Errors (MAEs) of 28, 40, and
42meV/atom on large datasets. However, like other deep learning models, it can
overfit when dealing with sparse or noisy datasets. These models also exhibit
black-box characteristics, yielding poor interpretability of predictions. To opti-
mize predictions of formation enthalpy of intermetallic compounds under big
data environments and improve physical interpretability, we need to consider
the expression of physical features and appropriate model selection in model
design. Xie et al. [13] proposed a Crystal Graph Convolutional Neural Net-
work (CGCNN) that learns material properties directly from atomic connectivity
in crystals, exemplified in perovskite. Park et al. [14] improved upon CGCNN
with their ICGCNN model, learning material properties from crystal graphs,
achieving superior prediction performance. Chen et al. [15] further developed the
MEGNet model, employing two strategies to circumvent material science data
limitations. Kamal et al.’s [16] ALIGNN model surpasses most GNN models in
handling bond angle information. Overall, for atom-level modeling of intermetal-
lic compounds, GNNs typically outperform standard Deep Neural Networks and
conventional machine learning methods.

Building upon the inspiration from three-dimensional protein modeling [17],
our study introduces a novel method to predict the formation enthalpy of inter-
metallic compounds using Graph Convolutional Neural Networks (GCNNs). This
approach employs continuous filter convolutional layers to construct a graph data
structure for crystal structures. Unlike traditional convolutional layers fixed on
grids, the continuous filter convolutional layer breaks the confinement of local
data correlation to grids. It accepts arbitrary atomic coordinates as input, elimi-
nating the need for quantizing atoms to fixed grids, which would lead to informa-
tion loss. This allows the capture of interatomic correlations through convolution
operations, extracting feature representations from the atomic coordinate space.



CGNNs for Predicting Enthalpy of Formation in Intermetallics 143

2 Methodologies

2.1 Graph Construction

To apply graph neural networks in data processing, it is essential to convert
atomic data of intermetallic compounds into a graph structure. In the crystal
structure of these compounds, atoms are connected by metallic bonds, resem-
bling a graph structure with nodes and edges. Therefore, each atom represents
a node, and an atomic bond forms between two atoms when their distance is
below a specific threshold, analogous to an edge in a graph. In crystallography,
the existence of a connection between atoms is initially assessed by comparing
the sum of their van der Waals radii to their interatomic distance. Typically,
interaction occurs when the distance between atom centers is within 0.8 to 1.2
times their van der Waals radii sum.

Considering that previous studies in this field have predominantly extracted
crystal structure data from strings containing structural information without
providing a detailed graph construction process, our research proposes the uti-
lization of an extensible structural information dictionary to uniformly describe
such data. This dictionary encompasses crystal lattice vectors (latticeMat),
atomic point coordinates (coords), atomic elements (elements), crystal unit cell
dimensions (abc), and crystal lattice angles (angles). lattice−mat is represented
as a 3 ∗ 3 matrix describing lattice vectors. Coords consists of a list of atomic
points, each described by three values corresponding to Cartesian coordinates
(x, y, z). Elements correspond to the elements associated with each coordinate
point in coords. abc denotes the dimensions of the crystal unit cell, while angles
describe the crystal’s lattice angles.

In addition, our research introduces an algorithm for constructing a graph
from the structural information dictionary. This algorithm adaptively computes
atomic connectivity relationships, transforming the data within the structural
information dictionary into a graph structure suitable for input into graph neural
networks. As shown in Algorithm 1.

In the transformation of graph data structures, we primarily utilized the
networkx library. In this study, we further tensorized the graphs from net-
workx, extending the from_networkx method in Pytorch Geometric (PyG) [18],
enabling it to be seamlessly integrated with this popular graph deep learning
framework, Pytorch Geometric (PyG). To facilitate convenient calls during the
training process, these methods have been encapsulated and integrated into a
dedicated Data class.

2.2 Continuous Filter Convolutional Layer in Graph Convolutional
Network

Utilizing Graph Convolutional Neural Networks to directly model the atomic
coordinates of intermetallic compounds with irregular distributions is challeng-
ing. Standard convolutional layers defined only on regular grids cannot be
directly applied, as a straightforward rasterization would result in the loss of
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Algorithm 1: Adaptive Thresholding Algorithm
Input: atom_dict
Output: graph G

1 Initialize an empty graph G;
2 for each index and (coordinate, element) pair in atom_dict do
3 Add a node to G with the index as its ID and properties: coordinate and

element;

4 for i = 0 to length of atom_dict ’s coordinates do
5 for j = i + 1 to length of atom_dict ’s coordinates do
6 Compute distance between atom_dict ["coords"][i] and

atom_dict ["coords"][j];
7 Get element of atom i as elementi;
8 Get element of atom j as elementj ;
9 Calculate threshold as the sum of atomic radii of elementi and

elementj divided by 100;
10 if distance is less than threshold then
11 Add an edge between node i and node j with weight as distance;

12 return G;

structural information. To address the issue of irregularly distributed data in
Graph Convolutional Neural Networks, we employed continuous filter convolu-
tional layer. The continuous filter convolutional layer takes the coordinate dif-
ferences (dx, dy, dz) between two atoms as input and outputs the filter weights
w between them. In our intermetallic compound model, by inputting the coordi-
nate information of each atom, the continuous filter convolutional layer is capable
of learning the filter weight matrix that represents the interactions and struc-
tural information between atoms. By multiplying the feature vectors of indi-
vidual atoms with the filter weight matrix, structural information is allowed to
propagate through the network. As a result, the features of each atom (node)
encompass not only its intrinsic information but also the spatial information from
the three-dimensional atomic coordinates. After several iterations, the structural
information propagates further within the graph, and the features of each atom
(node) will encompass the spatial information of the entire three-dimensional
atomic coordinates. The entire network utilizes the shifted softplus function as its
activation function. The shifted softplus function is illustrated in Equation (1),
where SSP (0) = 0. This ensures continuity and differentiability while enhancing
the convergence properties of the network.

SSP (X) = ln (0.5ex + 0.5) (1)

What distinguishes our work from traditional convolution layers is the use of
continuous function filters. Continuous convolution operations are performed
using precise atomic coordinates as input, rather than coordinates that have
been simply gridded. The workflow is illustrated in Fig. 1.
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Fig. 1. Work flow of Continuous filter convolutional layer

2.3 Graph Neural Network Architecture

The graph neural network proposed in this study is specifically designed for
predicting the formation enthalpy of intermetallic compounds, with the network
architecture illustrated in Fig. 2. Crystal structure data is represented in the net-
work as graphs, employing tensors such as node features, edge indices, position
matrices, and edge weight matrices in specific layers, akin to how pixels in an
image are represented in a network. The graph neural network primarily consists
of continuous filter convolutional layers, feature update block, and the overall
network architecture. In this section, we will delve into these three components
in detail.

Continuous Filter Convolutional Layers. The continuous filter convolu-
tional layer is a message-passing mechanism that combine continuous filtering
and local convolution operations to learn relationships between nodes. Unlike
SchNet [17], to address the property prediction problem of crystal structures in
intermetallic compounds, we have adapted the continuous filter convolutional
layers based on SchNet. Specifically, the continuous filter convolutional layers
apply a Gaussian kernel function on each edge to capture distance information,
and then encodes the distances as continuous filters applied to node features.
The computational formula is shown in Eq. 2.

Wij = exp(−‖pi − pj‖2
2σ2

) (2)

where pi and pj are the position vectors of nodes i and j, ‖pi − pj‖ denotes
the computation of the Euclidean distance, and σ is the standard deviation of
the Gaussian kernel. This layer comprises two linear layers and a non-linear
normalization flow. The first linear layer maps the input node features to a
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hidden space, and the second linear layer maps the results of message passing
back to the output space. During the message passing process, the Gaussian
kernel function generates continuous weights based on the distance of edges,
which are then multiplied with node features to achieve distance-based feature
coupling. The formula for feature coupling is shown in Eq. 3.

xi =
∑

j∈N(i) Wij · xj (3)

where N(i) represents the set of neighboring nodes of node i, xj denotes the fea-
tures of neighboring nodes, and xi is the result after feature aggregation. Finally,
batch normalization and residual connections are employed to stabilize training
and retain the original feature information. Building upon this foundation, our
enhanced continuous filtering convolution layer improves the model’s ability to
model graph structure and distance information, enabling more effective feature
learning based on spatial information.

Feature Update Block. The interaction block utilizes continuous filter convo-
lutional layers (CFConv) to update node features. CFConv computes the mes-
sages received by each node as a Gaussian diffusion of its distance from neighbor-
ing nodes. A small multi-layer perceptron (MLP) is employed to learn the weight
matrix W , where the cosine similarity C, related to the distances between nodes,
is used as a coefficient to multiply with W, thus learning the weights of the asso-
ciated edges. After several rounds of message passing through CFConv layers,
node features are effectively updated, encoding local structural information.

Network Architecture. The network model begins with iterative node fea-
ture updates and local neighbor information aggregation via the Feature Update
Block. We employ the effective GCNConv [19] for graph convolution layers, a
widely used method in graph neural networks. GCNConv updates node fea-
tures by aggregating neighboring node information, enabling relationship mod-
eling within the graph. It provides unique graph representations for each crys-
tal structure, enhancing the model’s capacity for handling irregular graph data
with iterative feature updates. After each graph convolution layer, we introduce
ReLU activation for non-linearity and perform global max-pooling to reduce
data dimensions before outputting results via fully connected layers.

Figure 2 illustrates the overall structure of the network, where (a) depicts the
architecture of the continuous filter convolutional layers, (b) describes the entire
framework flow for predicting the formation enthalpy of intermetallic compounds
in this study, and (c) provides a detailed representation of the dimension changes
of various tensors between different modules.

3 Experiment

3.1 Dataset

In this study, we utilized the Javis-dft-3d dataset, accessible at JARVISDFT.
This comprehensive dataset encompasses 75,993 samples of 3D materials, com-
puted employing the optB88vdW and TBmBJ methods. From the myriad of

http://jarvis.nist.gov/jarvisdft
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Fig. 2. Graph Neural Network Architecture of Prediction Formation Enthalpy: (a)
Continuous Filter Convolutional Layer, (b) Overall Architecture of the Network, (c)
Data Dimension Transformation in the Network

columns available, our focus was specifically directed towards the extraction of
data pertaining to the 3D atomic structures and the formation energy, which
is synonymous with enthalpy. Furthermore, to assemble the atomic features, we
adopted the Magpie database embedded within the Matminer [20] and Pymat-
gen [21] software package.

3.2 Implementation Details

To predict the formation enthalpy of intermetallic compounds in this study, we
employed a simple fully connected layer as the output and used the mean square
error (MSE) function as the loss function for model training, along with the
selection of Adam as the optimizer. In the initial training phase, we initially
observed the convergence of the loss function with a limited number of data
samples to perform parameter adjustments. Ultimately, a learning rate of 10−4

was adopted. All experiments were implemented in PyTorch [22] and its exten-
sion library PyTorch Geometric [18]. The network model was trained on a single
NVIDIA TESLA T4 32G GPU. The batch size was set to 64, and for the initial
parameter tuning, the number of epochs was set to 100. Subsequently, for fine-
tuning the parameters, the number of epochs was set to 10. The Jarvis-dft-3d
dataset was divided into training (0.7), validation (0.2), and test (0.1) sets, with
the test set never used during the training process. Detailed model parameters
are shown in Table 1.



148 Z. Jin et al.

Table 1. Graph neural network configuration used for training model.

Parameter name Value

CFConv layers 3
Graph convolutional layers 2
Node input features 27
Hidden features 128
Gaussians number 50
Normalization Batch normalization
Batch size 64
Learning rate 10−4

4 Results and Discussion

In our study, we used adaptive threshold algorithm to construct crystal structure
graphs for intermetallic compounds, improving the accuracy of spatial lattice
representations. Taking TiCuSiAs as an example, our adaptive threshold algo-
rithm outperforms ALIGNN’s default method, which includes numerous extra-
neous edges. Our dynamic threshold adjustment, based on atomic distance dis-
tributions, filters out irrelevant connections, preserving structural information.
This approach is versatile, even in complex systems. Our crystal graphs closely
match actual structures, as shown in Fig. 3. In conclusion, our adaptive thresh-
old algorithm enhances the quality of crystal graphs, offering a more reliable
foundation for performance calculations and regression analyses compared to
traditional fixed thresholds.

Fig. 3. Comparison of real crystal structure and calculated crystal structure of TiCu-
SiAs
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We compared our formation enthalpy prediction results with PotNet [23],
Matformer [24], ALIGNN [16], SchNet [17], and CGCNN [13]. As in previous
studies, we used MAE (L1 Loss) to quantify predictions. In this research, our
neural network model achieved an impressive prediction accuracy of 0.0337,
marking a significant improvement over traditional and machine learning mod-
els, consistent with previous research (Table 2). The initial training of the model,
as shown in Fig. 4(a), demonstrated a gradual convergence of the loss function,
indicating the effectiveness of our designed graph neural network in learning
from the dataset. Subsequently, we conducted performance tests on the network
model. We modified the number of layers of the continuous filter convolutional
layer CFConv [19] within the feature update module and assessed the impact of
residual connections. Additionally, we compared the performance of the Point-
NetConv [25], capable of handling input data node position matrices, with the
traditional graph convolutional layer GCNConv. Our validation model, as pre-
sented in Table 3, employed an early stopping strategy. This strategy terminated
training if the average loss on the test dataset reached the magnitude of n∗10−2,
and it allowed for up to four early stopping occurrences; otherwise, the model
would run through all 10 epochs. According to models 1, 2, 5, 6 in Table 3 and
Fig. 4(b), it is evident that directly feeding the unprocessed graph into the graph
convolutional layer, PointNetConv exhibits predictive capability on the valida-
tion set, while GCNConv fails to converge the loss function. When the input
graphs have undergone node feature updates, using PointNetConv causes the
model to lose predictive ability, while GCNConv achieves lower loss. According

Fig. 4. Variation of the Loss on the validation set of different models with the increase
of the number of iterations
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to models 2, 3, 4, 6, 8, 9 in Table 3 and Fig. 4(c), with an increase in the number
of layers in the continuous filter convolutional layer, the model’s accuracy grad-
ually improves, enhancing its predictive capability for formation enthalpy data
of intermetallic compounds. The continuous filter convolutional layers introduce
spatial information into node features, aiding the model in learning spatial infor-
mation. However, as the number of layers in the continuous filtering convolution
layer continues to increase, the model’s predictive accuracy starts to decline, indi-
cating the existence of an optimal threshold for the number of layers. Exceeding
this threshold results in contamination of the original features by adding more
spatial information. Referring to models 6, 7in Table 3 and Fig. 4(d), Model 7,
which lacks residual connections, initially exhibits higher validation loss in the
first epoch of training. However, by the second epoch, the validation loss rapidly
decreases, approaching the performance level of Model 6 with residual connec-
tions. This highlights that in our study, the application of residual connections
in the neural network model enhances its performance, enabling it to learn fea-
ture representations at a deeper level while effectively preventing overfitting and
improving prediction accuracy.

Table 2. Comparison of different models to formation energy prediction MAEs.

Model MAE Dataset

PotNet 0.0294 Formation Energy on JARVIS-DFT
Matformer 0.0325 Formation Energy on JARVIS-DFT
ALIGNN 0.0331 Formation Energy on JARVIS-DFT
This work 0.037 Formation Energy on JARVIS-DFT
SchNet 0.045 Formation Energy on JARVIS-DFT
CGCNN 0.063 Formation Energy on JARVIS-DFT

Table 3. Performance test result on validation set of graph neural network.

Model NO CFConv Layers Graph Convolutional Layer Residual Connection MASE on validation set

1 0 PointNetConv True 0.323

2 0 GCNConv True 1.580

3 1 GNConv True 0.178

4 2 GCNConv True 0.066

5 3 PointNetConv True 1.187

6 3 GCNConv True 0.041

7 3 GCNConv False 0.083

8 4 GCNConv True 0.071

9 5 GCNConv True 1.246



CGNNs for Predicting Enthalpy of Formation in Intermetallics 151

5 Conclusion

This work developed a graph convolutional neural network with continuous fil-
ter convolutional layers to predict the formation enthalpy of intermetallic com-
pounds. This model shows promise in predicting formation enthalpy and intro-
duces new perspectives for crystal structure modeling in materials science. Future
research can explore deep graph neural networks and data augmentation tech-
niques for further improvements. This study provides a valuable tool for AI
applications in materials science.
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Abstract. Exploring activation energy in ionic transport is one of the
critical pathways to discovering high-performance inorganic solid elec-
trolytes (ISEs). Although traditional machine learning methods have
achieved relatively accurate activation energy predictions, they suffer
from issues such as complex descriptor construction and poor gener-
alization. Graph neural network (GNN) has gained widespread usage
in accurate material property prediction due to their ability to uncover
structure-property relationships latent in materials data in an end-to-end
way. However, current graph representation methods and corresponding
GNN models have not been widely applied to the ion transport properties
of materials. Here, we introduce the interstitial network graph represen-
tation method, and design a GNN model to predict activation energy in
Li-containing compounds. As a result, the dynamic ion migration pro-
cess is characterized, enabling the GNN to automatically capture the
inherent mechanisms of ion transport. Performance tests demonstrate
that interstitial network representation method achieves high prediction
accuracy, with a 10% improvement in prediction accuracy compared with
the crystal structure representation method. The developed model can
be used to screen and design ISEs and in general providing new ideas for
applying machine learning in materials science.

Keywords: Inorganic Solid Electrolytes · Activation Energy ·
Interstitial Network · Deep Learning · Graph Convolutional Neural
Network

1 Introduction

All-solid-state batteries (ASSBs), as a hot topic of research on electrochemical
energy storage, have drawn widespread attention for various studies of perfor-
mance characterization and prediction. One of the primary challenges in the
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C. Cruz et al. (Eds.): IC 2023, CCIS 2036, pp. 153–164, 2024.
https://doi.org/10.1007/978-981-97-0065-3_11

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-97-0065-3_11&domain=pdf
https://doi.org/10.1007/978-981-97-0065-3_11


154 S. Shi et al.

advancement of inorganic solid electrolytes (ISEs) pertains to ion transport.
Lower activation energy facilitates ion transport and also widens the range
of operating temperatures [1]. Therefore, exploring materials with low activa-
tion energy (Ea) provides an effective approach to the development of high-
performance ISEs.

Nowadays, there are two methods commonly used to derive activation energy.
One is to conduct experiment, where electrical impedance spectroscopy is per-
formed to obtain the conductivity data combined with the Arrhenius equation
to calculate activation energy. The other is to carry out theoretical simulation,
such as climbing-image nudged elastic band (CI-NEB) [2], molecular dynamic
simulation (MD) [3], and others. Nevertheless, these methods have demand-
ing requirements for experimental equipment and conditions. Also, they tend
to incur high resource costs, which makes them unfit for large-scale search for
new materials. Therefore, data-driven machine learning methods have attracted
increasing attention from researchers due to their lower computational costs,
faster processing speeds, and high predictive accuracy.

Machine learning (ML) has already been widely used for large-scale materials
property prediction, particularly the prediction of activation energy [4,5]. Some
research has been conducted to explore the approaches based on crystal struc-
ture descriptors. For example, Katcho et al. [6] used ion coordination numbers,
ion site energies, polyhedral volumes, and compound density as descriptors and
utilized a random forest method to model the structure-property relationship
between these descriptors and activation energy. Liu et al. [7] performed feature
engineering, with 30 descriptors relevant to activation energy prediction selected
for ISEs, enabling accurate prediction of activation energy. However, traditional
machine learning models are poor at predicting the properties of compounds
with composition and structure varying in a wide range.

In recent years, graph neural network (GNN), such as deep learning models,
has emerged as a powerful approach to the direct extraction of useful informa-
tion from raw, unstructured graph data, which removes the need for laborious
yet essential design of descriptors. Moreover, graph representation is a powerful
method of non-Euclidean data representation that is commonly used to explore
various complex properties of the material. Xie et al. [8] represented crystal
structures by encoding atomic information and bonding interactions between
atoms in the form of crystal graphs, and then proposed a crystal graph con-
volutional neural network (CGCNN) to accurately predict such properties as
formation energy, bandgap, Fermi energy level, and elastic modulus. Based on
the crystal structure graph representation, various GNNs have been proposed
to improve prediction performance, such as ALIGNN [9], GATGNN [10], and
DeeperGATGNN [11]. In addition, Gariepy et al. [12] developed an automatic
graph representation algorithm (AGRA) tool that can be used for multi-phase
catalysis to extract the local chemical environment of metallic surface adsorp-
tion sites. However, as far as we know, there is still no research conducted on
the use of GNN to predict activation energy for ion transport in ISEs. More-
over, the mechanism that can affect activation energy is complicated. It is worth
noting that the use of the representation methods in the studies cited above
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focuses on atomic and space information, which is insufficient to fully capture
the underlying mechanisms of ion conduction. As for describing mechanisms of
ion conduction, interstitial network (IN) is proposed to adequately characterize
the essential geometric and topological attributes of ion transport properties,
which are obtained from the network of transport paths formed by skeleton ions
and bottle-neck connections in the crystal structure [14].

In this study, we propose a novel graph representation method based on the
IN, to achieve an accurate prediction of ISEs activation energy. Then, to mine
latent information comprehensively, a GNN model is designed and optimized
according to the characteristics of IN. The results demonstrate that the IN rep-
resentation method outperforms the crystal structure representation method by
10% in predicting activation energy, and it fits well with experimental and sim-
ulation results. This work can be adopted to substantially reduce the screening
space required for high-throughput computations, contributing a novel solution
to the development of machine learning methods guided by domain knowledge.

2 Method

2.1 IN Calculation Method

IN calculations are derived from the screening platform for solid electrolytes
(SPSE) [15]. Within ionic crystals, larger-radius anions form a relatively stable
framework, while smaller-radius cations are distributed over the created voids.
The IN is constructed by connecting the voids and this network is essential for
investigating ion transport characteristics. The Voronoi decomposition algorithm
represents a spatial partitioning technique widely applied in materials science to
analyze crystal interstitial space [16] and is implemented in the Crystal structure
Analysis by Voronoi Decomposition (CAVD) geometric analysis program, which
can be used to efficiently calculated IN data for crystal structures [13].

The workflow of IN data calculation is shown in Fig. 1. For illustration,
we used tetragonal Li7La3Zr2O12 (LLZO, icsd-246817) as an example. CAVD
encodes the crystal structure using the material information from crystallo-
graphic information files (CIF) [17] , including chemical formulae, atomic valence
states, and atomic positions. Through Voronoi decomposition, the voids within
the crystal structure are transformed into an IN. Then, geometric and topo-
logical analyses are performed for this network, through which descriptors are
obtained for the geometric structure of solid electrolytes, such as ion migra-
tion pathways topology and channel dimensions. Simultaneously, the activation
energy values corresponding to the data for each compound are obtained through
bond valence site energy (BVSE) [14]. The BVSE program uses CIF files to com-
pute the energy potential field for migrating ions within the three-dimensional
crystal structure space. Both CAVD and BVSE have been integrated into our
independently developed SPSE. Users can retrieve or upload compounds of inter-
est through the platform and generate the corresponding interstitial network files
through CAVD calculations. Through the above calculations, the IN data and
activation energy data are collected.
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Fig. 1. The workflow of calculate the IN through SPSE. To obtain the IN data, CIF
is processed through CAVD, and this information is combined with energy landscape
calculated by BVSE to construct the transport network. Subsequently, a nonequiva-
lent path calculation method is employed to filter out redundant data, allowing for
the extraction of interstice and bottleneck information along the paths. This process
resulted in the generation of IN data samples.

2.2 IN Representation Method

The IN representation method is based on the analysis of interstices and bot-
tlenecks characteristics. In the Voronoi decomposition of the crystal structure,
the interstices correspond to Voronoi polyhedra vertices or centers of Voronoi
polyhedra faces. The bottlenecks correspond to the position of the minimum
radius along each Voronoi polyhedra edge. After obtaining IN data, we utilized
interstices as nodes and bottlenecks as edges. For each interstice or bottleneck,
we choose the 12 nearest atoms to represent a local chemical environment. High-
quality descriptors can greatly improve the accuracy of the model. Hence, we
extracted the interstice size and bottleneck size from the IN file and added
atomic information descriptors such as atomic numbers and electronegativity.
In this process, the nonequivalent paths are calculated, and the bottlenecks and
interstices located at the equivalent sites are filtered out to reduce the mem-
ory required for the calculation. The construction of the IN representation of
the ISEs was then completed. The flowchart of the IN representation method is
shown in Fig. 2.

The advantage of IN lies in the fact that the ion transport channels geomet-
ric characteristics, conduction thresholds, and ions transport descriptors (e.g.,
transport channel dimensionality) contained therein are critical to the ion trans-
port performance. The geometric and topological features of the material are
extracted and used to calculate the ion transport path information contained in
the IN to predict the ion transport properties.
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Fig. 2. IN representation method transformation flow. M means the number of nodes;
N means the number of features.

2.3 Construction of GCN-Based Activation Energy Prediction
Model

Graph Convolutional Neural Network. In this study, graph convolutional
neural network (GCN) [18] is employed to extract features of nodes from intersti-
tial network. Sketch of GCN architecture is shown in Fig. 3. For the nth layer in
GCN, it takes adjacent matrix A of IN and hidden representation matrix H(n+1)

as input, then the output of the next layer will be generated as follows:

Hn+1 = σ(D̃− 1
2 ÃD̃− 1

2 HnWn) (1)

where σ(·) is the sigmoid function and H0 = X, Ã = A+I is the adjacent matrix
with self-connections.D̃ is the diagonal degree matrix of Ã, and Wn ∈ R

dn×dn+1

is a trainable weight matrix. For the ease of parameter tuning, we set output
dimension dn+1 = dn = d for all layers.

Graph Pooling Operation. In order to select the key nodes that have great
influence on ion transport performance, we adopted the graph pooling operation
to simplify the structure of the IN. Through the graph pooling operation, we
can eliminate some of the less significant nodes and retain the more valuable
nodes. This strategy not only effectively reduces the redundancy of data, but also
improves the computational efficiency and provides more refined graph structure
data for subsequent analysis.

The Output Layer. After repeating the graph convolution and pooling oper-
ations for several times, the final graph level representation Z can be obtained.
Finally, we fed the graph level representation into a Multilayer Perceptron (MLP)
to perform the activation energy prediction task. The loss function is defined as
the Mean Square Error of predictions over the targets:
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Ỹ = MLP (Z), (2)

L =
∑N

i (Ỹi − Y i)2

N
, (3)

where Ỹi represents the predicted activation energy values and Yi is the Activa-
tion energy values calculated from SPSE. N denotes the training sets of graphs
that have targets.

Fig. 3. Structure of GCN. On the left figure, green indicates interstitial; red indicates
bottleneck. (Color figure online)

3 Experiments

3.1 Dataset

The IN dataset is collected from the SPSE, which comprises a total of 2150
lithium-containing compound entries. The CIF data is collected from the SPSE
and Inorganic Crystal Structure Database (ICSD) [19]. Initial preparations
involved organizing the CIF of target compounds and uploading to SPSE for
calculation to get IN files. In addition, we collected data from some of the
published literature for the comparison of results to validate our method for
predicting activation energy in ISEs.

3.2 Experimental Setup

In all experiments, we employed mean squared error (MSE) loss function for
training. To assess the accuracy of the model in predicting activation energy,
we used determination coefficient (R2) to evaluate the performance of model.
The preprocessed interstitial network files and CIF files are divided into the
training/testing/validation sets with a ratio of 8:1:1. We repeated this random
splitting process 10 times, and the average performance is reported. Section 2.3
provides a comprehensive description of our model architecture. Table 1 details
the parameter configuration.



Predicting Li Transport Activation Energy 159

Table 1. The parameter configuration of the model.

Parameter Value

Hidden1_units 128
Hidden2_units 128
Hidden3_units 128
Pooling1_ratio 0.9
Pooling2_ratio 0.8
Pooling3_ratio 0.9
Epoch 150
Optimizer Adam
Hidden unit means the output feature dimension after performing feature
transformation and extraction on nodes in each hidden layer; Pooling ratio
means the proportion of retained nodes compared to the total number of
nodes after a pooling operation.

3.3 Experimental Results

The comparison between the proposed model and state-of-the-art models is
shown in Fig. 4. The model based on IN significantly outperforms that based
on crystal structures. The results of the models show that when the crystal
structure is represented by atomic numbers as nodes, it is less effective infor-
mation for predicting the activation energy. In contrast, the interstitial space is
better representation of the crystal structure relevant for ionic transport, since
IN contains additional geometric features and topological logic features, allowing
the model to better identify their influence on the activation energy.

Fig. 4. The performance of different graph representation on the test set.
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Partial prediction results are compared, as shown in Fig. 5. Under the guid-
ance of materials domain knowledge, the data set is divided based on the acti-
vation energy value. From the accuracy of the activation energy predictions for
various material subsets, it is evident that the model excels at accurately pre-
dicting materials with low activation energies. While the precision diminishes for
materials with higher activation energies, the consistent predictive trends remain
unaffected, ensuring the validity of the results. This validates the feasibility of the
method for identifying materials with low activation energies. To demonstrate
the accuracy of the model predictions clearer, we selected three crystals: Li3N ,
Li7La3Zr2O12, and LiFePO4, all of which are popular materials in study. As
demonstrated in Table 2, a comparison is made among partial prediction results,
BVSE results, and published data.

The time required for obtaining activation energy data using three different
methods is as follows: Conventional experimental methods demand 48 h from

Fig. 5. The percentage of materials with different activation energies and the accuracy
of predictions. “T” indicates errors below the threshold; “F” indicates errors above the
threshold.
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experimental setup preparation to testing for single activation energy value;
calculations using the SPSE require 5min, and lastly, our well-trained model
completes the task within a matter of seconds. As a result of screening by this
model, the material search space is considerably narrowed down, and experiment
time is reduced by orders of magnitude.

Table 2. Comparison of predicted, BVSE-based, and published experimental Ea.

ID Formula Prediction(eV) BVSE(eV) Published(eV) Ref

icsd_156898 Li3N 0.21 0.21 0.13 [20]
icsd_183685 Li7La3Zr2O12 0.39 0.46 0.32 [21]
icsd_193797 LiFePO4 0.38 0.39 0.48 [22]

3.4 Parameter Sensitivity Analysis

Performance and generalization ability of a deep learning model are significantly
influenced by selection of hyperparameters. Proper hyperparameter choices can
enhance model performance, while incorrect selections can result in issues like
overfitting or underfitting. Two crucial hyperparameters are the learning rate and
batch size. The learning rate dictates the magnitude of weight updates during
model training, and an illsuited learning rate can hinder model convergence. On
the other hand, batch size determines the number of samples processed in each
training iteration, impacting training speed and convergence; an inappropriate
batch size can result in slow convergence or training instability.

Fig. 6. The performance of the model on different hyperparameters. (a) Learning rate;
(b) Batch size.
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We conducted a sensitivity analysis on the hyperparameters of learning rate
and batch size. Figure 6(a) illustrates how the performance of the model changes
with learning rate. When the learning rate was set at 0.0001, the model exhibited
its poorest performance, primarily due to the constrained magnitude of weight
updates, making it unable to reach an optimal state within the same number
of training iterations. Conversely, increasing the learning rate to 0.001 yielded
the best performance. However, further increase to 0.005 and 0.01 led to a grad-
ual performance deterioration. This was attributed to the larger learning rate,
which induced substantial weight updates, causing the model to oscillate near
the optimal point and impeding its convergence. Figure 6(b) illustrates how the
performance of the model varied with changes in batch size. The model per-
formed poorly when the batch size was set at 32. This can be ascribed to the
smaller batch size, which increased sensitivity to effects of individual samples
and reduced training speed. As the batch size increased, model performance
gradually improved. Nonetheless, an excessively large batch size consumed more
computational resources which may lead to potential scalability issues.

4 Conclusion

In summary, we proposed a graph representation method based on interstitial
network (IN) and constructed a graph convolutional neural network (GCN),
aiming to predict the activation energy of ISEs. By utilizing the geometric and
topological features of the IN, we realized the high-accuracy prediction of acti-
vation energy through the graph representation method. Compared with the
state-of-the-art crystal structure graph representation method, our method has
better predictive accuracy and the efficiency of material screening is orders of
magnitude higher compared with conventional calculations. In the future, we
will extend the method to other migrating ions, realize the prediction of acti-
vation energy of multi-component inorganic solid-state electrolytes and develop
the application of IN for predicting additional material properties.
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Abstract. Exploring the potential efficacy of a drug is a valid approach for
drug discovery with shorter development times and lower costs. Recently, sev-
eral computational drug repositioning methods have been introduced to learn
multi-features for potential association prediction. A drug repositioning knowl-
edge graph of drugs, diseases, targets, genes and side effects was introduced in
our study to impose an explicit structure to integrate heterogeneous biomedical
data. We revealed drug and disease embeddings from the constructed knowledge
graph via a two-layer graph convolutional network with an attention mechanism.
Finally, KGCN-DDA achieved superior performance in drug-disease association
prediction with an AUC value of 0.8818 and an AUPR value of 0.5916, a relative
improvement of 31.67% and 16.09%, respectively, over the second-best results
of the four existing state-of-the-art prediction methods. Meanwhile, case studies
have verified that KGCN-DDA can discover new associations to accelerate drug
discovery.

Keywords: knowledge graph · drug repositioning · drug-disease · association
prediction

1 Introduction

In recent decades, drug discovery techniques and biological systems have been inten-
sively studied by multidisciplinary researchers. However, drug development is still a
time-consuming, costly and labor-intensive process. Drug repositioning is a strategy for
identifying new uses for approved or investigational drugs that are outside the scope of
the original medical indications [1]. It could ease the drug development process, shorten
the required time to 6.5 years, reduce costs to $300 million and reduce the risk of failure.

In recent years, computational drug repositioning methods [2] have attracted con-
tinuous attentions with explosive growth of large-scale genomic and phenotypic data.
The previous computational methods can be roughly divided into three categories: com-
plex network method [3], machine learning method [4], and deep learning method [5].
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Besides, the knowledge organization method [6], for example ontologies and knowl-
edge graph, has also been gradually applied to the research of drug disease relationship
prediction recently.

With the explosion of the total amount of drug discovery knowledge, the relationships
between entities, such as drugs, diseases, targets, symptoms, etc., become progressively
more complex. There is a wealth of associations hidden in literature, clinical guidelines,
encyclopedias, and structured databases. Semi-structured and unstructured knowledge
needs further exploration and exploitation. More hidden drug-disease associations can
be found by fully utilizing public databases and literature knowledge related to drug
development and disease treatment. This can reduce the risk of failure, shorten the
time needed for research and development, and save money, manpower, and material
resources. In this study, we first construct a drug repositioning knowledge graph and
then propose a novel drug-disease association prediction method called KGCN-DDA
based on multiple features in the knowledge graph and graph convolutional neural net-
work. KGCN-DDA has achieved good performance in the prediction of unknown drug
disease association. This method can find new indications of drugs, and also provide
methodological reference and theoretical basis for drug relocation.

2 Methods and Materials

2.1 Dataset

Data for drug repositioning knowledge graph constructionwere primarily collected from
various data sources including Comparative Toxicology Database (CTD), Drugbank,
SIDER,MeSH and PubMed scientific literature fromPubMed. Taking as a starting point,
269 drugs, 598 diseases and 18416 drug-disease associations originated from Compara-
tive Toxicology Database (CTD). We extracted drug-target associations from Drugbank
and drug-side effect associations from SIDER for drug repositioning knowledge graph
construction. Biological semantic relationships between drugs, diseases, targets, genes,
and side effectswere also discovered from12056PubMed scientific literaturewhich titles
or abstracts containing drugs or diseases from the CTD dataset. Besides, drug chemical
structures (represented by SMILES) from Drugbank, and diseases’ tree numbers from
MeSH served as entities attributes to in our study.

2.2 Drug–Disease Association Prediction Based on Knowledge Graph and GCN

In this study, we presented a comprehensive knowledge graph of drug repositioning with
relevant drugs, diseases, targets, genes and side effects. Meanwhile, graph convolutional
neural network worked as an efficient way to extract multi-features from the constructed
knowledge graph. The workflow of KGCN-DDA was briefly shown in Fig. 1.

Drug Repositioning Knowledge Graph Construction. Our drug-centric knowledge
graph data model comprised five types of entities includes drugs, diseases, and other
entities that interact with the two entities, such as targets, side effects and genes. It curates
and normalizes data from the four publicly available databases mentioned above, as well
as information from PubMed publications based on a pre-training and fine-tuning BERT
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Fig. 1. The workflow of KGCN-DDA

model. The eight relationship types in drug repositioning knowledge graph include treat
(between drugs and diseases), interact (between two drugs), cause (between drugs and
side effects), target (between drugs and targets), associate (between drugs and genes),
associate (between two genes), biomarker (between diseases and genes), and target
(between diseases and targets).

Drug–Disease Feature Representation and Association Prediction. We calculated
drug-drug similarities and disease-disease similarities based on multi features based
on the drug repositioning knowledge graph, including: (1) drug-side effect associ-
ations, drug-target associations, drug-gene associations, drug molecular fingerprints,
(2) disease-target associations, disease-gene target associations, disease MeSH tree-
numbers. We then proposed this multi-feature fusion similarities and drug-disease asso-
ciations in the knowledge graph to compute an association feature matrix. Finally, two
GCN layers were applied to learn drug and disease embeddings of with an attention
mechanism. An inner product decoder was used to discover unknown drug-disease
associations.
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3 Results and Discussion

3.1 Performances and Comparison with State-of-the-Art Methods

In this study, we constructed a drug repositioning knowledge graph based on structured
knowledge and semantic information from biomedical literature. Specifically, a knowl-
edge graph of drugs, diseases, targets, genes and side effects was constructed. There
are in total of 8374 entities (269 drugs, 598 diseases, 266 targets, 3793 side effects,
and 2938 genes) and 67350 triples (18416 drug-disease, 43508 drug-side effect, 722
drug-target, 4081 disease-gene, and 623 disease-target) in knowledge graph. For fea-
ture fusion and similarity computation, an adjusted weight for each measurement was
applied to achieve optimal performance by a step of 0.01. Finally, the AUC and AUPR
of our predictive model reached 0.8801 and 0.5961 optimality. Compared with four
existing state-of-the-art prediction methods [7–10], KGCN-DDA achieved superior per-
formance in drug-disease association prediction, shown in Table 1, which were 33.89%
and 16.09% relative improvements than the second-best result.

Table 1. Performance compared with 4 baseline methods

Methods AURP AUC F1 Acc Rec Spe Pre

DDA-SKF 0.2521 0.7006 0.3281 0.7900 0.4478 0.8342 0.2591

DRHGCN 0.5063 0.8529 0.5013 0.8746 0.5503 0.9166 0.4604

LAGCN 0.5135 0.8045 0.4699 0.7966 0.6005 0.8220 0.4198

DRWBNCF 0.4552 0.8375 0.4739 0.8646 0.5321 0.9076 0.4280

KGCN-DDA 0.5961 0.8818 0.5655 0.8885 0.6287 0.9224 0.5154

Footnotes: The best results are in bold faces and the second-best results are underlined.

3.2 Case Study

To demonstrate KGCN-DDA’s ability to discover new indications and new therapies,
we conducted three case studies with validation from clinical indications already in
use, Clinical Trials, CTD and public literature from PubMed: (1) Top 10 drug–disease
associations, (2) Top 10 associated diseases for given drugs (Doxorubicin).

We listed the top 10 drug-disease associations predicted by KGCN-DDA in Table 2,
and seven out of them can be demonstrated by the verification methods mentioned
above. For example, we found olanzapine and fluoxetine together are more effective
than duloxetine alone for treating severe depression in terms of improving physical and
sleep quality [11]. Researchers examined how rosiglitazone inhibits hepatocellular car-
cinoma and showed that the medication can cause liver cancer cells to undergo apoptosis
[12]. According to study from Johns Hopkins University in the United States, taking a
certain amount of caffeine might enhance the body’s memory function temporarily [13].
Cimetidine is a medication that can be used clinically to treat arrhythmia and chronic
hepatitis B hepatitis. This therapeutic approach aligns with the expected management
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of inflammation and cardiac disease. Besides, several predictions have been confirmed
effective by ClinicalTrials and CTD records.

Table 2. Predicted drug-disease association

No Drug Name Disease Name Evidence

1 Olanzapine Sleep wake disorders PMID: 25062968

2 Rosiglitazone Carcinoma, Hepatocellular ClinicalTrials/PMID:
26622783

3 Docetaxel Eosinophilia ClinicalTrials/CTD

4 Venlafaxine Hydrochloride Catalepsy —

5 Caffeine Amnesia CTD/PMID: 24413697

6 Enalapril Angina pectoris ClinicalTrials/CTD

7 Propranolol Urticaria —

8 Cimetidine Heart diseases Clinical indications

9 Cimetidine Inflammation Clinical indications

10 Nifedipine Anxiety disorders —

The top 10 combinations in drug-disease prediction were examined from the view-
point of a single medication, using doxorubicin as an example (Table 3). Doxorubicin is
an anti-tumor medication that mostly inhibits DNA synthesis, but it can also limit RNA
synthesis as well. It has a broad anti-tumor range and is mostly used in clinical practice to
treat individuals with acute leukemia, including acute lymphocytic leukemia and acute
myeloid leukemia. Combinations 1, 2, 3, 6, 8 [14–18] have been clinically treated and
validated by literature, including doxorubicin, which has a certain ameliorative impact
on non-small cell lung cancer, acutemyeloid leukemia, trigeminal neuralgia, glioma, and
osteosarcoma. Meanwhile, the remaining three combinations have not received much
attention but have been predicted by the KGCN-DDAmodel. To some extent, this might
give researchers fresh ideas for drug repositioning. As a result, it is feasible to predict
drug-disease association by KGCN-DDA.
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Table 3. Drug-disease association prediction for doxorubicin

Drug Name No Disease Name Evidence

Doxorubicin 1 Carcinoma, Non-small-cell lung ClinicalTrials/PMID: 33075540

2 Leukemia PMID: 32949646/Clinical indications

3 Trigeminal neuralgia CTD/PMID: 30235706

4 Hemolytic-uremic syndrome ClinicalTrials/CTD

5 Cerebral hemorrhage —

6 Glioma ClinicalTrials/CTD/PMID: 33475372

7 Myocardial ischemia —

8 Osteosarcoma ClinicalTrials/CTD/PMID: 31802872

9 Atherosclerosis —

10 Vascular diseases Clinical indications

4 Conclusions

In this study,we proposed amethod calledKGCN-DDAfor drug-disease association pre-
diction. Due to the huge amount of information contained in biomedical public databases
and scientific literature, we constructed a drug repositioning knowledge graph and com-
pute drug-drug and disease-disease similarities by knowledge graphmulti-feature fusion.
TwoGCN layers were utilized to capture structural embeddings from association feature
matrix. The proposed method achieved superior performance compared to four state-of-
the-art methods, and we demonstrated its potential for identifying novel drug-disease
associations in clinical practice.

However, there are still some limitations in our work that require an in-depth investi-
gation. First, more association features should be further considered in our work.We can
collect more prior biological knowledge from literature or datasets, such as drug-protein,
drug-gene, disease-gene and drug-pathway from DisGeNET, Gene Ontology (GO) and
so on, to improve similarity accuracy. Second, the two-layer GCN is a basic model for
learning on graph-structured data, while some other graph neural network models are
worth investigating in the future.

Above all, KGCN-DDA is able to learn scattered multidimensional information
from heterogeneous networks and identify latent drug-disease associations. It gives
researchers, pharmacologists, and pharmaceutical companies a tremendous opportu-
nity to study and validate predictive associations that are more likely to exist. We expect
KGCN-DDA to be an efficient approach that can improve drug repositioning in the future
and shorten its cost and time.

Funding. This work was supported by The National Social Science Fund of China (22CTQ024),
Innovation Project ofChineseAcademyofMedical Sciences (2021-I2M-1-001), TheNationalKey
Research and Development Program of China (2022YFB2702801).
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Abstract. Survival analysis is a statistical method used in computa-
tional biology to investigate the time until the occurrence of an event
of interest, such as death or disease recurrence. It plays a crucial role in
analyzing and understanding time-to-event data in various medical and
biological studies. Deep learning, as a subset of artificial intelligence, has
shown remarkable success in diverse domains, such as image recognition
and natural language processing. Its ability to automatically extract com-
plex patterns and features from high-dimensional data makes it highly
promising for enhancing survival analysis. While existing reviews have
primarily focused on traditional statistical methods and conventional
machine learning approaches in survival analysis, a critical aspect that
has been largely overlooked is the integration of deep learning techniques.
We not only considered traditional statistical methods and conventional
machine learning approaches but also further incorporated deep learning
methods. With this review article, we hope to provide researchers, doc-
tors, and biologists with a comprehensive framework for understanding
survival analysis and to foster the development of survival prediction and
personalized medicine.

Keywords: Survival analysis · Time-to-event · Cluster

1 Introduction

Survival analysis is a statistical method used to analyze the probability and
influencing factors of survival or experiencing a particular event for individuals
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or groups within a given time period [1]. In fields such as medicine, biology, and
social sciences, survival analysis methods are widely applied in assessing treat-
ment effectiveness, predicting risks, and studying disease progression, among
others [2]. Through survival analysis, doctors and researchers can predict the
survival time of patients, develop personalized treatment plans, and evaluate
the effectiveness of different treatment approaches based on patient character-
istics and clinical data [3]. Additionally, survival analysis can help researchers
explore the patterns and pace of disease development, identify genetic variations
or biomarkers associated with survival time, and provide scientific evidence for
clinical decision-making [4].

However, despite the widespread application of survival analysis methods in
various fields, there is relatively limited literature that simultaneously review
two different branches of survival analysis, i.e. individualized time-to-event pre-
diction and survival clustering. Except some non-parametric models such as a
Kaplan-Meier model, most methods fall into the former branch. They formu-
late the survival prediction as a regression problem with censored data points
and map from the covariates to the estimated risk of an individual, e.g. Cox
proportional hazards models. Others, in contrast, are proposed as a unsuper-
vised or semi-supervised clustering task which stratifies patients into subgroups
with distinct survival distributions. Although these methods belong to totally
different machine learning categories, an integrative overview that comprehen-
sively review both branches of approach can provide deeper insights into survival
analysis.

Furthermore, deep learning techniques have shown great promise in enhanc-
ing the accuracy and performance of predictive models, especially when dealing
with complex and high-dimensional datasets. Its ability to automatically extract
relevant features and patterns from raw data has opened up new opportunities
for understanding the underlying mechanisms of survival outcomes and identi-
fying critical prognostic factors. Unfortunately, previous reviews and analyses of
the literature have provided limited coverage of state-of-the-art deep models in
survival analysis.

Therefore, the objective of this review is to systematically review recent
advance in survival analysis boosted by deep learning techniques from two dif-
ferent modeling perspectives, including “time-to-event” prediction and survival
clustering. We will discuss the applications of statistical methods, traditional
machine learning, and deep learning methods in each branch, and explore the
advantages, limitations and suitable scenarios for various methods.

The organization of the subsequent sections of this article is as follows: Sect. 2
provides the necessary background knowledge. Section 3 provides an overview of
predicting Time to Event. Section 4 introduces risk-based clustering methods.
Section 5 concludes the entire article.
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2 Preliminaries

In the study of survival analysis problems, it is possible that the event of interest
is not observed in certain cases. This can occur due to limited observation time
windows or other unobserved events that result in missing information. This
concept is referred to as censoring [5]. Censoring can be classified into three
groups based on the type of truncation of the event [6]: (I) right censoring,
where the observed survival time is less than or equal to the true survival time;
(II) left censoring, where the observed survival time is greater than or equal to
the true survival time; and (III) interval censoring, where we only know that the
event occurred within a given time interval. It is important to note that the true
event times are unknown in all three cases. Among these, right censoring is the
most common scenario in many practical problems [7]. Therefore, this article will
primarily focus on the analysis of survival data with right-censored information.

For survival problems, the time to the event of interest (T ) is precisely known
only for those instances in which the event occurs during the study period. For
the remaining cases, we can only observe a censoring time (C) as we may lose
track of them within the observation time or their event occurrence time exceeds
the observation time. In the context of survival analysis, they are considered cen-
sored instances. In other words, for any given instance i, we can only observe
either the survival time (Ti) or the censoring time (Ci), but not both simulta-
neously. The dataset is referred to as right-censored only when yi = min(Ti;Ci)
can be observed during the study. In right-censored survival problems, since the
samples are entered into the study randomly, and the randomness of the censor-
ing time, the censoring time of the sample is also a random variable. Therefore,
in this article, we assume that censoring occurs randomly in survival problems.
For brevity, this article refers to randomly occurring right-censored instances as
censored instances.

Problem Statement: For a given instance i, it is represented by a triplet
(xi; yi; δi), where xi ∈ R1∗P is the feature vector, δi is a binary event indicator
such that δi=1 for uncensored instances and δi=0 for censored instances, and yi
represents the observation time, which equals the survival time Ti for uncensored
instances and the censoring time Ci for censored instances.Write

yi =

{
Ti if δi = 1
Ci if δi = 0

(1)

In survival analysis, the objective is to estimate the time from a new instance
j, characterized by feature predictors represented by Xj , to an event of interest,
Tj . Xj is the variable input to the model. It can be data of various types such
as transcriptomics data, medical images, and so on. It is important to note that
in survival analysis, the value of Tj is both non-negative and continuous.
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3 Time to Even Prediction

Time-to-event prediction, as an application of survival analysis, aims to forecast
the probability of a specific event (e.g., death, failure, cure) occurring within a
future period. This time frame can be measured from the start of a study or
from a particular event’s occurrence. Time-to-event prediction holds significant
practical significance as it assists in understanding the probability and timing of
an event, enabling individuals to make more informed decisions.

3.1 Statistics Based Methods

Statistical methods in survival analysis can be classified into three major cat-
egories: (I) parametric methods, (II) non-parametric methods, and (III) semi-
parametric methods. Parametric methods are highly effective and accurate in
predicting event times when assuming that the data set follows a specific distri-
bution. For instance, if the time in the examined data set follows a well-known
theoretical distribution such as the exponential distribution, it is straightfor-
ward to use it for estimating event durations. However, in real-life data sets, it
is often challenging to obtain data that precisely conforms to known theoretical
distributions. In such cases, non-parametric methods can be employed, as they
do not rely on assumptions about the underlying distribution of event times.
The Kaplan-Meier (Kaplan and Meier, 1958) method is one of the most popular
approaches in this category [8]. The Nelson-Aalen (NA) estimator is another
non-parametric estimator based on modern counting process techniques [9]. The
log-rank test is an application of the Kaplan-Meier method for interval-grouped
survival data [10]. The third category comprises a combination of parametric and
non-parametric methods. Similar to non-parametric methods, semi-parametric
models do not require knowledge of the underlying distribution of event times.
The Cox proportional hazards model (Cox, 1972) is the most widely used semi-
parametric method in survival analysis [11]. It assumes that the attributes have
a multiplicative effect in the hazard function and remain constant over time. In
the Cox proportional hazards model, it is assumed that the hazard ratio between
two covariates is independent of time and is defined as follows:

λ (t|x) = λ0 (t) exp (h (x)) (2)

h(x) = θTx (3)

where λ0(t) is the baseline risk. h(x) is the risk function, which represents the
impact of covariates on an individual’s risk of death.θ = (θ1, θ2, ..., θn) can be
estimated using the maximum partial likelihood function. Partial likelihood is
the product of the probabilities of individual i being at risk at each event time Ti

and experiencing an event. The Cox partial likelihood function is parameterized
by θ and defined as follows:

L(θ) =
∏

i:E=1

exp
(
ĥ (xi)

)
∑

j∈R(Ti)
exp

(
ĥ (xj)

) (4)
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where Ti, Ei, and xi represent the event time, event indicator, and covariates,
respectively, for the i-th observation. The risk set R(t) represents the set of
patients who are still at risk of death at time t. The survival function proposed
by Cox is highly influential and widely incorporated in subsequent studies within
the field of computational biology.

Table 1. Dataset

Dataset Acronym

Worcester Heart Attack Study WHAS
Study to Understand Prognoses Preferences
Outcomes and Risks of Treatment

SUPPORT

The Molecular Taxonomy of Breast Cancer
International Consortium

METABRIC

The Cancer Genome Atlas TCGA
National Lung Screening Trial NLST

3.2 Traditional Machine Learning Based Methods

Although statistical techniques aim to characterize the distribution of event
times and the statistical properties of each (statistical) model’s parameters,
machine learning methods seek to predict event occurrences at given time points.
The decision tree algorithm (Bou-Hamad et al., 2011) is based on recursive par-
titioning with specific splitting criteria applicable to survival analysis [12]. Due
to the key feature of this algorithm being the splitting criterion, there has been
some research focused on finding effective splitting criteria for survival analysis
[13]. Random survival forests (RSF) employ the log-rank test as the splitting cri-
terion to construct random forests. It calculates the cumulative hazards of leaf
nodes and averages them over all elements [14]. The LASSO-COX model, utiliz-
ing the least absolute shrinkage and selection operator (LASSO), applies feature
selection to choose relevant subsets for cancer prediction [15]. SVRc improves
the loss function to handle truncated data [16]. It leverages the advantages of
standard Support Vector Regression (SVR) and makes it applicable to censored
cases through an updated asymmetric loss function that considers both uncen-
sored and censored instances in the model.

Bayesian analysis is one of the fundamental principles in statistics, linking
posterior probabilities with prior probabilities. Some studies employ this model
to predict the probability of the events of interest [17], benefiting from the desir-
able properties of Bayesian modeling, such as interpretability [18]. Features in
Bayesian networks can be interrelated at different levels and can be represented
graphically to depict the theoretical distribution of a set of variables. Bayesian
networks provide an intuitive representation of all relationships among variables,
making them interpretable for end-users. Knowledge information can be acquired
by estimating the network structure and parameters from a given dataset. (Fard
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et al., 2016) introduced a novel framework that combines the representational
power of Bayesian networks with the accelerated failure time (AFT) model by
extrapolating the prior probabilities to future time points [19]. The computa-
tional complexity of these Bayesian methods primarily depends on the type of
Bayesian techniques used in the model.

Support Vector Machine (SVM) is also a crucial class of machine learning
algorithm [20]. It can be used for both classification and regression tasks and has
been successfully applied to survival analysis problems [21]. (Van et al., 2007)
studied a learning machine designed for predictive modeling of survival data with
independent correct censoring by introducing a health index as a proxy between
instance covariates and outcomes [22]. (Van et al., 2011) presented an SVR-based
method that combines ranking and regression approaches within the context of
survival analysis [23]. On average, these methods have a time complexity of
O(N3), which is comparable to the time complexity of standard Support Vector
Machines.

3.3 Neural Network Based Methods

Currently, deep learning has emerged as a highly successful technique in machine
learning. It has demonstrated the ability to train complex models and extract
advanced features from real-world datasets. In deep learning, generative networks
can capture intricate relationships between features through deep neural network
structures, thereby enhancing the accuracy of predictions.

With the increasing prevalence and integration of various data types, such as
genomics, transcriptomics, and tissue pathology data, cancer treatment is shift-
ing towards precision medicine [24]. Utilizing and interpreting multiple high-
dimensional data types in translational research or clinical tasks requires a sig-
nificant amount of time and expertise. This necessitates modeling algorithms
capable of learning from a multitude of complex features. Excitingly, deep learn-
ing models have the potential to leverage this complexity to provide meaningful
insights and identify relevant granular features from diverse data types [25,26].
Whether it is tabular data or image data, the application of deep learning-based
survival analysis models can be achieved by constructing appropriate model
architectures and training processes. It is crucial to select suitable model struc-
tures based on specific data types and application scenarios, while also perform-
ing feature engineering and model optimization to obtain accurate survival pre-
dictions. We discuss deep learning-based survival analysis models from two per-
spectives: utilizing omics-data and image data. In Table 1, we have compiled the
datasets used in this study. The WHAS dataset comprises trends in cardiac event
occurrences, patient characteristics, and the quality of healthcare in the region.
The SUPPORT study aims to understand the communication and decision-
making processes among patients, their families, and healthcare providers. It
examines medical decisions related to various types of treatment interventions
and assesses the impact of these decisions on patient survival and quality of life.
METABRIC aims to investigate the classification and molecular characteristics
of breast cancer through molecular biology and genetics approaches. TCGA aims



180 J. Luo et al.

to improve the prevention, diagnosis, and treatment of various cancer types by
conducting in-depth research on the genomes and molecular characteristics of
cancer. TCGA data provides extensive information related to tumor genomics,
mutations, gene expression, methylation, and more. NLST aims to assess the
effectiveness of lung CT scans in lung cancer screening.

Table 2. Summary of omics-dataset.

Publication Type of Disease Dataset Variable of input

[27] Heart attack,
Breast(BRCA)

WHAS,
SUPPORT,
METABRIC

Age, sex, body-mass-index(BMI), left
heart failure complications (CHF), and
order of MI (MIORD)

[28] Pan-glioma
(LGG/GBM), BRCA,
Pan-kidney (KIPAN)

TCGA Gene expression features, protein
expression, copy number, age and stage

[29] BRCA METABRIC Tumor size, number of positive lymph
nodes

[30] Comprehensive CLINIC Physiologic variables
[31] BRCA TCGA Gene expression data, miRNA data,

Copy number burden (CNB), Tumor
mutation burden and clinical
information

[32] BRCA TCGA methylation and mRNA data

Omics-Data. Transcriptomics data is currently the most commonly used type
of Omics-data. Table 2 provides an overview of the omics data used in related
works. Transcriptomic analysis can be employed to assign cancer to clinically
meaningful molecular subtypes with diagnostic, prognostic, or therapeutic rele-
vance. Standard computational methods for cancer subtyping, such as SVM or k-
Nearest Neighbors (kNN), may be prone to batch effects and can be error-prone,
relying only on a small number of feature genes while disregarding important
biological information. Deep learning algorithms can overcome these limitations
by learning patterns across the entire transcriptome. DeepSurv, based on the
semi-parametric Cox proportional hazards model, uses a deep neural network
instead of a linear network for prediction [27]. DeepSurv has demonstrated the
significant role of deep neural networks in survival analysis tasks. However, this
prediction method has limitations when learning from high-dimensional profiles
generated from these platforms and relies on expert manual selection of a few fea-
tures to train the predictive model. SurvivalNet demonstrates how deep learning
and Bayesian optimization methods can be applied to predict cancer outcomes,
which have been successful in general high-dimensional prediction tasks [28]. Sur-
vivalNet is a Bayesian optimization-based deep survival model that successfully
transfers information across diseases to improve prognostic accuracy. However,
these models rely on strong parametric assumptions, which are often violated
in practice. DeepHit, on the other hand, does not make any assumptions about
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underlying stochastic processes and allows for the possibility of time-varying
relationships between covariates and risks [29]. Moreover, DeepHit handles com-
peting risks. It introduces a ranking loss in the loss function to address these
challenges. DeepHit effectively improves the prediction of correct order pairs by
optimizing this loss function:

Ak,i,j ≡ 1(k(i) = k, s(i) < s(j)) (5)

L = −
K∑

k=1

αk

∑
i�=j

Ak,i,j · η
(
Fk

(
s(i)|x(i)

)
, Fk

(
s(i)|x(j)

))
(6)

In this context, where k represents the occurrence of an event, s denotes the time
of event occurrence, x represents patient covariates, and F () is the prediction
function, F (s|x) represents the estimated risk of an event at time s for a given
patient. During the model training process, this function aims to make the model
predict patients with longer survival times and lower risk of death as indicated
by the labels.

Few studies have considered sequence patterns within the feature space. To
address this, (Ren et al., 2019) proposed a deep recursive survival analysis model
that utilizes deep learning for fine-grained conditional probability prediction of
the data, while incorporating survival analysis to address censoring issues [30].
This approach models the conditional probability of events for each sample,
capturing temporal dependencies to predict the likelihood of real event occur-
rences. It also estimates the survival rates over time for censored data, thereby
improving prediction accuracy.

Numerous studies have made further contributions to the richness of input
data, allowing the model training to encompass not only single-source data such
as gene expression data or biomarkers but also incorporate multiple omics data.
SAMMON has been proposed to aggregate and simplify gene expression data and
cancer biomarkers for prognostic prediction [31]. Experimental results demon-
strate that performance is improved when more omics data is used in model
construction. However, incorporating more data into the model also presents
challenges. Gene data is characterized by high dimensionality, non-linearity, and
sparsity. Directly training the model with these high-dimensional data does not
yield optimal results. (Bichindaritz et al., 2021) employed the local maximum
quasi-cliques merging (lmQCM) algorithm to reduce the dimensions of mRNA
and methylation features and extract clustered feature genes [32]. They intro-
duced an auxiliary ordinal loss on top of the original Cox model to enhance the
optimization learning process during training and regularization. The auxiliary
loss helps mitigate the problem of vanishing gradients in early layers and aids
in reducing the loss of the primary task. Finally, they constructed an ordered
Cox risk model for survival analysis and employed the Long Short-Term Memory
(LSTM) approach to predict patients’ survival risks.

Image Data. Convolutional neural network (CNNs) have been extensively
applied in the intersection of computer science and medicine. These end-to-end
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Table 3. Summary of image dataset.

Publication Type of Disease Dataset Variable of input

[34] Lung and brain cancers NLST, TCGA Whole Slide Histopathological
Images(WSIs)

[35] Lung cancer NLST The screening radiography arm of
the NLST

[36] Lung and colorectal cancers NLST WSIs
[37] BRCA TCGA WSIs
[38] Heart failure Clinical records The clinical information, cine MR

images, and clinic outcome
[39] Glioblastoma multiforme (GBM),

Lung squamous cell carcinoma
(LUSC)

TCGA WSIs

deep neural networks possess stronger feature extraction capabilities compared
to traditional methods [33]. Unlike manual feature selection, CNNs can automat-
ically extract the most discriminative features from images. The Table 3 provides
an overview of the imaging data used in the relevant studies. Moreover, they can
leverage pre-trained models trained on ImageNet during training, enabling them
to be quickly trained and optimized on medical image datasets with limited data,
yielding satisfactory results. However, in a high-resolution medical image, only
a small portion typically contains the relevant features. The prevalence of nega-
tive samples significantly outnumbering positive samples can lead to suboptimal
model performance in such scenarios. (Zhu et al., 2017) proposed an effective
whole slide image-based survival analysis framework (WSISA) to overcome the
aforementioned challenges [34]. To leverage WSIs for survival discrimination,
they first extracted hundreds of patches from each WSI through adaptive sam-
pling and then grouped these images into different clusters. Subsequently, they
trained an ensemble model to make patient-level predictions based on the cluster-
level deep convolutional survival (DeepConvSurv) predictions. This framework
efficiently mines and utilizes all discriminative patterns within WSIs to predict
patient survival status.(Lu et al., 2019) presented the prediction of patients’ mor-
tality risk using X-ray images [35]. Traditional image-based survival prediction
models rely on annotated discriminative markers, which limits their scalabil-
ity to large datasets. When there are no available annotations for the classifi-
cation task, the multiple instance learning (MIL) framework proves useful for
histopathological images. Unlike existing image-based survival models that are
restricted to extracting key patches or clusters obtained from whole slide images
(WSIs), DeepAttnMISL [36]effectively learns imaging features from WSIs by
introducing attention-based MIL pooling and aggregates WSI-level information
into patient-level predictions. In current survival models, attention-based aggre-
gation offers more flexibility and adaptability compared to traditional aggre-
gation techniques. (Liu et al., 2022) proposed and experimentally evaluated a
multi-resolution deep learning approach for breast cancer survival analysis [37].
This method integrates multiple resolution image data with tumor, lymphocyte,
and nucleus segmentation results from deep learning models. The results demon-
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strate that this approach significantly improves the performance of deep learning
models compared to using only raw image data. However, conventional images
capture two-dimensional spatial information as they only contain information
within the plane. They cannot capture the temporal trends of patients over
time. (Guo et al., 2023) proposed a predictive model based on cardiac images
that incorporates temporal sequence information [38]. By fusing the boundary
information of cardiac images with the motion field of the heart, they obtained
cardiac motion information, which improved the survival probability prediction
for heart failure patients. (Li et al., 2023) introduced a patch sampling strategy
based on image information entropy and constructed a multi-scale feature fusion
network (MSFN) using a self-supervised feature extractor [39]. Specifically, this
work employed image information entropy as a criterion to select representative
sampling patches, thereby avoiding noise interference caused by random sam-
pling in blank regions. Additionally, a pre-training process was performed on
the feature extractor using self-supervised learning mechanisms to enhance fea-
ture extraction efficiency. Furthermore, a global-local feature fusion prediction
network based on attention mechanisms was constructed to improve the survival
prediction of WSIs with comprehensive multi-scale information representation.

Table 4. Summary of multimodal dataset.

Publication Type of Disease Dataset Variable of input

[40] Lower-Grade Glioma (LGG)
and Glioblastoma (GBM)

TCGA Whole-slide images, clinical
and genomic data

[41] 20 cancer types TCGA MicroRNAs, gene expression
data, and clinical data

[42] Lung and colorectal cancers NLST CT scans, age, gender, and
smoking history

Multimodal Data. Multimodal fusion refers to the process of integrating infor-
mation from two or more modalities to make predictions. In prediction tasks,
individual modalities often do not contain all the necessary information required
for accurate prediction results. The process of multimodal fusion combines infor-
mation from multiple modalities to complement each other, expand the coverage
of information contained in the input data, enhance the accuracy of prediction
results, and improve the robustness of the prediction model (Fig. 1).

Simultaneously combining Omics-data and image data is a key factor in fur-
ther improving model performance. The Table 4 provides an overview of the mul-
timodal data used in the related studies.(Mobadersany et al., 2018) demonstrated
a computational approach that utilizes deep learning to learn patient outcomes
from digital pathology images by combining adaptive machine learning algo-
rithms with traditional survival models [40]. This work showcased how survival
convolutional neural networks (SCNNs) integrate information from histopatho-
logical images and genomic biomarkers into a unified framework to predict time-
to-event outcomes. It showed superior prediction accuracy for overall survival
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Fig. 1. Workflow for establishing a deep learning model for prognosis prediction.

of glioma patients beyond current clinical models. (Cheerla et al., 2019) further
developed a model based on a multimodal neural network that utilizes clinical
data, mRNA expression data, microRNA expression data, and WSIs to predict
survival of patients across 20 different cancer types [41]. They devised an unsu-
pervised encoder that compresses the four data modalities into a single feature
vector per patient, handling missing data using an elastic, multimodal dropout
approach. The encoding method is tailored for each data type - using deep high-
way networks to extract features from clinical and genomic data and employing
convolutional neural networks to extract features from WSIs. (Lu et al., 2023)
proposed a hybrid CNN-RNN approach to investigate the long-term survival
rates of subjects in lung cancer screening studies [42]. This method utilizes a
CNN model to capture imaging features from CT scans and employs an RNN
model to examine the time series aspect, thereby capturing global information.
By combining time series information with multimodal data, the performance of
the model is effectively improved.

4 Cluster Based Risk Profile

Clustering is an unsupervised learning method that can uncover hidden patterns
and structures within data. Clustering is a valuable tool for data-driven disease
discovery and classification. The objective of survival clustering is to map sub-
jects (e.g., users in a social network, patients in medical research) into K clusters
ranging from low-risk to high-risk.

4.1 Statistics Based Methods

(Li et al., 2004) proposed an approach to examine survival data by extending
the partial least squares (PLS) regression to the framework of the Cox model
[43]. They presented a parallel algorithm for constructing latent components.
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This algorithm utilized residual iterative least squares fitting and Cox regression
fitting to construct predictive components. These components could then be
used to build useful survival prediction models and also employed for clustering
survival data since the principal components were simultaneously constructed.

(Bair et al., 2004) were the first to explore clustering methods for survival
data, introducing a technique known as semi-supervised clustering (SSC) [44].
In their study, they proposed using risk scores from univariate Cox regression
as a preselection step to choose variables and then applied k-means cluster-
ing to the selected subset of features to discover patient subgroups. In the sec-
ond part of the method, they employed only clinical data to test the clustering
assignments. Using the clinical data, they treated the clustering assignments
as the outcome variable and applied a classification algorithm. The classifica-
tion algorithm performed well, indicating correct identification of the clustering
assignments. However, both the regression and survival models utilized principal
components. Since principal components may not capture a large portion of the
variance present in the data, these methods cannot guarantee that these com-
ponents are relevant to the outcomes. Therefore, (Bair et al. 2006) proposed a
semi-supervised approach called supervised principal components (SPC) [45]. In
this method, they computed univariate Cox scores for each feature and selected
the most important features by choosing only those with the best Cox scores.

Sparse clustering methods and semi-supervised clustering approaches rely
on the number of features that have been characterized as “salient,” and there-
fore, these methods have notable limitations. (Gaynor et al., 2017) proposed an
enhanced method called pre-weighted sparse clustering to overcome the limi-
tations of sparse clustering [46]. Its objective is to overcome the limitations of
traditional sparse clustering by identifying features that have different means
within clusters. This approach can identify features that exhibit variations in
their average values across clusters.

4.2 Traditional Machine Learning Based Methods

(Zhang et al. 2016) employed a hybrid approach consisting of statistical and
machine learning methods, focusing on cluster discovery in clinical and gene
expression data [47]. They utilized penalized logistic regression and penalized
proportional hazards models along with an expectation-maximization algorithm
to select only the most relevant clinical features associated with the event of
interest. This approach allowed them to identify the most important clinical fea-
tures specifically related to the event of interest. (Mouli et al., 2017) proposed
a decision tree-based method aimed at achieving survival clustering [48]. The
ultimate goal was to cluster examination data and identify two or more popu-
lations with different risk levels. The objective was to determine clusters where
the survival distributions differed. (Ahlqvist et al., 2018) utilized Cox regression
to explore differences between subgroups of diabetes patients discovered through
k-means and hierarchical clustering [49]. This method divided patients into five
subgroups based on distinct disease progression and risk of diabetes compli-
cations. This novel subtyping could potentially contribute to personalized and
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targeted early treatments for patients who would benefit the most, representing
an initial step towards precision medicine in diabetes.

Table 5. Summary of cluster dataset.

Publication Type of Disease Dataset Variable of input

[50] Nondisease Friendster age, gender, marital status,
occupation, and interest

[51] Acute coronary syndrome Private disease types,
demographics, personal
disease history,
comorbidities, habits,
laboratory test results, and
procedures

[52] Type2 diabetes, heart dise FLCHAIN,
SUPPORT, SEER,
EHR, SLEEP,
FRAMINGHAM

serum data, breast cancer
subcohort and clinical data

[53] BRCA SUPPORT,
METABRIC,
SEER

Age, gender, race,
education, income,
physiological
measurements,
co-morbidity information,
gene expressions, and
clinical variables

[54] Alzheimer’s disease(AD) EHR demographic information,
laboratory tests, and
diagnoses and symptoms

[55] Cardiovascular disease ALLHAT-A,
ALLHAT-B,
ACCORD

Clinical information on the
use of different
concentrations of drugs

[56] 22 high-grade glioma patients, non-small cell SUPPORT, HGG,
Hemodialysis,
FLChain, NSCL

Observational cohort and
CT image

4.3 Neural Network Based Methods

Deep neural networks play a significant role in the advancement of clustering
tasks. They are commonly used to handle large-scale and high-dimensional data,
such as images, speech, and textual data, in the field of computational biology.
The Table 5 provides an overview of the data used in deep learning clustering
research. Traditional survival methods assume the existence of explicit end-of-
life signals or introduce them artificially using predefined timeouts (Mouli et
al., 2018). They proposed a deep clustering approach that distinguishes long-
term and short-term survivors based on a modified Kuiper statistic, even in
the absence of end-of-life signals [50]. In their study, they introduced a loss
function that utilizes an enhanced Kuiper statistic to differentiate the empirical
survival distributions of clusters. By optimizing this loss, a deep neural network
is learned to softly cluster users into survival groups. (Xia et al., 2019) employed
a multi-task learning approach for outcome-driven clustering of patients with
acute coronary syndrome [51]. The proposed method utilized an attention-based
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multi-task neural network as the modeling framework, which includes patient
state learning, cluster analysis, and feature importance analysis.

However, traditional survival analysis methods estimate risk scores or per-
sonalized event time distributions that depend on covariates. In practice, due to
(unknown) subpopulations having different risk profiles or survival distributions,
there often exists substantial population-level phenotypic heterogeneity. There-
fore, in survival analysis, there is an unmet need to identify subgroups with dis-
tinct risk profiles while simultaneously considering accurate personalized event
time predictions. Methods addressing this need may improve the characteriza-
tion of individual outcomes by leveraging the regularities within subpopulations,
thereby accounting for population-level heterogeneity. (Chapfuwa et al., 2020)
proposed a Bayesian nonparametric method that represents observations (sub-
jects) in a clustering latent space and encourages accurate time-to-event pre-
dictions and clustering (subpopulations) with distinct risk profiles [52]. (Nagpal
et al., 2021) have explored similar techniques, introducing a finite mixture of
Weibull distributions known as the Deep Survival Machine (DSM) [53]. DSM
fits a survival regression model mixture on the representations learned by an
encoder neural network. From a modeling perspective, the aforementioned meth-
ods focus on outcome-driven clustering, where they fully recover clusters with
distinct survival distribution characteristics. In this work, the Deep Cox Mix-
ture (DCM) is introduced, which jointly fits a VAE and Cox regression mixture
without specifying a generative model. The loss of DCM is derived by combining
the VAE loss and likelihood estimation of survival time.

Previous research has primarily utilized imaging or cognitive data, with limi-
tations in data breadth and sample size. Data-driven models have not been able
to perform well in these cases. Certain diseases exhibit a high degree of het-
erogeneity, such as Alzheimer’s disease (AD), where different trajectories and
outcomes are observed in clinical populations. (Alexander et al., 2021) identi-
fied AD patients using a previously validated rule-based phenotype algorithm
from the Clinical Practice Research Datalink (CPRD), which contains primary
care electronic health records [54]. They extracted and incorporated a range of
comorbidities, symptoms, and demographic features as patient characteristics,
thus expanding the breadth of data. However, this approach did not consider the
evaluation of treatment effects concerning clinical interventions involving contin-
uous time-to-event outcomes, such as time to death, readmission, or composite
events that may be subject to review. In such cases, counterfactual inference is
required to disentangle the effects of confounding physiological features affecting
baseline survival rates from the effects of the interventions being evaluated. (Nag-
pal et al., 2022) proposed a latent variable approach to simulate heterogeneous
treatment effects, suggesting that an individual can belong to one of several
latent clusters with different response characteristics [55]. Experimental results
demonstrate that this latent structure can modulate baseline survival rates and
help determine the effects of interventions. However, clustering of survival data
remains an underexplored problem. In this scenario, only a few methods have
been proposed, either with limited scalability in high-dimensional unstructured
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data or focused on discovering purely outcome-driven clusters, i.e., clusters solely
based on survival time as the defining feature. The latter may fail in applications
where individual survival distribution information alone is insufficient for strati-
fying the population. For example, patient groups with similar survival outcomes
may exhibit vastly different responses to the same treatment. To address these
challenges, (Manduchiy et al., 2022) introduced a novel survival data clustering
approach called Variational Deep Survival Clustering (VaDeSC), which discovers
patient groups with distinct characteristics in terms of the underlying mecha-
nisms generating survival outcomes [56]. It extends previous variational methods
used for unsupervised deep clustering by incorporating survival models specific
to each cluster within the generative process. VaDeSC focuses not only on sur-
vival but also captures the heterogeneity in the relationship between covariates
and survival outcomes.

5 Conclusions and Future Directions

Despite the numerous scientific reports on the application of machine learning
techniques for time-to-event prediction, there has been relatively less research
on survival clustering techniques. Survival clustering techniques are particularly
useful when there is a need to identify unknown subpopulations within an entire
dataset. They can discover clusters with significantly different survival capabili-
ties, which cannot be achieved by traditional clustering techniques. These tech-
niques focus on finding clusters with distinct survival distributions, providing a
unique perspective to understand the characteristics of the dataset.

Many research works in the field of survival analysis are currently exploring
the application of deep learning methods, which have powerful modeling capa-
bilities and predictive performance. However, a major limitation of deep learning
models is their lack of interpretability. This means that although deep learning
models can generate accurate prediction results, it is often challenging to explain
how the model arrives at those predictions and what features and patterns it
relies on for decision-making. Further more, the research efforts in exploring key
biomarkers are also relatively scarce in the field.

Enhancing Model Interpretability: One significant challenge in the appli-
cation of machine learning models to survival analysis lies in their inherent com-
plexity and the difficulty in understanding how they arrive at specific predictions.
As the use of machine learning in this domain continues to grow, there is a press-
ing need to develop interpretable models that can provide meaningful insights
into the underlying biological mechanisms governing survival outcomes. Future
research efforts should focus on incorporating techniques such as feature impor-
tance analysis, attention mechanisms, and visualizations to shed light on the
decision-making processes of these models. By achieving better interpretabil-
ity, researchers can gain a deeper understanding of the relationships between
genomic, clinical, and imaging features, ultimately leading to more reliable and
clinically actionable predictions.
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Identifying Novel Biomarkers: While machine learning techniques have
shown great promise in survival analysis, there remains untapped potential in the
discovery of novel and robust biomarkers that can accurately predict patient out-
comes. Leveraging multi-omics data integration and advanced feature selection
methods can facilitate the identification of previously unrecognized biomarkers
with strong prognostic significance. Additionally, collaborative efforts between
computational biologists, bioinformaticians, and domain experts can drive the
development of innovative approaches to uncover hidden patterns and relation-
ships within complex biological datasets. The integration of these novel biomark-
ers into clinical practice has the potential to revolutionize patient risk stratifica-
tion, enabling tailored treatment strategies and personalized medicine.

By addressing these challenges, it not only contributes to enhancing the fea-
sibility and acceptability of survival analysis methods in medicine and other
fields but also promotes the advancement of survival analysis techniques to meet
broader application needs. Furthermore, it provides more reliable decision sup-
port for clinical practice and disease management.
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Abstract. Skin diseases have a widespread impact on people’s lives,
making their identification crucial in medical data analysis. Convolu-
tional neural networks (CNNs) are widely used for skin disease recogni-
tion, yielding success. However, the current research overlooks the crucial
issue of compressing label-independent information. Key information in
skin disease images exists in small symptomatic patches, while the rest is
extraneous. Regrettably, prevailing CNNs-based methods embed redun-
dancy in skin disease features across convolutional layers, reducing accu-
racy. This paper introduces an Information Bottleneck theory-based algo-
rithm for selective information propagation. The Hilbert-Schmidt inde-
pendence criterion (HSIC) is used to calculate the dependency between
variables in the algorithm. This algorithm enhances the independence
of CNN’s convolutional layers and the input features of the skin disease
image during training while improving the dependence of convolutional
layers and the label value of the image. This confines superfluous data
spread and boosts vital information propagation. Experiments conducted
on both a self-collected hypopigmentation dataset and the publicly avail-
able ISIC2018 dataset, utilizing ResNet-50, DenseNet-169, Inception-v4,
and ConvNeXt-B, confirm the effectiveness of the algorithm. The exper-
imental results demonstrate significant enhancements in accuracy fol-
lowing the application of the algorithm. These four CNNs achieve accu-
racy improvements of 2.68%, 7.63%, 4.20%, and 3.44% on hypopigmenta-
tion dataset, and 0.86%, 0.33%, 2.84%, and 1.19% on ISIC2018 dataset.
Thus, this algorithm effectively compresses label-independent informa-
tion, enhancing skin disease recognition.

Keywords: Convolutional neural networks · Skin diseases ·
Information bottleneck

1 Introduction

Skin diseases are a highly prevalent class of illnesses, significantly impacting both
physical and mental well-being. For instance, vitiligo can lead to the appearance
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of white patches on a person’s skin, greatly affecting people’s appearance [25].
Skin cancer poses a threat to human life [15]. Central to this issue is skin dis-
ease recognition. Skin disease recognition not only enhances cure rates but also
prevents deterioration [3,7]. Deep learning provides new opportunities for skin
disease recognition, which relies on skin disease images combined with relevant
algorithms. Among them, the most popular and representative method is con-
volutional neural networks (CNNs) and their variants [5,21,29].

CNNs excel in extracting crucial image information using convolutional lay-
ers. Especially in the medical domain, CNNs have achieved remarkable suc-
cess in effectively classifying skin conditions such as melanoma and psoriasis.
[28,31]. Some studies have explored enhancing CNNs classification performance
by employing ensemble methods and altering CNNs architectures. [1,18,32].
Some other studies have proposed the integration of clinical and dermoscopic
images for comprehensive multimodal classification [13,24]. As an instance, Yang
et al. [30] introduced a multi-scale fully shared fusion network for classifying der-
matoscopic and clinical images using multiple modes. Their work emphasized the
significance of capturing intra-modal relationships between clinical and dermato-
scopic images. Additionally, a study has investigated the integration of derma-
tologic images and patient information for multimodal diagnostic [6]. Signifi-
cantly, researchers have devised CNN-based models for skin disease recognition
and pitted them against dermatologist evaluations. Interestingly, these mod-
els frequently achieve comparable or even superior accuracy when compared to
dermatologist assessments [2,26]. While these studies have achieved significant
advancements in skin disease recognition, they overlook the imperative task of
eliminating redundant (i.e., label-independent) information from skin disease
images. This excessive redundant information considerably impedes the ability
of CNNs to identify pivotal features. The extent to which the convolutional lay-
ers relies on the input layer (i.e., input image) and target layer (i.e., label value)
during the training process significantly impacts the CNN’s performance. If the
convolutional layers displays a strong dependent with the input layer but a weak
dependent with the target layer, it indicates an excess of redundant information
and a lack of discernible feature extraction, ultimately diminishing the effective-
ness of skin disease recognition.

Information Bottleneck(IB) [8] is a good method to remove redundant infor-
mation. The IB theory is a concept in information theory, initially proposed by
Tishby et al. [22]. It is used to understand and explain phenomena that occur
in data compression and feature selection. The core idea of this theory is that
when dealing with data, a system needs to retain essential information while
eliminating unnecessary redundancy to achieve efficient data representation and
compression. The main task of IB is to find a mapping that maximizes the com-
pression of input variables as much as possible to retain the information related
to the label value, i.e., minimizing the mutual information(MI) of the input lay-
ers and the convolutional layers, and maximizing the MI of the label value and
the convolutional layers. The MI is a measure of the mutual dependency between
two variables. Since the calculation of MI is very complicated and inconvenient
to use in IB, researchers have proposed alternative methods [19,27].
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Hilbert-Schmidt independence criterion(HSIC) was first proposed by Gret-
ton et al. [10]. It is similar to MI, which is also a nonparametric independence
criterion that measures the correlation between two variables, and the smaller
its value, the stronger the correlation between the two variables. The compu-
tational effort of HSIC is much smaller compared to MI, and its accuracy is
also very high. Researchers have tried to introduce HSIC into deep learning for
optimization [19]. For example, Greenfeld and Shalit [9] utilized HSIC as a loss
function to learn robust regression and classification models by satisfying noise
independent of the distribution of random variables. Considering the complexity
of MI computation and the advantages of HSIC, researchers have tried to use
HSIC instead of MI in IB [19,27]. For example, Wu et al. [27] used HSIC [11]
instead of MI to reconstruct and predict self-coding. Ma et al. [19] proposed a
method to optimize the HSIC bottleneck for DNNs. Inspired by these studies, we
introduce the IB based on HSIC as a loss function to eliminate redundant infor-
mation from skin disease images, thereby enhancing CNN’s ability to identify
skin diseases.

This study presents an algorithm named CIH rooted in the IB theory to
tackle the challenges at hand. The IB theory is a cornerstone of information
theory, delving into how to extract crucial information from data. This theory
was proposed by Tishby and his colleagues [23], aiming to address the balance
between compression and retention of information during information transmis-
sion. In the CIH algorithm, the IB theory is harnessed to orchestrate the behavior
of convolutional layers, effectively streamlining the network by discarding label-
independent information while retaining meaningful information. The original IB
theory involves using MI to compute dependency between variables. However,
the computation of MI can be intricate and unwieldy. Consequently, HSIC [19]
is ingeniously employed as a proxy to calculate the dependency among variables
within the IB. Through the application of the IB and HSIC, the CIH algo-
rithm masterfully navigates the trade-off between information preservation and
redundancy elimination, leading to an enhanced capacity to recognize valuable
information in the skin disease images.

The main contributions of this paper are as follows:

– This paper applies the information bottleneck theory to skin disease diagnosis.
HSIC is used in this theory to calculate the correlation between variables.

– This paper constructs an algorithm named CIH for removing label-
independent information based on CNN and information bottleneck theory.
The algorithm improves the performance of CNN in recognizing skin diseases.

– Multiple experiments on two datasets and four classical CNNs validate the
validity of CIH.

2 Method

2.1 Information Bottleneck

The essence of the IB concept lies in channeling image feature information
to the label value through a defined ”bottleneck”. This bottleneck typically
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encompasses concealed attributes within a neural network, which can equiv-
alently be represented by the convolutional layers in CNNs. The theoretical
definition of IB is as follows:

min : LIB = M(X,C) − β · M(C,Y ) (1)

where M(X,C) means the MI between the input image X and the convolutional
layers C, M(C,Y ) means the MI between the convolutional layers C and the
label value Y , σ means the tradeoff ratio between M(X,C) and M(C,Y ). MI
is a statistical tool employed to gauge the dependency between two variables.
Higher MI values signify a more dependency between the variables. The IB
facilitates the assessment of the dependency between a specific convolutional
layer and both the input layer and the label value. The key strategy to curtail
label-independent information within the convolutional layers entails ensuring a
diminished dependency with the input layer while fostering a potent dependency
with the label value.

2.2 Hilbert-Schmidt Independence Criterion

Given the complexity and potential inaccuracies inherent in practical MI calcula-
tions, the HSIC emerges as a pragmatic alternative for quantifying dependency.
The theoretical definition of HSIC is as follows: Given any two sets of variables,
X = [X1, · · · ,XN ] and Y = [Y1, · · · ,YN ]. X and Y have a corresponding
relationship. The value of HSIC between X and Y is defined as follows:

HSIC(X,Y ) =
1

(N − 1)2
tr(KXHKY H) (2)

where H = I − 1
N 11T , I is the identity matrix, 1 is a column vector with all

elements being 1. And KX is the kernel matrix with elements KX (Xi,Xj) =
exp( ||Xi−Xj ||22

2σ2 ), where σ is the bandwidth. Moreover, the definition of KY is
similar to KX .

2.3 The Proposed CIH Algorithm

Throughout the training phase, skin disease images encompass a surplus of label-
independent elements, including background noise, clutter and so on, which
can profoundly impede CNN’s extraction of pivotal features. To counteract this
redundancy and retain the essence of importance, the CIH algorithm emerges as
a strategic solution for selectively advancing convolutional layers during train-
ing. According to the CIH algorithm, the primary focus lies in diminishing the
dependency between the convolution layers and the input image, while concur-
rently optimizing the dependency between the convolution layers and the label
value. The HSIC stands as the pivotal tool for calculating this dependency. The
architecture of the CIH algorithm is illustrated in Fig. 1. During CNN training, it
minimizes the dependency between input image feature and each convolutional
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layer, while maximizing the dependency between label value and each convolu-
tional layer. This process ensures that the final predictions gradually approach
the label value. The implementation principles of this algorithm will be elabo-
rated below.

Fig. 1. Architecture of the CIH Algorithm.

Firstly, The fundamental notion underpinning CNN’s propagation process
is akin to a progressive feature compression, gradually filtering out inessen-
tial aspects from the original image. Consequently, minimizing the dependency
between the convolution layers and the input image becomes imperative. Given
the skin disease image X and the convolutional layers {C1, ...,Cn}, the objective
of reducing their dependency can be formulated as follows:

min : LX =
n∑

i=1

HSIC
(
X,Ci

)
(3)

where the calculation method of HSIC(·, ·) is in Eq. (2).
Secondly, CNN’s propagation process can be likened to the preserving fea-

tures. This endeavor aims to bring the convolution layers in closer alignment
with the characteristics of the label value, thereby guaranteeing the extraction
of pertinent information. In essence, maximizing the dependency between the
convolution layers and the label value Y remains pivotal. This objective is con-
cisely encapsulated in the following expression of the corresponding objective
function:

min : LY =
n∑

i=1

HSIC
(
Ci ,Y

)
(4)

where the calculation of HSIC(·, ·) is also in Eq. (2).



198 G. Gao et al.

Finally, combining Eq. (3) and Eq. (4) according to the IB calculation Eq. (1)
forms an application method for using HSIC-based IB in CNN, called CIH algo-
rithm, as shown below:

min : LCIH = LX − λ · LY (5)

where the λ means the tradeoff ratio between LX and LY .
During CNN training, LCIH acts as a loss function. In this study, it is

used in conjunction with the cross-entropy loss function. Combining LCIH with
LCross−entropy can be expressed as:

min : LLoss = LCIH + γ · LCross−entropy (6)

where the LLoss is the final loss function, the γ means the tradeoff ratio between
LCIH and LCross−entropy.

3 Experiments

3.1 Datasets

We used two datasets to validate the effectiveness of the CIH algorithm. The
first is a self-collected hypopigmentation dataset(HD dataset), and the second
is a publicly ISIC2018 dataset [4]. The HD dataset was captured in clinical set-
tings using smartphones and digital cameras by dermatologists. It comprises
2,613 images encompassing six skin types, including vitiligo (VI), pityriasis
alba (PA), pityriasis versicolor (PV), achromic nevus (AN), idiopathic gut-
tate hypomelanosis (IGH), and normal skin (NS). Remarkably, VI, PA, PV,
AN, and IGH all belong to the category of hypopigmented skin diseases. The
ISIC2018 dataset contains seven skin diseases, Melanoma(MEL), Melanocytic
nevus(MV), Basal cell carcinoma(BCC), Actinic keratosis/intraepithelial car-
cinoma(AKIEC), Benign keratosis(BKL), Dermatofibroma(DF) and Vascular
lesion(VASC), for a total of 11,702 images. The detailed division of training,
validation and test data on the two datasets is shown in Table 1.

3.2 Implementation Details

To verify the effectiveness of the proposed CIH algorithm, experiments were per-
formed on HD dataset and ISIC2018 dataset using four classical CNNs: ResNet-
50 [12], DensNet-169 [14], Inception-v4 [20], and ConvNeXt-B [17]. The four
CNNs were trained with CIH and not with CIH, and then the resulting models
were tested using the same test dataset. In addition, this paper reproduces an
intelligent diagnostic model for skin diseases on multiple views. The model is
trained using ResNet-50 network for RGB, HSV and YCbCr images of skin dis-
eases separately and finally the probability values of the prediction results are
averaged for all three images [16]. The model is named ResNet-50+multi-view. In
this paper, the ResNet-50+multi-view model is compared with ResNet-50+CIH
in the same test environment.
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Table 1. The statistical information of the datasets.

Datasets Class Training Validation Test Total

HD Dataset VI 784 98 98 980

PA 339 42 42 423

PV 136 17 17 170

AN 238 30 30 298

IGH 237 30 30 297

NS 355 45 45 445

ISIC2018 Dataset MEL 1,101 30 171 1,302

NV 6,788 30 909 7,727

BCC 497 30 92 619

AKIEC 305 30 43 378

BKL 1,089 30 217 1,336

DF 86 30 44 160

VASC 115 30 35 180

The deep learning framework used in the experiment is Pytorch (version
1.10.2) and the graphics card model is NVIDIA GeForce RTX 3090Ti. The hyper-
parameters are set as follows: Optimizer Type, Stochastic Gradient Descent;
Learning rate, 0.01; Batch size, 32; Epochs, 100. Additionally, we have config-
ured the three crucial parameters σ, λ, and γ in Sect. 2.3 to be 2, 3, and 1,
respectively. The input image sizes for the ResNet-50, DenseNet-169, Inception-
v4, and ConvNeXt-B networks were 224×224, 224×224, 299×299, and 288×288,
respectively. To enrich the datasets and improve the robustness of the models,
random clipping and mirror flipping data augmentation methods are used in the
data preprocessing stage. Using accuracy, precision, recall, and f1-score as met-
rics to test the performance of CNNs. Visualize the model’s test results using
the confusion matrix.

3.3 Results

Table 2 presents the performance test results of four classical CNNs on the HD
dataset before and after implementing the CIH algorithm. The table reveal that
for ResNet-50, there were increases of 2.68%, 3.93%, 3.39%, and 3.57% in accu-
racy, precision, recall, and f1-score respectively. For DenseNet-169, these met-
rics experienced growth by 7.63%, 5.75%, 7.92%, and 6.96% respectively. For
Inception-v4, the metrics exhibited growth by 4.2%, 5.13%, 4.08%, and 4.98%.
As for ConvNeXt-B, the metrics showed growth by 4.2%, 3.7%, 4.66%, and 5.09%
respectively.

Table 3 displays the performance test results of four classical CNNs on the
ISIC2018 dataset before and after implementing the CIH algorithm. The results
reveal that for ResNet-50, there were increases of 0.86%, 0.45%, 1.18%, and
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1.33% in accuracy, precision, recall, and f1-score respectively. As for DenseNet-
169, these metrics experienced growth by 0.33%, 0.52%, 1.79%, and 1.14%
respectively. In the case of Inception-v4, the metrics exhibited growth by 2.84%,
4.35%, 5.80%, and 5.78%. For ConvNeXt-B, the metrics showed growth by
1.19%, 0.99%, 3.12%, and 1.63% respectively.

Table 2. The experimental results(%) of four classical CNNs on the HD dataset before
and after using the CIH algorithm.

Models Accuracy Precision Recall F1-score

ResNet-50 87.40 84.79 83.71 83.96

ResNet-50+CIH 90.08 88.72 87.10 87.53

ResNet-50+multi-view 88.93 87.32 85.24 85.64

DenseNet-169 84.35 82.80 82.94 82.36

DenseNet-169+CIH 91.98 88.55 90.86 89.32

Inception-v4 90.46 87.42 90.15 88.35

Inception-v4+CIH 94.66 92.55 94.23 93.24

ConvNeXt-B 91.22 88.82 88.40 87.57

ConvNeXt-B+CIH 94.66 92.52 93.06 92.66

Table 3. The experimental results(%) of four classical CNNs on the ISIC2018 dataset
before and after using the CIH algorithm.

Models Accuracy Precision Recall F1-score

ResNet-50 79.55 73.58 62.23 66.12

ResNet-50+CIH 80.41 74.03 63.41 67.45

ResNet-50+multi-view 80.68 77.33 62.83 68.25

DenseNet-169 76.44 68.47 56.58 61.12

DenseNet-169+CIH 76.77 68.99 58.37 62.26

Inception-v4 82.20 76.01 66.40 69.61

Inception-v4+CIH 85.04 80.36 72.20 75.39

ConvNeXt-B 81.67 76.06 66.97 70.49

ConvNeXt-B+CIH 82.86 77.05 70.09 72.12

From these two tables, it can be seen that the accuracy, precision, recall and
f1-score of CNNs for recognizing skin diseases can be significantly improved by
using the CIH algorithm in CNNs. This implies the importance of removing label-
independent information and the effectiveness of the CIH algorithm. In addition,
it can be seen in the test results of both datasets that ResNet-50+CIH performs
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better compared to the ResNet-50+multi-view model. This demonstrates that
the introduction of the CIH algorithm into CNNs can achieve results that are
superior to current good skin disease diagnosis models.

Then, compared with other models, DensNet-169 has deeper convolution lay-
ers but poor performance. This indicates that label-independent information in
skin disease images is easily propagated and confused with deeper networks,
potentially threatening the diagnosis performance. On the other hand, this phe-
nomenon proves the necessity and effectiveness of removing label-independent
information.

Figure 2 displays the confusion matrices of the four classical CNNs before and
after implementing the CIH algorithm on the HD dataset. The top four figures
illustrate confusion matrices without the CIH algorithm, while the bottom four
figures show matrices with the algorithm. Notably, (a) and (e) reveal CIH’s
enhanced performance for ResNet-50 across 3 categories. Similarly, (b) and (f)
demonstrate improved predictions with CIH for Densenet-169 across 5 categories.
Likewise, (c) and (g) highlight CIH’s predictive boost for Inception-v4 across 5
categories. Furthermore, (d) and (h) underscore CIH’s contribution to improved
ConvNeXt-B predictions across 4 categories.

In summary, there was a distinct improvement in the predictive performance
of most diseases for each CNN model through the application of the CIH algo-
rithm. This emphasizes the efficacy of the proposed CIH algorithm, effectively
enhancing the CNN’s capability to identify skin disease images by removing
label-independent information.

Fig. 2. Confusion matrices of the four CNNs on HD dataset before and after applying
the CIH algorithm.
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4 Conclution

In this paper, we have proposed an algorithm for removing label-independent
information based on the Information Bottleneck theory, applied within the
training process of CNNs for skin diseases image recognition. The algorithm
employs HSIC to calculate the dependency between variants, aiming to minimize
the dependency between convolutional layers and the input image while maxi-
mizing the dependency between convolutional layers and label value. This app-
roach is utilized to constrain the propagation of label-independent information.
We validated the algorithm using four well-established CNNs on two datasets.
The experimental results strongly indicate that the proposed algorithm leads to
significant improvements in the testing metrics of four CNNs.

As we look forward, we are considering ways to reduce the complexity of
the algorithm and enhance training efficiency. Additionally, we plan to explore
the application of this algorithm beyond the realm of skin diseases, extending
into other domains of medical image recognition, to evaluate its effectiveness in
diverse scenarios.
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Abstract. Nowadays, with the global warmth spread all around the world, thun-
derstorms, tsunami, turbulence and other natural disaster weather frequently occur
around us, these kind of weather can cause hazardous disaster to aviation, espe-
cially thunderstorms, for example, when aircraft flight during approach segment,
it will be very dangerous if the thunderstorm appears. This research adopt two
intelligence algorithms, the Rapidly-Exploring Random Tree (RRT) algorithm
combined with Artificial Potential Field (APF) method to design the trajectory
of approaching aircraft. At first, this algorithm can guide the aircraft fly from
start point to the destination, by the meanwhile, the trajectory can avoid the thun-
derstorms, finally, the result shows that the trajectory of aircraft simulated can
evade moving thunderstorm smoothly, and the profile trajectory meet the app-
roach procedure standard, it is proved that the algorithm is of great value in aviation
industry.

Keywords: Thunderstorm weather · Approach flight segment · Trajectory
optimization · Combined intelligence algorithms

1 Introduction

In recent years, due to the globalwarmth, there have beenmore andmore unsafe incidents
of aircraft flight caused by unstable airflow. Thunderstorms, as such unstable airflow,
posing a huge safety hazard to aircraft flight, especially during the approach segment
when the aircraft needs to execute corresponding flight procedures in each segment. At
this time, the aircraft’s configuration may change, such as flaps and landing gear should
be in the landing position, If the aircraft encounters the thunderstorm at this time, it
will create a huge safety hazard to the landing. In 2022, Lul et al. conducted a detailed
analysis of the hazards of thunderstorms during the approach process and designed a
deviation trajectory using dynamic window algorithms. W Fan et al. and Y. Su et al.
analyzed the safety threats of severe weather such as thunderstorms to aviation in 2018
and 2019, respectively [1–3].
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How solve the problem depicted above? Since 2016, many domestic or abroad schol-
ars have begun to explore artificial intelligence algorithms and computer applications
to research in path optimization area, for example, using algorithms to optimizing the
trajectory of unmanned vehicles, including RRT algorithm, APF algorithm, and Astar
algorithm, which have made important groundwork for subsequent research on path
optimization [4–11]. In 2021, CAO Kai et al. proposed a solution that combines RRT
algorithm and AFP algorithm to solve the path optimization problem of robots. This
article provides a theoretical research approach for this study [12].

In this research, the author use the regress and Monte Carlo algorithm to predict the
dynamic weather movement, and than, combine the RRT (Rapidly-Exploring Random
Tree) with APF (artificial potential field) to solve the trajectory design.

2 Thunderstorm Movement Prediction

This part focuses on the processing of thunderstorm clouds, as shown in the Fig. 1.
The main idea is to extract the dangerous weather color blocks in the radar echo images,
extracting the coordinate point data matrix in the color blocks, and then predict the future
time of thunderstorm clouds.

Fig. 1. The processing of thunderstorm clouds

Using graphic algorithms to extract dangerous red and yellow color blocks from radar
echoes, which are very dangerous for aircraft flight during approach segment. Therefore,
collecting radar echoes and extract thunderstorm color blocks from the images as shown
Fig. 2.

Fig. 2. The extracted color blocks of thunderstorm

The next step is extracting the envelope of thunderstorm color blocks, and the
enclosed area formed by the envelope serves as a moving obstacle in the terminal area
of the airport. This research focuses on three-dimensional path planning, treating the
height of thunderstorm clouds as infinite, as shown in the Fig. 3, which is the closed
envelope of thunderstorm clouds.
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Fig. 3. The envelope of thunderstorm

Next, collecting the data extracted by different times echo maps when thunderstorm
occurs. All the points in the thunderstorm envelope include the position information,
therefore, the thunderstorm should be expressed as Eq. 1:

X =
⎛
⎜⎝

x11 · · · x1n
...

. . .
...

xm1 · · · xmn

⎞
⎟⎠ (1)

As to the thunderstorm points matrix, m and n represent the maximum length and
width values of the thunderstorm range, taking the shape of the thunderstorm cloud is not
fixed and can change at any time into consideration, m and n represent the entire airport
terminal area airspace. If there is no thunderstorm at a certain point in the airspace, the
xij is 0 at that position, conversely, it will be 1. Thus defining a dynamic thunderstorm
obstacle. Based on the collected thunderstorm echo maps at different times, the dynamic
trajectory of the next thunderstorm can be predicted. This study uses multiple linear
regression algorithm to predict the movement trend of thunderstorm.

The following algorithm is to predict the thunderstorm. Firstly, anticipate the
thunderstorm moving direction:

Using the regress algorithm to deal with this problem, overlap the thunderstorm
samples, find the intersection part, these parts can sure predict the movement of thunder-
storm, and constitute by many points, one points move to the other points can be used
by a vector to predict the next step which thunderstorm will move, every vector can be
described by the following formula.

Assuming the position of each thunderstorm cloud point in the thunderstorm cloud
matrix is pstorm (xi, yi). Therefore, it can be thought that the short-term movement trend
of thunderstorms is uniform linear movement. Shown in Eq. 2:

yi = kixi + bi (2)

ki and bi stands for the coefficient of the regress formula.
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After time t, the coordinate of thunderstorm weather can be described by the Eq. 3.

yit = ki(xi + t) + bi (3)

It can be transferred to the Eq. 4.

yit = yi + kit (4)

Apart from the original thunderstorm, when overlap the thunderstorm samples, some
random thunderstorms may be occurred in the complement area, this condition also
should be taken into consideration, the possibility can be referred as p, which range
from 0 to 1, the possibility of the following random thunderstorm prediction is pa.
Shown in Eq. 5.

pa = Ap + A′(1 − p) (5)

A = rand(mapx,mapy) stands for the occurrence of the random thunderstorm cur-
rently, A′ = rand(mapx,mapy) stands for the occurrence of the random thunderstorm
next time.

Define a random value temp, which obey uniform distribution U(0,1), will decide
whether some random thunderstorm will occur, can be depicted as Eq. 6.

{
pa < tmp(no random thunderstorm)

pa > tmp(random thunderstorm occurs)
(6)

Finally, predict the trajectory of aircraft when approach under thunderstormweather,
this study adopts RRT and APF algorithm to deal with this problem.

The cloudmap of the next moment of thunderstorm predicted by the above algorithm
is shown in the Fig. 4:

Fig. 4. The prediction of thunderstorm

From Fig. 4, it can be seen that the location of future thunderstorm clouds predicted
based on multiple linear regression combined with Monte Carlo algorithm is highly
consistent with the true thunderstorm cloud color block at that time. However, the thun-
derstorm points selected in the red box in the simulation figure are newly added thun-
derstorm cloud points calculated based on Monte Carlo algorithm, which also confirms
that this algorithm can be used as a method for predicting the trajectory of thunderstorm
clouds and of high application value.
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3 Trajectory Prediction Algorithm of Approaching Aircraft

The main idea of this research is to solve the trajectory optimization problem of thun-
derstorms encountered during aircraft approach. The main research idea is shown in the
Fig. 5. Starting from the starting point of the state space, the next path point is searched.
If there are no obstacles, the shortest geometric distance path is selected as the optimal
trajectory. If there are obstacles, the next path point is searched again, The trajectory
algorithm used in this study is a combination of RRT and APF algorithm.

Fig. 5. The trajectory optimization flow chart

3.1 Artificial Potential Field Algorithm

The APF algorithm is divided into repulsive field and gravitational field, where attractive
and repulsive force serve as target points and obstacles to attract and repel moving
objects, respectively, This algorithm assure that the flight trajectory will not contact the
thunderstorms, which can be seen as obstacles and will produce repulsion to aircraft,
however, the destination position will produce attraction to aircraft as Eq. 7.

{
Fatt = μ × dg × nrg(no random thunderstorm)

Fatt = 0(other condition)
(7)

The thunderstorms will produce repulsion to aircraft as Eq. 8.

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

Frep = 10 ×
[
ε × R × dg ×

(
1
d − 1

ρ

)2 × nor − ε × R ×
(
1
d − 1

ρ

)
× dg2

d2
× nrg

]
(d ∈ [τ , 2τ ))

Frep = 100 ×
[
ε × R × dg ×

(
1
d − 1

ρ

)2 × nor − ε × R ×
(
1
d − 1

ρ

)
× dg2

d2
× nrg

]
(d ∈ (0, τ ))

Frep = 0(othercondition)

(8)

d stands for the distance between the position now and the next new position, ρ stands
for the efficient distance of repulsion, dg = (

xp − xg
)2 + (

yp − yg
)2, This research use

0.4 for R.
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The APF algorithm can be used as a trajectory planning guidance in multi-objective
environments, with strong advantages in local short distance path guidance. However,
for overall path planning, this algorithm is difficult to find the optimal path, and in high-
density moving obstacle environments, it may create obstacles that cannot be avoided.

3.2 Rapidly-Exploring Random Tree Algorithm

The RRT algorithm is used to find the optimal path in complex environments, initialize
the starting point, and randomly select adjacent nodes from the established state space.
If there are obstacles in the path planning process, the next path node will be changed.
After multiple iterations, an optimal path can be obtained. The following is the function
of the RRT algorithm.

Imaging that the aircraft is in the position pn = (xn, yn), the next point is the nearest
without obstacle, assuming pn+1=(xn+1, yn+1), the length of every step can be expressed
by the Eq. 9:

Ln+1 =
√

(xn+1 − xn)2 + (yn+1 − yn)
2 (9)

When n approaches infinity, it can be assumed that vn follows a uniform distribution,
shown in Eq. 10:

vn = d(pn+1 − pn)

dt
(10)

For RRT optimization theory, the path taken is the shortest sum of paths after iterative
operation, Shown in Equation 11:

{
Ltotal = min

∑iterations
n=0 Ln+1, pn + vt �= pstorm + vot

pn+1is not available, pn + vt = pstorm + vot
(11)

In this research, the following chart is the pseudo-code of the RRT algorithm:
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Algorithm: RRT

Input:  ,

Result: A path from to

for i=0 to n do

choose target ( , , P )

Near ( )

Steer ( , , Stepsize)

End Edge ( , )

If there are no obstacles

Add node

If

successful

TheRRTalgorithmhas advantages in overall path planning, but it also has drawbacks.
Each step of calculation exploration seeks the optimal path for the next step, resulting
in an overall path that is not smooth and does not conform to the design principles of
the approach flight program.

3.3 The Combined Algorithm

The Table 1 shows the three algorithms’ performance from the aspects of path length,
nodes explored and elapsed time:

Table 1. The performance of the three algorithms

Algorithm Path Length Nodes Explored Elapsed Time (s)

RRT 519.3913 1000 0.0057233

Artificial Potential Field 520.2005 1000 0.0031489

Combined 376.2294 1000 0.002784

The Fig. 6 shows the search complexity of three algorithms in seeking paths in state
space. It is clear that the combined algorithm can achieve optimal path search in space
and time. Therefore, the algorithm selected in this research is the algorithm combined
RRT with APF.
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Fig. 6. The search complexity of the three algorithms

This research adopts a combined algorithm of RRT and APF. As can be seen from
Fig. 6, this kind of algorithm has significant advantages in terms of time and space
utilization. The combination of the two algorithms has the following advantages:

1. Effectively avoiding obstacles in dynamic and complex environments;
2. TheRRT algorithm can compensate for the oscillations caused by attractive and repul-

sive force of APF algorithm in the local space. Therefore, the combined algorithm is
beneficial for overall trajectory optimization;

3. The trajectory generated by the RRT algorithm is optimized by each iteration, and
the heading generated by each iteration is inconsistent, which does not conform to
the smooth design of the trajectory. Therefore, adding the APF algorithm makes the
path smoother;

4. From the figure, it can be seen that the combined trajectory algorithm can save more
space and time, and has better path calculation performance.

4 Case Study

The case study used in this study is based on the terminal area of Chongqing Jiangbei
Airport, as shown in the Fig. 7, which shows the radar echomap of June 5, 2023. Starting
from 15:00 pm, meteorological data is collected every 6 min for one hour to optimize
the approach trajectory during thunderstorm weather.
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Fig. 7. The thunderstorm echo map of Chongqing

The simulation parameters are set as Table 2:

Table 2. Data settings

Start point (50 km, 150 km, 4500 m)

Ending point (350 km, 20 km, 0 m)

Initial approach descent gradient 4%

Intermediate approach descent gradient 0

Final approach descent gradient 5.2%

Speed 300km/h
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The simulation results using MATLAB are shown in the Fig. 8 and Fig. 9, and the
program generates two optimized trajectories during thunderstorm weather:

Fig. 8. The first trajectory under thunderstorm weather

Fig. 9. The second trajectory under thunderstorm weather

According to the results, it can be clearly seen that both aircraft approach trajectories
meet the design requirements of the flight procedure. It can be seen that in the initial
approach segment, the turning angle of the route is less than 120 degrees, and the descent
gradient in the middle and final approach segments is less than 6%. Finally, it can ensure
the stable landing of the aircraft at the target airport.

From the results, it can be seen that this study can provide optional temporary diver-
sion trajectories for aircraft approach safety in thunderstormweather, which has practical
application value. However, some of the content in this research can be further optimized.
In future research, precise prediction of meteorological data will be conducted in depth,
making track prediction more reasonable.

Funding Statement. This research is supported by the China Scholarship Council [Grant Nos.
202108510115].
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Abstract. This paper provides an overview of the Advanced Surface
Movement Guidance and Control System (A-SMGCS) as a pivotal fea-
ture of modern aviation ground movement management. The C/S struc-
ture, distributed, and open nature of A-SMGCS suit the demands of
complex airport environments. The system comprises multiple modules,
including data communication, surveillance data processing, flight data
processing, route planning, human-machine interface, digital clearance,
and data recording. Data processing and fusion facilitate accurate infor-
mation aggregation, while surveillance and positioning modules locate
aircraft and vehicles through multi-source data analysis. Route planning
and conflict detection optimize aircraft taxi paths, enhancing ground
traffic efficiency. Aircraft state machines and multi-zone segmentation
reduce the complexity of intrusion judgment, enabling early runway
intrusion alerts. Furthermore, this paper presents the application of Petri
net technology in taxiway lighting control. The synergistic effect of these
key technologies empowers A-SMGCS to maintain high levels of safety,
efficiency, and controllability under diverse conditions, providing robust
support for modern airport operations.

Keywords: A-SMGCS · Petri net · aircraft state machine

1 Introduction

As the aviation industry continues to thrive, airport ground movement manage-
ment faces increasingly serious challenges, especially in high-traffic and complex
airport layouts. Traditional manual coordination and monitoring methods are
gradually struggling to meet the demands of increasing airport traffic and strin-
gent safety standards. The Advanced Surface Movement Guidance and Control
System (A-SMGCS) is an innovative technology designed to address these issues.
In 2004, the International Civil Aviation Organization (ICAO) released the “A-
SMGCS Manual.”

A-SMGCS, through the integration of data from multiple sources and intelli-
gent algorithms, enables real-time monitoring and conflict detection, significantly

Supported by organization Civil Aviation Flight University of China.

c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
C. Cruz et al. (Eds.): IC 2023, CCIS 2036, pp. 218–233, 2024.
https://doi.org/10.1007/978-981-97-0065-3_16

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-97-0065-3_16&domain=pdf
http://orcid.org/0009-0003-2602-3219
http://orcid.org/0000-0003-3509-2286
http://orcid.org/0009-0001-0618-6534
https://doi.org/10.1007/978-981-97-0065-3_16


A-SMGCS: Innovation, Applications, and Future Prospects 219

enhancing the safety of airport ground operations. Furthermore, A-SMGCS opti-
mizes the flow of ground movements at airports, reducing waiting times, increas-
ing airport operational capacity, minimizing delays, and generating higher bene-
fits for all stakeholders. It efficiently allocates ground resources, enhances overall
airport efficiency, and plays a crucial role in handling the growing volume of air
traffic.

In addition, A-SMGCS reduces fuel consumption and environmental emis-
sions by optimizing aircraft taxiing paths and parking processes, contributing
positively to sustainability. A-SMGCS holds an indispensable position in mod-
ern airport ground movement management, bringing significant improvements
in safety, efficiency, and sustainability. Internationally, A-SMGCS has been
researched and implemented at many airports. Various countries and regions
have adopted A-SMGCS systems to enhance the efficiency, safety, and control-
lability of airport ground traffic.

Airports such as Amsterdam Schiphol Airport (Netherlands), Paris Charles
de Gaulle Airport (France), Frankfurt Airport (Germany), Stockholm Arlanda
Airport (Sweden), major airports in China, and airports like Abu Dhabi Inter-
national Airport and Dubai International Airport in the United Arab Emirates
were among the early adopters of A-SMGCS.

2 A-SMGCS Overview

2.1 Concept of A-SMGCS

A-SMGCS, which stands for Advanced Surface Movement Guidance and Control
System, is a system that integrates various technologies, including radar, sensors,
automation systems, and intelligent algorithms, with the aim of comprehensive
management of ground activities at airports. A-SMGCS offers a wide range of
functionalities, covering real-time monitoring, conflict detection, path planning,
guidance, and control, among others. Through these functionalities, A-SMGCS
aims to enhance the safety, efficiency, and capacity of airport ground operations.
This is of significant importance in the modern aviation industry, as A-SMGCS
aids in optimizing ground movement processes, reducing potential conflicts and
delays, and adapting to complex and dynamic airport environments. By pro-
viding comprehensive ground traffic management, A-SMGCS makes a crucial
contribution to the sustainable development of the aviation industry. According
to Mao Huijia (2014) [3], as per the provisions in the “A-SMGCS Manual” and
“ICAO A-SMGCS Operational Requirements,” the fundamental functions of the
A-SMGCS system include monitoring, path planning, guidance, and control. The
monitoring aspect requires accurate position information, identity recognition,
and labeling, covering all moving and stationary aircraft or vehicles while ensur-
ing functionality under adverse conditions. Path planning encompasses assign-
ing routes, handling destination changes, and addressing complex requirements.
Guidance functions ensure the maintenance of situational awareness and path
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changes while indicating restricted areas. Control functions cover conflict detec-
tion, runway incursion and taxiway incursion alerts, as well as the resolution of
conflicts in critical and emergency areas.

2.2 Technological Evolution of A-SMGCS

In 1986, ICAO published Doc9476, the “SMGCS Manual.” In 2004, ICAO
released Doc9830, the “A-SMGCS Manual.” ICAO classifies A-SMGCS into five
levels: Level I for monitoring functions, Level II for alert functions, Level III
for route planning, Level IV for surface guidance, and Level V for on-board
and on-vehicle driver assistance guidance. Munich Airport in Germany became
the first airport to install A-SMGCS in 1997, utilizing a Level 2 system that
provided basic functionalities like real-time monitoring, conflict detection, and
collision avoidance. Frankfurt Airport installed a Level 3 A-SMGCS system in
2003, which introduced advanced features and complexity, including automatic
route planning, conflict resolution, and flight coordination. In 2019, China’s Bei-
jing Daxing International Airport installed an A-SMGCS system and received a
Level 4 usage permit from the Civil Aviation Administration of China in 2021.
However, the deployment of A-SMGCS Level 4 systems is not widespread glob-
ally. A-SMGCS Level 4 represents the highest level of the system, offering the
highest degree of automation and conflict resolution capabilities to support the
safety and efficiency of airport ground operations. Nonetheless, due to its high
complexity and cost, Level 4 system deployment is relatively limited and pri-
marily used for research and pilot projects. Similarly, A-SMGCS Level 5 has few
practical applications due to system complexity, high construction costs, and
low reliability.

3 Components of A-SMGCS

A-SMGCS (Advanced Surface Movement Guidance and Control System) is a
modern aviation ground movement management system designed to enhance the
safety, efficiency, and controllability of airport ground traffic. Drawing from com-
prehensive research by Wang Wenzai (2023) [4], Liu Jiachen (2021) [5], Xing Jin
(2020) [6], and Yu Qian (2021) [7], it can be concluded that the system adopts
a C/S (Client/Server) architecture, incorporating distributed and open char-
acteristics to meet the demands of complex airport environments. A-SMGCS is
composed of multiple key components and functional modules aimed at achieving
real-time monitoring, guidance, and management of ground aircraft and vehicles.

Data Communication Processing Module (DCP). This module is respon-
sible for interfacing with external systems, receiving and pre-processing various
data from external sources, such as clock data, radar data, ADS-B data, flight
plan data, weather data, etc. DCP ensures the accuracy and consistency of data,
providing essential information for subsequent processing.
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Surveillance Data Processing Module (SDP). SDP serves as the core
processor of the A-SMGCS system and is responsible for handling surveillance
data. It integrates data from multiple sources, including surface surveillance
radar, air traffic control radar, multilateration radar, etc. Through data fusion
and analysis, it achieves the positioning and identification of aircraft and vehicles
on the surface. The SDP module supports functions like front-end processing of
surveillance data, data processing servers, and path planning processing.

Flight Data Processing Module (FDP): The FDP module is responsible
for processing flight plan data and weather data. It connects with external flight
planning systems and weather systems, cross-referencing flight plans with actual
operations to ensure the reasonableness and safety of flight processes.

Route Planning Processing Module (RTP). The RTP module is respon-
sible for planning the ground taxi routes for aircraft. It considers the airport’s
layout and operational conditions to plan the optimal taxi routes for aircraft,
avoiding conflicts, and improving ground traffic efficiency.

Human-Machine Interface Module (HMI). This module provides the
interface for operators to interact with the A-SMGCS system. This interface
may include ground control positions, tower control positions, and enables oper-
ators to monitor the scene and perform tasks such as flight clearances and taxi
guidance.

Digital Clearance System (DCL). The digital pre-departure clearance sys-
tem enables bidirectional communication between pilots and tower controllers
through ground-air data links, facilitating digital clearances and enhancing
departure efficiency and process management.

Data Recording and Replay Module (DRF): The DRF module is used to
record and replay the operations and scenarios of the A-SMGCS system, aiding
in post-analysis, training, and troubleshooting.

Incorporating the functions of the above modules, the A-SMGCS system
achieves critical functionalities such as real-time surveillance, conflict detection,
flight guidance, and taxi route planning for ground movements. The application
of data fusion from multiple sources and intelligent algorithms elevates the safety,
efficiency, and controllability of airport ground traffic, providing robust support
and tools for modern airport operations and management (Fig. 1).
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Fig. 1. A-SMGCS System Module Diagram

4 Key Technologies of A-SMGCS

4.1 Data Fusion and Processing

One of the cornerstones of A-SMGCS is data integration and processing. A-
SMGCS gathers data from various sources, including clock data, radar data,
ADS-B data, flight plan data, and weather data. Researchers like Zhao Lin [10]
have employed algorithms such as the Interacting Multiple-Model Probabilis-
tic Data Association (IMM-PDA) and Interacting Multiple-Joint Probabilistic
Data Association (IMM-JPDA) to handle multi-tracked target trajectory data
in A-SMGCS scenes. This endows the A-SMGCS system with the capability to
process complex scene data, including dealing with weather fronts and clutter
reflections while effectively avoiding target decay issues. This multi-sensor target
data fusion system represents the latest advancements in target tracking tech-
nology, providing an effective approach for real-time A-SMGCS target detection,
tracking, and data fusion, addressing challenges such as track loss, target classi-
fication, handling close encounters, high clutter environments, multi-sensor cali-
bration, and more. The system combines target fusion filters and the Joint Prob-
abilistic Data Association (JPDA) algorithm, enabling it to simultaneously track
different types of targets, thereby reducing the risk of false targets entering the
environmental assessment model. A-SMGCS’s environmental assessment mod-
ule is used to monitor environmental changes and adapt to evolving conditions
by predicting environmental parameters. The track initiation and maintenance
module is responsible for establishing new target tracks and maintaining existing
ones. Additionally, track management encompasses track classification and gap
bridging. The IMM filter serves as a crucial tool for extrapolating and updating
the A-SMGCS system’s track states. It has the ability to simultaneously track
highly maneuverable targets and targets in high clutter environments. It uti-
lizes branch-and-merge algorithms to enhance tracking accuracy and robustness
[11]. Lastly, track termination is performed in cases of continuity or inadequate
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accuracy, parameterized based on known clutter areas or regions with low detec-
tion probabilities. Track management also includes track classification and gap
bridging to maintain track identification and differentiate between different types
of targets. In summary, the multi-sensor target data fusion system efficiently
handles complex target tracking tasks through a variety of functionalities and
algorithms. It enhances system performance and robustness, providing a solid
foundation for efficient ground movement management and monitoring in the
A-SMGCS system.

4.2 Surveillance Data Analysis and Positioning

A key technology involves the use of the Surveillance Data Processing Mod-
ule (SDP) to locate and identify aircraft and vehicles on the ground. Multiple
sources of surveillance data, such as surface movement radar, air traffic control
radar, multilateration systems (MLAT), and Automatic Dependent Surveillance-
Broadcast (ADS-B), are fused and analyzed to allow the system to precisely
determine the positions of aircraft and vehicles on the ground and provide a
real-time view of ground targets. A-SMGCS primarily relies on surface move-
ment radar, multilateration systems, and ADS-B to monitor airport movements.
However, there may be some discrepancies between these data sources, which
can impact the accuracy and reliability of surveillance data.

To address this issue, Wang Zhenfei (2023) proposed a scene surveillance
enhancement method based on video recognition data fusion, introducing inno-
vative technology and equipment to upgrade and improve airport surveillance
systems.

The core of this method involves the introduction of a panoramic gimbal cam-
era, which uses deep learning video recognition technology based on the YOLO
v5 network model to enhance the monitoring and identification capabilities of
aircraft and vehicles on the airport ground. Here are the main points and steps
of this method:

1. Multi-Source Surveillance Data Fusion: First, this method fuses and analyzes
data from various surveillance sources through the Surveillance Data Pro-
cessing Module (SDP). These sources include surface movement radar, air
traffic control radar, multilateration radar, and ADS-B. By integrating and
analyzing this data, the system can more accurately determine the positions
of aircraft and vehicles on the ground, providing a real-time view of ground
targets.

2. Video Recognition Technology: This method introduces a panoramic gimbal
camera, which uses deep learning video recognition technology based on the
YOLO v5 network model to identify and track objects in the airport scene.
This includes identifying targets like aircraft, vehicles, and pedestrians. After
identification, the system generates data including the target’s identification,
category, location, and confidence level.

3. Preliminary Comparison Using the Hungarian Algorithm: Received surveil-
lance data and panoramic video recognition data are initially compared and
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analyzed using the Hungarian algorithm. This step helps match and confirm
targets, leading to a better understanding of the accuracy of surveillance data.

4. Gimbal Camera Target Capture: For exceptional targets, the system employs
the gimbal camera to capture target details, providing more detailed target
information. This process is conducted to further confirm and analyze targets
that are questionable or anomalous.

5. Secondary Comparison Analysis: After the initial comparison analysis and
gimbal camera target capture data, the system performs a secondary com-
parison analysis. This step helps further validate the accuracy of targets and
enhances the confidence in target confirmation.

6. Comprehensive Track Data Correlation Fusion: Finally, the processed data is
fed back to the A-SMGCS system for comprehensive track data correlation
fusion processing. This means that video recognition data and traditional
surveillance data are combined, offering a more complete understanding of
the status and location of targets in the airport scene.

This method was validated and applied at Huai’an Airport, demonstrating its
effectiveness [12]. Through the introduction of this technology, false targets were
reduced by 90%, and monitoring of vehicles without onboard ADS-B equipment
was increased. This innovative method improves the accuracy and reliability of
airport scene surveillance, providing better monitoring and management sup-
port to airport tower controllers and enhancing flight safety. This approach not
only utilizes AI-based video recognition technology but also addresses the limi-
tations of traditional surveillance data through secondary comparison analysis,
improving the performance of existing surveillance systems.

The scene surveillance enhancement method based on video recognition data
fusion represents a significant advancement in the field of airport surveillance
systems. It integrates traditional surveillance data with state-of-the-art video
recognition technology, providing more robust monitoring and identification
capabilities for airport ground operations. This not only enhances flight safety
but also improves operational efficiency at airports, reducing errors and confu-
sion. The successful implementation of this technology opens new avenues for
future airport surveillance systems, making ground operations safer, more reli-
able, and efficient. This is forward-looking work that brings substantial potential
and opportunities to our aviation industry and airport management.

4.3 Flight Data Processing and Matching

The Advanced Surface Movement Guidance and Control System (A-SMGCS)
is a crucial tool for ensuring the safety and reasonableness of aviation oper-
ations. In addition to monitoring aircraft, the system connects with external
flight planning and meteorological systems through the Flight Data Processing
Module (FDP) for information exchange. By connecting to external flight plan-
ning systems, A-SMGCS can real-time cross-reference actual flight plans with
operations to ensure the reasonableness and safety of plans. Furthermore, the
system connects to meteorological systems to obtain real-time weather informa-
tion, aiding flight planning adjustments based on meteorological conditions to
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ensure flight safety. FDP acts as the system’s manager, responsible for ensuring
flight safety and reasonableness. The comprehensive functionality of A-SMGCS
supports efficient flight management, providing the necessary tools to ensure
highly safe and reasonable flight operations. This system plays a critical role in
ensuring the safety and smoothness of operations in the aviation sector, ensuring
that every flight is conducted efficiently, reasonably, and safely.

4.4 Path Planning

The Path Planning Processing Module (RTP) plays a crucial role in the A-
SMGCS system, responsible for planning the ground movement paths of aircraft
while considering the airport’s layout and operational conditions to avoid con-
flicts and improve ground traffic efficiency. This is achieved through intelligent
algorithms, allowing the system to accurately calculate paths to ensure safe pas-
sage.

Petri nets, as described by An Hongfeng (2011), serve as one of the core
components of the A-SMGCS system. This mathematical modeling tool, through
state transitions and time-triggered events, helps the system capture various
states and events during aircraft movement on the ground, providing precise
state information to better identify potential conflicts and make corresponding
decisions. By combining Petri nets with multiple protected zones, flight state
machines, intrusion detection, logic mutual constraint controllers, and guidance
light control command mapping, the A-SMGCS system effectively enhances the
safety and efficiency of aircraft ground movement. In testing, the application
of Petri nets has demonstrated excellent performance and contributed to the
successful performance of the A-SMGCS system. However, further research and
improvements are still necessary to continuously enhance the adaptability and
reliability of Petri nets in different airports and under various conditions.

Additionally, the logic mutual constraint controller plays a critical role in the
A-SMGCS system, ensuring that the system does not enter undefined states,
effectively preventing repeated switching of the aircraft’s flight state to avoid
chaotic situations. This controller is built upon the concept of forbidden arcs,
using mutex constraints to prevent potential conflicts between different states.
In this way, the system can stably guide aircraft, reducing unexpected incidents
and ensuring high safety during aircraft ground movement. The logic mutual
constraint controller works in conjunction with other technologies, such as Petri
nets, providing a solid foundation for the comprehensive performance of the A-
SMGCS system. However, this also underscores the need for ongoing research
and improvement to ensure the effectiveness of the logic mutual constraint con-
troller in different environments and applications. The synergy of these two key
components enhances the capabilities of the A-SMGCS system, ensuring efficient
and safe aircraft ground movement [1].

Yunfan Zhou (2019) proposed the use of DQN (Deep Q-Network) learning
to address conflicts in hot spot areas in A-SMGCS systems. Hot spot areas
refer to locations on the ground where aircraft may cross paths and potentially
conflict at intersections. DQN learning dynamically adjusts the ground speed
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of aircraft based on the current environment and conflict situations, reducing
wait times and improving airport ground traffic efficiency. The application of
the DQN model has shown promise in experiments, especially when resolving
conflicts between aircraft with different speeds. This suggests that DQN has
the potential to be effectively applied in A-SMGCS systems to improve ground
movement safety and efficiency.

However, further research and evaluation are required to assess the appli-
cability of DQN in scenarios involving multiple aircraft and variations in the
workload of air traffic controllers. This highlights that while DQN performs well
in specific conflict situations, further in-depth research and testing are needed
in more complex airport environments and with a higher number of aircraft
involved [13].

When it comes to solving aircraft ground routing problems in A-SMGCS
systems, Tang Yong (2014) introduced an innovative approach using free time
windows and a Multi-Agent System (MAS) to achieve more efficient and safe
ground routing. This task is particularly critical in large airports where managing
the ground movements of numerous aircraft amid complex traffic conditions is
essential.

The paper first clearly defines aircraft ground routing plans, including
sequences of resource nodes and time windows from the starting point to the
destination. These plans must meet various conditions, including start times,
physical connections between resource nodes, and time window lengths.

The paper introduces the concept of free time windows, representing time
intervals on resource nodes that are not scheduled for use. These free time win-
dows are fully utilized during the planning process to ensure smooth aircraft
movements. Reachability conditions are crucial to ensure that the departure
time of one free time window overlaps with the arrival time of the next one,
preventing conflicts.

To better manage and search for free time windows, the paper introduces the
concept of a free time window graph, describing the reachability relationships
between different time windows, and utilizes classic algorithms such as A* and
Dijkstra to search this graph.

To address aircraft ground routing planning problems, the paper introduces
a Multi-Agent System (MAS), including routing management agents, resource
node agents, aircraft agents, and environmental objects. This system coordi-
nates the interactions and collaboration among various agents to accomplish the
routing planning task.

The operation of the MAS system includes initialization, interactions between
agents, the routing planning process, and the final output of the optimal routing
plan. Through MAS, aircraft ground routing planning is carried out sequentially
according to priority, ensuring efficient overall ground movement.

Experimental results demonstrate that the MAS system effectively improves
the overall operational efficiency of the scene, meeting A-SMGCS requirements
for real-time and optimized aircraft routing planning. In conclusion, the paper
provides a method based on a Multi-Agent System that can be applied to aircraft
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ground routing planning at large airports, enhancing efficiency and safety. Future
research could explore optimization methods to further improve the algorithm’s
efficiency [14].

4.5 Conflict Detection and Alerting

Jing Li (2016) introduced a runway intrusion detection system for airport runway
safety, which plays a crucial role in ensuring the safety and compliance of aircraft
during takeoff and landing processes. The core concept of the system is based
on the concept of multiple protected areas, such as approach area, lineup area,
runway area, and exit area, to identify potential conflicts. Here are the key
highlights [2]:

1. Multiple Protected Areas: The system introduces multiple intrusion zones
to reduce the preprocessing complexity of intrusion detection. These areas
include the approach area, lineup area, runway area, and exit area, covering
various airport situations and potential conflicts.

2. Target Classification and State Machine: Each flight target is divided into
nine flight states, including approach state, landing state, taxiing state, lineup
state, rolling state, departure state, exit state, and unknown state. This clas-
sification simplifies the detection of complex conflict situations.

3. Event-Driven Alerts: The system features event-driven alert functionality,
where events correspond to the arrival of new surveillance data. Once new
data is available, the system performs conflict detection through a multi-
step algorithm, including data decoding, target storage, target scanning, and
conflict detection.

4. Human-Machine Interface (HMI): Alert results are displayed on the HMI,
managed by the Air Traffic Control (ATC) controller. Controllers can confirm
conflicts through alert windows, ensuring timely action. Alerts are marked in
yellow or red based on different types of conflicts.

5. Performance and Validation: The system was tested and validated at Chengdu
Shuangliu International Airport, showing promising performance metrics,
including detection probability, false alarm rate, and alert response time.
Results indicate the system’s potential in early detection and alerting for
runway safety.

This runway intrusion detection system provides airports with an important
tool for detecting and addressing potential aircraft conflicts, thus enhancing
runway safety. While it has demonstrated good performance in testing, further
development and testing are needed to adapt to various intrusion scenarios and
weather conditions. Future research will focus on enhancing and expanding the
system to meet evolving airport requirements.

4.6 Human-Machine Interface and Operational Support

A-SMGCS provides an intuitive human-machine interface for operators, includ-
ing ground control positions and tower control positions. These interfaces allow
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operators to monitor real-time scenarios, carry out tasks such as flight clearances
and taxiing guidance, ensuring the coordination and management of the entire
process.

4.7 Digital Pre-departure Clearance System (DCL)

This technology enables two-way communication between pilots and air traf-
fic controllers via the ground-to-air data link, facilitating digital pre-departure
clearances. This helps enhance takeoff efficiency and streamline the departure
process.

Through the integration and synergy of these key technologies, A-SMGCS
achieves critical functions such as real-time ground movement monitoring, con-
flict detection, flight guidance, and taxi route planning. The application of these
technologies ensures that airport ground traffic maintains a high level of safety,
efficiency, and manageability in various situations, providing robust support and
tools for modern airport operations.

5 Application and Benefits of A-SMGCS

In a case study presented by Gao Zanhua (2023), we can take Dubai Airport as
an example. This airport faced challenges with only two closely spaced parallel
runways. As flight volumes sharply increased, the airport was operating beyond
its capacity, with peak hours seeing an impressive 43 movements, and only 17
during low visibility conditions [8]. However, in 2016, Dubai Airport introduced
the A-SMGCS Level IV system, a decision that had a significant impact.

The introduction of A-SMGCS not only increased the airport’s capacity but
also improved on-time performance of flights. Airlines benefited from reduced
taxi times, leading to reduced carbon emissions. Peak-hour movements during
low visibility conditions increased from 17 to 49, a critical enhancement for
operational flexibility. This successful case not only improved the airport’s oper-
ational efficiency but also had a positive impact on the passenger throughput,
reaching 88.4 million passengers in Dubai Airport in 2018.

Through the Dubai Airport case, we can clearly see how the A-SMGCS
system helped the airport overcome challenges and improve safety, efficiency,
and controllability in practical applications. This success story serves as a model
for other airports, particularly those facing operational pressures and peak-hour
challenges.

Another airport case is Beijing Daxing International Airport in China, which
is the country’s first airport planned and built according to A-SMGCS Level
IV standards. According to the trial operation in September 2019, this system
was developed by the 28th Research Institute of China Electronics Technology
Group. Within the airport’s movement area, there are 309 stop bar light groups
and 2,053 centerline light segments, totaling 17,980 centerline lights, all con-
trolled by the A-SMGCS system. The system automatically plans the optimal
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taxi route for aircraft and illuminates green centerline lights in front of the air-
craft, allowing pilots to follow these lights to taxi to their respective parking
stands or runway departure positions. The introduction of this technology sig-
nificantly improves the safety of aircraft taxiing while also reducing taxi times.

The example of Beijing Daxing Airport illustrates that the application of A-
SMGCS systems can effectively ensure the safety of aircraft taxiing and improve
airport operations’ efficiency. After two years of testing and operation, the A-
SMGCS lighting guidance system operates around the clock and has reached
international advanced levels. It plays a crucial role in ensuring the safety of
runway operations and improving operational efficiency.

It is worth noting that based on data from the Civil Aviation Administration
of China (CAAC) shown in Fig. 2 and Fig. 3 [9], we can clearly see the annual
passenger volume changes at Beijing Capital Airport and Chengdu Shuangliu
Airport. Beijing Capital Airport installed an A-SMGCS Level 3 system in 2010,
a substantial improvement that significantly increased the airport’s efficiency
and airspace capacity, eventually allowing the airport to achieve an astonish-
ing passenger capacity of 100 million in 2018. A similar situation occurred at
Chengdu Shuangliu Airport, which installed an A-SMGCS system in 2012 to
cope with the growing passenger and flight demands. As a result, by 2019, the
annual passenger volume at the airport had reached nearly 56 million.

Fig. 2. Beijing Capital Airport throughput data
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Fig. 3. Chengdu Shuangliu Airport throughput data

These case studies highlight the successful application of A-SMGCS sys-
tems in both domestic and international airports. These systems have not only
improved airport operational efficiency but also enhanced safety and had a pos-
itive impact on taxiing guidance, flight scheduling, and reducing carbon emis-
sions. Through data integration, intelligent algorithms, and real-time monitor-
ing, A-SMGCS has elevated the safety, efficiency, and controllability of ground
operations. This system can effectively address challenges in different airport
environments, providing airport managers with powerful tools to ensure on-time
departures and landings, reduce delays and conflicts, all while laying a solid
foundation for future airport development.

6 Challenges and Future Development

When discussing the challenges and future developments of the Advanced Surface
Movement Guidance and Control System (A-SMGCS), we encounter several
critical issues that will have a profound impact on technology, regulations and
standards, and the direction of future development.

In terms of technological challenges, the implementation of A-SMGCS may
face issues related to data integration, complex system integration, and the devel-
opment of intelligent algorithms. Integrating multisource data from different
sensors into consistent and accurate information, ensuring data consistency and
integrity, will be a challenge. Additionally, effectively integrating different sub-
systems to ensure their seamless cooperation will require overcoming complex
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systems engineering challenges. Furthermore, designing and implementing intel-
ligent algorithms capable of effectively predicting and avoiding ground conflicts
will be a technological challenge.

On the application front, A-SMGCS has been installed and used at many
airports worldwide, with most airports operating at Level 3, and only a few
airports implementing Level 4 A-SMGCS systems. Level 5 A-SMGCS systems
are still in the exploration process.

Regulations and standards play a crucial role in the development of A-
SMGCS. The International Civil Aviation Organization (ICAO) and national
aviation authorities continuously refine regulations and standards related to A-
SMGCS. These regulations and standards not only specify the performance and
requirements of A-SMGCS but also impose strict requirements on safety and
compliance during its implementation. Therefore, the practical application of
A-SMGCS needs to closely adhere to regulations and standards to ensure the
reliability and safety of the system.

Looking ahead to the future development of A-SMGCS, automation and arti-
ficial intelligence will be essential directions. As technology advances, A-SMGCS
will leverage automation to achieve a higher degree of autonomous ground oper-
ations, thereby reducing operational risks. Artificial intelligence will be applied
to decision support, data analysis, and forecasting, enabling A-SMGCS to intelli-
gently handle complex scenarios. Furthermore, communication technologies with
aircraft and vehicles, such as 5G and the Internet of Things, are likely to intro-
duce more innovative features to A-SMGCS, further enhancing its performance
and efficiency.

In summary, the challenges and future development of A-SMGCS call for
interdisciplinary cooperation and innovation. Overcoming technological chal-
lenges and adhering to regulations and standards while actively exploring fron-
tiers in automation and artificial intelligence will ensure the continued develop-
ment of A-SMGCS, bringing a higher level of safety, efficiency, and sustainability
to future air transportation.

7 Conclusion

In summary, we have drawn important conclusions regarding the Advanced Sur-
face Movement Guidance and Control System (A-SMGCS) based on the com-
prehensive content of this paper. The paper extensively discusses the technol-
ogy, applications, benefits, challenges, and future developments of A-SMGCS.
A-SMGCS plays a crucial role in modern aviation operational management by
integrating advanced data processing and intelligent algorithms to achieve real-
time monitoring, guidance, and control of ground-based aircraft and vehicles.
The significance of A-SMGCS cannot be overstated. It not only enhances the
safety of airport ground traffic but also significantly improves efficiency and con-
trollability. By reducing conflicts, optimizing flight guidance, and implement-
ing digital clearances, A-SMGCS has had a profound impact on the aviation
industry. It has the potential to reduce delays, improve resource utilization,
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and provide airport managers with more precise real-time data support, making
air transportation more smooth and efficient. In terms of future research and
development directions, we recommend continuing to focus on several key areas.
Firstly, technological innovation is of paramount importance, including higher-
precision data integration, intelligent decision-making algorithms, and seamless
integration with other systems. Secondly, given the rapid development of the
aviation industry, attention should be continuously paid to updates in regula-
tions and standards to ensure the implementation and compliance of A-SMGCS.
Additionally, we encourage in-depth exploration in areas such as automation and
artificial intelligence to achieve more intelligent ground operations management.
In conclusion, A-SMGCS has brought about significant changes in airport ground
operations management and opened up vast prospects for the future. Through
ongoing innovation and collaboration, we are confident that A-SMGCS can be
developed into a safer, more efficient, and more intelligent aviation ground oper-
ations management system, making a positive contribution to the development
of the aviation industry and the transportation systems of modern society.
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Abstract. Training of supervised neural network models requires a
large amount of high-quality datasets with true values. In computer
vision tasks such as object detection and image segmentation, the process
of annotating a large number of original two-dimension data segments is
extremely costly, which greatly affects the application rate of AI for HEP
(High Energy Physics). The SAM(Segment Anything Model) based on
transformer provides a promising solution to this problem. This paper
proposes an intelligent image segmentation annotation method based
on the SAM, by which the annotation efficiency can be increased by
50 times. Examples of annotations, the API (Application Programming
Interfaces), and GUI (Graphical User Interfaces) are also provided. The
use of this tool will greatly accelerate the process of transforming high-
energy physics image-style data from raw data to AI-Ready data.

Keywords: SAM · Segmentation Annotation

1 Introduction

The task of image segmentation is fundamental in computer vision and has
been applied in various fields, including medicine, autonomous driving, and high-
energy physics etc. In recent years, the development of deep learning has brought
image segmentation to a new level. However, since deep learning is a data-driven
algorithm, it requires high-quality, large-scale annotated datasets for accurate
model training. The data annotation is a costly process that significantly affects
the speed of the application of deep learning algorithms.

Researchers have made substantial efforts to address the image segmenta-
tion annotation problem. They have developed annotation software, such as
LabelMe [1], LabelImg [2], and CVAT [3], and designed semi-automatic anno-
tation systems [4,5] that iteratively combine model annotation and manual cor-
rection. However, these methods or tools still have limitations, such as the need
for manual annotation, difficult installation, and slow model iteration.

c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
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In 2023, the SAM (Segment Anything Model) [6], a large-scale segmentation
model, was proposed in the computer vision field. The SAM has learned the fea-
tures of general objects and has strong transferability and zero-shot generaliza-
tion capabilities, providing a promising solution to the high cost of segmentation
annotation.

In this paper, we propose an intelligent image annotation method based on
the SAM model (Fig. 1), and deploy it on the HepAI platform. Examples of X-
ray image segmentation demonstrate that the method can effectively be used
for image annotation and accelerate AI development. Our contributions are as
follows:

(1) Based on the SAM model, we developed SAM intelligent segmentation anno-
tation workers on the distributed deployment architecture of the HepAI
platform, providing segmentation annotation API interfaces.

(2) We developed a GUI interface based on QT that can be used for intelligent
segmentation annotation.

(3) We shared the code in gitlab [8].

Fig. 1. Intelligent Image Segmentation Annotation Framework Based on the SAM.

2 Method

2.1 Segment Anything Model

The Segment Anything Model (SAM) originated from the 2023 Segment Any-
thing (SA) project. SAM is a fundamental model in the field of image segmen-
tation, unifying the entire image segmentation task. The research path is shown
in Fig. 2 and is divided into tasks, models, and data engines.

The SAM model structure includes image encoders, cue encoders, and mask
decoders, which can accept images and various types of cues (such as points,
boxes, masks, text) as input and output predicted segmentation masks. SAM was
trained on more than 11 million images to obtain over 1 billion masks, learning
features of common objects and having powerful zero-shot transfer ability.
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Fig. 2. Research path of segment anything model

2.2 SAM Worker

The HepAI platform adopts a distributed deployment architecture to deploy AI
models and provide AI model services. The main structure of the architecture is
designed with a controller and workers.

The controller serves as the gateway for publishing services and the medium
for users to request AI services. Users apply for AI model services through HTTP
requests. In addition to this, the controller is also responsible for registering and
monitoring workers. Once a worker registers with the controller, it can pro-
vide services outside of the worker. However, if a worker becomes inactive, it is
removed from the model list maintained by the controller, and the worker no
longer provides the model service.

On the other hand, the worker is the instance for deploying the model and
the party that actually provides the service. The worker deploys the AI model
and provides service interfaces. It registers with a controller, and the controller
is responsible for forwarding request parameters and service results.

We integrated the SAM model into the HepAI platform and deployed it in
the form of a worker to provide model services to the public. SAM is deployed
in the form of a worker and encapsulates the inference function, providing seg-
mentation services under different types of prompts, such as point prompts,
box prompts, and panoramic segmentation prompts. The controller injects the
required inference parameters and returns the segmentation result in a unified
format.

2.3 GUI

The GUI interface, written in QT [7], helps users to perform segmentation anno-
tation more conveniently (Fig. 3). It includes a resource bar for loading image
folders, a main sidebar for adding different types of prompts or annotation
functions, and a central control for displaying images and drawing annotation
prompts. With the help of the GUI interface, image segmentation annotation
can be performed interactively.
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Fig. 3. Label-Tool GUI

3 Usage and Application Cases

3.1 API Usage

Based on the concept of model-as-a-service on the HepAI platform, SAM model
services are provided through the HepAI platform, and SAM can be used to
assist in image segmentation annotation through the API interface.

In Step1, to use SAM model services, the API key needs to be obtained,
which is the permission control and can be obtained at https://ai.ihep.ac.cn/.

In Step 2, the Hepai library is installed in the local environment to list
available models through the API key.

In Step 3, the SAM segmentation service is called by inputting the model
name, image, and segmentation prompts as parameters. The segmentation
results are processed based on actual annotation requirements to obtain the
segmentation annotation data.

3.2 GUI Usage

In addition to the API interface, a GUI interface is also provided to use the
intelligent segmentation annotation service. The process is shown in Fig. 4, which
includes five steps:

Step 1 involves using the resource browser in the HaiGF core function bar
to load the folder containing the dataset and viewing the file directory list of
the dataset image in the main sidebar. The dataset images are displayed in the
central control by using double-click, previous image, and next image function
keys, preparing for annotation.

In Step 2, the label plugin is enabled, and the SAM button is clicked to
enable the intelligent annotation model. The SAM button is used to control

https://ai.ihep.ac.cn/.
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the annotation model, i.e., the AI intelligent annotation model and the manual
annotation mode.

Step 3 involves using the label plugin to provide four types of prompts in
the main sidebar: point prompts, box prompts, a combination of point and box
prompts, and panoramic segmentation prompts. According to the characteristics
of the dataset image and the segmentation target, the corresponding prompt type
is selected for annotation, and the prediction button is clicked.

In Step 4, HepAI returns the annotation results, and the next step is pro-
cessed. Finally, Step 5 involves further processing the annotation results accord-
ing to different purposes, such as saving the bounding box of the mask as yolo
or voc format, saving the mask as png or jpg files, etc.

Fig. 4. Path to segmentation annotation via GUI

3.3 Use Cases

X-Ray Image Segmentation. X-ray additive manufacturing bubble defect
detection analysis guides the optimization and design of metal additive manu-
facturing, supporting the research and rapid manufacturing of strategic high-
end equipment in fields such as medicine, aviation, aerospace, and defense. The
bubble defect dataset is shown in Fig. 5(a), and Fig. 5(b) shows the results of
applying intelligent annotation methods to annotate the dataset. By processing
the annotation results, high-quality annotation data can be produced, which can
be used to train AI models, as shown in Fig. 5(c).

Fluorescence Image Segmentation. Fluorescence image segmentation
requires the separation of biological samples from the image, and traditional
denoising algorithms may lose target information. The use of AI models requires
solving the problem of annotated data for training. Segmentation based on the
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Fig. 5. Example of X-ray image segmentation. (a) Sample of X-ray bubble detection
dataset. (b) Detection result from SAM. (c) Yolo format via detection result.

SAM model can effectively segment images that are enhanced by ROI, threshold
segmentation, histogram equalization and obtain the cerebellar region (Fig. 6).
By adopting this technology, training data can be accumulated to train special-
ized object detection models, which can achieve fluorescence image segmentation
with polar resolution.

Fig. 6. Fluorescence Image Segmentation. (a) origin image. (b) apply ROI. (c) apply
threshold segmentation. (d) get mask via SAM

3.4 Comparison

A comparison is made between this method and other annotation methods on
the additive manufacturing bubble dataset. Each image in this dataset contains
30 to 50 bubble instances with different sizes. At the same time, most bubbles
are very small in size.

Manual Annotation. Traditional manual annotation is conducted with the
help of annotation software like LabelMe and LabelImag. Due to the small size
of bubbles in additive manufacturing, it requires high concentration to annotate
them accurately. It would take at least 5min to finish bounding box annotation
for one image, and at least half an hour for pixel-level annotation of one image.
With the intelligent annotation method proposed in this paper, both bounding
box annotation and pixel-level annotation can be controlled within 20 s.

Semi-automatic Annotation. Existing semi-automatic annotation methods
all follow the process of manually annotating data, training a model with the
data, using the model to help annotate data, and using new data to improve
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model performance. In the early stage of this process, a large amount of man-
power and effort is still needed to annotate data. Meanwhile, the workload of
human verification is also large during the process of improving model perfor-
mance. In contrast, the SAM model used in this paper can be directly used to
help annotation without fine-tuning, greatly reducing the time cost and man-
power cost.

4 Conclusion

This paper proposes a method for intelligent image segmentation annotation
based on the SAM model. By using interactive prompts of different types,
high-quality image segmentation data can be obtained quickly, thus speeding
up the process of accumulating training data. The feasibility and development
prospects of the proposed method for image segmentation annotation were con-
firmed through its application to the X-ray additive manufacturing bubble defect
detection dataset. This method can be widely applied to 2D image segmenta-
tion in various fields. We have deployed this method on the HepAI platform,
allowing users to use the model directly without having to consider algorithm,
weight, computing power, and other issues. Proper use of this tool will signif-
icantly improve research efficiency and promote a paradigm shift in scientific
research.
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Abstract. Jet tagging is a crucial classification task in particle physics
experiments. In recent years, the introduction of deep learning methods
has significantly improved the accuracy of jet tagging classification tasks,
with graph neural networks like ParticleNet demonstrating outstand-
ing performance in this domain. Regarding model deployment, common
hardware options include CPUs, GPUs, FPGAs, and ASICs. Presently,
due to FPGA’s advantages such as low power consumption, low latency,
and hardware programmability, it has become a cutting-edge research
focus for accelerating AI deployment. Compared to CPUs, FPGAs can
achieve better parallel operations, while compared to GPU platforms,
using FPGAs can enhance computation efficiency and reduce power con-
sumption. Hence, porting and optimizing ParticleNet on FPGAs can
enable rapid and low-power execution of classification tasks in particle
physics, thereby reducing economic costs and expediting data processing
in particle physics research. This study will adopt the CPU+FPGA het-
erogeneous computing model, offloading compute-intensive tasks to the
FPGA for faster execution and reduced algorithm latency.

Keywords: Jet tagging · Particle physics · Deep learning · FPGAs ·
Acceleration

1 Introduction

The Large Hadron Collider (LHC) is a high-energy physics device used for accel-
erating and colliding protons. Collisions occur in the LHC every 25 nanoseconds,
producing data at the TB level per second. Real-time processing of the data
generated from high-energy proton collisions is a challenging task in the trigger
system, which aims to retain events of interest while ensuring low latency and
accuracy.

This research has not been published in any other journal and has not been presented
at any other conference or undergone peer review in any other journal.
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In recent years, the introduction of deep learning has transformed the han-
dling of jet tagging tasks in particle physics and significantly improved their
accuracy. Among them, ParticleNet network model stands out as one of the
state-of-the-art methods, achieving first place in the 2020 High Energy Particle
Classification Challenge with a top tagging dataset accuracy of 94% [1], making
it crucial for the trigger system.

In the trigger system, accuracy and power consumption are important consid-
erations for jet tagging classification tasks. Common hardware platforms include
CPUs, GPUs, and FPGAs. However, CPUs may struggle to meet real-time pro-
cessing demands, while GPUs consume more power as deployment platforms.
Hence, using FPGAs is a favorable choice, offering faster computation and lower
power consumption compared to CPUs. In recent years, there has been consid-
erable research on implementing jet tagging tasks on FPGAs. For instance, [2,3]
achieved 75% accuracy by implementing an MLP network for jet tagging on an
FPGA. Additionally, [4] achieved 80% accuracy by implementing an optimized
JEDInet graph neural network on an FPGA.

The ParticleNet is one of the state-of-the-art methods, we aim to explore its
implementation onto an FPGA. ParticleNet possesses a complex network struc-
ture, making it challenging to deploy the entire model on an FPGA. The Par-
ticleNet architecture consists of three EdgeConv blocks, one aggregation layer,
and two fullyconnected layers. We simplely divide ParticleNet into convolution
and other modules. Through time analysis, we found that the convolution mod-
ule accounts for approximately 70.8% of the time, while the remaining modules
account for 29.2%. Thus, we plan to implement the convolution module using
an FPGA and the remaining modules using a CPU, forming a CPU + FPGA
cooperative computing heterogeneous architecture (Fig. 1).

Fig. 1. ParticleNet Architecture and Time Analysis
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2 Methodology

[7] proposed two hardware accelerator solutions including (a) dedicated circuit
designs, often based on libraries of building blocks, and (b) overlay-based co-
designs from different vendors and academic sources. [8] discussed the current
design of hardware architectures is divided into two types:

(1) the overlap pattern, design a reusable execution engine, which offers flexi-
bility by eliminating the need for hardware redesign when the model param-
eters change while the operators remain unchanged;

(2) stream pattern, each layer of the target model possesses independent com-
puting units, similar to (a)dedicated circuit designs mentioned in [7].

In this work, We used the dedicated circuit designs with the Stream pattern.
A given neural network, except for the parts executed on the CPU, is all imple-
mented on the FPGA, and each layer has an independent execution unit. It often
requires heavy net tuning in terms of quantization of weights, inputs. Therefore,
before deploying neural networks, it is common to further optimize the models
using techniques such as model pruning, model quantization, and graph fusion.
In our research, we performed graph fusion and model quantization on the Par-
ticleNet model to accelerate the model inference speed.

2.1 Operator Fusion

The fusion of Convolution (Conv) and Batch Normalization (BN) layers, is a
technique used in deep learning to optimize the computational efficiency and
memory usage of neural networks. In the inference mode, the fusion of Conv
and BN layers eliminates the need for separate computations. The statistics
(mean and variance) calculated during the training phase for BN are directly
incorporated into the Conv layer’s weights and biases. This way, the Conv layer
can directly produce normalized output feature maps without the need for an
additional BN layer.

In inference mode, the parameters γ, σ, ε, β are known for the BN layer. The
parameters w, b are known for the CONV layer.

x1 = w ∗ x + b (1)

x2 = γ · x1 − μ√
σ2 + ε

+ β (2)

By combining (1) and (2), we derive

x2 =
γ ∗ w√
σ2 + ε

∗ x + β + γ ∗ b − μ√
σ2 + ε

(3)

w̃ =
γ ∗ w√
σ2 + ε

, b̃ = β + γ ∗ b − μ√
σ2 + ε

, x2 = w̃ ∗ x + b̃ (4)
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By integrating the Convolution (Conv) and Batch Normalization (BN) oper-
ations, it is possible to reduce computational overhead and accelerate inference
speed.

2.2 Model Quantization

Generally speaking, the trained model parameters are float32. The network
model parameter size of ParticleNet occupies 1.5MBytes. The on-chip resources
of FPGA are very limited. If the network parameters of float32 are stored in the
on-chip memory BRAM of FPGA, the on-chip memory will be insufficient. This
requires quantification of model parameters. Model quantization is the process
of converting float32 model parameters into low-precision fixed-point represen-
tations, thereby reducing the model’s storage space and computational require-
ments. However, during the quantization process of deep neural network models,
there is an inevitable loss of information learned during the previous training pro-
cess, leading to a decrease in performance on the corresponding tasks. Therefore,
given a specific quantization method and a quantized model, it is necessary to
optimize the quantization parameters in the quantization function or the param-
eters in the original network model to some extent to restore the performance
of the network model. Based on whether the quantized model is retrained, the
current optimization methods can be classified into the following two categories:
Quantization-Aware Training (QAT) and Post-Training Quantization. (PTQ)
[5].

In general, the PTQ method is preferred for quantization, and the QAT
method is only considered when the loss in precision becomes significant. There-
fore, in this study, we prioritize the utilization of PTQ for quantization, which
results in a precision loss of less than 1%. As a result, QAT quantization was not
employed. The quantized results are presented in the following table (see Table
1):

Table 1. Table captions should be placed above the tables.

Parameters (Bytes) Data Type Accuracy (%)

ParticleNet 1.5MB Float32 93.90%

ParticleNet-Quantization 466KB Int8 93.28%

The conversion formulas between fixed-point and floating-point numbers for
quantization are as follows:

Afloat = S(Aint − Z) (5)

Aint = round(
Afloat

S
) + Z (6)
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where Afloat stands for the floating-point number, S is the scale constant, and
Aint represents the fixed-point number. The constants S and Z are our quantiza-
tion parameters. For 8-bit quantization, Aint is quantized as an 8-bit integer (for
B-bit quantization, Aint is quantized as an B-bit integer). Some arrays, typically
bias vectors, are quantized as 32-bit integers [9]. So, In this study, we adopted
the PTQ method to quantize the weight parameters to int8 and the bias to
int32. Denoting the weight matrix as W and the bias matrix as B, the convo-
lution operation is carried out as follows, Assuming ⊗ represents a convolution
operation:

An+1 = An ⊗ Wn + Bn (7)

because, we used the symmetric quantizer, which restricts zero-point to 0. With
the symmetric quantizer, the conversion operations simplify to:

Afloat = SAint (8)

Aint = round(
Afloat

S
) (9)

By expressing the variables W, B, and A in Equation (7) using quantized fixed-
point numbers, we can derive Equation (10).

Aqn+1San+1 = AqnSan
⊗ WqnSwn

+ BqnSbn (10)

the bias quantization scale Sb is as same as the product of the scales of the
weights and of the input activations [9]. Specifically, Sbn = San

Swn
.

Aqn+1 = (Aqn ⊗ Wqn + Bqn)
San

Swn

San+1

(11)

Following parameter quantization, Eq. (10) is replaced by Eq. (11) for computa-
tions. In Eq. (11), only the calculation when M = SanSwn

San+1
involves floating-point

operations. If M = 2−n, the Eq. (11) can be fully converted to fixed-point calcu-
lations because, multiplication by 2−n can be implemented with an efficient bit
shift, albeit one that needs to have correct round-to-nearest behavior [9]. Power-
of-two quantization, a special case of symmetric quantization, in which the scale
factor is restricted to a power-of-two, S = 2−k [10]. We adopted Power-of-two
quantization, enabling us to achieve full fixed-point computations through simple
bit-shifting operations on hardware. The quantization process on the hardware
is depicted in (Fig. 2) [10].
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Fig. 2. Schematic overview of quantized forward pass for convolutional layer

3 HardWare Design

In this section, we present the overall architecture of ParticleNet on FPGA. We
make it out of multikernels with the stream structure. The details are as follows.

3.1 Overall System Architecture

In this work, due to the complexity of ParticleNet, placing the dynamic graph
on an FPGA poses certain challenges. As analyzed in Sect. 1, the convolutional
module in ParticleNet is identified as the most time-consuming component.
Therefore, we focus on offloading the most time-consuming module onto the
FPGA,(see Fig. 3). In Fig. 3, we can be observed that the various Edconvblocks
within ParticleNet have multiple interactions with external memory, which can
potentially result in performance bottlenecks.

Fig. 3. Overall System Architecture for Software-Hardware Co-design

3.2 Implementation Design

The most time-consuming part of ParticleNet is distributed across three different
EdconvBlocks. Since ParticleNet follows the structure of DGCNN, each Edcon-
vBlock contains the algorithm for updating the graph. Therefore, we execute
the graph update algorithm on the CPU, while the convolutional part within
the EdconvBlock is offloaded to the FPGA for execution (see Fig. 3). In this
work, we utilize the stream pattern, which involves allocating a separate com-
pute unit for the convolutional operations in each EdconvBlock. As a result, we
have three compute units. Each compute unit implements inter-layer pipelining
and intra-layer parallelism for optimization, as illustrated in Fig. 4.
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4 Results and Discussion

In this section, we implemented the convolutional part of ParticleNet on the
Xilinx Alveo U200 FPGA, which has a total of 6840 DSP slices, 2160 BRAMs,
1182K LUTs, and 2364K FFs on this platform. We measure the overall per-
formance on ParticleNet in Top tagging datasets and perform a comprehensive
comparison with the result of CPU.

Fig. 4. Pipeline Architecture for Compute Unit

4.1 Experiments Setup

In this work, our ParticleNet is programmed on FPGA using HLS, which forms
the HLS core library with configurable parameters.
Baseline Models and Datasets: We test our hardware using the top tagging
datasets. For the baseline ParticleNet model, we used the float32 model imple-
mented in PyTorch.
Hardware and Toolkits: The hardware design is synthesized and generated
with Xilinx Vitis HLS 2021.1, and then we use Xilinx Vitis 2021.1 and Xilinx
Vivado 2021.1 to synthesize and deploy the complete project. The target plat-
form is Xilinx Alveo U200 FPGA Card to implement our ParticleNet to perform
the ParticleNet model. Moreover, the host CPU controls the ParticleNet accel-
erator and initial DDRs via the PCIe interface. The built-in power report in
Vivado gives power consumption numbers.

4.2 Results

Resource Utilization: In this work, he resource utilization of each compute
unit of our hardware resources is presented in Table 2. we observe that the utiliza-
tion of resources increases with the complexity of the network when employing
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a pipelined structure. This is because each convolution within the compute unit
consumes resources, as it is a dedicated acceleration module.

Comparison with CPU: CPU BaseLine:Intel(R) Xeon(R) Silver 4116 CPU
@ 2.10GHz. Using the previous Pytorch model is not optimized, instead of the
onnx model. In our FPGA implementation, the recognition of a particular type
of particle takes approximately 15 ms. On the other hand, using the PyTorch
pt model, the recognition of the same type of particle takes around 35 ms. This
FPGA implementation demonstrates a performance improvement achieves 2.3X
improvement. The Power of hardware design (see Fig. 5)

Fig. 5. The Power For Hardware Design

4.3 Discussion

Currently, we have quantized the most time-consuming part of ParticleNet and
migrated it to execute on the FPGA, resulting in a performance improvement of



252 Y. Zhang et al.

Table 2. Table captions should be placed above the tables.

Compute Unit LUT FF BRAM DSP

Available 1182K 2364K 2160 6840

EdBlock-1 Used 39K 88K 74 904

Utilized[%] 4.2 3.7 4.4 13.2

EdBlock-2 Used 77.7K 84K 148 1024

Utilized[%] 8.4 3.5 8.8 15.0

EdBlock-3 Used 178.5K 160K 218 2320

Utilized[%] 19.4 6.7 12.97 33.9

2.3x compared to the CPU. The FPGA implementation of the kernel consumes
only 35 W of power, which is lower than that of the CPU and GPU. However,
due to frequent interactions with the host, it cannot fully exploit the pipelining
capabilities and can only utilize the pipeline within the kernel. To significantly
enhance performance, it would be highly beneficial to migrate the KNN and
EdgeFeature components to the FPGA. However, this task poses certain chal-
lenges and requires substantial research time.
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Abstract. Beam dump experiments provide a distinctive opportunity
to search for dark photons, which are compelling candidates for dark
matter with low mass. In this study, we propose the application of
Graph Neural Networks (GNN) in tracking reconstruction with beam
dump experiments to obtain high resolution in both tracking and ver-
tex reconstruction. Our findings demonstrate that in a typical 3-track
scenario with the visible decay mode, the GNN approach significantly
outperforms the traditional approach, improving the 3-track reconstruc-
tion efficiency by up to 88% in the low mass region. Furthermore, we
show that improving the minimal vertex detection distance significantly
impacts the signal sensitivity in dark photon searches with the visible
decay mode. By reducing the minimal vertex distance from 5 mm to
0.1 mm, the exclusion upper limit on the dark photon mass (mA′) can
be improved by up to a factor of 3.

Keywords: GNN · Tracking Reconstruction · Deep Learning · Dark
Photon Search · Fixed-Target Experiment

1 Introduction

Dark matter is one of the most intriguing mysterious that cannot be solved
by the Standard Model. Numerous astrophysical and cosmological observations
have provided strong evidence for the presence of dark matter, which is believed
to make up about 85% of the matter in the universe. Despite its prevalence, the
nature of dark matter particles remains elusive, and identifying their properties
is a key challenge in particle physics research. Direct searches for Weakly Inter-
acting Massive Particles (WIMPs) as one of most sought-after dark matter can-
didates have so far yielded null results [1]. This outcome has further motivated
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
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the exploration of alternative dark matter candidates, such as the dark photon, a
hypothetical particle also known as a U(1) gauge boson of a hidden sector and is
predicted to have a small mass and interact weakly with standard matter. Unlike
WIMPs, the dark photon is predicted to have extremely weak interactions with
standard matter, making it a challenging particle to detect using traditional
experimental methods. Numerous experimental efforts are underway to search
for dark photons in various decay channels and interaction modes [3–5].

Beam dump experiments provide a unique opportunity to explore dark pho-
tons as dark matter candidates due to their distinctive experimental setup. In a
beam dump experiment, a high-energy particle beam is directed towards a tar-
get, where interactions between the beam particles and target nuclei can produce
new particles, including dark photons, as illustrated in Fig. 1a. The generated
dark photons can escape the target and travel through the experimental setup
before decaying into visible particles that can be detected by the surrounding
detectors. One of the key advantages of beam dump experiments is their ability
to probe a wide range of dark photon masses and couplings. Unlike traditional
direct detection experiments that are sensitive to a specific mass range, beam
dump experiments have the potential to cover a broad spectrum of dark photon
masses, including those that are challenging to access with other experimental
methods. Furthermore, beam dump experiments are relatively cost-effective and
can be conducted using existing accelerator facilities, making them attractive
platforms for exploring new physics beyond the Standard Model.

Fig. 1. Feynman diagram of (a) dark photon produced through bremsstrahlung and
decaying into leptons pair or dark matter χ (b) QED radiative trident reaction, which
serves as main background of dark photon visible decay [2]. A′ is dark photon while γ
is photon.

Dark photons couple with standard matter through the kinetic mixing
term [2]

Ldark,γ = −eεA′
μJμ

em, (1)

where ε is the coupling constant, A′
μ is the mediator field of the dark U(1) gauge

group. The model has two free parameters, the coupling constant ε and the dark
photon mass mA′ .
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By comparing measured decay products with expected backgrounds, beam
dump experiments can provide crucial insights into the nature of dark photons,
either supporting their existence within specific parameter regions or setting
stringent limits on these parameters. This process involves dark photon signature
searches, background estimation, sensitivity projections, and statistical analy-
ses. With advanced detector technologies and innovative analysis techniques like
Graph Neural Networks, the sensitivity to dark photon signals can be signif-
icantly improved, further motivating the search for these elusive particles in
beam dump experiments.

2 Experimental Setup and Simulation Framework

Several beam-dumped experiments have been proposed to search for the dark
photon, such as LDMX [3], NA64 [4], and DarkSHINE experiments [5]. The
experimental setup of our study is mainly based on the DarkSHINE experiment,
an electron-on-fixed-target experiment using a single electron beam.

2.1 Experimental Setup

The overall setup of DarkSHINE is shown in Fig. 2. The beam is an 8 GeV
electron beam with a high frequency. The whole detector is composed by several
main sub-detectors systems: a tracking system, an electromagnetic calorimeter
(ECAL), and a hadronic calorimeter (HCAL).

Fig. 2. The detector scheme for the beam-dump experiments in this study. There are
two tracking regions for reconstructing track of the incident electron and its products
after interacting with the nuclei in the target. ECAL and HCAL are behind the tracking
region.

The tracking system is composed of silicon trackers and dipole magnets,
serving distinct purposes within two separate tracking regions. The first region,
known as the tagging tracker, is designated for the monitoring of incident elec-
trons, whereas the second region, the recoil tracker, is used for tracking the recoil
electrons and decay products. The module of each tracker has two silicon strips
placed at a small angle for more precise position measurements of each energy
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hit. The tungsten target with 0.1X0 is placed between two tracking regions. The
ECAL is designed to absorb the full energy of incident particles with good energy
resolution, and the HCAL is placed after ECAL, serving for detecting hadronic
backgrounds and capturing muons.

2.2 Event Simulation

We simulate all events with the detector setup mentioned above, utilizing specific
software tools. The dark photon process is modeled using CalcHEP v3.8.10 [6]
and executed via GEANT4 v10.6.10 [7]. For maintaining a good modeling of
the dark photon process, we directly incorporate the particles’ four-momentum
truth information from the generator during the dark photon process simulation.
Standard Model processes such as photon-nuclear interactions, electron-nuclear
interactions, and photon decays into muon pairs, are simulated by GEANT4.

3 Analysis Strategy and Tracking Reconstruction

The main background of dark photon visible decay is the QED radiative trident
reaction, as depicted in Fig. 1b. While several kinematic distinctions, such as the
energy and exit angle of the recoil electron, exist, the key signature of visible
decay is the displaced vertex [8]. As presented in Table 1, employing typical
kinematics selections: (1) No. of track = 3, (2) p(e+) > 2 GeV, (3) p(hard e−) <
6 GeV, (4) θ(hard e−) > 0.1◦, the background rejection power can reach 0.2%,
which is insufficient considering that the expected number of electrons on target
reaches 3 × 1014 in DarkSHINE. Therefore, tracking and vertex reconstruction
becomes vital in the quest for visible decay searching.

Table 1. The event count of the signal and inclusive background samples after kine-
matics selections.

Event type total event count cut1 cut2 cut3 cut4 efficiency

Visible decay 9918 5963 3889 3889 3436 34.6%

Inclusive background 1.84e7 3.33e5 5.18e4 5.18e4 3.42e4 0.19%

3.1 GNN-Based Tracking Reconstruction

We propose a novel approach to tracking reconstruction in high-energy physics,
leveraging machine learning principles, particularly GNN.

Network Structure. We construct 2 GNN models based on transformer con-
volutions to process graph-structured data using PyTorch [11] and PyG [10]:
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– LinkNet edge classification task for track finding : The LinkNet model is to
predict if an edge is a true particle trajectory passing through the two con-
nected nodes. It employs a multi-layer perceptron (MLP) for both node and
edge feature embedding, with each MLP consisting of three layers. The input
dimensions are set to 6 for nodes (corresponding to spatial coordinates and
magnetic field components: x, y, z, Bx, By, Bz) and 3 for edges (representing
the relative polar coordinates: r, theta, phi). The hidden dimension across
the network is uniformly set to 128. Key to LinkNet’s design is the use of
Transformer Convolutional layers, which combine the strengths of CNN and
transformer models. The network comprises six iterations, each with four
attention heads. The node features are updated during iteration using the
Transformer Convolutional layer, and the corresponding edge features are
updated by adding the new features on the surrounding nodes of each edge.
Layer Normalization and shortcut connections are integrated into each itera-
tion.
For training, LinkNet is optimized using the Adam algorithm, motivated
by its adaptive learning rate capabilities. The initial learning rate is set at
0.00075, with a weight decay of 1.e-5. A tiered learning rate decay schedule
is implemented, reducing the learning rate by factors of 0.5, 0.2, and 0.1 at
epochs 30, 40, and 50, respectively. The model undergoes training for a total
of 55 epochs, a duration determined to be sufficient for convergence based on
preliminary experiments. The loss function used is the binary cross-entropy
with logits, suitable for the binary classification task intrinsic to track recon-
struction – determining whether a given pair of hits belong to the same track.
The batch size is set to 64.

– MomNet edge regression task for track fitting : This network is specialized
in predicting the momentum associated with each edge, which represents a
potential particle trajectory in the detector. The MomNet architecture incor-
porates an MLP for embedding features of both nodes and edges. Each MLP
contains three layers, catering to the specific dimensions of the input features.
For nodes, the input dimension is 6, accounting for spatial coordinates and the
magnetic field components (x, y, z, Bx, By, Bz). For edges, the input dimen-
sion is set at 4, representing the relative polar coordinates (r, theta, phi) and
a link score from LinkNet that quantifies the likelihood of two nodes being
connected in a physical particle track. MomNet also uses Transformer Convo-
lutional layers, which are adept at handling the complex relational dynamics
of the particle tracks. The network comprises 10 iterations, each with a sig-
nificantly increased number of attention heads, set at 32. Each iteration of
the network updates the node features using the Transformer Convolutional
layer, while the corresponding edge features are refined by integrating the
updated node features surrounding each edge. MomNet is further enhanced
with layer normalization and shortcut connections in each iteration.
For the training process, MomNet utilizes the Adam optimizer, selected for its
adaptive learning rate properties. The initial learning rate is set at 0.00025,
with a weight decay of 1.e-5. The learning rate undergoes a tiered decay,
reducing by factors of 0.5 and 0.1 at epochs 40 and 50, respectively. The
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total training duration is extended to 60 epochs, slightly longer than that of
LinkNet, to ensure the model’s convergence given its more complex task. The
batch size is maintained at 64, consistent with the LinkNet configuration.
For the MomNet model, a specialized loss function, the RelativeHuberLoss,
is employed, which combines the MSE and L1 loss. The RelativeHuberLoss
operates by first calculating the difference between the predicted values and
the truth values. If the truth value is zero, which accounts for the case that
this edge is false, and does not have true momentum along this edge, the
absolute difference is used. In the other case for the truth edge, the relative
difference is calculated.

Simulated Samples. For the training phase, we use 5 visible decay signal
samples with masses of 20, 50, 100, 200, and 500 MeV, each with 1×106 electron-
on-target (EOT) events. In these samples, single-track events are predominant
in the tagging region and 3-track events in the recoil region. The input graph is
built with digitized simulated hits, derived from a mean-shift algorithm-based
clustering of original simulated hits. We utilize an orthogonal set of visible decay
signal samples for performance evaluation, each with 1 × 106 EOT.

Single-Track Performance Evaluation. We evaluate the tracking perfor-
mance by studying both single-track events (simple case) and 3-track events
(more realistic case). The benchmark parameters are event reconstruction effi-
ciency and track reconstruction resolution. The event reconstruction efficiency
is defined as the percentage of the track events that are found and reconstructed
by the reconstruction method. Track reconstruction resolution is defined as the
full width at half maximum of the relative uncertainty distribution for the recon-
structed track momentum. Owing to the variations in magnetic fields and tracker
structures, we can assess the resolution of the reconstructed momentum in two
distinct regions, as shown in Fig. 3. We have compared the GNN performance
with the traditional tracking reconstruction method based on the Combinatorial
Kalman Filter (CKF) method [5,9] using an orthogonal evaluation dataset with
50000 events. The GNN approach can reconstruct 98.9% single-track events,
while the traditional approach gives 96.9%. The comparison is shown in Table 2.
GNN gives better reconstructed momentum resolution than the CKF approach,
improving the resolution from 1.5% to 0.6% in the tagging region, and 7.5% to
5.6% in the recoil region.

Multi-track Performance Evaluation. We evaluate the GNN performance
to find 3-track events in the visible decay mode. The 3-track reconstruction effi-
ciencies for 5 mass points are listed in Table 4. The low mass (long lifetime)
region is the most sensitive region for beam dump experiments. GNN outper-
forms the CKF method by 30% to 88% in the region of interest (< 100 MeV) and
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Fig. 3. The relative uncertainty of the reconstructed momentum in the tagging region
(left) and recoil region (right).

Table 2. The reconstruction efficiency and momentum resolution comparison between
the CKF and GNN methods.

Inclusive sample CKF GNN Truth

Single-track Efficiency 96.9% 98.9% 99.9%

Resolution (Tagging) 1.5% 0.6% -

Resolution (Recoil) 7.5% 5.6% -

gives overall reconstruction efficiencies around 60%. The reconstructed momen-
tum for each track is also shown in Fig. 4. There is a selection criterion requiring
Pi ≥ 150 MeV to ensure a good track quality in the tracker region. The appli-
cation of GNN significantly improves the computational efficiency in terms of
time per event, compared to the traditional CKF method, which is summarized
in Table 3.

Future Prospects. The current study has demonstrated the effectiveness of
GNNs for track fitting and finding tasks. These networks effectively leverage the
natural graph structure inherent in detector data, creating a powerful framework
for these complex tasks. Further research into vertex finding is also a promising
direction. Several deep-learning methods have been proposed and used for vertex
finding based on various experimental setups and constraints. Exploring more

Table 3. Comparative analysis of average computational time per event (in seconds)
for the CKF method and the GNN method with and without pile-up.

Average Time [sec] CKF GNN

No pile-up 0.179 0.002

Pile-up < μ ≈ 10 > 300 0.010
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Table 4. The 3-track reconstruction efficiency with respect to truth 3-track events.

mA′ [MeV] 20 50 100 200 500

CKF 31.8% 43.7% 51.5% 61.2% 68.4%

GNN 59.9% 61.9% 66.8% 65.2% 50.3%

Fig. 4. The momentum distribution for reconstruction and truth for the leading track
(left), subleading track (middle), and subsubleading track (right).

architectures and approaches becomes crucial. For instance, the use of Point
Cloud Networks or Deep Sets could offer innovative strategies for addressing
vertex-finding tasks, taking advantage of their unique capabilities for dealing
with point-like structures or variable-sized sets of data.

3.2 Dark Photon Search in Visible Decay Mode

With the above improvements in both tracking and vertex reconstruction, the
residual background level is expected to be 10 out of 3 × 1014 EOT. The 90%
confidence level exclusion region for DarkSHINE experiment in the search for
visible decays is calculated in Fig. 5. According to Sect. 3.1, the improved signal
reconstruction efficiency for GNN method is expected to be around 60% in the
most sensitive mass region (less than 100 MeV), while the efficiency for CKF
method is between 30% and 50%. We have compared the two cases of signal
efficiency being 30% and 60%, the result is shown in Fig. 5a. Furthermore, with
improved track momentum resolution, GNN method is expected to provide bet-
ter vertex reconstruction resolution, which is important for signal searching in
the visible decay mode. We present three projected signal exclusion limits when
the minimal vertex detection distance is set to be 0.1 mm, 1 mm, and 5 mm
respectively, as shown in Fig. 5b. Taking ε2 = 10−8 as an example, the upper
limit on the dark photon mass mA′ can be extended to 55 MeV, 95 MeV and
155 MeV with vertex resolutions of 5 mm, 1 mm and 0.1 mm respectively.
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Fig. 5. 90% confidence level exclusion region for dark photon search in the visible
decay mode for the DarkSHINE project when comparing different conditions: (a) signal
efficiency comparison (b) vertex resolution comparison. Gray indicates regions that
have been explored by other experiments [2] (Color figure online).

4 Conclusion and Outlook

We have demonstrated that in the single track and 3-tracks scenario, GNN app-
roach outperforms the traditional approach based on Combinatorial Kalman
Filter (CKF) and improves the 3-track event reconstruction efficiency by 88% in
the most sensitive signal region. Furthermore, we have showed that improving
the minimal vertex detection distance has significant impact on the signal sen-
sitivity in dark photon searches in the visible decay mode. The exclusion upper
limit on the dark photon mass mA′ can be improved by up to a factor of 3 by
reducing the minimal vertex distance from 5 mm to 0.1 mm.
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Abstract. TRopIcal DEep-sea Neutrino Telescope (TRIDENT) is a
next-generation neutrino telescope to be located in the South China
Sea. With a large detector volume and the use of advanced hybrid
digital optical modules (hDOMs), TRIDENT aims to discover multiple
astrophysical neutrino sources and probe all-flavor neutrino physics. The
reconstruction resolution of primary neutrinos is on the critical path to
these scientific goals. We have developed a novel reconstruction method
based on graph neural network (GNN) for TRIDENT. In this paper, we
present the reconstruction performance of the GNN-based approach on
both track- and shower-like neutrino events in TRIDENT.

Keywords: Neutrino telescopes · Reconstruction · Neural network

1 Introduction

In 2013, the first detection of astrophysical neutrinos was reported [1]. Unlike
cosmic rays, high-energy neutrinos remain unaffected by galactic magnetic fields,
preserving their trajectory and pointing directly back to their sources. This
makes them ideal instruments for investigating the origins of high-energy cosmic
rays.

The deep inelastic scattering (DIS) between high-energy neutrinos and nucle-
ons in water is employed to detect astrophysical neutrinos. When νμ charged-
current (CC) interactions occur, high-energy muons are generated and produce
a kilometer-long track-like event topology. The track-like events are important
in neutrino point-source searches, such as TXS 0506 [2] and NGC 1068 [3], due
to their sub-degree level angular resolution. On the other hand, νe CC inter-
actions and neutral-current (NC) interactions produce a cascade of secondary
particles at the DIS vertex, resulting in the deposition of neutrino energy in a
localized region and forming a shower-like topology. Despite their poor angular
resolution, the distinctive event topology of shower-like events makes them eas-
ily distinguishable from atmospheric-neutrino background. As such, shower-like
events play a critical role in the search for extended neutrino sources. For ντ

CC interactions, a tau lepton is generated along with a hadronic cascade. The
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tau lepton travels some distance before decaying into a hadronic or electromag-
netic cascade. If the ντ is sufficiently energetic, the two cascades resulting from
the tau lepton’s decay will be spatially separated, giving rise to a characteristic
double cascade topology signature. In the case of lower energy ντ events, the
identification of such events can be based on the presence of a double pulse in
the readout waveform [4].

TRIDENT is a next-generation neutrino detector aiming to identify astro-
physical neutrino sources with high precision. This telescope design incorporates
hybrid digital modules (hDOMs) comprising multiple Photomultiplier Tubes
(PMTs) and Silicon Photomultipliers (SiPMs). To achieve comprehensive neu-
trino detection capabilities, these hDOMs are strategically planned for deploy-
ment across a vast cubic kilometer region deep in the deep waters of the South
China Sea.

To reconstruct the direction and energy of incoming neutrinos using infor-
mation from Cherenkov photons, both machine learning-based and likelihood-
based reconstruction methods have been widely used in neutrino telescopes. In
IceCube, convolutional neural networks (CNNs) [5,6] and GNNs [7] have been
assessed for their efficiency. KM3NeT employs likelihood methods for both νe

and νμ in the reconstruction of direction and energy [8]. 3D CNNs are also
implemented in KM3NeT/ORCA [9]. The likelihood method has relatively high
reconstruction resolution but there is still room for improvement, especially in
the case of νe events. The CNN approach faces challenges in handling sparse
signals in TRIDENT which has a large detector volume.

In this study, we propose a novel reconstruction method based on GNN.
We simulate νe CC and νμ CC events utilizing the preliminary full detector
configuration of TRIDENT. Subsequently, a GNN architecture is designed and
employed to facilitate the precise reconstruction of direction for the neutrino
events.

2 Event Simulation

The comprehensive Monte Carlo simulations of neutrino events are executed in
two steps.

In the initial step, the DIS processes are simulated in the CORSIKA8 frame-
work [10]. To represent the TRIDENT detector region, a cylindrical volume is
constructed, with a radius of 2500m and a height of 1000m, positioned at a
depth of 2900m below sea level. The PYTHIA8 program [11] is employed in
CORSIKA8 to simulate the DIS processes. By employing different rules for νe

and νμ neutrinos, accounting for their distinctive characteristics, the vertices are
sampled accordingly. Given that the typical size of hadronic cascades is less than
50m, to ensure an adequate number of Cherenkov photons for each event, the
vertices of νe CC interactions are uniformly sampled within the detector region.
Conversely, high-energy muons exhibit significant travel distances in sea water.
As a result, the DIS vertices of νμ interactions are sampled over a larger region,
the extent of which is contingent upon the energy of the muon involved. Par-
ticles decay and propagate through water until they reach the detector region.
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Subsequently, the interactions of these particles and the response of detectors
inside the telescope are further simulated using another dedicated program.

The detector response simulation is implemented with the Geant4 software
framework [12,13]. Within a cylinder with a radius of 2000 m, a total of 1200
vertical strings are deployed in a Penrose tiling pattern, as depicted in Fig. 1.
Each string comprises 20 hDOMs separated vertically by 30 m. During this
process, the propagation and energy loss processes of particles are simulated.
For electromagnetic cascades induced by high-energy electrons, a parameterized
simulation method is employed to accelerate the simulation process, achieving
a speed-up of approximately O(1000) times compared to traditional particle-
by-particle simulations of the cascade. For the efficient handling of Cherenkov
photons, all Cherenkov photons are propagated using the OptiX ray tracing
framework [14] to utilize the acceleration of GPU. Finaly, the detector response
to Cherenkov photons is fully simulated with Geant4.

Fig. 1. Top view of TRIDENT detectors.

3 Network Architecture

In the context of neutrino telescopes, each recorded neutrino event can be intrin-
sically represented as a graph and can be reconstructed using GNN. For a given
event, the triggered hDOMs serve as the nodes of the graph, forming an edge-less
graph. The position (relative to the position of the initially triggered hDOM)
and physics quantities of each hDOM comprises the coordinates and attributes
of the corresponding node. To establish connections between nodes, edges are
introduced such that each node is linked to its k nearest neighboring nodes.
Here k is a user-defined hyperparameter. Additionally, the mean value of node
attributes can serve as an indicator of the overall knowledge of a neutrino event.
Thus, a neutrino event is noted as G = {posi, xi, eij , u}, where
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– posi and xi represent the location and attributes of the i-th hDOM, respec-
tively.

– eij represents the edge connecting the i-th and j-th hDOMs.
– u is a global attribute that describes the overall characteristics of the neutrino

event.

The GNN architecture utilized in this study incorporates a fundamental
building block known as the EdgeConv block, as illustrated in Fig. 2. This Edge-
Conv block is adapted from the EdgeConv block employed in ParticleNet [15].
The EdgeConv block serves as a convolution-like operation. It commences by
defining a latent vector for each edge eij as: eij = φθ(u, xi, xj − xi). Here, φθ

denotes a multilayer perceptron (MLP) with trainable parameters θ. To obtain
the latent vectors for the nodes, an aggregation operation is performed based on
the connected edges, which is defined as: x′

i = ( Max
j=1,...k

{eij}+ xi ).

Fig. 2. Architecture of GNN used in this study is shown on the left plot. The detailed
structure of EdgeConv block is illustrated on the right plot.

The GNN architecture is built with several EdgeConv blocks. In each Edge-
Conv block, the block updates the graph G = {posi, xi, eij , u} as follows:

x′
i = EdgeConv(G)

u′ = ΦΘ(u,Global_Average_Pooling({x′
i}))
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where ΦΘ is another MLP with parameters Θ. By iteratively applying the Edge-
Conv blocks, the GNN progressively enriches the input graph with higher-level
information.

The final EdgeConv block is followed by an output MLP layer for recon-
structing desired physical parameters. Depending on the context, the input to
this layer can be the node attributes (xi) for DOM-level reconstruction or the
global attributes (u) for event-level reconstruction.

4 Results

The aforementioned GNN architecture is constructed with PyTorch Geometric
[16,17] and is utilized to reconstruct the direction of νe with 100 TeV energy and
νμ with energy ranges from 1 TeV to 1000 TeV. The νe samples are limited to a
single energy level, as there is an insufficient number of samples in other energy
ranges attributed to the slow speed of their simulation. In this section, we show
the training methods and results.

4.1 Shower-Like Event Reconstruction

For the reconstruction of νe events, the attribute of each node is a histogram
detailing the arrival times of photons at each hDOM. These histograms counts
the number of received photons within every 5 ns time window. In a typical
shower-like event, the majority of Cherenkov photons are received within 1000
ns. Therefore, the histograms are configured to split the 1000 ns interval into
200 time windows.

The GNN model used for shower-like event reconstruction consists of of 6
EdgeConv blocks and 2 layers of output MLP and it possesses 12,289,167 train-
able paramters. The samples are divided into training (130k samples) and val-
idation (10k samples) sets during the training session. The model is trained to
directly predict the direction of νe, nνe

, with MSELoss as loss function. Subse-
quently, the trained models undergo testing using an additional 130k samples,
yielding the results presented below.

The training result, shown in Fig. 3, demonstrates the angular error between
the true νe direction and the reconstructed direction. The median angular error,
as is represented by the red line, is about 1.3◦. For comparison, the median
angular error of 100 TeV νe events using the traditional likelihood method is
found to be about 1.7◦ [8].
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Fig. 3. The angular error for 100 TeV νe CC events. The red line represents the median
angular error. The orange and blue lines exhibit the 68% and 90% quantiles. (Color
figure online)

4.2 Track-Like Event Reconstruction

Muons in νμ CC events leave tracks within the telescope. The photons received
by the hDOM with early arrival time are more likely to reach the hDOM with
less scattering along the travelling path. Therefore the arrival time of the photons
provides useful information when reconstructing the neutrino direction and it is
taken as a node attribute. To obtain the information about the distance from
the hDOM to muons, the number of photons received by each hDOM is also
taken as a node attribute.

The GNN model used for track-like event reconstruction is made of 5 Edge-
Conv blocks followed by 2 MLP layers (7,966,005 trainable parameters). The
model is trained with MSELoss as loss function to predict the photon emission
positions, ri (as illustrated in Fig. 4), for all triggered hDOMs. Subsequently, the
direction of the muon is then reconstructed using a linear fit on the ri positions.

Fig. 4. Muon emits Cherenkov photon at ri and triggers DOMi.

In the low-energy range, graphs may have as few as 2 nodes, making it
challenging to train the GNN. To address this, all training samples must consist
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of more than 7 nodes. The dataset is partitioned into training (210k samples)
and validation (70k samples) sets. In the evaluation phase, the trained models
are tested with an additional 220k samples, each comprising more than 2 nodes,
to generate the results.

As the result, the distribution of angular error between the true νμ direction
and the reconstructed direction is shown in Fig. 5. The red line represents the
median angular error and the color bands exhibits the 68% and 90% quantiles.
The model achieves an angular resolution at the 0.1◦ level for νμ events with
sufficiently high energy. The angular resolution using the likelihood method also
falls below 0.1◦ for sufficiently high energy events [8].

Fig. 5. The angular resolution of νµ CC events as a function of energy. The median
angle between the reconstructed track and the true direction of μ and νµ is visualized
by the green and red line, respectively. Color bands exhibits the 68% and 90% quantiles.
Black line represents the median angle between direction of μ and νµ. (Color figure
online)

5 Summary

In this paper, a GNN-based reconstruction method is proposed to reconstruct
the direction of νe CC and νμ CC events with high precision in TRIDENT. For
shower-like events, the median angular error achieved by this method is 1.3◦,
which significantly outperforms the likelihood method result by 75%. For track-
like events, the median angular error reaches 0.1◦ when the neutrino energy
is sufficiently high, which gives a comparable performance with the likelihood
method.

For the next step, we plan to extend the GNN-based reconstruction method to
reconstruct both the direction and energy of neutrino events in a wide kinematic
range. We will also improve the robustness of the method against experimental
uncertainties and noises.
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Abstract. Usage of cutting-edge artificial intelligence will be the base-
line at future high energy colliders such as the High-Luminosity Large
Hadron Collider, to cope with the enormously increasing demand of the
computing resources. The rapid development of quantum machine learn-
ing could bring in further paradigm-shifting improvement to this chal-
lenge. One of the two highest CPU-consuming components, the charged
particle reconstruction, the so-called track reconstruction, can be consid-
ered as a quadratic unconstrained binary optimization (QUBO) problem.
The Quantum Approximate Optimization Algorithm (QAOA) is one of
the most promising algorithms to solve such combinatorial problems and
to seek for a quantum advantage in the era of the Noisy Intermediate-
Scale Quantum computers. It is found that the QAOA shows promising
performance and demonstrated itself as one of the candidates for the
track reconstruction using quantum computers.

Keywords: Quantum Machine Learning · QUBO · QAOA · High
Energy Physics · track reconstruction

1 Introduction

High energy physics aims to unveil the laws of the fundamental building blocks
of matter, the elementary particles, and their interactions. High energy collid-
ers have been one of the most promising approaches to discover new particles
and deepen understanding of the underlying physics through precise measure-
ments. After the revolutionary discovery of the Higgs boson in 2012 [9,23] at the
ATLAS [8] and CMS [22] experiments at the Large Hadron Collider (LHC) [25],
we are entering the precision measurement era of the Higgs sector, first of all, to
be pursued at the High-Luminosity LHC (HL-LHC) [34], and to be followed by
future colliders being proposed, such as the Circular Electron Positron Collider
(CEPC) [17–20] to be hosted in China.

At the HL-LHC, we will enter the “Exa-byte” era, where the annual com-
puting cost will increase by a factor of 10 to 20. Without various innovations,
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the experiment will not be able to operate. Usage of the Graphical Processing
Units (GPUs) and other state-of-the-art artificial intelligence (AI) technologies
such as deep learning will be the baseline at the HL-LHC. However, the emerg-
ing rapid development of quantum computing and implementation of machine
learning techniques in such computers could bring in another leap. Two of the
highly CPU consuming components at the LHC and HL-LHC are (1) the charged
particle reconstruction, the so-called track reconstruction, for both in data and
simulation and (2) simulation of electromagnetic and hadronic shower develop-
ment in the calorimeter. Development of quantum machine learning techniques
to overcome such challenges would not only be important for the HL-LHC, but
also for a future Higgs factory CEPC and a next generation discovery machine
the Super Proton-Proton Collider (SppC) [17,18] to be hosted in China as well
as other such colliders under consideration in the world.

2 Track Reconstruction

Track reconstruction or tracking is the standard procedure in the collider exper-
iments to identify charged particles traversing the detector and to measure their
momenta. The curvature of particle trajectories (tracks) bent in a magnetic field
will provide the momentum information. Tracks are reconstructed from hits in
the silicon detectors, which have many irrelevant hits from secondary particles
and detector noise, and require sophisticated algorithms. Tracking is one of the
most crucial components of reconstruction in the collider experiments.

At the HL-LHC, additional proton-proton interactions per bunch crossing,
the so-called pileup, becomes exceedingly high, and the CPU time required to
run the track reconstruction explodes with pileup [10,21].

2.1 Current Classical Benchmarks

The Kalman Filter technique [30] has been often used as a standard algorithm
to reconstruct the tracks. It is implemented in A Common Tracking Software
(ACTS) [1], for example. Seeding from the inner detector layers, the tracks are
extrapolated to predict the next hit and iterated to find the best quality com-
bination. It is a well established procedure and has excellent performance but
suffers from the computing time, especially when the track multiplicity per event
becomes high.

Recently, usage of the graph neural network (GNN) is actively investigated
at the LHC [35,37] as well as other collider experiment including the tau-lepton
and charm-quark factory in China: Beijing Spectrometer (BES) III [14]. Hits
in the silicon detectors can be regarded as “nodes” of the graphs, and segments
reconstructed by connecting the hits can be considered as “edges”. GNN-based
algorithms provide compatible performance as the Kalman Filter, but the com-
puting time scales approximately linearly instead of exponentially with the num-
ber of tracks. The GNN is thus considered to be one of the new standards in the
era of the HL-LHC.



274 H. Okawa

2.2 Quantum Approach

There have been several studies to run the track reconstruction with quantum
computers. First of all, doublets are formed by connecting two hits in the sil-
icon detectors. Then, triplets, segments with three silicon hits, are formed by
connecting the doublets. Then, triplets are connected to reconstruct the tracks,
by evaluating the consistency of the triplet momenta. Such procedure can be
considered as a quadratic unconstrained binary optimization (QUBO) problem:

O(a, b, T ) =
N∑

i=1

aiTi +
N∑

i=1

N∑

j<i

bijTiTj , (1)

where N is the number of triplets, Ti and Tj corresponds to the triplets and takes
the value of either zero or one, ai are the bias weights to evaluate the quality
of the triplets, and bij are the coefficients that quantify the compatibility of
two triplets (bij = 0 if no shared hit, = 1 if there is any conflict, and = −Sij

if two hits are shared between the triplets). The coefficients −Sij quantify the
consistency of the two triplet momenta by [12]:

Sij =
1 − 1

2 (|δ(q/pTi, q/pTj)| + max(δθi, δθj))
(1 + Hi + Hj)2

, (2)

where δ is the difference between the curvature q/pT or angle θ of the two triplets
and Hi is the number of holes in the triplet.

The bias weights ai have significant impact on the Hamiltonian energy land-
scape and thus on the track reconstruction and computation speed. They can
be parameterized as:

ai = α
(
1 − e

|d0|
γ

)
+ β

(
1 − e

|z0|
λ

)
, (3)

where d0 and z0 are the transverse and longitudinal displacements of the triplets
from the primary vertex (the most significant proton-proton collision point in an
event) and α, β, γ and λ are tunable parameters, which are taken to be 0.5, 0.2,
1.0 and 0.5, optimized in a previous study [39] for the same dataset (see Sect. 3).

The first quantum tracking studies [12,47] have been pursued with quantum
annealing computers. The quantum annealer looks for the global minimum of a
given function with quantum tunneling. It is a natural machine to solve QUBO
problems by searching for the ground state of a Hamiltonian. As the size of
the QUBO generally exceeds the number of available qubits in the current era
of the Noisy Intermediate-Scale Quantum (NISQ) computers [42], the QUBO
is split into subsets (sub-QUBOs) to search for the ground state. Performance
evaluation between the D-Wave annealing machine and a classical emulation
using a digital annealer is mentioned in Ref. [43]. The performance dependence
against the size of the sub-QUBOs is evaluated in Ref. [44].

To exploit the quantum gate computers, a QUBO can be mapped to an Ising
Hamiltonian and be solved using the Variational Quantum Eigensolver (VQE),
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Fig. 1. Layout of the QAOA with the Quantum Alternative Operator Ansatz. The
number of qubits is reduced to four for the demonstration purpose.

Quantum Approximate Optimization Algorithm (QAOA) [28], or other similar
algorithms. Previous studies conducted at the LUXE experiment considered the
TwoLocal ansatz with the RY gates and a circular CNOT entangling pattern [24,
31]. The LHCb Collaboration has also looked into the QUBO approach with the
gate computer using the Harrow-Hassadim-Lloyd (HHL) algorithm [40].

Another distinctive approach is pursued with the hybrid quantum classical
GNN, where some components of the classical GNN method [35,37] are replaced
by the Variational Quantum Layers. This hybrid model performs similarly to
the classical approach, as also confirmed by Refs. [24,31]. This hybrid quantum-
classical GNN approach is out of the scope of this paper, and will not be men-
tioned further.

3 Datasets

In this study, the dataset from the TrackML Challenge is adopted [6,7]. It is
an open source dataset representing the conditions for the ATLAS and CMS
experiments at the HL-LHC. It assumes the particle multiplicities expected with
the pileup condition of 〈μ〉=200. The dataset is simplified by focusing on the
barrel (central) region of the detector, thus removing the hits in the end-cap
region, which is a common approach often adopted for tracking studies for the
HL-LHC.

The QUBO matrix, namely the bias weights ai and the compatibility coef-
ficients bij as defined in Eq. 1 is extracted from the dataset using the hepqpr-
qallase library [2]. The QUBO matrix is pretty sparse, as is the nature of the
collider experiments and track reconstruction.

4 Methodology

The QAOA is considered in this study. It is a hybrid quantum-classical method,
designed to solve combinatorial optimization problems. Even at the lowest cir-
cuit depth, the QAOA cannot efficiently be simulated by classical computers,
but has non-trivial guarantees on the performance [28,29]. For cases where the
minimum energy spectrum gap is very small, the computing time required in
the quantum annealers is very long to remain adiabatic. The QAOA is known to
outperform adiabatic quantum annealing by several orders of magnitude in such
circumstances [45]. Thus, the QAOA is one of the most promising algorithm to
seek for quantum advantage in the era of the NISQ computers.
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Its libraries are implemented in pyqpanda-algorithm [3] by Origin Quan-
tum (Chinese name: Benyuan). It adopts the Quantum Alternative Operator
Ansatz [32]. The schematic layout of the quantum circuit is demonstrated in
Fig. 1. For the actual hardware computation, the 6-qubit machine Wuyuan is
used through the cloud service [4].

4.1 Optimization of QAOA Implementation

To optimize the conditions to run the QAOA, a 6×6 matrix is extracted from
a TrackML QUBO to match the available number of qubits in Wuyuan. Perfor-
mance is evaluated for two loss functions: CVaR [13] and Gibbs [38]; three opti-
mizers which can handle bounds on the variables: L-BFGS-B [16,46], Sequential
Least SQuares Programming (SLSQP) [36], and a Truncated Newtonian algo-
rithm (TNC) [16]; and the number of layers of the QAOA.

Figure 2 shows the probability of finding the correct minimum energy with
various loss functions, optimizers and the number of the QAOA layers for the
quantum simulator and the actual quantum hardware. The probabilities tend
to be low for the shallow QAOA, which is consistent with what is reported in
Refs. [15,26,27,33]. Among the three optimizers, L-BFGS-B shows the best per-
formance, followed by SLSQP. TNC shows largely degraded probabilities with-
out much improvement against the number of layers, thus, is not presented in
the figure. There is no significant difference between the CVaR and Gibbs loss
functions, thus CVaR is adopted onward in this work. The real hardware shows
compatible performance as the quantum simulator, and there is no sign of degra-
dation even for deep-layer QAOAs up to 20 layers. This is in contrast to what
is observed in Ref. [41] but consistent with Ref. [44]. This could be due to the
difference in the QUBO considered, which is largely sparse in this paper as well
as in Ref. [44].

It is worth emphasizing that in the actual implementation, a single QAOA
job will run multiple shots and the combination with the highest probability will
be selected. Thus, the accuracy of obtaining the correct answer is much higher
than the probability itself, reaching 100% already at 5 layers as is presented
in Fig. 3. In the following sections, seven QAOA layers are adopted, where the
probability reaches the plateau and the accuracy is compatible with 100% within
the statistical uncertainty.

4.2 Sub-QUBO Method

The number of triplet candidates define the number of qubits required. Obviously
the quantum computing resources currently available in the NISQ era cannot
cover the full QUBO for tracking. Thus, the QUBO is split into sub-QUBOs of
size 6×6 to match the Wuyuan hardware.

There are various sub-QUBO algorithms proposed: qbsolv [5] (now in the
dwave-hybrid library), for example. In this paper, a sub-QUBO method using
multiple solution instances [11] is adopted. This method has a strong theoret-
ical justification, whereas other existing approaches are heuristic and lack in
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Fig. 2. Probability of finding the correct combination with the L-BFGS-B or SLSQP
optimizers and the CVaR or Gibbs loss functions, presented against the number of
QAOA layers for the quantum simulator (a) and Wuyuan hardware (b).

such a foundation [11]. In this multiple solution instance method, three param-
eters (NI , NE , NS) are considered. First of all, NI quasi-optimal solutions are
extracted from the full-QUBO classically. Then NS solution instances from NI

are randomly selected. The method focuses on a particular binary variable Ti

(see Eq. 1), rank them in accordance to how much they vary over NS solu-
tion instances. Highly varying Ti will be included in the sub-QUBO model. The
pick-up process of NS solutions from the QAOA is repeated NE times and NE

sub-QUBO models are considered. Finally, a pool of NI solutions is returned
and the best solution is chosen.
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Fig. 3. Accuracy of finding the correct combination in a single job with the L-BFGS-B
or SLSQP optimizers and the CVaR or Gibbs loss functions, presented against the
number of QAOA layers for the quantum simulator (a) and real hardware (b). The
statistical uncertainty is presented in the error bars.

Fig. 4. Minimum energy estimated by the multiple solution instance method for various
(NI , NE , NS) parameters with the quantum simulator and Wuyuan hardware compared
to a classical simulated thermal annealing. Two examples with the full QUBO size of
778×778 (a) and 1431×1431 (b) are presented.

Figure 4 shows the presumed minimum energy found by the multiple solu-
tion instance method for various sets of (NI , NE , NS) parameters with the
quantum simulator compared to a simple classical optimizer with the simulated
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Fig. 5. Efficiency (a) and purity (b) as a function of particle multiplicity utilizing the
QAOA simulator, Wuyuan hardware or the D-Wave simulator with qbsolv.

thermal annealing. Those two examples have the full QUBO size of 778×778 and
1431×1431 respectively, and correspond to the first two points later presented
in Fig. 5 in Sect. 5. The output from the real quantum hardware Wuyuan is also
presented for one set of the (NI , NE , NS) parameters. It is clearly observed that
this sub-QUBO method using the QAOA succeeds in obtaining lower energy
than the classical simulated annealing. There is no obvious dependence in per-
formance on the three parameters. These two features of the method are consis-
tent with what have been reported in the original proposal of this sub-QUBO
method [11]. As the computing time increases with the size of the parameters,
(NI , NE , NS) = (20, 10, 5) is adopted for the final evaluation on the tracking
performance, which will be summarized in the next section. It is also promising
to see that there is no degradation in performance with the actual quantum
hardware despite the presence of noise.

5 Results and Discussions

Several events are selected containing a few thousands particles and noise. The
track reconstruction is pursued by running the sub-QUBO method with the three
parameters (NI , NE , NS) defined in the previous section. The QAOA utilizes
seven layers and the CVaR loss function, and split into sub-QUBOs with the
size of six qubits.

Performance of the track reconstruction is evaluated in terms of efficiency
(recall) and purity (precision). They are defined as the following:

Efficiency =
TP

TP + FN
=

# of matched reconstructed doublets
# of true doublets

, (4)

Purity =
TP

TP + FP
=

# of matched reconstructed doublets
# of all reconstructed doublets

, (5)

where TP is the true positives, FN the false negatives, and FP the false pos-
itives. TP corresponds to the number of reconstructed doublets matching to
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Fig. 6. Event displays of tracks reconstructed with the QAOA utilizing the Wuyuan
hardware. They are generated with hepqpr-qallase library [2].



Charged Particle Reconstruction with QAOA 281

the correct (true) doublets. FN is the number of true doublets that are not
reconstructed, thus TP + FN is simply the number of true doublets. FP is the
number of reconstructed doublets that do not match to the true doublets. In the
high energy physics terminology, they are called the “fake” doublets.

Figure 5 shows the track efficiency and purity using the QAOA with the
quantum simulator or Wuyuan hardware. The performance is compared to the
D-Wave simulator approach implemented in Ref. [12]. The D-Wave simulator
with qbsolv and NEAL show almost indistinguishable results, so only the qbsolv
values are shown in the figure. The track reconstruction performance with QAOA
is compatible with the D-Wave annealing approach, and there is no sign of
degradation in the actual hardware. Figure 6 presents two event displays from
the lowest and highest particle density events considered in Fig. 5.

This work demonstrates that the QAOA is a promising candidate to be con-
sidered for the track reconstruction at the future colliders. With utilizing a robust
sub-QUBO method and the QAOA, high performance can be achieved even with
a small size of qubits. The compatible performance obtained with the real quan-
tum hardware further supports its potential usability.

It is not yet at the stage to evaluate the quantum advantage, since the QAOA
with six qubits can run quickly on the quantum simulator as well with compatible
performance. The non-trivial impact is to be investigated with higher qubit
conditions, which would be beyond the reach of the quantum simulator and is
left for future studies.
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Abstract. The democratization of the technology to re-create content
and make content publicly available online has spurred the wave of UGC
(user-generated-content). Nevertheless, UGC has faced a serious dilemma
under current copyright law. Copyright owners can hardly gain remu-
neration for the works on which UGC is based. UGC creators are at
risk of receiving cease-and-desist letters or even being sued, although
they have not gained profit from UGC creation. UGC platforms have
substantially profited from UGC but can get exempted from copyright
infringement liability. By exploring the intermediary-oriented approach,
this paper imports a non-commercial UGC creation levy on UGC plat-
forms. Under the proposed scheme, copyright owners can gain remu-
neration while non-commercial UGC creators are free to create UGC
based on copyrighted works. The proposed scheme also provides some
insight for how copyright law addresses the burgeoning AIGC (artificial
intelligence-generated-content).

Keywords: Copyright law · User-generated-content · Safe harbor
doctrine · Intermediary-oriented approach · Non-commercial UGC
creation levy · Generative AI

1 Introduction

The widely available digital tools that allow ordinary users to engage in cul-
tural creation, the hyper-connectivity of the Internet and the increasing amount
of spare time have resulted in what Clay Shirky [21] called “cognitive surplus”.
This in turn has given rise to an unprecedented wave of user-generated-content
(UGC). There are two categories of UGC. One type of UGC, named user-
authored-content, is independently created by the creator, rather than based
on other people’s works. The other type, named user-derived content, is based
on the transformation or combination of pre-existing copyrighted works, such
as samplings, fan fiction, and remixes. This paper mainly discusses user-derived
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content. Although UGC is normally created for non-commercial purposes, UGC
platforms have greatly profited from it. TikTok, a UGC platform for creating
and sharing short videos, was launched in China in 2016. It rapidly expanded to
overseas markets, ranking as the most frequently downloaded app. Tik Tok was
valued over US$75 billion in 2022. Many other platforms, such as Instagram,
Snapchat, Vimeo, and Pinterest, have sprung up within the last decade.

The wave of UGC creation has had a significant social and cultural impact,
such as increased user autonomy and participation [7], the democratization of
access to the media and accentuated cultural and social fragmentation [23]. UGC
has also triggered fierce challenges to current legal mechanisms, especially copy-
right law [16]. The basic principle of copyright law is that if you want to use
a work created by others, you should ask the copyright owner for permission,
unless your use comes within the umbrella of “fair use” or “compulsory license”
[11]. The exclusive-right approach intends to prevent free riding to provide an
economic incentive for authors to create copyrighted works. Nevertheless, most
UGC creators, who create UGC just for fun rather than for profit, have not
acquired authorization from copyright owners and thereby constitute infringe-
ment. However, it seems unfair to punish the mass of non-commercial UGC
creators [13].

Our primary aim is to propose a non-commercial levy scheme to address the
challenges mentioned above. This paper proceeds as follows: Sect. 2 analyzes how
the current copyright law leads to the dilemma of UGC creation because of the
safe harbor doctrine. Section 3 discusses the historical experience of copyright law
in regulating intermediaries, followed by an explanation of how the intermediary-
oriented approach has promoted the production of copyrighted works on one
hand and protected the freedom of end consumers to use copyrighted works
on the other hand. Drawing on the historical intermediary-oriented approach,
Sect. 4 introduces a non-commercial levy scheme which requires UGC platforms
to remunerate copyright owners and exempts non-commercial UGC creators.
Section 5 examines the justification of the proposed levy scheme. Section 6 con-
cludes this paper with an outlook for future work.

2 The UGC Dilemma Due to the Lack of Regulation
on Intermediaries

With the increasing popularity of UGC based on the power of peer distribution
in the network, UGC has begun to attract copyright owners’ attention. For
example, a US blogger, Andy Baio, received a cease-and-desist letter requiring
him to pay US$ 175,000 in settlement because he posted an eight-bit tribute
to Miles Davis’ “Kind Of Blue”. The chilling effect of copyright law has had an
even more negative impact on average, non-commercial UGC creators than on
creators of popular UGC. Ordinary users, who do not have experience in dealing
with case-and-desist letters, are more likely to pay the required money to settle
down the issue rather than taking the litigation cost. Guilda Rostama [17] called
the legal uncertainty of UGC creation “the source of a great deal of frustration
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among members of the public”. Many scholarly writings have addressed the UGC
dilemma either by accommodating UGC creation to fair use, or by suggesting
a compulsory licensing scheme for UGC creation [8]. However, regardless of the
feasibility of these proposals, these proposals regulate the relationship between
UGC creators and copyright owners, but ignore another important party in UGC
creation, namely, UGC platforms.

UGC platforms, UGC creators, and copyright owners formulate the trian-
gular relationship of UGC creation. It is UGC platforms, not UGC creators,
that have gained huge profit from UGC. Nicholas Carr [3] analogised this phe-
nomenon to digital sharecropping: “the distribution of production into the hands
of the many and the concentration of the economic rewards into the hands of
the few”. The UGC creators who have not profited from UGC surely would not
pay for the copyrighted works they use, which in turn prevents copyright owners
from acquiring compensation.

The dilemma that UGC is exploited for free while copyright owners cannot
get compensation stems from the lack of regulations on UGC platforms. Under
the extant copyright law, UGC platforms can be protected by the safe harbor
doctrine. The safe harbor doctrine can exempt UGC platforms from liability
for copyright infringement constituted by platform users, as long as the UGC
platform takes down the UGC upon receipt of a notice alleging that the UGC
constitutes copyright infringement. The statutory protection for UGC platforms
has forced copyright owners to take enforcement actions against individual users.
However, this strategy is also doomed to fail due to the diffusion of the end users
and the minimal damage each user creates [14]. Most importantly, imposing
liability on non-commercial users can hardly gain sympathy from courts. The
difficulty of obtaining ex-post remuneration from either UGC platforms or UGC
creators has driven copyright owners to adopt ex-ante measures and extra-legal
privileges: blocking access to copyrighted material or removing UGC through
takedown notices. Under the current copyright rule, the only winner is UGC
platforms because they profit from UGC and can be exempt from liability. UGC
creators are at risk of being sued or having their UGC taken down. Copyright
owners cannot obtain compensation for their works, and thus may set technical
measures to hinder the public’s access to intellectual products.

Copyright law has been deemed the son of technology [6]. Nevertheless, the
preceding discussion shows that the current copyright regime has not adapted
well to the wave of UGC creation. To prevent technology’s child from turning
against its mother, the copyright rules for UGC should be reframed. Actually,
copyright law has long-established tradition of regulating intermediaries, which
in turn preserved the end users’ freedom to take advantage of the latest technol-
ogy to consume copyrighted works.
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3 The Intermediary-Oriented Approach Underlying
Copyright Law History

Copyright law has been underpinned by an intermediary-oriented approach
which, by balancing the interests of intermediaries, secures end users’ access
to and use of copyrighted works. We identified two types of important interme-
diaries in copyright law: producers and distributors.

3.1 Producers and Distributors in Copyright Law

Producers as Copyright Owners. Producers are those who make large-
scale productions of copies of copyrighted works and who own the copyright of
these works. Examples of producers include publishing houses, record labels and
film studios. Because of producers’ capacity of self-financing cultural production,
their cross-subsidization strategy by investing in diversified copyrighted works,
and their ability to achieve economies of scale, granting copyright to producers, in
turn, allows end users to have easy access to a diverse range of cultural products
at a reasonably low price [24].

User-Distributors Governing by Compulsory License. Distributors are
the providers of devices and service through which users can consume copy-
righted works in a new channel or medium. Until the first half of the 20th
century, distributors were direct users of copyrighted works. We name them
user-distributors, such as manufacturers of phonograph records that mechani-
cally reproduced and publicly performed musical compositions.

In addition to the regular exclusive proprietary regimes, user-distributors
were also governed by compulsory licensing schemes as a way to balance copy-
right owners’/producers’ incentives in cultural production and distributors’
incentives in developing new distribution technology [22]. For example, com-
pulsory licensing mechanism has been formulated for mechanical reproduction
of musical compositions. Copyright owners of musical compositions had the right
to license a record manufacturer to produce a record. However, once a compo-
sition was recorded, it would be subject to a compulsory license. That is, any
other record manufacturer can record the musical composition at a fixed price
without permission from the copyright owner. End users, in turn, can enjoy a
wide range of copyrighted works through the latest technology at a low price.

Facilitator-Distributors Governing by Levy Schemes. With technical
advances in such areas as photocopying and digital recording, the ability to
reproduce works was transferred from professional distributors to a large num-
ber of individual users. In this scenario, distributors, such as the manufacturers
of photocopiers, video cassette recorders, and digital audio recorders, did not
directly use the copyrighted works but provided devices to facilitate the use of
the works. These devices were designed primarily for or were closely associated
with the purpose of enabling users’ reproduction of copyrighted works [10]. The
providers of these devices are referred to as facilitator-distributors in this paper.
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Though facilitator-distributors did not use copyrighted works themselves,
they facilitated and profited from end users’ use of the copyrighted works
in the new distribution channel. Therefore, copyright law still imposed liabil-
ity on facilitator-distributors. Facilitator-distributors were accommodated by
levy schemes. Facilitator-distributors pay levies to copyright owners/producers,
thereby exempting non-commercial end users exempted from copyright infringe-
ment liability. For example, under private copying levies, individual users can
make private photocopies at no cost, but the providers of the photocopying
devices are required to remunerate the copyright owners. The primary reason
for imposing levies on private copying is the significant revenue losses incurred
by large-scale private photocopying. Although each user only had a modest influ-
ence on the market for the copyrighted works, a colossal number of users would
substantially harm the copyright owners’ interests.

Above all, copyright law has adopted an intermediary-oriented approach,
through a series of non-proprietary regimes such as compulsory license and levies,
to enable end users to freely obtain and use a variety of copyrighted works
via the latest technology. Jonathan Barnett [1] explained this as follows: “The
intermediary’s private interest in influencing the state to expand copyright to
cover a novel production or distribution technology and the public’s interest in
producing and distributing content through that technology at the lowest cost
possible would go hand in hand”. The intermediary-oriented approach indicates
how copyright law has addressed a large scale of non-commercial use when new
technology decentralizes the capacity to use copyrighted works.

3.2 The Safe Harbor Doctrine Exempting the Liability
of Intermediaries

However, early in the Internet age, the safe harbor rule was introduced into
copyright law, interrupting the long-established intermediary-oriented approach.
The primary reason to establish the safe harbor rule is to provide breathing
space for online platforms to promote the internet economy. The safe harbor
doctrine also gained justification in the passive role online platforms played as
mere conduits to distribute content at the early Internet age [2].

The shift from an intermediary-oriented approach to the safe harbor rule is the
fundamental reason for the dilemma we meet in the UGC age. Copyright owners
can hardly get a share from the new revenue stream brought about by UGC. UGC
creators are at risk of being sued. UGC platforms earn plenty of money through
UGC but do not need to pay for either UGC creators or copyright owners [18].
Since UGC platforms have departed from the passive distributor assumption of
the safe harbor doctrine and played an active role in facilitating the use of copy-
righted works, it is time to return to the intermediary-oriented tradition.

4 Imposing Levies on UGC Platforms

Since UGC platforms facilitate UGC creation based on pre-existing works, UGC
platforms have played as facilitator-distributors of pre-existing works contained
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in UGC. Based on UGC platforms’ active role in facilitating and profiting from
the use of copyrighted works contained in UGC, this paper argues that the
intermediary-oriented approach should be applied to UGC platforms to solve the
current UGC dilemma. Drawing upon historical experience, a levy scheme may
be imposed on UGC platforms to allow users to use copyrighted works to create
non-commercial UGC. We name it the “non-commercial UGC creation levy”.

4.1 Levy Rather Than Compulsory License

A report commissioned by the UK Intellectual Property Office found no substan-
tial difference between the compulsory licensing systems and the levy schemes,
claiming that they were just different approaches adopted by different jurisdic-
tions [10]. The EU member states have preferred levy schemes and the US has
preferred compulsory licensing. However, compulsory license is directly imposed
on users, while levies are imposed on the providers of the device that facili-
tate end users’ use of copyrighted works. In this regard, compulsory licensing is
designed for professional users, namely user-distributors. Levy schemes, in con-
trast, intend to promise the freedom of a significant number of end users to use
copyrighted works by collecting levies from intermediaries, namely facilitator-
distributors. Furthermore, under compulsory licensing, license fees are counted
based on the specific number of times and the way how users used the copyrighted
works. While levy schemes focus more on the profits the facilitator-distributors
made from end users’ use of copyrighted works regardless of how end users used
the works. Considering the large scale of UGC creators and UGC platforms’
active role in facilitating UGC creation, it is more appropriate to impose a levy
scheme on UGC platforms than to impose a compulsory license on UGC creators.

4.2 Levying UGC Platforms with Non-commercial UGC Creation
Exempted

We propose a non-commercial UGC creation levy scheme. There are four parties
under the proposed scheme: UGC creators, copyright owners, UGC platforms,
and collective management organizations (CMOs). UGC creators make certain
use of copyrighted works to create UGC and upload it to UGC platforms. UGC
platforms profit from UGC and pay levies to CMOs. Copyright owners receive
levies from CMOs, and UGC creators can be exempted from copyright infringe-
ment liability (see Fig. 1).

Under the non-commercial UGC creation levy, levies should be imposed on
UGC platforms that have substantially profited from UGC creation. Small plat-
forms that have not substantially benefitted from UGC creation can be exempted
from the levy scheme. Copyright royalty judges or similar authorities could set
some tests to decide if the value of a UGC platform has been substantially
enhanced by facilitating UGC creation, and if a UGC platform should be sub-
ject to the proposed levy scheme. The levies should be allocated to copyright
owners according to the popularity of their copyrighted works.

Non-commercial UGC creators can use copyrighted works to create UGC for
free according to the proposed levy scheme. We formulate three thresholds for a
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Fig. 1. The framework of the non-commercial UGC creation levy scheme

leviable non-commercial UGC: (i) the revenues the UGC creator captured should
not exceed a predetermined threshold; (ii) the traffic the UGC attracted should
not exceed a predetermined upper limit; and (iii) if the revenues or the traffic
generated by the UGC exceeded the threshold, the content of UGC identical
to the content of a pre-existing work should be lower than a predetermined
percentage. The threshold for the revenue, traffic and overlapping rate would be
predetermined by an authoritative third-party. The revenue condition and the
traffic condition ensure that the UGC does not engender economic significance.
The condition on substantial reproduction ensures that even if the UGC has
gained significant revenues or popularity, the revenues or popularity does not
directly come from the use of the copyrighted works. The three conditions draw
a clear line for leviable UGC to maintain a balance between encouraging UGC
creation and protecting the copyright owners’ exploitation of copyrighted works.

5 The Justification of the Non-commercial UGC Creation
Levy

5.1 Tailored to the Democratization of Re-Creating Content
and Making Content Available to the Public

The proposed levy scheme covers a wider scope of leviable use than the exist-
ing levy scheme. The current levy scheme is strictly restricted to private, non-
commercial copying. Under the proposed scheme, the leviable UGC creation not
only reproduces but re-creates the copyrighted work. Moreover, UGC is publicly
available for everyone connected to the Internet. Though most previous research
has not explained the justifications for extending the levy scheme beyond its orig-
inal scope, extending levy schemes to non-commercial UGC creation corresponds
to the democratization of the capacity to re-create and publicly communicate
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content engendered by new technology. The history of levies shows that they
were introduced to address the democratization of technology. Before the tech-
nology to reproduce was decentralized to end users, it was the distributors who
controlled the use of copyrighted work and whose use was governed by com-
pulsory licensing. After the ability to reproduce was democratized, distributors
transformed from being user-distributors to facilitator-distributors. Neverthe-
less, even though the facilitator-distributors did not directly use the copyrighted
works, they were still attached to copyright liability because enforcing copyright
against a massive number of end users was inefficient. Moreover, the end users’
use was mostly for personal purposes and had only a modest impact on the
market for the copyrighted works. This made it difficult to calculate the amount
of license fees. It is more reasonable to collect fees from professional distributors
who profit from facilitating users’ reproduction of copyrighted works than from
dispersed individual users. Therefore, levy schemes emerged [4].

Analogue technology such as photocopying and recording contributed to
decentralizing the ability to reproduce works, and thus the pre-Internet
facilitator-distributors such as the manufacturers of photocopiers and recorders
were subject to private copying levies. However, the UGC age has led to the
democratization of not only the capacity to reproduce, but also the capacity to
re-create and publish copyrighted works. Accordingly, the levy scheme should
cover UGC creation and online distribution.

In the pre-Internet age, or what Lawrence [12] called the “read/only (RO)
age”, end users could only re-create text-based works, such as quotations. The
re-creative use of works conveyed through other media could only be con-
ducted by professional users. In the UGC age, or the “read/write (RW) age”,
with the advancement in the tools for amateurs’ (re-)creation, “quoting” sounds,
videos and images has become much easier. Compared to traditional facilitator-
distributors that facilitate end users’ reproduction, UGC platforms which facili-
tate end users’ re-creation are even more suited to levy schemes because, among
other factors, UGC creators make productive rather than consumptive use of the
copyrighted works. Further, due to the peer-to-peer online distribution mode, the
UGC age has also brought about the decentralization of the capacity to make
copyrighted works existing in the form of UGC available to the public. There-
fore, the levy scheme in the UGC age should be extended to not only re-creating
copyrighted works but also making the works publicly available.

5.2 Fair Remuneration to Copyright Owners

The remuneration scheme is also another advantage of the levy system, especially
compared to the fair use doctrine. The fair use doctrine has been inclined towards
polarization, like an on/off switch. It has either provided copyright owners with
overwhelming control over the use, or entitled users to use the work without
remunerating the copyright owner. The polarizing binary choice has threatened
to sacrifice copyright owners’ interests, and led copyright industries to lobby
to narrow the scope of fair use, which in turn casts a dark shadow on non-
commercial end users [5].
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Even if an individual non-commercial UGC creation does not intervene in the
normal exploitation of the copyrighted work and can be exempted by fair use,
a large-scale of UGC will lead to a loss of revenue for the copyright owner. In
order to prevent copyright owners from opposing this revolutionary technology
democratization due to their complete loss of interests in copyrighted works, it
is still necessary to provide copyright owners with reasonable remuneration.

5.3 Privacy Concern

Protecting privacy is another advantage of the levy scheme. Unlike the compul-
sory licensing mechanisms that require payment from direct users, levy schemes
collect fees from third parties, thereby alleviating the concern that copyright
owners can obtain detailed information on a specific use.

In the 1964 landmark case of Personalausweise, based on privacy rights, Ger-
many crafted the first levy scheme in the world [20]. The plaintiff, a German col-
lection society called GEMA, required audio recording device manufacturers to
disclose information on their purchasers so that GEMA could determine whether
these purchasers had obtained a license for home taping. The German Supreme
Court rejected GEMA’s request, arguing that although the audio recording man-
ufacturers had contributorily prejudiced the interests of copyright owners, requir-
ing the disclosure of individual users’ proprietary information would encroach
on their right to the inviolability of their home and their privacy. A levy scheme
based on the sale and importation of audio recording devices was thus intro-
duced as a way to reward copyright owners and meanwhile respect end users’
fundamental right to privacy.

5.4 Cultural Promotion

The goal of promoting cultural diversity has also played a crucial role in the
formulation of the levy scheme. Most EU countries require a certain percentage
of the levy funds to be set aside for specified social and cultural purposes. For
instance, France allocates 25% of its levy revenues to public institutions for cul-
tural purposes, such as funding performances and festivals. Despite the political
controversies over the way levies have been allocated, “levies are at least a rea-
sonable policy option” according to the French economist Fabrice Rochelandet
[9].

Moreover, a levy scheme can promote culture diversity by cross-subsidizing.
Some countries have allocated additional shares of their levies to certain types
of works and others have allocated a specified percentage to new authors. In an
economic sense, a levy scheme also narrows the gap between the revenue received
by the most popular and least popular works. Because private copying increases
with a work’s popularity, the income of popular works would be reduced more
than the less popular works under a levy scheme.
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6 Concluding Remarks

Copyright law has an ancient tradition of levying facilitator-distributors to allow
non-commercial use of copyrighted works by a mass of end users to allow non-
commercial home copying, and levying various kinds of reprographic and record-
ing devices to allow private copying. The essence of these levy schemes was to
require third parties to pay copyright owners and to exempt large numbers of
end users. By emphasizing the role of UGC platforms in facilitating the distri-
bution of copyrighted works on which UGC is based, this paper acknowledges
that UGC platforms should be regarded as a type of facilitator-distributor and
a non-commercial UGC levy scheme should be imported. In this way, countless
number of users can use copyrighted works to create UGC for free, and copyright
owners can gain necessary incentive for creating copyrighted works.

Future work includes figuring out how to place the levy scheme into national
copyright laws, and how to deal with the relationship between the levy scheme
and fair use and compulsory licenses. Hopefully the proposed non-commercial
UGC creation levy scheme will provide some inspiration for how copyright law
can respond to the recent boom of AIGC (Artificial Intelligence-Generated-
Content). The groundbreaking generative AI providers has empowered amateur
users to create highly creative content. Although it is still controversial whether
AIGC can be protected by copyright, legal proceedings have been initiated on
whether AIGC’s use of copyrighted works constitutes copyright infringement.
For example, Getty Images sued Stability AI, creators of the popular AI art
tool Stable Diffusion, over alleged copyright violation in January 2023. A month
later, three artists brought a class-action lawsuit against Stability AI, asserting
that Stability AI made unlawful copies of their copyrighted images. Although
currently copyright owners are suing generative AI providers rather than AI
tool users, when the law makes it clear that these deep-pocketed AI providers
do not need to bear the responsibility, the copyright owner will inevitably turn
to target the users. According to the principle of “substantial non-infringing
uses” under Sony case, generative AI providers may indeed not be liable for
copyright infringement [15]. Therefore, it is urgent to find a way to make a bal-
ance between promoting the development of AI and preserving copyright owners’
interests. Applying a levy scheme to non-commercial AIGC creation is an option
to unleash creativity in the AIGC age without compromising the incentives of
copyright owners.

Nevertheless, generative AI providers is different from UGC platforms in the
way to utilize copyrighted works. UGC platforms are facilitator-distributors that
promote the distribution of copyrighted works contained in UGC. But genera-
tive AI providers are not merely facilitator-distributors, because they not only
provider a platform for users to upload AIGC, but generate AIGC themselves.
The users only initiate the generating process by entering keywords. On the
other hand, generative AI providers are not user-distributors either because AI’s
use of copyrighted works is not similar to a human users’ use of copyrighted
works. The overall logic of AI generating content is to mark the relevant works
with necessary parameters, and carry out statistics and analysis of mathemati-
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cal nature through parameter marking, but the relevant works have not actually
become part of the model [19]. Whether and how AI’s utilization of works will
affect the application of the levy system to generative AI providers is a topic for
future research.
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Abstract. In the burgeoning field of artificial intelligence’s application
in law, enhancing the precision of legal reasoning is a pressing challenge.
The Toulmin model, a fundamental framework in AI for legal problem-
solving, primarily focuses on textual data, yet it faces limitations in the
context of today’s multi-modal digital environment. This paper aims to
expand the scope of the Toulmin model to incorporate multi-modal con-
sideration. Based on the multi-modal argumentation theory, the expan-
sion of the Toulmin model will focus on multi-modal data sources, such
as text, images, audio, and video, multi-modal warrant, and multi-modal
rebuttals, so that enriching AI’s legal argumentation capabilities. Con-
cluding with its theoretical and practical implications, this paper sets a
direction for future research in AI and law, highlighting the critical role
of multi-modal concern in advancing AI’s ability to handle complex legal
scenarios with enhanced efficacy and accuracy.

Keywords: multi-modal · the Toulmin model · AI · legal reasoning

1 Introduction

Legal reasoning is the cornerstone of the jurisprudential process and constitutes
the methods and processes by which lawyers and judges interpret and apply
legal texts in specific situations. Broadly speaking, legal reasoning encompasses
a range of activities including the interpretation of statutes and precedents, the
synthesis of relevant case law, the analysis of factual evidence, and the con-
struction of conclusions that argue for a particular law. However, the advent of
artificial intelligence (AI) has initiated a transformative shift, automating and
augmenting aspects of legal reasoning. Over the past decade, the integration of
AI in legal sectors has notably deepened, revolutionizing traditional practices in
legal research, case analysis, and predictive jurisprudence.

AI’s application in law, despite its rapid maturation, faces critical challenges
in ensuring accuracy and reliability in legal reasoning. Traditional AI models,
predominantly text-centric, have shown a lack of nuanced understanding neces-
sary for deciphering the complexities of legal debate. This deficiency is particu-
larly evident in handling multi-modal data and generating interpretable, legally
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coherent reasoning outcomes, which fail to capture the nuances present in other
forms of data such as images, audio, and video. Legal reasoning is a complex
and multidimensional process, involving the interpretation and application of a
multitude of legal texts, cases, and rules. In traditional practice, lawyers and
judges engage in comprehensive judgment and argumentation through a deep
understanding of facts and legal rules. While AI excels in processing large-scale
data and identifying patterns, its text-centric approach faces difficulties in com-
prehending the complexities of legal contexts, handling multi-modal data, and
generating interpretable and legally coherent reasoning outcomes. Furthermore,
the intricate network of legal arguments often relies on unspoken premises, cul-
tural differences, and a deep understanding of social norms, which purely textual
models might overlook.

The Toulmin Model, a renowned framework for understanding argument
structures, emerges as a potent tool in legal AI. Developed by philosopher
Stephen Toulmin in 1958, the model provides a methodical approach for dis-
secting arguments into constituent parts such as data, claim, warrant, backing,
qualifier, and rebuttal. [1] Its structured approach to argumentation provides
potential benefits for AI applications in legal reasoning, serving as a basis for
AI systems to analyze and construct legal arguments. However, the traditional
structure of the Toulmin Model, primarily designed for textual data, requires
adaptation to meet the demands of contemporary legal practices. As legal argu-
ments increasingly incorporate multi-modal data, there is a pressing need to
expand the scope of the Toulmin Model. This expansion involves integrating
capabilities for analyzing and interpreting visual and auditory data, thereby
enabling AI systems to process a wider range of evidence types. The adapta-
tion of the Toulmin Model for multi-modal data is not just an enhancement
but a necessary evolution to ensure that legal AI systems can comprehend and
interpret the full spectrum of evidence in legal scenarios.

The primary objective of this study is to investigate how multi-modal argu-
mentation can augment AI’s engagement of legal reasoning. Multi-modal argu-
mentation extends beyond traditional textual interpretations, encompassing all
forms of representation in a cultural context. In legal AI, this implies ana-
lyzing not only written documents but also other forms of evidence such as
courtroom recordings and video testimonies, thus offering a more comprehensive
understanding of legal cases. Through a theoretical lens of Toulmin’s model and
multi-modal argumentation theory, the paper extends Toulmin’s model in the
AI domain and emphasizes the value of multi-modal perspective in enhancing
the depth and breadth of analysis capabilities.

2 The Toulmin Model and Legal Reasoning

2.1 The Introduction of the Toulmin Model

The Toulmin Model, a unique theoretical framework for argumentation, is devel-
oped by the British philosopher Stephen Toulmin in 1958, providing an effective
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tool for analyzing legal arguments. In The Uses of Argument, Toulmin distin-
guishes analytic arguments and substantive arguments and asserts that argu-
ments that appear in different fields and disciplinary areas are mostly substan-
tive arguments rather than analytic arguments. After critiquing the inability of
traditional formal logic to accurately analyze everyday arguments and analo-
gizing with jurisprudential argumentation, he outlines the different elements of
argumentation and constructs a framework – the Layout of Arguments, which
is later commonly referred to as the Toulmin Model. According to Toulmin,
every argument is composed of a claim(C), the reason for that claim(D), and
the warrant (W) that licenses the step from this reason to that claim, backing
(B)which stand “behind warrants”, rebuttal (R), and modal qualifiers(Q). And
the framework appears as follows:

Fig. 1. The Toulmin model on The Uses of Argument (2003, 97)

In the context of legal AI, the Toulmin Model has been instrumental, guid-
ing the development of algorithms for legal reasoning and argumentation. The
adaptability of the Toulmin Model in AI is evident in its diverse applications,
from clinical decision-making extensions by Fox and Modgil(2006) [2] to its use
in Online Dispute Resolution systems (Zeleznikow 2006) [3]. These applications
demonstrate the model’s utility beyond traditional text-based legal reasoning,
accommodating a more dynamic and context-sensitive approach to legal decision-
making. Besides, this structure is pivotal in designing AI algorithms that simu-
late human-like legal reasoning. By breaking down complex legal arguments into
their constituent elements, AI systems can better assess the validity of arguments
and simulate legal reasoning processes [4,5]. Its application in AI-powered legal
research tools aids in organizing and analyzing legal arguments, thereby enhanc-
ing the efficiency and accuracy of legal research and case analysis [6] (Fig. 1).

2.2 Challenges Faced in the Context of Multi-modal Digital Data

Despite its widespread recognition, the Toulmin Model encounters critique for
its inability to sufficiently dissect complex discursive patterns in legal settings.
It effectively manages’easy cases’ that rely on clear deductive reasoning, with
minimal disputes overrule interpretation or fact classification [7]. However, the
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model’s limitations become apparent in’hard cases’, where external justification
is essential, prompting a detailed scrutiny of the premises and expanding the
scope of decision-making beyond basic deductive logic.

Critics, such as Gasper and George (1998), argue that the model forces argu-
ments into a’single-claim, single-ground’ mode, which may not reflect the mul-
tifaceted nature of practical legal reasoning. This critique highlights a potential
limitation of the model in adequately capturing the nuances and complexities
inherent in legal discourse [8]. Traditionally, the model has been text-centric, but
it struggles to accommodate the broader spectrum of evidence in contemporary
legal contexts, which often includes visual and auditory data along with written
documents.

This limitation poses a significant challenge in legal AI, as the model must
evolve to incorporate and interpret diverse data types accurately. This shortfall is
particularly striking in’hard cases’. In these scenarios, legal decisions go beyond
simple deductive logic, necessitating a thorough examination of the law’s’working
logic’, as Toulmin himself articulated [1]. Such cases demand an exploration of
legal reasoning that transcends mere rule application, revealing the depth and
intricacy of the law.

In the context of AI-driven legal reasoning, the challenge is even more pro-
nounced. The model’s limitation in handling multi-modal digital data is a signif-
icant hurdle. AI systems, in their endeavor to navigate the intricate landscape of
legal reasoning, must not only structure arguments within the Toulmin frame-
work but also accurately interpret and align diverse types of data-textual, numer-
ical, visual, and auditory. The evolution of the Toulmin Model is thus imperative
to effectively incorporate and interpret these varied data types, reflecting the true
complexity and multi-dimensionality of modern legal discourse.

3 Expansion of the Toulmin Model

3.1 The Theoretical Basis for Multi-modal Integration

Building on the identified challenges of the Toulmin Model in AI-driven legal
reasoning, recent developments in multi-modal argumentation theory present
a promising avenue for advancement1. This emerging theory posits that argu-
ments, including counterarguments, are more effectively presented, and ana-
lyzed through various modes beyond text. [9,10] Our research aims to inte-
grate this theory with AI to thoroughly explore the capabilities of multi-modal
data-encompassing audio, video, and text-in capturing the intricacies of legal
argumentation. This exploration suggests a necessary extension of theoretical
frameworks such as the Toulmin model to include multi-modal data, thereby
broadening AI’s ability to process and interpret complex legal scenarios.

1 Multi-modal argumentation theory broadly refers to multimodal, the mode of argu-
ing, like visual, auditory elements raised by Leo Groarke, as well as the multi-modal,
the mode of rationality, developed by Michael Gilbert. This paper focuses on both
aspects to illustrate “multi-modal”.
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The rapid digitization within the legal sector has ushered in a plethora of data
types, including images, audio recordings, and videos, each contributing unique
perspectives essential for understanding legal cases. However, there is a bias
against translating multimodal elements into textual expressions, the consider-
ation of multi-modal elements in practical arguments is necessary. Multi-modal
data sources bring critical nuances, such as tone, inflection, and visual context,
which are indispensable for an exhaustive analysis of legal cases-challenges that
AI systems limited to textual data alone cannot address. The integration of these
diverse data forms into legal AI systems marks a pivotal theoretical and practi-
cal leap, equipping them to conduct thorough analyses of cases by considering
all forms of available evidence.

Pioneered by Michael A. Gilbert, multi-modal argumentation theory critiques
the traditional focus on verbal reasoning, advocating for the inclusion of non-
logical elements like emotions and intuition in the argumentation process. Logical
mode is the most important mode of traditional argumentation, which focuses on
the relationship between reasoning and argumentation, people through rigorous
reasoning and argumentation to reach a conclusion, to ensure the rationality and
effectiveness of the argument. Emotional mode emphasizes the role of feelings
and emotions in the argumentation process. The emotional mode examines how
emotions affect people’s beliefs, attitudes, and decisions, and explores the ways
in which emotions are expressed and influenced in argumentation, and sometimes
the message that is intended to be conveyed is in the emotions rather than in
the words. The visceral mode puts the focus on limb perception and limb expe-
rience. Humans perceive the world through their bodies, and body language and
gestures often convey messages. Gestures, gestures, and facial expressions also
influence perceptions and attitudes. The kisceral mode emphasizes the impor-
tance of intuition in the argumentation process. It includes forms of argumen-
tation that involve intuition, mysticism, premonition, religion, the occult, and
non-sensory forms of knowledge and persuasion in general [9]. An example is a
person who refuses to take a picture at night because he senses evil in the place.

This theory, which highlights cognitive aspects and diverse pathways of argu-
ments, becomes increasingly relevant in legal settings where both emotional and
moral factors significantly influence decision-making. Recognizing the value of
non-textual data allows AI systems to replicate human reasoning more closely,
encompassing a full spectrum of evidence [11]. This is particularly crucial in areas
like family law, where emotional and cultural considerations play a key role,
especially in cases touching on minority rights and cultural sensitivities [9,12].

In legal reasoning, multi-modal argumentation offers a more holistic view of
cases. Gilbert’s theory, which embraces logical, emotional, visceral, and kisceral
modes, is essential in trials where emotional and moral considerations are as
important as logical arguments. Analyzing non-verbal cues in courtroom videos
enables AI systems to detect emotional and contextual subtleties not captured
in written records, leading to more accurate and equitable decisions. Therefore,
expanding the Toulmin Model to include multi-modal elements is crucial for
addressing the complexities of modern legal practices. This expansion enhances
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the model’s ability to analyze diverse data types, interpreting non-textual evi-
dence and its various roles in legal argumentation. An adaptable Toulmin Model
is necessary to fully capture and analyze the intricate nature of legal arguments
in today’s digital landscape, ensuring that AI systems can effectively assist legal
professionals in their decision-making.

3.2 The Multi-modal Expansion of the Toulmin Model

The Toulmin Model’s significance in legal argumentation stems from its emphasis
on the role of contextuality and field-dependency in arguments, aligning closely
with the defeasibility inherent in legal reasoning. Argumentation schemes, akin
to classical logic’s inference rules, are adopted in AI primarily because the critical
questions associated with them align with the defeasible environments. There-
fore, in expanding the Toulmin Model, this paper focuses on elements related to
defeasibility. According to Bex and Verheij’s [13] recharacterization of the Toul-
min model of argumentation based on rebuttal, its defeasibility is manifested
through rebuttals that weaken the strength of the warrant, thus rendering it
defeasible. Moreover, in practical arguments, the expansion of the types of rebut-
tals dictates the expansion of data, warrant, backing, and claim. Based on the
emphasis on domain-dependence and substantive validity of Toulmin’s model, it
expands the scope of rationality in traditional formal logic to encompass ratio-
nality under a broader multidimensional synthesis related to the domain. Thus,
this model in open to multimodal expansion. In the following part, we will now
focus on the multi-modal expansion of data, warrant, and rebuttal to enhance
the application of the Toulmin Model in the domains of Artificial Intelligence
and law.

Expanding Data: Integrating Various Data Types. In the context of mod-
ern legal reasoning and the Toulmin Model, expanding the definition of’Data’ to
include non-textual elements is crucial. This expansion reflects the necessity to
adapt to the increasingly multi-modal nature of evidence in legal proceedings.
Traditional textual data, while fundamental, no longer suffice in isolation due
to the richness and complexity of modern legal cases. The visual presentation of
evidence can profoundly influence legal decisions. In criminal cases, for example,
real-time visual accounts from CCTV footage or bodycam videos provide com-
pelling evidence, often more directly than written statements. Audio recordings
can reveal tone, inflection, and emotion, adding layers of interpretation to verbal
testimony. Similarly, images and videos can capture spatial and temporal details
crucial for constructing a comprehensive narrative of events.

The integration of multi-modal data into the Toulmin Model is not merely a
matter of including additional types of evidence but also involves understanding
the unique contributions each mode brings to legal reasoning. This incorporation
of multi-modal data enriches the analytical process, providing a comprehensive
understanding of cases and aligning with the realism advocated in legal theory.
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Expanding Warrant: Considering Multi-modal Modes. The expansion of
the “Warrant” component within the Toulmin Model to incorporate multi-modal
argumentation theory signifies a pivotal shift in understanding and applying this
model, especially in legal contexts. This shift involves a nuanced appreciation
of the various dimensions of rationality of argumentation: logical, emotional,
visceral, and kisceral modes. Such an expansion aligns the model more closely
with the complexities of human reasoning and decision-making, reflecting the
real-world dynamics of arguments.

The incorporation of multi-modal dimensions into the Toulmin Model’s “War-
rant” component enriches the model’s applicability and effectiveness in legal
argumentation. By acknowledging and integrating these diverse modes of rea-
soning, the model becomes a more versatile and comprehensive tool, capable
of capturing the multifaceted nature of arguments. This expanded approach not
only enables a deeper understanding of legal arguments but also ensures that the
Toulmin Model remains a relevant and effective tool in the evolving landscape
of legal analysis and reasoning.

Expanding Rebuttal: Enhancing the Dynamism of Legal Arguments.
The role of rebuttals in legal argumentation is pivotal, as they challenge the war-
rants and directly reflect the effectiveness of argumentation. Stephen Toulmin,
emphasizing that a robust argument withstands criticism, highlights the impor-
tance of rebuttals in his model. This notion is further developed by scholars like
Verheij, who evolved the concept of rebuttal in the Toulmin Model, emphasizing
its role in formal argument evaluation [14].

Defeasibility, as discussed by Pollock (2010) [15] and Prakken (1997,2010)
[16,17]refers to the idea that conclusions can be revised or rejected based on
new evidence or rebuttal, a concept particularly relevant in legal contexts where
new evidence can significantly alter the course of an argument. Verheij [18] con-
tributes to this understanding by developing a theory of evaluation in dialec-
tical interpretation, where the evaluation status of statements in an argument
is determined by the assumptions of the argument. This approach highlights
the dynamic nature of argumentation and the significance of considering the
audience and the field in constructing arguments.

In the context of modern legal practice, rebuttals are not merely defensive
mechanisms but crucial tools for comprehensive defense. With the increasing
diversity of legal evidence, including digital media, audio, and visual elements,
the nature of counterarguments and rebuttals must adapt. For instance, the
analysis of non-verbal cues in witness testimonies, such as body language and
facial expressions, can provide substantial grounds for rebuttal. This recognition
of multi-modal data enhances legal argumentation by utilizing diverse evidence
forms, such as discrepancies between verbal testimony and video evidence or
inconsistencies in body language, to fortify legal arguments.

The expansion of the “Rebuttal” component in the Toulmin Model, especially
when integrated with AI in legal reasoning, offers a dynamic and comprehen-
sive approach to legal argumentation. It not only accommodates the growing
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complexity and multi-modality of legal evidence but also enhances the capacity
of legal practitioners and AI systems to anticipate and address potential coun-
terarguments effectively. As AI continues to evolve in the legal domain, its role
in identifying and assessing rebuttals will be increasingly vital, contributing to
developing robust and resilient legal arguments. This evolution in the Toulmin
Model ensures that legal reasoning remains adaptable and responsive to the
multifaceted nature of evidence in the digital era.

Fig. 2. The expanded Toulmin model

Incorporating multimodal aspects into data, warrant, and rebuttal, the
expanded Toulmin model, shown in the Fig. 2, lays a solid theoretical founda-
tion for AI systems to analyze and evaluate legal reasoning. It becomes especially
pertinent for complex legal arguments, where the consideration of multimodal
rebuttals prompts a re-evaluation of the data and warrant’s effectiveness, offer-
ing new perspectives for assessing legal reasoning. For instance, a legal claim like
“Mary slipped in a mall, and according to law A, the mall has a duty to ensure
customer safety; therefore, the mall should compensate her.” The primary analy-
sis based on the Toulmin model would be D: Mary slipped in a mall; C: the mall
should compensate Mary; W: the mall has a duty to ensure customer safety, if
the customer was hurt, the mall should give compensation to the customer; B:
the law A.

When analyzing this legal reasoning, there may be additional multimodal ele-
ments in the facts, so this reasoning is properly analyzed through the extended
Toulmin model. The inference should consider other elements related to it, incor-
porating CCTV footage, audio and the like. By using multimodal rebuttal as a
lens, various kinds of rebuttals, situations in which an argument or reasoning
can be invalidated, are explored, including visual rebuttal and auditory rebuttal
evidence. For example, while viewing the surveillance video if it is found that
Mary was distracted by her cell phone, thus causing her to fail to notice the signs
placed at the mall, thus entering the danger zone, and falling and injuring her-
self. This new information in this case challenges the initial claim that the mall
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was not primarily responsible. However, again through another visual presenta-
tion and emotional consideration, for example, her injuries are serious and given
the emotional modality, the mall should provide compensatory care. Combined
with specific weights, a final decision is given against this legal reasoning.

4 Conclusion: The Future of Legal Argumentation
in the Age of AI

In summary, the expanded Toulmin model not only aids in the evaluation of legal
arguments but also provides valuable insights for the construction of AI legal
systems and machine learning algorithms. The integration of multi-modal data
into this model reflects the evolving nature of legal evidence and argumentation
in the digital age. By integrating multimodal data, these systems can process and
analyze legal cases more comprehensively, considering a wider range of evidence
and perspectives.

However, this advancement also brings forth challenges that must be
addressed. The ethical implications of using AI in legal contexts, the accuracy of
AI systems in interpreting multi-modal data, and the need for continuous tech-
nological innovation are all critical considerations for the future development of
legal AI. One of the primary challenges in integrating multi-modal data into AI
systems lies in the complexity of processing and analyzing diverse data types.
AI systems must be equipped with advanced algorithms capable of handling
not just textual data but also visual and auditory information. This necessitates
substantial computational power and sophisticated machine learning techniques.
Current Convolutional Neural Networks (CNNs) for image and video processing
and Transformer models for Natural Language Processing (NLP) can provide
the technical basis for the execution of this process. However, the seamless inte-
gration of these different types of data, especially in the context of complex argu-
ments, remains an area of development. Artificial intelligence systems still face
significant challenges in data fusion, contextual understanding, and emotion pro-
cessing. Integrating various forms of data requires the development of AI models
that can accurately interpret this information within the legal framework, plac-
ing it in the appropriate context. Moreover, ethical and privacy concerns also
arise when using multi-modal data in legal AI systems. The ethical use of data,
especially in sensitive legal cases, is paramount to ensure that AI systems align
with legal principles and ethical standards.

In conclusion, the extended Toulmin Model, enriched with the capabilities
of AI to process and analyze multi-modal data, represents a significant stride
forward in legal reasoning. This approach not only aligns with the digital trans-
formation of the legal sector but also enhances the efficacy and depth of legal
argumentation. As AI technology progresses, its role in shaping robust, accu-
rate, and fair legal arguments is poised to become increasingly integral, offering
a glimpse into the future of legal practice in the digital era.
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Abstract. In the period when mankind is entering the intelligent era,
Generative Artificial Intelligence (GAI), as a leapfrog achievement of
Artificial Intelligence (AI) development, has become the core technology
of intelligent industrial transformation. However, as one of the emerging
industries in the international community, GAI’s normative model and
management system theory as a “pre-consideration” have defects, result-
ing in regulatory gaps or weak sectors in its transformation practice,
which makes some entities in the GAI industry abuse GAI resources.
In order to avoid this problem, all countries have adopted different sin-
gle planning governance paradigms, but the applicable single planning
governance paradigm followed by each country has its own limitations.
This paper discusses the network gauge theory system under system
optimization. Therefore, it is necessary to analyze the essential causes of
this worldwide problem, clarify the specific response limitations of coun-
tries to follow the applicable single planning governance paradigm theory,
and the implementation dilemma under different attempts to explore and
update the regulatory system theory. In addition, it tries to explain and
complete China’s theoretical arrangement and solution exploration on
the dual dimension of regulation and management, explore the theory
of network normative mode from the perspective of system optimiza-
tion, explore the balance setting theory of governance-type supervision
from the principle of two-law inverse, solve the two major imprisons of
international GAI governance with dynamic integration methods.

Keywords: Generative Artificial Intelligence · Regulatory Theory
Paradigm · Standardize Models · Management Systems · Conflicts and
Resolution

1 Introduction

In the World Economic Forum’s Top 10 Emerging Technologies Report 2023
[18], Generative Artificial Intelligence (GAI) has been called a revolutionary
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
C. Cruz et al. (Eds.): IC 2023, CCIS 2036, pp. 309–325, 2024.
https://doi.org/10.1007/978-981-97-0065-3_24

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-97-0065-3_24&domain=pdf
https://doi.org/10.1007/978-981-97-0065-3_24


310 L. Ren and J. Wu

technology that can expand the boundaries of human endeavour. As a phased
development result of Artificial Intelligence (AI), GAI has become an important
force to promote human beings into the intelligent era and plays a pivotal role in
industrial transformation. The global industry has gradually increased its invest-
ment in GAI, and the advent of ChatGPT marks a new era for the GAI industry.
However, in contrast to the booming GAI industry, there is a paradigm of regu-
latory theory with lag,1 and the overall supervision of the global GAI industry is
scattered. On the one hand, countries around the world have not yet formulated
special norms, there are still a large number of gaps or overlapping restrictions
on the GAI industry. On the other hand, due to the scattered implementation
of the normative body and the undetermined exploration of the management
system, the GAI industry disorderly development.

At present, GAI, as a major emerging industry, in the case of deficiencies in
the above-mentioned normative system and management system theory, the reg-
ulation and setting of institutions arranged in accordance with such theoretical
guidelines will lead to weak supervision, which may make many entities partici-
pating in the development of this industry, such as technology providers, service
providers, service users, regulators will not afraid of supervision and strive to
maximize their own interests. They will compete for and abuse GAI resources.
And it is clear that if the causes of this dilemma are not solved in time, the
dilemma will continue for a long time, endangering the healthy development of
the GAI industry.

In order to ensure the development of GAI, the perspective of theoretical law
focuses on the GAI industry standard model and management system theory
that need to be discussed in advance. Pay attention to the current situation of
international development of its reality transformation, and analyze the essential
reasons for its predicament, so as to help the road of theoretical improvement.

2 Sporadic Governance: Attribution of Worldwide
Problems and Dilemmas

As an emerging field, GAI, due to imperfect theory in the regulatory process,
has become a worldwide problem.

Countries are actively exploring feasible regulatory and translating theories
into practical arrangements. However, with the continuous expansion of the
application field and application depth of GAI, the existing normative model
and management system theory are increasingly no longer applicable.

From the perspective of the normative model, the EU restricts GAI by divid-
ing risk levels, but this move often has the problem of insufficient flexibility in
actual application, and the United States chooses to restrict GAI by new appli-
cation and new norm, but in fact, it is difficult to follow up the amendments

1 The regulatory theory paradigm referred to in this paper includes two items: norma-
tive model theory and management system theory, that is, from the binary develop-
ment of “norms” and “management of implementing norms”.
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or regulations in a timely manner. For example, in the continuous interaction
of GAI, there are Scitech ethics problems such as algorithm discrimination and
value bias, and China formulates norms according to the prior “Subject-oriented”
theory, but in practical applications, there are often unclear topics of normative
responsibility.

From the perspective of management systems, many European companies
oppose the relevant arrangements of the EU, believing that such a premature,
overly strong and centralized regulatory system theory and guidance will stifle
the opportunity to reenter the technological frontier. Conversely, more than 350
AI experts, including Sam Altman, the father of ChatGPT, and Kevin Scott,
CTO of Microsoft, issued a statement at the Center for AI Safety calling for
intervention and increased regulation of the industry as a whole [17]. That is, it
is believed that the realistic setting guided by the theory of supervision that is
too late, lax, and scattered will form a huge disaster.

Under the current situation of frequent problems in the above-mentioned
normative mode and management system, many participants in the operation of
the GAI industry have abused GAI resources at will under the pretext of the cur-
rent unregulated and incompletely solved problems. These behaviors undoubt-
edly reflect the reality that the GAI industry is in danger in the transformation
of reality due to imperfect guiding theory.

The implementation of laws is often reflected in reality, and it can be seen
that either due to the omission of normative models in various countries around
the world, or the disorderly implementation of the implementation of normative
bodies, resulting in the scattered dispersion of governance forces. Therefore, the
current situation should be explored from the perspectives of normative model
and management system theory.

2.1 The Limitations of the Single Planning Governance Paradigm

The main paradigms of AI governance in the current international community
can be summarized as “The risk governance paradigm theory” with the EU as the
typical one, “The applied governance paradigm theory” with the United States
as the typical theory, and “The subject governance paradigm theory” with China
as the typical (Table 1). However, the mainstream governance model theory is
mainly oriented to the traditional AI model, and it may be difficult to fully adapt
it in the current iterative update of GAI [22], The limitations of the regulatory
lag and effectiveness generated by the theory after the transformation of reality
may emerge gradually, and it is difficult to fully standard.



312 L. Ren and J. Wu

Table 1. Main paradigm theories of AI governance in the international community
and corresponding countries (organizations).

Canonical model
theory

The main body The name of the main norm of the
theoretical guide

Specification brief

Risk governance
paradigm theory

European Union Artificial Intelligence Act The Act classifies AI systems into four
levels: minimum, limited, high and
unacceptable risk, and differentiates the
supervision of each level [26].

(“Risk”
benchmark)

Germany Recommendations for Data and Algorithms The core idea of the Proposal is to establish
a five-level risk rating system for the use of
data by digital service enterprises, and
adopt different regulatory measures for
enterprises with different risk types [7]

Canada Digital Charter Enforcement Act 2022
(DCIA 2022)

The Artificial Intelligence and Data Law of
DCIA Part III 2022 requires measures to
identify, assess and mitigate harm to use
and issue explanations for high-impact
systems [3]

Russia Concept of Relationship Regulation and
Development in the Field of Artificial
Intelligence and Robotics by 2024

The third part of the General Provisions of
the Concept, “Principles for regulating the
relationship between the field of artificial
intelligence and robotics”, states that
regulation applies a risk-oriented model [2]

Apply governance
paradigm theory
(“Scene”
benchmark)

United States 1. Algorithmic Accountability Act 2022 In the field of artificial intelligence, the
United States has not introduced unified,
universal, and comprehensive legislation,a

but has promoted special legislation for
specific application fields such as algorithm
recommendation and deep synthesis.b

2. Deep Counterfeiting Liability Act
3. Autopilot Act
4. Ethical Use of Facial Recognition Act

Subjective
governance
paradigm theory
(“Principal”
benchmark)

China 1. Measures for the Administration of
Internet Information Services

It can be seen from relevant laws,
regulations and normative documents that
most of China’s provisions on AI-related
elements are regulated by “subject
responsibility”.c

2. Provisions on the Administration of
Internet Information Service Algorithm
Recommendations
3. Provisions on the Administration of Deep
Synthesis of Internet Information Services

Japan 1. Guidelines for Artificial Intelligence
Development (Draft)

Japan’s idea of AI regulatory model is that
the government sets goals, enterprises
independently regulate,- and multi-subject
participation, and builds a regulatory
system with a soft law paradigm based on
this [24].

2. Artificial Intelligence Utilization Pointer
3. Regulatory Guidelines for Implementing
AI Principles Version 1.1

a The more comprehensive GAINS Act and the Blueprint for an AI Bill of Right are
not universal (which is required by the U.S. DOC and the FTC), and the latter white
paper form is not legally binding, so it is difficult to become a strong guiding norm.
b For example, the Algorithmic Accountability Act of 2022 in the area of “algorithm
recommendations” and the Deepfakes Accountability Act on “deep synthesis”.
c For example, Article 7 of the Provisions on the Administration of Algorithm-generated
Recommendations for Internet Information Services clarifies the “responsibility of algo-
rithm security subjects” and relates them throughout. Article 9 of the Provisions on
the Administration of Deep Synthesis of Internet Information Services clarifies the
responsibility of information security entities and relates them throughout.

Regarding the theoretical dimension of risk governance paradigm, the EU
has established an AI governance model of risk benchmark in The AI Act, which
divides AI into “Minimal or no risk”, “Limited risk”, “High risk”, “Unacceptable
risk”, and supervises at different levels. However, this theoretical guidance model
may have the disadvantages of singularity and staticism for highly dynamic GAI.
Specifically, the possibility of partial generalization is relatively large, and it can
be seen from the specific norms of the European Union, Germany, Canada and
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other countries (organizations) that most of them only clarify the scenarios and
main responsibilities of high-risk or high-impact systems, while the relevant pro-
visions under other risk levels are often generalized. Coupled with the diversity
of GAI’s application scenarios and the continuous innovation and expansion of
the industry, it is difficult for the existing specifications to provide a sufficient
reference basis, and it is impossible to summarize all the situations to be seen in
an exemplary manner. Second, the dynamic response is poor, for the continuous
development of GAI with versatility, it may be suitable for the entertainment
field, may also be applicable to the military field, it has the characteristics of
penetrating application from low risk to high risk scenarios, then the static risk
induction example like the EU loses its significance in special circumstances.2

In terms of “The theoretical dimension of applied governance paradigm”, the
practical change of the application model theory based on the United States is
to make special legislative regulations for different scenarios of AI application.
However, with the application of pre-training, deep learning, plug-ins, etc., the
alignment ability of GAI (alignment) has gradually improved, the application
scenarios have exploded, and the “GAI+” effect has become prominent [15].3 In
addition, ChatGPT can also interact with more than 5,000 third-party plug-ins
[4], in the situation of rapid growth of application scenarios caused by model tan-
dem, it is impossible to form a new regulation after a scene, and the supervision
model by scenario may face inefficiency.

As far as “The theoretical direction of the subject governance paradigm” is
concerned, China often stipulates different subject responsibilities for different
subjects in the governance of the field of artificial intelligence, which seems to
be able to give due obligations to all participants under the same participa-
tion content, but in practice it also lacks theoretical inscription and flexibility.
Specifically, it is difficult to provide focused instructions under multi-risk concur-
rency. For example, although the Provisions On The Administrations Of Internet
Information Service stipulates that service providers have the responsibility of
algorithm entities and provides specific requirements, there is no further indica-
tion on how to deal with risks such as algorithm operation collapse, scientific and
technological ethics chaos, personal information data leakage, and security emer-
gency incidents that may often occur in GAI. Second, the application of subject
transformation is not considered, for example, in the whole application process of
GAI, there are three major subjects: technology providers, service providers and
service users. Technology providers and service providers generally need to fulfill
the responsibility of ensuring the normal operation of algorithms and training
algorithms. However, for service users, during the interaction with deep learning
GAI applications, the information, data, and dialogues provided by them may

2 For example, according to the risk classification method of the AI Act, chatbots
belong to limited risk scenarios, and ChatGPT belongs to this category in situations
such as private entertainment conversations; However, if the generation of false infor-
mation or reactionary information affects public order, it can no longer be included
in the limited risk and only given a low degree of supervision.

3 Alignment refers to guiding an AI system progressively to meet the designer’s
intended usage goals.
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feed the model, promote the evolution of the model [12]. In this regard, service
users may also have duty attributes similar to those of technology providers, so
it may be difficult to accurately define the responsibility of the subject in a fixed
definition.

2.2 The Dilemma of Theoretical Implementation in the Attempt
to Update the Regulatory System

As a disruptive innovation technology, GAI will force governance and regulatory
reform [23], the traditional regulatory system theory will face a huge impact, and
the control of theoretical explanations such as regulatory timing and regulatory
methods may be inadequate, so that there will be a lot of abuse in the regulatory
“Vacuum period” and “No man’s region”. Therefore, it is particularly important
to analyze the sources of the implementation dilemma of the current regulatory
theory system in order to solve the follow-up problems.

GAI is a new proposition for technology, governance and supervision should
also be redone with a new answer sheet. How to smoothly and efficiently in the
process of answering questions has become the focus of the international commu-
nity. The British philosopher of technology David Collingridge, D. pointed out in
his book The social control of technology that if you are worried about the adverse
consequences of a technology and control it too early, then the technology will
be difficult to use explosively; on the contrary, if it is controlled too late, it may
go out of control, and then solving the problem will cost a lot of money, or even
not solve [20]. The hesitation of controlling the new technology is “Collingridge’s
Dilemma”. In order to solve this dilemma, countries have made different theo-
retical attempts on GAI supervision: for example, the United States adopts an
“Encouragement regulatory theory” model for GAI, delegating the industry to
self-discipline, while the EU adopts a “Conservative regulatory theory” to form a
unified management [8]. However, the regulatory model tried by many countries
still faces contradictions, “Encouraged regulation” is conducive to GAI R&D and
development, but it is prone to the risk of insufficient supervision and develop-
ment going astray, resulting in regulatory dilemmas; “Conservative regulatory
theory” is conducive to overall guidance and strengthening protection, but it
will also lead to poor industry enthusiasm and make supervision use-less. There-
fore, a mere model of regulation theory of conservative or r encouraged is not a
good approach.

Considering that the risks involved in the use of GAI will involve multiple
fields, the international community usually adopts two regulatory system set-
tings to seek regulatory settings covering the full risk spectrum (Table 2). One
is “ Multi-party regulatory system”, for example, China’s regulatory authorities
for GAI cover many national agencies such as the Cyberspace Administration of
China, the Ministry of Industry and Information Technology, and the Ministry
of Science and Technology. The other is “Centralized regulatory system”, which
is to bring the responsibility related to the whole process of GAI supervision into
a single department (agency) for supervision, such as the Telecom Regulatory
Authority of India (Trai) proposed the establishment of the Indian Artificial
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Table 2. The main regulatory systems and corresponding countries (organizations) of
the international community on generative AI governance [1].

Regulatory
system Canonical
model theory

The main body Regulatory authorities give a brief description of
examples

Multi-party
regulatory system

China For example, the Cyberspace Administration of
China (Network Management Technology Bureau
of the Central Cyberspace Administration of
China) is responsible for algorithm filing and
evaluation. The Telecommunications Departments
and Public Security Departments are responsible
for relevant supervision and management work

United States The competent authorities in each field supervise
the GAI within their own areas of responsibility

Canada For example, the Canadian Public Prosecutor’s
Office, the Office of the Privacy Commissioner and
other departments are responsible for AI-related
enforcement in their respective fields

United Kingdom For example, the UK Information Commissioner’s
Office, as a data protection authority, supervises
the data processing of AI-related subjects. The
Competition and Markets Bureau supervises unfair
competition and harm to consumers, etc.

Australia For example, the Information Commissioner’s
Office is responsible for enforcing privacy laws to
investigate AI-related privacy violations. The
Department of Industry, Science and Resources is
often involved in the development of AI policy
documents

Japan For example, Japan’s Personal Information
Protection Commission regulates the processing of
data by AI. The Ministry of Economy, Trade and
Industry is often involved in the formulation of
policies and guidelines for AI governance, etc.

Singapore For example, the Singapore Personal Data
Protection Commission will supervise the use and
processing of AI data from the level of data
protection

Centralized
regulatory system

European Union There is currently no independent regulatory body
for AI in the EU, and AI-related enforcement in
their respective fields such as the European Data
Protection Board (EDPB) and national market
surveillance authorities are responsible for
AI-related enforcement. However, the latest AI Bill
also proposes to set up an “AI Office” at the EU
level as a dedicated independent regulatory body

India The Telecom Regulatory Authority of India has
proposed the establishment of the Artificial
Intelligence and Data Authority of India as an
independent regulator
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Intelligence and Data Authority (AIDAI) as a dedicated and independent regu-
lator [19].

However, both regulatory models have some flaws. For the “Multi-party reg-
ulatory system”, the participation of too many entities in the governance of GAI
may lead to a situation where regulatory entities blame each other in some com-
plex situations, large cost inputs, and small potential benefits. Conversely, in
the application scenario where the interests are significant, there may be a sit-
uation of competition for supervision. At the same time, this system may also
lead to legislation that cannot give detailed guidelines to regulators, or specific
rules that conflict with each other, or produce unequal distribution of gover-
nance resources. For the “Centralized supervision system”, it may be able to
solve the shortcomings of multi-entity supervision to a certain extent, but first
of all, with the continuous expansion of GAI application scenarios, if there is a
special regulatory body, it need to continuously expand the corresponding reg-
ulatory authorities and even restructure them, which will face great challenges
in terms of cost and utility. Secondly, if the above problems can really be solved
and form an independent regulatory body that is perfectly inclusive in all fields,
it will also face a paradigm shift in the governance model - will the power overlap
between the respective institutions of multiple supervision and the independent
institutions with centralized supervision?

3 Dynamic Integration: China’s Response
and Development Direction

In response to the evolving social situation of GAI and to consider the balance
between the efficient development of new technologies and orderly supervision,
seven ministries and commissions in China issued the Interim Measures for the
Management of Generative Artificial Intelligence Services (hereinafter referred
to as the Interim Measures) on July 10, 2023. It is necessary to discuss it again,
so that it is possible to improve China’s GAI regulatory system and provide
lessons for the world.

3.1 Mesh Specification Under System Optimization

The Marxist system view holds that the system is a whole composed of different
elements based on certain relationships, and there are internal logical connections
within or between various fields that are almost systematic form [13]. In this
sense, the legal norm itself is a large system, and the normative governance
paradigm is its subsystem. Furthermore, there are coupling connections between
different governance paradigm systems, and coupling the system may achieve
the purpose of optimizing the system.

The three specific governance paradigm systems, “Risk Governance
Paradigm”, “Application Governance Paradigm” and “Subject Governance
Paradigm”, all have certain shortcomings, but integrating each system can
effectively avoid the existence of shortcomings. Therefore, in implementing the
previous model of taking entity responsibility as the criterion, Article 3 of the
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Interim Measures proposes that the supervision of GAI’s should also be classified
and graded, reflecting the mesh normative model that balances subjects, scenar-
ios (classification) and risks (grade), and effectively combines the advantages of
the three mainstream governance paradigms.

However, as a preliminary legal norm, the Interim Measures have certain
omissions or ambiguities in their arrangements. In this regard, The author mainly
discusses the dynamic integration level of the governance paradigm, and will not
discuss the specific clause setting in addition.

First of all, although the “Subject Governance Paradigm” is a continuation
of the previous governance model in the Interim Measures, in order to prevent
the paradigm shift, it is not appropriate for the subject to be classified as a
service provider and service user. It can be seen from the specific provisions of
the Interim Measures that service suppliers bear the dual obligations of technol-
ogy providers and service providers within this regulation. However, the author
believes that , GAI, as a highly technical new technology, in addition to the
convenience and safety of model retraining, the rest of the content involving
primary technology, including initial model provision, technical problem solv-
ing, technical operation and maintenance, etc., should be implemented by more
professional technology providers. This arrangement can also enable GAI ser-
vice providers to not bear excessive technical burdens, and at the same time
can invest more experience in “services” to optimize the application experience.
Therefore, for the future application governance of GAI, it is more appropriate
to divide the subject into three major categories: technology provider, service
provider and service user to regulate its behavior, and when the risk of subject
conversion occurs, the obligation of the target conversion subject should also be
constrained by the pre-conversion entity.

Secondly, as far as the “classification and grade” provisions that integrate
the “Application governance paradigm” and the “Risk governance paradigm” are
concerned, there is no more expansion, and its abstraction makes it difficult to
develop and apply the method in the initial governance of GAI. At the same
time, in order to minimize the cost of each management need to determine
which type and level of GAI services are located in different institutions, a more
stable formal appearance marked with its type and level can play a role similar
to qualification description. However, the provisions should not be too narrow,
otherwise it will fall into the short-comings of the original risk and application
governance paradigm when applied alone, which is too partial and inflexible.

In view of this, reference may be made to articles 174 and 23 paragraph
15 of the Interim Measures, this qualification description is provided by filing
4 Article 17 provides: “Where generative AI services with public opinion attributes or

social mobilization capabilities are provided, security assessments shall be carried
out in accordance with relevant national provisions, and the procedures for filing
algorithms, modifications, and cancellation filings shall be performed in accordance
with the Provisions on the Administration of Internet Information Services Algo-
rithm Recommendations”.

5 Article 23 stipulates: “Laws and administrative regulations provide that the provision
of generative AI services shall obtain relevant administrative licenses, and providers
shall obtain licenses in accordance with law”.
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or licensing. However, the author believes that due to the diversity of GAI use
scenarios and risks, only “Generative AI service providers with public opinion
attributes or social mobilization capabilities” should not be allowed to file as the
Interim Measures do, and such services may require a more binding model other
than filing to mitigate the risk of large social impact that they may generate.
Therefore, the author believes that adopting the two-level constraint model of
filing and licensing to structure the negative list licensing system may have a
good application here.

Specifically, the first step is to draw on the risk classification standards of the
EU and Germany, and consider that in order to better improve the efficient use
of GAI in different scenarios, a more detailed split method is adopted to clas-
sify the risk level into “Minor risk”, “Limited risk”, “High risk”, “Major risk” and
“Unacceptable risk”. The second step is to consider the integration of scenario,
and divide it into five levels of “Low impact”, “General impact”, “Large impact”,
“Extensive impact” and “Unacceptable impact” according to the audience degree
and consequence scope of different application scenarios, and form a distribu-
tion based on the risk level (Fig. 1). The third step is to prohibit GAI applica-
tions from providing services that include “unacceptable risk” or “unacceptable
impact” (Fig. 1 shaded background section). GAI applications (Fig. 1 strip back-
ground part), should be included in the negative list and obtain administrative
permission before providing services. For situations other than the above (blank
background in Fig. 1), if GAI has a small possibility of damage in such cases, ser-
vice filing is fine. In addition, the license and filing certificate will be announced
in a conspicuous place each time the service is provided, which can also pro-
vide obvious scenario risk judgment for service users to form good psychological
expectations.

At the same time, it is considered that the specific provisions of China’s
Measures for the Administration of Internet Information Services and Provi-
sions on Security Assessment of Internet Information Services with Public Opin-
ion Attributes or Social Mobilization Capabilities have relevant provisions on
“Review and consent” and “Security assessment” under GAI special applica-
tions.6 Therefore, in the field of special scenarios, it is necessary to implement

6 For example, Article 5 of the Measures for the Administration of Internet Informa-
tion Services stipulates: “Where Internet information services such as news, pub-
lishing, education, health care, pharmaceuticals and medical devices are subject to
the review and consent of the relevant competent departments in accordance with
laws, administrative regulations and relevant national provisions, they shall obtain
the review and consent of the relevant competent departments in accordance with
law before applying for a business license or performing filing formalities.”

The Article 3 of the Provisions on the Security Assessment for Internet Informa-
tion Services with Characteristics of Public Opinions or Capable of Social Mobiliza-
tion provides: “In any of the following circumstances, Internet information service
providers shall carry out security assessments on their own in accordance with these
Provisions, and be responsible for the assessment results......”.
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the two pre-procedures of “Review and consent” and “Security assessment” before
proceeding with the “permission-filing” process (Fig. 2), so as to meet the expec-
tations of special operation of macro supervision and special operation of micro
self-inspection, and also have a good normative reference role for the external
intervention and self-regulation of the international GAI.7

Fig. 1. Illustration of the negative list system based on GAI’s application of “Classifi-
cation and grading” governance.7

7 The specific situations in the figure are only examples (e.g., “broad impact” and
“significant risk” application scenarios, “political applications”, etc.), and the non-
examples are not non-existent but omitted (e.g., “widespread impact” and “unaccept-
able risk” scenarios include “causing large-scale data breaches”). At the same time, in
order to prevent the regulations from being too loose, based on the specific provisions
in the international community, for example, the European Union classifies chatbots
as limited risks, but their risks may be smaller when personal entertainment chats
for entertainment, and the risks may be greater when inserted into social software
to chat, so the former is classified as “minor risk” and “low impact” situations, and
the latter is classified as “limited risk” and “general impact” situations. At the same
time, in order to prevent excessive restrictions, the scene is not too limited, such
as “social daily life” including transportation booking, restaurant reservation, social
chat, etc.; “Information query” includes weather inquiry, date query, etc.
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Fig. 2. Illustration of the negative list system based on GAI’s application of “Classifi-
cation and grading” governance.

3.2 The Balance of Governance-Type Supervision Under Antinomy

The German philosopher Immanuel Kant proposed the “Antinomy” principle,
refers to the phenomenon in which two theories of the same object or problem
are independent but contradictory. Under the general topic of GAI supervi-
sion, in order to solve the two specific disputes between the “Vacuum period” of
supervision and “No man’s region”, there are “the emergence of new technolo-
gies should be immediately supervised to prevent disorder - the emergence of
new technologies should be suspended to make them develop efficiently”, and
“multiple entities give full play to their respective advantages to supervise in an
all-round way - centralizing regulatory rights helps to regulate more efficiently”.
It can be seen from this that finding the balance point under the Antinomy is an
effective attempt to couple the stable order and efficient promotion to achieve
the supervision behavior of compliance.

In the early stage of the development of new technologies and new formats
such as “Internet+”, China proposed to minimize prior access and strengthen
supervision during and after the event, and advocated the concept of “Inclusive
and prudent supervision” [8]. This regulatory concept has been continued and
included in Article 3 of the Interim Measures,8 which has become a general legal
norm in the field of GAI to resolve the contradiction between the two pairs of
regulators. Among them, “Inclusive” refers to the attitude of tolerance for new
business formats that are greater than the unknown and do not touch the bottom
line of safety. “Prudence” includes setting a observation period when the devel-
opment trend of a new business format is unknown and cracking down on illegal
acts without discrimination [10]. At the same time, it is like the “Subsumtion”
method of testing the compliance of Internet platforms [21]. To test whether
GAI’s regulatory conduct is compliant, it can also be applied to “Inclusiveness”,
that is, to determine whether the regulatory behavior complies with the legal

8 Article 3 stipulates: “The State adheres to the principle of attaching equal importance
to development and security, promoting innovation and governing according to law,
takes effective measures to encourage the innovative development of generative AI,
and implements inclusive and prudent and categorical supervision of generative AI
services”.
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norm of “Inclusiveness and Prudence”. However, “Inclusiveness and Prudence” is
not further specifically explained in the Interim Measures, and Chap. 4 of the
Interim Measures stipulates that the establishment of regulatory entities is led
by the competent authorities, and the “Prudent” part may have been satisfied,
but there is still a lack of “Inclusiveness” for industry entities to become regula-
tors to self-regulate themselves and enhance development enthusiasm. Therefore,
in order to better improve the specific norms of “inclusiveness and prudence” and
clarify their application logic, it is necessary to re-analyze and supplement this
summary legal norm to form a more perfect “Inclusive” comparative standard to
test the compliance of supervision behavior.

As mentioned above, “Inclusiveness and Prudence” should focus on how to
solve “Period” and “Regional” problems in a targeted manner, and enhance
“Inclusiveness”. Some scholars have proposed that “Governance-based regula-
tion” with three core functions of “Open and collaborative supervision rights”,
“Diversified and integrated supervision methods” and “Compatible and adaptive
regulatory measures” [25] may solve the above problems well. Drawing on its
core advantages, this paper proposes a regulatory pyramid model (Fig. 3), and
explains why it is suitable to solve problems and how to operate it.

Fig. 3. Schematic diagram of the regulatory pyramid model.

As mentioned above, the problem of “Period” mainly lies in the control of
the timing and strictness of supervision, and there are drawbacks in the strict
intervention of the competent authorities in the early stage of GAI develop-
ment while technology providers, service providers, and users develop under con-
straints, or the mode selection in which GAI is self-adaption in the early stage
of development and the competent authorities intervene later. In other words,
whenever the two main groups of competent authorities, technology providers,
service providers, and users fluctuate greatly, it is difficult to find a balance point
of Antinomy. Therefore, the regulatory pyramid allows administrative authori-
ties and industry entities to participate in GAI supervision at the same time,
and adds neutral supervision of professional, popular and manageable profes-
sional industry associations between the two, effectively balancing the excessive
expansion of one of them. Realizing that administrators and industry players
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have participated in supervision from beginning to end and developed in a rela-
tively stable state can effectively solve the problem of inappropriate regulatory
timing and unsuitable supervision.

Second, how does the regulatory pyramid solve the problem of “Region”?
As mentioned above, the problem of “Region” mainly lies in the exploration of
the arrangement and division of labor of regulatory entities. Under the exist-
ing model, the redundancy and fragmentation of the “Multi-party regulatory
system”, the paradigm shift risk of the centralized regulatory system and the
high restructuring costs make them unable to become an adapted GAI reg-
ulatory system. In the regulatory pyramid, by empowering some non-decisive
administrative powers to professional industry associations to make them coor-
dinate supervision, one can centralize part of the regulatory power to a certain
extent, and to a certain extent, it can replace multiple administrative subjects
with the same regulatory power, and prevent regulatory decentralization and
power conflicts. Second, since there are already many areas in the existing IP
system to explore attempts to coordinate regulation between competent author-
ities and professional trade associations (e.g. geographical indications), there is
a deep practical experience that can also reduce the risk of a paradigm shift.
Also, there are many professional industry associations related to GAI (such
as the Internet Society of China, the Shanghai Artificial Intelligence Technol-
ogy Association)9. The international community, such as the “Association for
Generative AI”, no longer has to bear the cost of a large restructuring. Third,
because of its strong professionalism, professional industry associations can use
their good control capabilities, design capabilities, and training capabilities to
explore and efficiently implement diversified and integrated regulatory methods,
such as developing GAI governance technology (govern tech) to explore AI self-
governance, and promoting ethical algorithm design to achieve wide application
when the output content is more in line with excellent values. Explore the use of
“Regulatory Sandbox” to train GAI to optimize and upgrade technical models.
Fourth, professional trade associations help promote regulatory harmonization.
Professional industry associations or industry alliances formed can provide GAI
industry players with more detailed and targeted regulations by issuing self-
binding conventions and norms,10 that is, their “Downward benefits”. At the

9 Although this article establishes industry associations as intermediate first-level reg-
ulatory bodies, in fact, scientific research institutions, universities, etc. can also coop-
erate with the strong subject of supervision. However, this paper believes that the
selected middle-level regulatory body should not only connect with the masses, but
also form good communication with the government. Therefore, industry associa-
tions, social groups with easy contact with the government and a practical bias,
have become the best choice.

10 Practices such as Sina, Tencent, and other 18 well-known Internet companies jointly
initiated the establishment of an alliance and released the Regulation and Compe-
tition Norms for the Use of Online Copyright and Data Information in China, an
industry standards, that is, through professional industry associations or industry
alliances formed by them, and through the issuance of self-discipline conventions and
norms, to provide more detailed regulations for relevant industries.
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same time, it can also report the regulatory data it directly contacts to the
competent authorities, and directly communicate with the administrators, and
adjust the mode of regulatory behavior, that is, its “Upward benefit”. Through
the information connection of the two benefits of upward and downward, the
flexible adjustment and unification of regulatory measures can be realized.

It can be seen that unlike traditional regulatory methods, the regulatory
pyramid generally focuses on listing administrative entities as regulators, and
it also includes GAI technology providers, service providers, and service users
in three types of industries to achieve self-regulation. This kind of industry
self-discipline method can not only cooperate with the competent authorities
to improve regulatory efficiency, reduce regulatory costs, and achieve detailed
supervision, but also enable the industry to maximize initiative and achieve
independent control and development.

4 Postscript: GAI, Is It a New Era or a Phantom?

Countries are now actively exploring the setting and improvement of GAI indus-
try normative models and management systems, but if they expand their hori-
zons, they will find that the focus on GAI only exists in parts of North America,
Europe, and East Asia, and even some of these countries (regions) have not yet
made any attempts, but only indicate that there will be no mandatory supervi-
sion planning in the future [6]. It can be seen that the current attention of the
GAI industry is still difficult to reach the global level. In this process, there will
be many reports indicating that people are watching the GAI industry, focusing
on whether it is a “bubble” or a “long-term trend”, will it become a “phantom”
like the “Metaverse” [11]?

In fact, whether from the perspective of technical mechanism or policy trends,
GAI will open a new era of new applications of AI. From a technical point of
view, the “Metaverse” and GAI are not mutually exclusive, but complement each
other. Technology is the underlying architecture of the “Metaverse”, and when
many technologies are still in the conceptual stage, the systematic project of the
“Metaverse” will face the barrel effect and is difficult to achieve widely [9], so the
“Metaverse” has been outraged due to the lack of hardware and too hasty ideas.
As one of the three major infrastructures of the metaverse [6], GAI can provide
important technical support for the “Metaverse” in the virtual layer, virtual con-
nection layer, and reality layer [16]. That is, it is even a technological milestone
that can drive the “Metaverse” to catch fire again. At the same time, GAI is a
phased achievement of the gradual and stable development of AI, which has been
transformed into reality and has a sustainable development of technical heritage.
From the perspective of policy, the introduction of policies in many countries in
the world at the GAI stage reflects an explosive update concern. Taking China as
an example, in the context of data being listed as the fifth major element of soci-
ety, the data element market has opened, and the value of elements can only be
realized after combining with AI to generate intelligence [5]. In this context of the
dual focus of data and intelligence, China has successively issued the Opinions
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of the CPC Central Committee and the State Council on Building a Data Infras-
tructure System to Better Play the Role of Data Elements (hereinafter referred to
as Data Twenty), Interim Measures for the Management of Generative Artificial
Intelligence Services, Practice Guidelines for Cybersecurity Standards - Gener-
ative Artificial Intelligence Service Content Identification Method, Information
Security Technology - Data Security Risk Assessment Method, and a series of
other opinions, regulations, standards, guidelines and other policy documents, it
shows that the country’s development of the GAI industry will be implemented
from conceptualization to culture to ensure and then sustainable development
of technology and reality.

Looking at the new era opened by the GAI, it seems that some areas of
problems have not been dealt with beyond the existing regulations [14]. It is
hoped that in the future, countries around the world will explore the development
theory of GAI industry, believe that China can bring new experience focusing on
the development of GAI industry for international reference, look forward to the
new experience of continuous iterative upgrading of GAI technology, and firmly
believe in the new blue ocean brought by the new era of GAI.
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Abstract. Against the backdrop of rapid advancements in information
technology, predictive algorithms are increasingly being integrated into
various industries and domains. Despite the global prominence of this
trend, the application of such algorithms within the niche of trademark
law, particularly in China, has not yet been explored or developed exten-
sively. Given the escalating volume of trademark-related disputes and
the strain on the existing administrative review systems tasked with
managing such caseloads, the incorporation of predictive algorithms to
enhance the efficiency of processing these non-litigious administrative
actions is paramount. This study innovates by synthesizing the TF-IDF
algorithm with the XGBoost model to develop a first predictive model
for trademark rejection appeals. The model demonstrates remarkable
performance with an accuracy rate of 68%, marking a significant aca-
demic contribution by filling a research void and proving its practical
worth. From the perspective of trademark applicants, the model offers
data-driven decision support that mitigates time and financial costs. For
administrative and review bodies, it promises to reduce systemic costs
associated with handling trademark rejection appeal cases, thereby opti-
mizing efficiency. The model’s codebase is made available to the public,
accessible at: https://github.com/ValeriaWong/Trademark_Appeals.
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With the continuous deepening of China’s trademark and brand strategy, China’s
trademark and brand construction has been strengthened, and the number of
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
C. Cruz et al. (Eds.): IC 2023, CCIS 2036, pp. 326–343, 2024.
https://doi.org/10.1007/978-981-97-0065-3_25

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-97-0065-3_25&domain=pdf
http://orcid.org/0009-0008-0220-5356
http://orcid.org/0009-0007-5636-139X
http://orcid.org/0009-0001-8362-6134
http://orcid.org/0009-0003-5497-9242
https://github.com/ValeriaWong/Trademark_Appeals
https://doi.org/10.1007/978-981-97-0065-3_25


TF-IDF and XGBoost for Trademark Appeals 327

effective trademark registrations has ranked first in the world for 16 consecutive
years. [4] However, as the number of trademark applications continues to expand,
how to reduce the cost of time and money required for trademark applications
and save administrative resources for trademark application review has become
an increasingly prominent issue. According to China’s “Trademark Law”, the
legal process for successfully applying for a registered trademark takes as short
as 12months and as long as 30months. The examination period before making
a decision on preliminary examination and publication is 9months, and the
publication period is 3months. If an opposition is filed during the publication
period, the Trademark Office will initiate opposition proceedings for a further
12months after the expiration of the publication period, and even under special
circumstances, this period can be extended to 18months [1]. Although China’s
trademark examination department has reduced the average examination cycle
of trademark registration to less than 8months, its time cost still cannot be
taken lightly [2]. In addition to the time cost, the monetary cost that a registered
trademark applicant spends in order to file a trademark application should not be
ignored. In today’s increasingly competitive business environment, it has become
imperative to capture business opportunities by increasing the success rate of
trademark applications to minimize time costs.

According to the provisions of China’s Trademark Law concerning the statu-
tory process of registered trademark application, the applicant for registered
trademark shall submit an application for registration to the Trademark Office,
and it shall make administrative decisions such as preliminary examination and
approval announcement, decision on granting registration, decision on rejecting
the application, and decision on not registering the application after examina-
tion. The administrative decision documents of the above decisions are an objec-
tive reflection of the original appearance of the trademark application examina-
tion practice in China, and also an important basis for the application of text
mining technology for artificial intelligence prediction. The decision documents
of the Trademark Office provide a valuable data source for this study, which
makes it possible to predict the trial results of trademark applications through
machine learning models.

This study uses machine learning and natural language processing techniques
to predict the outcome of the Trademark Office’s adjudication of registered trade-
mark applications, mainly using prediction algorithms to analyze China’s trade-
mark refusal re-examination processing data. Predictive algorithm [3] is a kind of
algorithm based on decision-making algorithm to analyze historical data, sum-
marize the historical features of the data, and predict the possible results in
the future on the basis of this algorithm. In this study, we use the predictive
algorithm to mine the text of a large number of trademark office decisions, and
then construct a predictive algorithm model that can predict the outcome of a
particular trademark application after inputting the reasons for the trademark
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application, trademark information, and classification of the registered trade-
mark applicant. The innovation of this research lies in the fact that it is the first
time in the world to explore the outcome prediction model of trademark refusal
review, which fills the research gaps in this field and demonstrates the cutting-
edge of the research. Meanwhile, in terms of application value and accuracy, the
prediction algorithm constructed in this study has a high accuracy of predicting
the outcome of trademark refusal review, with a prediction accuracy as high as
68%, which demonstrates its great potential in practical application [4].

From the perspective of importance, the construction of this trademark
refusal review prediction model can provide a research basis for the research
work on the task of predicting refusal review scenarios in the field of trademark
non-prosecution, and the subsequent research work can be more improved on
this basis. From the perspective of necessity, the construction of this prediction
model has two aspects of necessity:

First, for trademark applicants, in the traditional situation, trademark regis-
tration applicants and agents can only manually check the key information in the
trademark application guide and the administrative decision documents made
by the Trademark Office to speculate on the accurate trademark examination
rules, in order to improve the probability of successful application. This process
is inefficient, heavily dependent on experience, and the coverage is not compre-
hensive enough, and it is easy to miss some important key information. After
receiving the notice of refusal, when deciding whether to file a refusal review,
if the applicant for trademark registration is able to predict the result of the
administrative decision of the Trademark Office on the application for registra-
tion of a trademark that he/she is going to submit by means of an algorithmic
model, the cost of the applicant for registration of a trademark will undoubtedly
be greatly reduced. The development of algorithmic predictive models can sig-
nificantly reduce the time and financial costs involved by providing data-driven
predictions of Trademark Office decisions. Such models will mitigate the busi-
ness risks associated with long-term uncertainty about the status of a trademark
by, for example, predicting success rates and providing applicants and organi-
zations with strategic advice on whether or not to file a reexamination of a
refusal. Applicants can refine their applications or reexamination requests based
on model predictions to maximize compliance with statutory requirements and
improve chances of approval. In addition, when selecting a trademark agency,
applicants often consider the agency’s track record of successful filings. The con-
struction of predictive models with good generalizability can provide trademark
applicants with data on the accuracy of their trademark applications, thereby
guiding applicants to choose agencies with higher success rates and increasing
their likelihood of obtaining trademark registrations.

Second, for the staff of the Trademark Review Board, in the face of the reality
that China has limited resources for trademark adjudication and a large number
of trademark refusal review cases, the prediction model can provide valuable
insights while ensuring the fairness of the review. By analyzing the features
of the predicted outcome of a trademark review, the staff of the Trademark
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Review Commission can obtain more perspectives to help them make decisions.
Such model predictions can be used as a complementary tool to improve the
efficiency of trademark reexamination reviews when the circumstances of the
case to be handled are simple or similar to those of cases that have been handled
in the past. At the same time, for the administrative authorities responsible
for trademark registration, the implementation of such predictive models can
reduce the influx of unqualified applications, promote more efficient allocation
of resources and streamline the examination process [6]. This practice not only
optimizes the allocation of resources for trademark evaluation, but also speeds up
the examination process, benefiting the administrative authorities, the judicial
system and the applicants.

To summarize, the algorithmic model for predicting trademark evaluation
results based on a large number of administrative decisions made by the Trade-
mark Office can not only save the time cost of registered trademark applicants,
but also save national administrative resources, which is beneficial to the country
and the people.

2 Related Work

Previous studies have focused on traditional analysis of legal instruments and
empirical judgments, lacking quantitative and quantitative analysis methods.

In recent years, there has been a gradual emergence of research on the use
of text mining technology to predict the outcome of legal decisions and the out-
come of administrative decisions by mining the text content of legal documents,
administrative decision documents and so on. For example, some people have
extracted the reasons for appeal and relevant influencing factors of criminal
procedure cases through text mining of second-instance judgment documents,
and the text mining results can provide more decision-making references for the
court’s first-instance trial of criminal cases, intelligent sentencing, and so on [5].
However, the relevant research results in the field of registered trademark appli-
cations are still relatively small. in the five years between 2013 and 2017, China
filed 15,846,000 trademark applications, accounting for 58.2% of the total num-
ber of applications globally, and there were 5,748,000 trademark registrations
filed in 2017 alone, which is the world’s largest [4]. The administrative resources
required for such a huge volume of trademark applications as well as the time
and money costs of registered trademark applicants will also be huge, so explor-
ing how to apply emerging artificial intelligence technologies such as machine
learning and natural language processing to the field of registered trademark
applications is of great significance in helping registered trademark applicants
to reduce the costs of time and money, to reduce the number of low-quality
and low-efficiency trademark applications, and to strengthen the development
strategy of branding and innovation-driven development.

Currently, most of the engineering research around the trademark field
focuses on natural scene recognition of trademarks [16,20–23], feature extrac-
tion and similarity retrieval of graphical trademarks [16,23–25], and trademark
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similarity analysis [17]. In recent years, there have also been some tasks of ana-
lyzing legal documents and predicting results for trademarks. However, once it
comes to the research of using text mining techniques to predict the results
of legal judgments and administrative decisions by mining the text contents of
legal documents and administrative decision documents, we have only found
some models or systems for analyzing and predicting documents in opposition
cases, such as Zhang, H et al. [14] used SVM and K-nearest neighbor methods
to use the data features output from single preprocessed approximation judg-
ments and comprehensive preprocessed approximation judgments as the input
for secondary feature filtering, and the input features were included in the train-
ing set along with relevant features initialized by semantic similarity, which was
suitable for approximation judgments of the data of similar goods in class 34
of the Trademark Notice of Initial Publication to make decision references for
the need to file oppositions. Onomatics’ intelligent trademark analysis system,
[26], has been evaluated in a large number of actual trademark opposition cases,
including more than 30,000 from the USPTO TTAB and more than 20,000 from
the OHIM Opposition Division, and achieved an accuracy rate of 79.0%. cases,
achieving an accuracy rate of 79.9% and a recall rate of 94.9%.

Beyond that, work potentially related to trademark rejection appeal cases is
still at the stage of extracting key features. A. S. Li [15] et al. use algorithms
such as TF-IDF and LDA to extract key features based on ontology patterns
for 4,835 U.S. trademark law cases litigated in U.S. district and federal courts,
including the cases’ facts, issues in dispute, judgment results, and applicable
rules and laws. The TF-IDF was used for text mining to discover key features of
the litigated cases. However, we did not find any analytical or predictive models
for domestic and foreign trademark rejection appeal cases.

In recent years, the rapid development of machine learning and natural lan-
guage processing techniques has led to the attention of researchers on their
wide range of applications in many fields. XGBoost (Extreme Gradient Boost-
ing Tree), as an efficient end-to-end tree boosting system, has been significantly
applied in many important fields such as financial stock prediction [11], medical
prediction [12], and energy prediction [13], due to its outstanding performance
and the interpretability of the decision tree-based algorithm. XGBoost’s suc-
cess is attributed to its unique algorithm design, such as Clever penalization of
trees, Newton Boosting, and Parallel tree structure boosting for sparse data. The
success of XGBoost is attributed to its unique algorithm design such as Clever
penalization of trees, Newton Boosting, and Parallel tree structure boosting to
optimize the processing of sparse data, etc. [7–10]. These features have enabled
XGBoost to demonstrate excellent predictive power and interpretability in a
wide range of real-world problems.

Although XGBoost has shown its powerful prediction ability in many fields,
its application research in the legal field, especially in trademark law, still needs
to be deepened. To the best of our knowledge, the TF-IDF and XGBoost pre-
diction model proposed in this paper is the first current model for predicting the
outcome of trademark refusal review cases.
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3 Predictive Modeling

3.1 Data Soures and Model Construction Ideas

Under the existing trademark dispute resolution mechanism, if a prior right
holder believes that a trademark applied for or registered by another person
infringes on his/her rights, he/she needs to file an opposition or invalidation
claim with the trademark administrative authority, and if the claim is found to
be valid, the trademark applied for or registered by the other person is ruled not
to be registered or invalidated. In this study, we mainly refer to the data from
the Trademark Office of the State Intellectual Property Office (SIPO), which
provides comprehensive and authoritative information on trademarks, includ-
ing information on trademark applications and decisions on refusal review. This
website is an authoritative source in the field of trademarks in China, which
not only provides professional search of trademarks, but also the “Trademark
Review and Adjudication Decision/Decision Instruments” section can also search
for non-litigation instruments such as refusal review and declaration of invalid-
ity in the next period of time. After information collection and extraction, a
total of 18,459 samples of trademark refusal review documents were collected,
and the main fields included trademark name, content of the document, name
of the cited trademark, result of refusal review, basis of the decision, rejected
goods, passed goods, applicant, authorized agent, and the main reasons of the
applicant’s review, etc. In the data cleaning process, we have collected a total
of 18,459 samples of trademark refusal review documents. In data cleansing, we
deleted fields with a missing rate of more than 90% and filled in the remain-
ing missing values to ensure data quality. Based on the domain knowledge, the
similarity between the trademark name and the cited trademark name was cal-
culated using simple cosine similarity after constructing the word vector space
using TF-IDF.

In this paper, mutual information scores are used to assess the correlation
between feature values and target variables, and to improve model performance
and reduce the risk of overfitting by calculating the mutual information between
features and target variables. Mutual information, denoted as I(X;Y), is a non-
negative value used in information theory to measure the statistical correla-
tion between two random variables X and Y. It is used to measure the correla-
tion between two random variables. [28] It quantifies the amount of information
obtained from one random variable about another. The concept of mutual infor-
mation is based on Shannon entropy and can be defined as (1):

I (X;Y ) =
∑

x∈X

∑

y∈Y

p(x, y) log
p(x, y)

p(x)p(y)
(1)

where p(x, y) is the joint probability distribution function of X and Y, and p(x)
and p(y) are the marginal probability distribution functions of X and Y respec-
tively. Taking the trademark refusal review documents as an example, suppose
there are a series of trademark names and the refusal review results of trade-
mark documents corresponding to them. By calculating the mutual information
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between the trademark name and the result of the review, we can quantitatively
determine that there is a statistical dependence between the two. That is to say,
the information of trademark name can reduce the uncertainty about the result
of validation and increase the certainty of the prediction of the result.

Mutual information analysis can identify the degree of statistical correlation
between different features and the target value, and thus provide a basis for
feature selection and effect enhancement of the model. Based on the mutual
information of the features, we can select the most relevant features to construct
the model and eliminate the redundant and irrelevant features. Based on the
results of mutual information analysis, this study will select the key features
and verify the effects of different features on the model performance.

Table 1. Mutual Information Analysis Score Statistics

Name: MI Scores dtype: float64

brandName 1.47672
applicant 1.2034
cited_brand_name 0.380868
authorized_agent 0.287432
main_reason_for_review_by_applicant 0.062146
similarity_score 0.004975

As can be seen from Table 1, the trademark name and the identity of the
applicant are the two factors most strongly correlated with the result of trade-
mark refusal review. Correspondingly, in the process of trademark application
and reexamination, the choice of trademark name as well as the applicant’s main
business scope and brand building will have an important impact on the result
of rejection and reexamination. Other features such as the cited trademark name
and the commissioned agent also have a certain impact, while the applicant’s
main reason for reexamination and similarity scores have a lesser impact. These
mutual information score data can provide valuable guidance on feature selection
for building prediction models.

In view of this, based on the data derived from mutual information scor-
ing, this paper predicts and analyzes the refusal reexamination by using the
trademark similarity rule as the judgment criterion and combining the TF-IDF
algorithm and XGBoost model. We hope that through this method, we can
more effectively handle and resolve trademark confirmation disputes, and fur-
ther optimize and improve the existing trademark registration and protection
mechanism.
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3.2 TF-IDF Algorithm

When processing the text data of trademark instruments, the text is first pro-
cessed by cutting and breaking the key words. Subsequently, the TF-IDF (Term
Frequency-Inverse Document Frequency) algorithm [27] is utilized to measure
the relative importance of individual words in the text. The core of the TF-IDF
algorithm lies in the fact that it assigns weights to a word by the frequency of its
occurrence in the text (TF) and by the frequency of the word across the corpus
(IDF) of the entire corpus to give it weight. Here, TF refers to the frequency
of occurrence of the word in a single document, while IDF represents the rarity
of the word in the entire document set and is used to measure the amount of
unique information it provides. Combining these two metrics, the TF-IDF algo-
rithm reveals not only the importance of the word in a single document, but also
its rarity and informative properties in the entire corpus.

The specific steps to calculate TF-IDF are as follows: To calculate the word
frequency (TF), this study adopts the primitive counting method, i.e., the num-
ber of occurrences of a word in a document is divided by the total number of
occurrences of all words in that document:

TFij =
nij∑
k nik

(2)

where nij is the number of occurrences of the word ti in the document dj , and∑
k nik is the sum of all occurrences of the word in the document dj .
Calculate the inverse document frequency (IDF), which is the logarithm of

the total number of documents in an anthology divided by the number of docu-
ments containing the word ti, this study adopts the smoothed inverse document
frequency for smoothing to prevent division by zero, which ensures that the IDF
value remains well-defined even when a word appears in every document.

IDFi = log
1 + |D|

1 + |{j : ti ∈ dj}| + 1 (3)

where |D| is the total number of documents in the anthology; |{j : ti ∈ dj}|
is the number of documents containing the word ti; and, the numerator and
denominator are added with a term for smoothing to prevent division by zero.
The final 1 is added to ensure that each word in the document set has at least
one non-zero IDF value, even if it occurs in every document in the corpus.

Combining TF and IDF yields the TF-IDF value, which represents the impor-
tance of the word in the document:

TFIDFij = TFij × IDFi (4)

For example, if the word “distinctive feature” appears 5 times in a document,
and the total number of occurrences of all the words in that document is 200, then
its TF value is 0.025 (5 divided by 200). If 10 documents in a set of 100 documents
contain the word “distinctive feature”, their IDF values are log(1+100

1+10 ) + 1 or
log(10111 ) + 1. Therefore, the TF-IDF value of the “distinctive feature” in this
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document is 0.025× (log(10111 ) + 1). This TF-IDF value is used to determine the
weight of the words, which can be further used for document classification or
regression analysis. In summary, TF-IDF plays a key role in therejection appeal
prediction model of trademark instruments by converting text into numerical
features recognizable by machine learning models. In this study, we selected the
top 100 terms in terms of TF-IDF weights as numerical representations of the
instruments. Each legal instrument is represented by a 100-dimensional vector,
and each dimension corresponds to the TF-IDF weight of a vocabulary, providing
support for the model to capture the core information of the instrument. In this
way, we take advantage of the frequency of vocabulary occurrences in documents
and their distributional properties across the corpus to highlight those words
that are highly discriminative to the content of the instrument, which in turn
enhances the accuracy and efficacy of the model predictions.

3.3 XGBoost Model

XGBoost (Extreme Gradient Boosting Decision Tree) is an open source machine
learning project being developed by Tianqi Chen [10] and others. It is essen-
tially a variant of Gradient Boosting Decision Tree (GBDT) [10], which adopts
the Boosting idea. The basic idea is to stack base classifiers step by step, and
each layer will give higher weight to the previous layer of base classifiers mis-
classified samples during the training process [29]. In the scenario of trademark
refusal review, the algorithm can automatically extract important features and
construct an efficient prediction model by learning historical data. By training
and tuning the model, we can achieve accurate prediction of trademark refusal
reexamination results.

Specifically, we take as input the dataset of non-prosecution documents,
which contains 18,459 samples and 18 features, where

D =
{
(mi, ni) | mi ∈ R18, ni ∈ R

}

, and
mi = {mi1,mi2, . . . , mi18 | i = 1, 2, . . . , 18459}

The main task of the XGBoost model is to build q trees so that the predicted
values n̂

(q)
i up to the qth tree, i.e., we will get an XGBoost model containing

q trees for predicting the outcome of the trademark refusal review [29]. The
predicted values of the model are calculated as follows:

n̂
(0)
i = 0 (5)

n̂
(1)
i = f1(mi) = n̂

(0)
i + f1(mi) (6)

n̂
(2)
i = f1(mi) + f2(mi) = n̂

(1)
i + f2(mi) (7)

... (8)
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n̂
(q)
i =

q∑

k=1

fk(mi) = n̂
(q−1)
i + fq(mi) (9)

These formulas describe the contribution of each tree to the predicted value,
while in each iteration of the gradient boosting decision tree algorithm, a weak
classifier fk(mi), i.e., DT [29], is generated, and the predicted value of this iter-
ation, n̂

(q)
i , is the sum of the predicted value of the previous iteration, n̂

(q−1)
i ,

and the classification result of the current round, fq(mi), where we have defined
an objective function:

minL(q)(n, n̂(q)) = min

(
18459∑

i=1

l
(
ni, n̂

(q)
i

)
+

q∑

k=1

Ω(fk)

)
(10)

The function contains a loss function and a regularization term. The loss
function l(ni, n̂

(t)
i ) is used to measure the error between the true value and

the predicted value, while the regularization term
q∑

k=1

Ω(fk) is used to control

the complexity of the model and prevent the occurrence of the overfitting phe-
nomenon. In this way, we can obtain a predictive model of trademark refusal
review that is both accurate and stable, providing valuable decision support for
practical applications (Fig. 1).

Fig. 1. XGBoost model framework diagram

As shown in Fig. 2, XGBoost has a feature importance scoring function that
identifies the most informative features for the prediction of the target variable
from 18 features such as applicant reason, trademark name, cited trademark
name, applicant name and main reason. By calculating the split contribution
of features in the decision tree, the importance of features in the model can be
assessed, helping to understand what factors play a key role in refusal review
prediction [30], while XGBoost employs a regularization strategy that includes
the introduction of L1 and L2 regular terms during the training process to pre-
vent the model from overfitting. This helps to maintain the generalization ability
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of the model when receiving new data from non-prosecution trademark instru-
ments, thus improving the accuracy of prediction. While there may be category
imbalance in trademark instruments, such as a large difference in the number
of rejected and passed cases, XGBoost is able to improve the model’s predic-
tion accuracy for a few categories by adjusting the sample weights. Finally,
XGBoost is able to automatically capture the interaction and non-linear rela-
tionship between the features of trademark instruments, so as to more accurately
describe the complexity of the data. The complex interactions between various
factors in trademark instruments for refusal review need to be fully considered,
and XGBoost is able to better fit these relationships.

In summary, XGBoost acts as a powerful prediction tool in the trademark
instrument prediction model for refusal reexamination, and through its features
such as feature importance scoring, regularization, category imbalance process-
ing, and feature interaction, it is able to improve the performance of the model
and predict the refusal or refusal of the case more accurately.

4 Experiments and Analysis of Results

4.1 Experimental Procedure

This experiment consists of 4 steps, as shown in Fig. 3:
The first step is to collect Trademark Refusal Appeal Decision Data from

the Trademark Office of the State Intellectual Property Office of China. The
collected and extracted data fields include the trademark name, content of the
decision document, name of the cited trademark, result of the refusal appeal,
basis of the decision, rejected goods, passed goods, applicant, authorized agent,
main reason for the applicant’s appeal, and other relevant information.

In the second step, data processing is performed on the collected instrumental
information, which is manifested in fields with missing values above 90% thresh-
old are deleted, and the remaining missing values are imputed with appropriate
strings, and categorization labeling to change the appeal results to categorization
labels 0, 1, and 2, and so on.

In the third step, TF-IDF is done on several selected features to construct
the word vector space. Use cosine similarity in the constructed word vector space
to calculate the vector inner product between the trademark name and the cited
trademark name features as similarity features to be added to the dataset.

In the fourth step, the training set, validation set, and test set are divided
according to 70%, 15%, and 15% of the data proportion. Also use GridsearchCV
hyperparameter optimization to seek the best hyperparameters.

4.2 Parameter Tuning

In this paper, we utilize GridSearchCV to determine the optimal hyperparame-
ters for the prediction model. We train and test the model with different hyper-
parameter combinations by a k-fold cross-validation (k = 5) method to ensure



TF-IDF and XGBoost for Trademark Appeals 337

Fig. 2. Experimental Flowchart

the robustness and generalization ability of the model. The model performance is
evaluated based on the confusion matrix (Fig. 6) and its derived metrics (Fig. 3)
such as accuracy (P), recall (R), and F1 value. In addition, the prediction model
constructed in conjunction with the XGBoost algorithm will be analyzed in com-
parison with the previous results obtained through mutual information scoring,
as shown in Fig. 5. The final experimental results will be shown in detail in the
next subsection.

4.3 Feature Analysis

In the feature selection process, mutual information scores reveal to us the inter-
dependence between features and target variables, providing us with insights
about which features are likely to have a significant impact on the prediction
results. However, it is important to note that a high mutual information score
does not equate to predictive capability and does not directly translate to better
or more effective model performance. For example, certain features that have
high mutual information scores with the target variable may not function as
expected in model training due to interactions with other features or model-
specific processing.

In this study, we utilized key features such as trademark name, applicant
identity, etc. to train the XGBoost model and observed that there is a difference
in feature ranking between feature importance and mutual information score
after model fitting. As shown in Fig. 5, this divergence underscores the XGBoost
model’s sophisticated handling of features, which may involve intricate interac-
tions within the model’s structure, that are not necessarily captured by mutual
information scores alone.

A comparative analysis of the features shows:
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Fig. 3. Comparative Analysis of Model Evaluation Metrics. This bar chart represents
the precision, recall, and F1-score for each decision category within the classification
model. The three categories assessed are ‘Rejected’, ‘Provisionally Approved’, and ‘Par-
tially Rejected’.

– Principal reasons for applicant’s review: unlike in the Mutual Informa-
tion Score where this feature is ranked fourth, in the XGBoost model this
feature is ranked second in importance and is not far from the importance of
the feature ranked first. This emphasizes the importance of the details of the
reasons for review and their interaction with other features in predicting the
outcome, in line with the general perception of legal practice.

– delegated agent: ranks first in XGBoost’s feature importance ranking,
despite being ranked lower in the mutual information score. This contrast
implies that although the statistical correlation between the delegated agent
and the target category is not significant, it plays a key role in model predic-
tion. This may be related to the significant influence of the agent’s expertise
and experience on the review results.

– similarity score: the mutual information score is close to zero, while it shows
some significance in XGBoost. This reflects the strength of the XGBoost
model in capturing data details and making predictions.

In summation, the disparity between the rankings of feature importance and
mutual information scores underscores their distinct methodologies in evaluat-
ing feature relevance and underscores the adeptness of XGBoost in harnessing
features for predictive endeavors. The prioritization of features is likely influ-
enced by the multifaceted nature of the dataset and the sophisticated design of
the model, particularly evidenced by the marked discrepancies in the significance
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Fig. 4. mutual information score Fig. 5. Ranking of XGBoost feature
importance.

accorded to the primary reasons for review presented by the commissioning agent
and the applicant. The noted relevance of similarity scores further corroborates
the prognostic efficacy of the XGBoost algorithm (Fig. 4).

In the experiments, the evaluation metrics for a classification task are ana-
lyzed and presented in detail in this study. The evaluation metrics involved
include precision, (precision), recall, and F1-score which are crucial for evaluat-
ing the performance of a classification model. We conducted experiments based
on a dataset containing three categories, namely category 0, category 1 and
category 2:

mapping =
‘Rejected’: 0,
‘Provisionally Approved’: 1,
‘Partially Rejected’: 2.

Table 2. Model Performance Evaluation Metrics

result_classification precision recall f1-score support

Category 0 : Rejected 0.7 0.93 0.8 1713
Category 1 : Provisionally Approved 0.71 0.33 0.45 803
Category 2 : Partially Rejected 0.39 0.08 0.14 253
accuracy 0.68
macro avg 0.6 0.45 0.46 2769
weighted avg 0.67 0.68 0.63 2769

According to Table 2, we observe that category 0 (‘Rejected’) reaches 0.7 in
terms of precision, indicating that the model has a high accuracy in predicting
this category. The recall is 0.93, pointing out that the model is able to detect the
majority of samples in this category relatively well. In contrast, the recalls for
categories 1 (‘Provisionally Approved’) and 2 (‘partially rejected’) were 0.33 and
0.08, respectively, implying that the model was far more effective in detecting
the rejected category than the other two.
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An F1-score was also calculated to synthesize the trade-off between precision
and recall. The F1-score combines precision and recall and reflects the model’s
performance in balancing accuracy and comprehensiveness. The F1-score for cat-
egory 0 is 0.8, the F1-score for category 1 is 0.45, and the F1-score for category
2 is 0.14. These values indicate that the model performance for category 0 is
relatively good, whereas the performance of the models for category 1 and cat-
egory 2 is more limited. Further, this study focused on the number of supports
(supports) for each category, i.e., the number of samples in the dataset belonging
to each category. The number of supports for category 0 is 1713, the number
of supports for category 1 is 803, and the number of supports for category 2 is
253. These differences in the number of supports indicate a possible category
imbalance in the dataset, which may affect the performance of the model on
different categories.

The confusion matrix (Fig. 6) and the comparison of the metrics (Fig. 3)
further validate these findings.

4.4 Experimental Results

Fig. 6. Confusion Matrix Visualizing Classification Performance. The matrix delin-
eates the number of true positives, false positives, false negatives, and true negatives
for each category predicted by the model. The shades of blue represent the magni-
tude of instances in each category, with darker shades indicating higher frequencies.
Category ‘0’ denotes Rejected, ‘1’ corresponds to Provisionally Approved, and ‘2’ sig-
nifies Partially Rejected cases. The vertical axis represents the actual classes, while the
horizontal axis indicates the predicted classes by the model. (Color figure online)
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Taken together, the overall accuracy (ACCURACY), which serves as the overall
performance metric of the model on all categories, has an overall accuracy of
0.68, which indicates that the model performs well overall. Also, two evaluation
metrics, macro avg and weighted avg, were calculated to better understand the
overall performance of the model on each category. The precision, recall, and
F1-score of the macro avg are 0.6, 0.45, and 0.46, respectively, while those of the
weighted avg are 0.67, 0.68, and 0.63, respectively. These avg metrics provide a
comprehensive view of the model’s performance on different categories, revealing
differences in the model’s performance when dealing with samples from different
classes

In conclusion, through the above analysis of the experimental results, it can
be concluded that the model performs relatively well in detecting the rejected
review category. However, enhancements are warranted to bolster predictions
for ‘Provisionally Approved’ and ‘Partially Rejected’ categories. Potential opti-
mizations include augmenting the dataset, addressing class imbalances, or imple-
menting more sophisticated model architectures to enhance the model’s efficacy
with challenging samples.

5 Limitations and Future Work

This study develops the first trademark refusal review prediction model and
empirically demonstrates its accuracy and effectiveness. The model provides sup-
port for trademark applicants’ decision-making and optimizes the trademark rep-
resentation and review process. However, due to the limitation of the dataset, the
model may not be comprehensive enough to predict new cases. Future research
needs to expand the dataset, enhance the adaptability of regulatory changes, and
improve the generalizability of the model. Currently, the model mainly uses TF-
IDF for text vectorization, and the representation of semantic features can be
optimized in the future by using a larger corpus and word embedding methods. In
addition, the model has not yet integrated the visual features of graphical trade-
marks, which can be extended in the future through complex similarity analysis
[17] and multimodal feature fusion algorithms [18,19]. The ultimate goal is to
create a predictive model that is more efficient, interpretable and applicable to
a wider range of trademark types.
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Practical Pattern and Mode Selection
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Abstract. Big data materials from emerging technologies such as machine algo-
rithms, robots and advanced artificial intelligence are rushing to the courts. Big
data evidence as the product of electronic evidence iteration, mainly in the form
of analysis results or reports, the use of big data evidence presents more collabo-
rative advance and the characteristics of stage circulation, but big data evidence in
technical dimension present data source and algorithm model level defects, in the
legal dimension is beyond a reasonable doubt of proof standard, proof pattern and
criminal presumption contradiction. The litigation procedure regulation should be
carried out by the path correction of big data evidence transmission, the proof
mode should be optimized by the probabilistic analysis of big data evidence and
reinforcing evidence, and the illegal exclusion rules of big data evidence should be
constructed by the illegal infringement of the digital basic rights as the judgment
standard.

Keywords: big data evidence · judicial certificate · algorithm · exclusion of
illegal evidence

1 Introduction

With the infiltration of big data, blockchain, artificial intelligence and other emerging
technologies into the field of judicial certification, the traditional judicial certification
model is transforming to the emerging certification mode represented by big data certi-
fication. British scholar victor 2013 had predicted: “big data opened a major era trans-
formation, like a telescope allows us to feel the universe, the microscope allows us to
observe microorganisms, big data is changing our life and understand the way we have
the world, become the source of new inventions and new services, and more change is
gaining momentum”. In the judicial world, Victor’s predictions are gradually becom-
ing a reality, and in recent years various big data materials from emerging technologies
such as machine algorithms, robots and advanced artificial intelligence are rushing to
the courts. As the product of electronic evidence iteration, big data evidence is mainly
presented in the form of analysis results or reports, and plays a supporting role in the
relevant understanding of massive electronic data.
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So, should the traditional evidence review model still adhere to the evidence review
and exclusion under the background of big data? What kind of review and exclusion
model should be adopted? On the basis of systematically combing the principles and
practices of big data evidence review and exclusion, the author analyzes the difficulties
encountered by the current big data evidence review and exclusion mode. On the other
hand, it puts forward the new paradigm of the review and exclusion of evidence under the
background of big data, and analyzes its operability and feasibility, in order to provide
ideas and enlightenment for the review of big data evidence.

2 Practice Pattern of Big Data Evidence Review

Research and application of big data evidence mainly focus on the following aspects:
the first is relying on big data analysis technology to evidence with the facts, for example
in the United States, represented by TrueAllele technology companies through profes-
sional algorithm model of mixed DNA mass data analysis, for the same person, and
thus determine the criminal cases. TrueAllele The company aims to solve the complex
interpretation puzzle of testing low-level or complex DNA mixtures.

This computer software uses and runs an clever mathematical model to estimate the
statistical probability of a given individual’s DNA consistent with data from a given
sample by alignments to the genetic material of another unrelated individual from a
wider range of relevant populations. Because of this, TrueAllele and other probabilistic
genotyping software marked a profound shift in DNA forensics.

Secondly, big data evidence is used to prove the correlation between the case facts.
Big data technology has been applied in many fields. On the whole, the tasks of big
data analysis can be basically classified as follows: classification, clustering, regression,
association rule mining, and so on. So through big data analysis method of evidence
and the correlation between the facts and traditional judicial certification activities rely
on logical reasoning that the causal relationship between the evidence and the facts is
not the same, but in big data proof, causality is not exist, is not important, correlation is
actually a causal relationship. In the process of big data proof, it is essentially reflected in
the correlation of data. In some cases, judicial personnel have begun to prove causality
by seeking for strong associations between variables. In Miami v. Bank of America
(Miami v. Bank of America), the plaintiff proved through the algorithm that the loan
policy of the defendant Bank of America led to differentiated treatment, and that race
occupies an important proportion in its loan issuance. The case was appealed to the
Supreme Court, and the case was returned to the Eleventh Circuit for a determination
of whether Bank of America’s policies and the plaintiffs’ alleged racial discrimination;
in May 2019, the Eleventh Circuit confirmed the existence of a “direct relationship”
and thus demonstrated the causal relationship between the defendant’s loan policy and
discriminatory, differentiated treatment.

Finally, to predict the future through the analytical means proved by big data. Predic-
tion is the most valuable application of big data. In the era of big data, human activities
turn to creativity, that is, pioneering activities according to human needs and develop-
ment, and the effectiveness of use as the measure. Creative structure activities are mainly
based on big data prediction, and they can achieve the expected results through the grasp
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and intervention of related factors. For example, the Public Safety Assessment System
(Public Safety Assessment, PSA) is the most widely used in various states of the United
States. On the basis of collecting 75 0,000 cases in theUnited States, it calculateswhether
the bail of the suspect can be released based on nine indicators such as the age of the
suspect, pending charges and not appearing in court. Another example is the Federal
Pre-trial Risk Assessment Tool (PTRA), which determines the risk level of a criminal
suspect and evaluates the possibility of arearrest for any crime type.

3 Multidimensional Flaws of Big Data Evidence Review

Big data evidence as driven by practical tool values, with machine learning, algorithm
as a technical basis, and under the concept of the birth of a new product, although
it has the characteristics of “technical implementation”, to use emerging technology
to analyze massive evidence, summarizes the regularity of cognition. But this is only a
technical element. Big data evidence proof is reliable should not only can be implemented
in the technical level, but also should be confirmed in law, big data evidence is not
directly generated in the case facts in the process of evidence, but with the help of
big data algorithm on the original born in the case of massive electronic data, data
collection, mining, cleaning, sorting and calculation generated after a series of analysis.
In other words, the content presented by big data evidence is not the massive information
contained in the massive electronic data content, nor is it big data, artificial intelligence
and algorithm, but the analysis result of cleaning, collision and standardization ofmassive
electronic data with big data technology. Some scholars pointed out: “the big data set
is not read directly by human, not because of its difficult obscure, only by filling the
professional knowledge, but only because of its large size, such as in the judicial practice
of disposable human to read, will not be able to complete in the tolerable time range,
therefore must be accelerated by computer force”. Therefore, there will be defects in the
technical dimension and the legal dimension in the process of identifying the case facts
based on the analysis results of big data evidence.

3.1 Defects in the Technical Dimension of Big Data Evidence Review

First is the data source defects, specifically, one is on the data information resource
allocation, there is a “digital divide” between debate, that one is the ability to collect,
store, mining massive judicial data of government agencies and network information
practitioners, the other party is the object of the data collection, only enjoy strictly
restricted data access rights. Due to the consideration of national security and personal
information protection, the legislation will prosecute the relevant information and data
in criminal activities, resulting in the data access barriers to the relevant departments
to obtain relevant data. On the contrary, the investigation and control organs can obtain
massive judicial data through the exchange of big data comprehensive integration plat-
form jointly built by government departments, and can also require private institutions
such as network information operators to assist in law enforcement to greatly improve
the ability to obtain information. Second, even if the prosecution and defense obtain the
same original data, there is still a “data analysis gap” in terms of data application. That
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is, in the face of massive judicial data, only the controller with relevant infrastructure
and big data analysis skills can obtain valuable information resources from data frag-
mentation. In Skilling 2009, the U. S. federal court held that the government could fulfill
its discovery obligation by opening file access to the original database to the defense,
without considering the large number of documents, because the defendant was able to
search documents like the government.

This “document dumping” (document dump) behavior, which does not consider
the difference in data analysis ability between the two parties, further aggravates the
substantive inequality of both parties. Third, where is the source of themassive electronic
evidence before cleaning the big data set? There is the possibility of being tamperedwith?
In addition, in the process of collecting massive evidence, it can not exclude the party
providing “false” evidence and concealing key evidence, nor exclude the situation that
the appraisal institution or data analysis company hired by the party unilaterally takes
risks to serve the interests of one party.

The second is the defects of the algorithm model in the process of cleaning and
induction. The first is the potential bias of the algorithm model itself. The scientificity
and accuracy of the algorithm are the core factors for the reliability of big data. The
reliability of the algorithm depends not only on the design accuracy of the algorithm
model itself, but also depends on whether it is fair and just in the operation process
of the judicial scene. Whether the source code and design of the algorithm model are
accurate, whether the values upheld are fair, and whether the position is neutral will
have an impact on the analysis results of big data. As a technology, the algorithm itself
is neutral and non-biased, and the designer behind the algorithm is still human.

Human designers can integrate their own values, positions and ideas into the algo-
rithm code, resulting in race, region, gender and other discrimination and prejudice. To
some extent, algorithmic bias is an unavoidable problem. From the human cultural prej-
udice, the characteristics of the algorithm itself to analyze the connotation of big data
algorithm discrimination, can be found even in the technical level algorithm designers
will not bias into the subjectivewill of big data algorithm, but because of the “GIGO law”
(Garbage In, Garbage Out), data samples of natural weight difference and the extension
of large data attributes, big data algorithm also has the inevitability of prejudice or dis-
crimination. When the artificial intelligence technology introduced the judicial referee,
limited by the wrong case responsibility pressure and nature, the judge in the use of
criminal cases intelligent auxiliary decision-making system to strengthen the results of
the referee, there is no doubt that pollution by algorithm, prejudice, the case parties prej-
udice or broken, natural against the referee neutral principle. Big data analysis under the
wrong algorithmmodel is likely to cause unjust and erroneous cases. In Lomis, Wiscon-
sin, for example, the black defendant argued that a sentencing sentence rendered using
an algorithm was unconstitutional. Although the Wisconsin Supreme Court concluded
that the algorithm was not unconstitutional, the judge issued a written “warning” that
it should not fully accept the AI assessment, but only as one of the basis, and to be
aware that the results could contain errors and bias. In 2015, authorities in Queensland,
Australia, confirmed errors in at least 60 cases of error codes found in the mixed DNA
analysis software STRmix. The second is the contradiction between the algorithm black
box and the transparency and openness of judicial decision and procedure. “Between
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the data input by the AI system and its output results, there is a ’hidden layer’ that
people cannot understand, which is the algorithm blackbox”. The algorithm blackbox
is obviously inconsistent with the theory of procedural justice for the transparency of
judicial decision-making, resulting in people may be unable to understand how the AI
machine gets the results, unable to determine whether the arguments of the parties are
fairly considered, affecting people’s sense of identity to criminal justice AI. Even with
fairness aside, the lack of transparency in algorithmic decision-making procedures could
lead to excessive trust in the reliability and scientific nature of automated judicial con-
clusions, resulting in an “automation bias”. There have a cognitive tendency to believe
too much in the automatic judgments made by the computer and accept them completely
[6]. Carnieman (Daniel Kahneman) to human cognitive system as “dual processing sys-
tem” (Dual-Processing), “system 1” as a perceptual cognitive system, performance by
fast, automatic, unconscious, parallel, no effort, lenovo, slow acquisition, “system 2” as
a rational cognitive system, characterized as slow, controlled, conscious, serial, effort,
rule, relatively flexible and neutral. The former is a heuristic (heuristic) judgment, while
the latter is a deliberate judgment, which monitors both and corrects psychological
activities and external behaviors [7]. “The automated decision-making procedure of the
algorithm eliminates the statement and defense of the parties in the litigation procedure,
resulting in the lack of the principle of procedural participation”. The problem of lack of
transparency of the algorithm can be summarized as subjective reluctance and objective
undisclosure. In particular, companies that design algorithms try to hide the internal logic
of their algorithms from the perspective of the right to maintain their business secrets.
For example, in Loomis, Wisconsin, the judge regarded the algorithm of the C OMPAS
crime risk assessment tool as a trade secret, and exempted the algorithm owner from the
obligation to disclose the algorithm code and explain how the algorithm works from the
perspective of protecting intellectual property rights [8].

3.2 Defects in the Legal Dimension of Big Data Evidence Review

First of all, big data, artificial intelligence and other technologies are used to prove the
facts of the case. Is essentially using algorithm and other technical means of subjec-
tive standard of objective packaging, its purpose is to enhance meet the proof standard
operability, the use of large data evidence in the referee has the purpose of subjective
judgment to prove the case of case, and does not help to make the facts that the unity of
subjective and objective of criminal standard. Algorithmic technology is used for fact
determination, and may interfere or even “usurp” the judge’s fact determination power.
Therefore, although the use of big data evidence can rely on intelligent algorithms to
prove that activities can surpass human cognitive mode, break through the new field
that human cognition cannot get in, and solve the proof dilemma that human experience
is difficult to complete in some cases. However, the big data proof is still an objective
mode of proof in essence, which still does not help to realize the subjective and objec-
tive unity of the criminal proof standard. Therefore, even the repeated emphasis on the
subsidiarity of the corresponding software system will not help to change the reform-
ers’ tendency to strengthen the objectivity of criminal certification standards. Second,
with big data evidence to confirm the contradiction between patterns, using big data,
emerging technologies such as artificial intelligence to determine the case of the facts
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in the era of big data, the trend of quantitative proved object, especially in the process
of some network crime proof, extraction of electronic data at hundreds of millions of
article. So it’s impossible to browse data sets based on human experience, let alone
evidence reasoning. In this case, the big data proof model provides an intelligent proof
method beyond the human experience. The algorithm can model the proof problem,
extract the general proof rules and characteristics in the class cases, and replace the
subjective reasoning with the mathematical model. For example, the Internet financial
case algorithm proof model developed by China’s public security organs, and the big
data legal supervision model developed by the procuratorial organs. For example, in
cases involving online pyramid schemes, the digital sources of big data mainly include
the identity and communication data of online MLM organization leaders, participants
and communication data, vehicle operation trajectory data, bank transaction data, and
capital flow data. Its number of types and network pyramid selling crime “four elements”
—— personnel flow, logistics, information flow, capital flow, and through the investiga-
tion in the production, circulation, distribution, consumption of funds, from the data in
the management system, financial institutions and other circulation channels within the
phenomenon characteristics, can find network pyramid selling clues. These are potential
connections between the inability to apply human rules of thumb and the facts of the case
that can be found. However, in cases requiring fact identification of massive evidence,
it is difficult to form the evidence chain, and the rules of verification can not always
be applied in such cases. For example, in the case of network crime need to extract
number at tens of millions of evidence, the case facts in addition to need to use large
data analysis means of massive electronic evidence analysis, also need to the defendant
confession and excuse verbal evidence to collect, and in judicial practice, network crime
cases have excessive reliance on the defendant confession and defense, the testimony of
witnesses and other verbal evidence.withal, Some legal norms reduce the conditions for
identifying the amount of funds in information network crime cases, In August, 2022,
Article 21 of the Opinions on Several Issues concerning the Application of Criminal
Procedure for Handling Information Criminal Crime Cases (hereinafter referred to as
the Opinions on Criminal Procedure of Internet Crimes): “For information online crime
cases involving a particularly large number of cases, It is impossible to collect evidence
to prove one by one and verify the source of funds of the account involved, However,
based on transaction records such as bank accounts, non-bank payment accounts and
other evidential materials, Is sufficient to determine that the relevant account is mainly
used for receiving and transferring the funds involved, The amount of the crime may
be determined by the amount of funds received in the account, Except where the crim-
inal suspect or defendant can make reasonable explanations. If an outsider raises an
objection, it shall be examined according to law”. Academic this method is called com-
prehensive model, comprehensive recognition law can become the fact of information
network crime pattern, the reason is that the first is the evidence is difficult to identify,
information network crime as under the background of large data of typical criminal
means, the criminal suspect in the process of the mass of evidence if all to verify is
difficult.

Secondly, it is difficult to determine whether the massive electronic evidence carried
by information network crime cases is substantially related to the facts to be proved.
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Some false correlations are often hidden in the results of big data analysis. Although it
has statistical correlation characteristics, it cannot stand the test of causal logic.

Finally, in the information network crime, the analysis results obtained through the
big data cannot be mutually corroborated with the confession, defense and witness
testimony of the criminal suspects. The reason is that the big data evidence obtained
through the means of big data analysis is more the actor and the same role as the
evidence of the words of the facts of the case, while it is rare to judge whether the big
data evidence can be mutually verified with other evidence. Therefore, some scholars
pointed out that “the comprehensive identification method, as a quantitative method of
identification factors of cyber crimes, does not require strict evidence, does not force”
clear facts of the case, “nor” true and sufficient evidence”. Reason is represented by
information network crime evidence of big data evidence review is not and prove rules
between contradiction and conflict, but if deliberately pursue big data evidence and
facts can confirm each other in the present rely on human experience and cognition,
comprehensive method is more in the face of information network crime mass evidence
to pursue facts and big data analysis method using a balance.

Finally, there is a contradiction between the examination of big data evidence and
the criminal presumption. The presumption refers to the “creation of a specific legal
relationship between one proven fact A——causing the presumption and another con-
structive fact B. In judicial practice, the use of big data investigation and big data legal
supervision model screening clues after transferred to the public security judicial organs
for its directly for the facts of the case, obviously, in the big data investigation and big
data under the tide of digital procuratorial legal supervisionmodel of the background, the
public security judicial organs may have thought that big data can reveal all problems.
This is clearly a “myth” about data science. In addition, the use of big data evidence to
prove the facts of the case needs to be comprehensively determined from the extraction
of massive electronic evidence, the integration, cleaning, collision and comparison of
the big data sets in the event, the reliability of the algorithm model, and the objectivity
and the authenticity of the big data analysis results. Due to the knowledge gap and the
trial efficiency, the judges take the results of big data analysis as the main basis for fact
determination, and the technical facts such as the extraction of massive evidence and the
algorithm model are true. In other words, if the referee only review of big data analysis
results, its practice essentially “fitting” to generate large data analysis report based on
the fact of massive electronic evidence and the reliability of the algorithm model, and
the obligation and the burden to the defendant, if the defendant party not objection and
front program of massive evidence source and algorithm model defects, is likely to rely
on big data analysis results of the fact that there is the risk of error. The dominant bias
of the pretrial procedure and the institutional path of bias transmission may lead to the
cognitive bias in the pre-trial procedure to the subsequent criminal procedure and then
have a systematic negative impact.
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4 Mode Selection for Big Data Evidence Review

4.1 Regulation of Litigation Procedure: The Path Correction of Big Data
Evidence Transmission

In 2007, ProfessorHitren proposed the concept of “” (TechnologicalDueProcess),which
aims to adhere to the judicial concept of neutrality, openness, equivalence and partici-
pation in due process, but also advocates the development of technological rationality
and technological innovation, and emphasizes the fairness, transparency and account-
ability of automated decision-making procedures through optimization design. Although
technical due process is mostly used in the automatic decision-making process of admin-
istrative procedures, it also has a certain adaptability in criminal proceedings, because
both actually realize procedural justice by means of strict protection of individual rights.

4.1.1 Pre-trial Procedures: The “Cognitive Bias” to The “Cognitive Interaction”
of The Big Data Evidence

Big data evidence in the criminal procedure of the transmission path for the public
security organs and procuratorial organs in the pre-trial investigation and review stage
using large data analysis of data comparison, and to investigation, formabig data analysis
report to the trial field, and by the judge in the process of trial of big data analysis of the
facts.And the source ofmassive electronic evidence, quality and cleaning of large data set
comparison process completed before issuing big data analysis report, so cannot present
big data evidence in the trial process in the process of the transfer process of “blackbox”
and the lack of cognitive interaction program, the characteristics of the transmission
path determines the if the analysis of large data set process cognitive bias is likely to
spread to the subsequent trial procedure, namely throughout the criminal procedure, so
the pre-trial phase of large data evidence of cognitive bias is transmission, has a negative
impact on the criminal procedure process.

Therefore, one is to carry out litigation transformation in pre-trial procedures to pro-
mote cognitive interaction to eliminate cognitive bias. In judicial practice, explore more
is to review the arrest of hearing procedure and “meeting before litigation”, presided over
by the prosecutor, investigators, criminal suspects and their defense lawyers respectively,
prosecutors on the basis of the necessity of approval of arrest or prosecution facts and
evidence of judgment or review, the two concrete measures is with the aid of “quasi
judicial certificate”, the implementation of the “quasi judicial review” practice explo-
ration. In pre-trial procedures on the review of big data evidence, on the one hand, can
explore to set up large data evidence review hearing procedure, give the criminal suspect
and lawyer to the source of large data set, quality and algorithm method and related
data information right to know and marking, on its reliable, and the parties in the hear-
ing process to record, with the files transferred to the court. In the pre-trial procedure,
opinions on the formation process and analysis of big data evidence results, which can
effectively obtain cognitive hints from investigators, criminal suspects and their defense
lawyers in the process of cognitive decision-making, and form cognitive interaction in a
substantial sense. On the other hand, the data sharing platform should be built based on
the existing big data investigation data and the data collected by the legal supervision of
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big data. At present, there are political and legal data centers in many places across the
country, and the data stored in the center includes political and legal management data
and the data of specific cases handled by the case handling organs. However, there is a
lack of a big data and evidence sharing platform built for the purpose of data comparison
and analysis in the past crime investigation and legal supervision process. The big data
evidence sharing platform collects the evidence and clues collected by the past big data
analysis and comparison, and builds relevant models, which can realize the cognitive
interaction of pre-trial procedures at the data level.

4.1.2 Trial Procedure: To Construct the Algorithm Limited Disclosure System
in the Trial Field

In the trial field, the technical due process needs to be guaranteed by the legitimacy and
credibility of the technology itself. Specifically, the parties can disclose the algorithm and
data information by forming a court hearing and signing a confidentiality agreement. But
be aware that the confidentiality measures should not be excessive. For some general
big data proof models, once the risk of code, data errors and bias are found in the
case, the error information of the algorithm should no longer be kept confidential, but
should be disclosed in due time to prevent the continued use of the model in the judicial
field. At the same time, in other cases using the same algorithm model, the parties can
take the error information of the algorithm as the basis for cross-examination, or as a
reason to request the presentation of the algorithm in this case. The behind-the-scenes
researchers of the algorithm model shall appear in court as expert witnesses to explain
the algorithm principle, code and training data; the other partymay also apply for experts
in relevant fields as expert assistants, and both parties may conduct cross-examination
on the reliability and data accuracy of the algorithm. In terms of the scope of algorithm
disclosure, some scholars argue that disclosing the underlying data and code of the
algorithm is neither feasible nor necessary.On the one hand, froma technical perspective,
algorithms and data seem tomost people like “mysterious” scrambled codes, and the role
of public supervision that requires mandatory disclosure is very limited. On the other
hand, program coding is the most valuable and important information of any algorithm.
Developers almost never share coding information for the sake of competitive interests,
and adopt the trade secret legal system for strict protection. Open program coding will
lose the confidentiality of the code, and the competitorswho discover andmaster the code
will complete the code replication and use, so that the code is not possible to be protected
by trade secrets. Therefore, if the parties apply for the disclosure of the algorithm source
code and procedures that form big data evidence, it is only necessary to disclose the
proportion of the algorithm used, the weight allocation and the historical accuracy of the
algorithm results in visual and understandable issuing methods, rather than to disclose
the underlying data. This helps to improve the interpretability and execuability of the
algorithm opening system, the effective guarantee of the algorithm coding trade secrets
and promote the realization of technical due process.
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4.2 Optimization of Proof Mode: Probabilistic Analysis of Evidence From Big
Data

Big data evidence can be divided into two types: big data generated based on massive
database comparison and big data evidence based on algorithm model. The evidence
needs to be matched based on the massive database comparison, and the massive elec-
tronic evidence is digithrough algorithm analysis, and compared with the samples in
the database to output the similarity conclusion. Big data evidence based on massive
database alignment includes face recognition, gait alignment, DNA alignment, (vehicle
or human) trajectory information, etc. Among them, face recognition, gait comparison
and other proof objects are the same identification, while (vehicle or person) track infor-
mation and other proof object is the connection between the suspect and the scene of
the crime. Therefore, the big data evidence based on the massive database comparison
can be further divided into the same identification category and the trajectory category.
Traditional proof power judgment is empirical judgment, but in the big data evidence
based on massive database comparison, it is necessary to judge the probabilistic proof
power of the evidence. The improvement of storage capacity brought by the era of big
data and the perfect construction of relevant databases make the calculation of likelihood
more accurate, thus providing a tool for the correlation judgment of big data evidence.

The probabilistic method (probabilistic approach) is applied to criminal evidence
reasoning dating back to the second half of the 20th century, and has now become an
important tool for court scientists to analyze scientific evidence such as DNA, speech,
and fingerprints. Bayesian Network (Bayesian networks) is a theory of illustrated nor-
mative framework based on probabilistic methods. The work of Terrorone (Taroni) and
others details the theoretical systemofBayesian network and its application in the field of
court science [10]. The probabilistic approach is based on Bayesian subjective probabil-
ity, in which the famous Bayesian formula plays a key role. In the probabilistic method,
both the evidence of the case and the assumed explanatory facts are expressed as logi-
cal propositions. However, the application of Bayesian network in evidence reasoning
requires massive evidence as its statistical basis, while in real cases, some probabil-
ity values are difficult to obtain. Where does the probability value come from? How
to accurately assign the probability value? This “numerical puzzle” has long plagued
proponents of probabilistic methods. The data platform and computing power basis on
which the big data evidence relies provide the basis for the refinement and objectification
of the probability value. Judicial organs have the ability to collect, store and mine mas-
sive judicial data, and have a strong ability of information collection and analysis. But it
should be noted that the probability method requires fact to have certain knowledge of
mathematical statistics, but most does not have the relevant professional and knowledge
background, even if can rely on large data analysis means about the probability value,
may also be because of knowledge and analysis probability ability defects lead to misun-
derstanding about the probability value. Therefore, the key to the probabilistic analysis
path of big data evidence is to eliminate the knowledge gap between fact cognition about
the probability numerical cognition based on Bayesian network to accurately identify
the facts of the case.

Wilek et al. argue that combining the requirements of the indictment, they extract a
consistent story from the Bayesian network and construct the story to explain the case
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[3]. Specifically, in the process of construction and optimization of judicial big data
platform, the algorithm designer and judges, prosecutors can construct story algorithm
model build consensus, through the Bayesian network extract consistent story algorithm,
makes the probability of numerical in the form of demonstration report, improve big data
probability analysis path interpretability.

4.3 Digital Rights Protection: The Construction of Illegal Exclusion Rules for Big
Data Evidence

Big data evidence with huge amounts of electronic evidence for data sources, through
the construction of analysis model or machine algorithm to form the analysis results,
in other words, big data evidence with electronic evidence as the smallest unit to case
facts electronic data as the network information age of “king of evidence”, it may carry
the property rights, privacy, communication freedom, freedom of speech and other basic
rights. However, in judicial practice, many electronic data collected that do not conform
to legal procedures are technical violations, and will not infringe on the basic rights
of criminal suspects and defendants. However, some scholars point out that many col-
lections of electronic data that do not conform to the legal procedures are technical
violations, and will not infringe on the basic rights of criminal suspects and defendants.
“For procedural defects with technical violations, if evidence is often excluded, it will
violate the principle of proportion, so that the procedural sanctions do not adapt to the
severity of illegal evidence collection, and easy to make other important interests suffer
undue damage.”

So should be digital rights are illegal violation as the standard to construct large data
evidence illegal exclusion rules, and based on data sources, algorithm model technical
considerations to review large data evidence is based on the authenticity of the review, in
other words, big data evidence review should be in technical dimension to construct its
adopt rules, and to right dimension to construct large data evidence of illegal exclusion
rules. To judge whether the digital rights of citizens are violated, it should be included in
the exclusion of illegal evidence during the period from data collection to the generation
of analysis conclusions. If there is big data evidence that seriously infringes on citizens’
digital rights and affects judicial justice, it should be excluded and cannot be corrected
and reasonably explained. This is the absolute exclusion rule for big data evidence.
However, if the collection process of big data evidence is in violation of legal procedures
and minor infringement of citizens’ digital rights, it should be allowed to be correction
and reasonable explanation. If it cannot be corrected and reasonable explanation, it
should be excluded. This is a relative exclusion rule for big data evidence.

5 Conclusion

Michele Panzavolta, a professor at the University of Leuven in Belgium, started from
two judgments made by the European Court of Justice, In the era of big data, The
evidence of criminal suspects collected by the national judicial organs includes yuan-
evidence, subject evidence and derivative evidence, Whether and beyond all the three
types of evidence should be excluded, The principle of reliability should be followedfirst,
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Determine whether the evidence obtained under mass surveillance is reliable, Secondly,
from the perspective of limited protection principle, the evidence obtained through large-
scale monitoring is judged to be the infringement of the rights and interests of individual
individuals or of the rights and interests of the public.

Finally, we should follow the perspective of the overall subjectivity to judge whether
the acceptance of illegal evidence will endanger the judicial justice? Especially when the
access to others ’information and data is not obvious, and the infringement of everyone’s
rights is minimal, will there be a thousand-li dike destroyed in a nest? [12].

Michele Panzavolta Professor considers principles from the perspective of concen-
tric circles (concentric circles), each corresponding to varying degrees of judicial dis-
cretion——may be preferable to constructing exclusionary discretion and making the
judge’s reasoning transparent. This will lead to the adoption of a cascading principle
system in which each layer corresponds to a specific principle.

Michele Panzavolta Big data era illegal evidence exclude concentric rules with large
data evidence review of three modes of selection have the same, also for us in conflict
between three patterns should choose how to provide enlightenment, the optimization
of big data evidence model helps to improve the big data evidence and reliability, and
from the perspective of digital rights can judge in the big data evidence at the same
time, the criminal suspect’s basic rights are violated, and as big data evidence of illegal
exclusion criteria. Finally, from the perspective of due process, the right to know and
review of the criminal suspects and their defense lawyers should be guaranteed in the
trial process. In addition, the limited disclosure system of algorithms in the trial process
is constructed to ensure judicial justice. The three modes all correspond to different rules
but are organically unified, providing the theoretical basis and practical paradigm for
the review of big data evidence.
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Abstract. Positron Annihilation Spectroscopy (PAS) is a well-
established technique for material inspection and characterization in vari-
ous fields, including material science, chemistry, and biomedical research.
This area of study encompasses several fundamental experimental meth-
ods, such as measuring positron annihilation lifetime, positron annihila-
tion angular correlation, positron annihilation Doppler broadening, coin-
cidence Doppler broadening, and slow positron beam methods. However,
conventional methods for processing spectroscopic data are still carried
out by iterative parameter fitting and parametric analysis, which are
time-consuming and require expertise and initial parameter estimates.
In this work, a machine-learning based method is proposed to analyze
positron annihilation spectroscopy data, to surmount the limitations of
conventional analytic approaches. Through training, the neural network
has the ability to automatically analyze the Doppler broadened spec-
trum, separating various components and noise, and denoising the data,
and achieving more accurate prediction results than the least square
method fitting. Several related factors such as backscattering, combi-
nations of Compton effects, pileup, ballistic deficit, and pulse-shaping
problems of positron annihilation were duly considered in the simula-
tion framework. The proposed method shows promise for application in
the automatic data-processing pipeline for fast analysis of the complex
spectroscopic data collected by photon detectors. The neural network
method based on machine learning proposed in this study is expected
to be applied to automatically process positron spectroscopy data to
quickly analyze the energy spectrum containing various components and
noise collected by photon detectors, and achieve more accurate predic-
tion results than the least square method, providing useful reference for
spectral data methods.

Keywords: Positron annihilation spectroscopy · Neural networks ·
Data processing
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Abstract. Ultra-low frequency waves, also known as geomagnetic pul-
sations, have the lowest frequency, longest wavelength and carry the
most energy. They play an important role in the multi-layer coupling
system of the solar and Earth system, and are one of the important
processes of magnetosphere energy and material transport. With the
arrival of the big data era of space science, the ground-based observa-
tion data of the Earth’s magnetosphere has shown exponential growth.
The large-scale geomagnetic observation data provides a good oppor-
tunity to study the interaction between solar wind and geomagnetic,
but it also brings new challenges to the automatic identification of geo-
magnetic pulsations. Most of the existing geomagnetic pulsation recog-
nition system relies on traditional time-frequency analysis and carefully
artificial hyperparameter setting, resulting in poor generalization perfor-
mance and slow recognition efficiency. We propose and compare three
different kinds of machine learning techniques for automatic detection
of ULF waves, and the models are trained and tested on different sta-
tions of ground-based fluxgate magnetometer observation data from the
Meridian Project. According to the results of comparison, we successfully
construct an end-to-end geomagnetic pulsation event recognition frame-
work, which does not rely on traditional time-frequency analysis, and the
recognition efficiency is greatly improved. Our experiments show that the
accuracy is greater than 95% for different ULF wave events (Pc3, Pc4
and Pc5). The detected events show a good correlation between different
stations, which is useful for ULF wave propagation analysis.

Keywords: ULF waves · Machine learning · Meridian project

1 Main Text

Ultra-low frequency waves are the plasma waves in the Earth’s magnetosphere
with a frequency distribution between 1mHz and 1Hz, and the regular pulsation
can be divided into Pc1 pulsation, Pc2 pulsation, Pc3 pulsation, Pc4 pulsation
and Pc5 pulsation according to the different period or frequency [1]. Traditional
methods for extracting ULF signals, such as bandpass filter, power spectral den-
sity, and wavelet transform relies on time-frequency analysis and carefully arti-
ficial hyperparameter setting. Therefore, machine learning technique was first
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introduced by Balasis et al. [2] in the automatic detection of Pc3 waves in the
time series of the magnetic field measurements on board the low-Earth orbit
CHAMP satellite.

In this article, We propose and compare three different kinds of machine
learning techniques for automatic detection of ULF waves based on fluxgate mag-
netometer observation data from the Chinese Meridian Project. The first type
is to use the traditional machine learning techniques, such as SVM, XGBoost,
with the help of human designed features extracted from original observed time
series data. The second type is to transform original geomagnetic time series into
time-frequency matrix by wavelet analysis, thus the original problem can be eas-
ily solved by using wonderful image classification techniques. To get rid of the
restrictions of human designed features or traditional time-frequency techniques,
we finally design a deep learning system that automatically extract features from
raw geomagnetic time series based on 1D CNN neural network, and detect dif-
ferent kinds of ULF signals by adding different classification head.

Table 1. The performance of the final proposed
method.

Classes Accuracy (%) Recall (%) Precision (%)
Pc3 97.11 88.51 92.79
Pc4 96.10 87.25 83.68
Pc5 95.07 82.54 87.11

The methods proposed
above are trained and tested
on different stations of ground-
based fluxgate magnetome-
ter observation data from
the Meridian Project. We
take raw geomagnetic time
series from three stations dis-
tributed on different latitudes, which are SYS, JFT and MHT. Furthermore,
a machine learning ready dataset is built based on traditional wavelet analy-
sis [3]. The duration of the dateset is one year. The dataset is split into train
dataset, valid dataset and test dataset by three months, three months and six
months. The results on the test dateset is shown in Table 1. Our experiments
show that the accuracy is greater than 95% for different ULF wave events (Pc3,
Pc4 and Pc5).
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At the Large Hadron Collider (LHC), heavy, unstable particles such as top
quarks, Higgs bosons and W and Z bosons decay before reaching the detec-
tor. Recovering information of these original particles requires reconstructing
their four-momenta from their immediate decay products, which are the partons
(gluons and quarks), charged leptons and neutrinos. Since many partons leave
indistinguishable signatures in detectors, a major difficulty lies in assigning the
observed detector objects to each parton.

Traditionally, χ2 fits or kinematic likelihoods [1] have been utilized to pursue
this task. A more recent approach: Permutation Deep Neural Network (PDNN)
utilizes a fully connected deep neural network which takes the kinematic and tag-
ging information of the reconstructed objects as inputs [2]. However, all these
methods require to build exhaustive permutations of the physics objects in the
event, and their performance is limited by the amount of kinematic informa-
tion that can be incorporated. Furthermore, at high energy hadron colliders,
many extra objects are often contained in the events, leading to performance
degradation of the permutation-based methods.

This work presents a sophisticated machine learning approach, named Spa-
Net, utilizing a symmetry preserving attention mechanism, which allows us to
incorporate all of the symmetries present in the event topology. It was first
proposed in the context of reconstructing all hadronic final states [3, 4]. In this
work, we extend the method (Fig. 1 left) to handle arbitrary types of objects
as well as adding capabilities to pursue signal and background discrimination,
kinematic regression and auxiliary outputs to classify different kinds of events.
To demonstrate the capability of the new technique, we present its performance
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Fig. 1. Extended diagram of the new Spa-Net architecture (left) and receiver operat-
ing curves for networks trained to distinguish tt̄H from tt̄+ bb̄ (right).

in three flagship LHC analyses: tt̄H(H → bb̄), top-quark mass, and a search for
a hypothetical Z ′ boson decaying to a top-quark pair.

Measuring the tt̄H(H → bb̄) cross section faces a major challenge in sep-
arating the tt̄H signals from the large tt̄ + bb̄ background. Exploiting Spa-
Net not only allows us to assign the jets to partons with the highest efficiency
ever achieved, but also provides further signal/background discrimination (Fig. 1
right) utilizing the classification head, which is a new feature added in Spa-Net.
Utilizing Spa-Net with or without an additional classification head allows us
to reach 5σ discovery with the Run-3 statistics, whereas with the traditional
methods, they will reach only about 4σ significance at best.

The top quark mass is a fundamental parameter of the Standard Model. In
this work, we perform a two-dimensional fit to the invariant mass distributions
of the hadronically-decaying top quark and W boson as reconstructed by each
method. The top quark mass and jet scale factor (JSF) are extracted by a tem-
plate fit from Monte Carlo samples generated for this study. Spa-Net provides
a 15% improvement in the top quark mass uncertainty.

Various theories beyond the Standard Model hypothesize additional heavy
particles which would decay to tt̄ pairs, such as heavy Higgs bosons or new gauge
bosons (Z ′). Signal sensitivity is evaluated for three benchmark signals with a
mass of 500, 700, and 900 GeV, respectively. With the Run 3 condition, for all the
three benchmarks, the discovery significance exceeds 5σ with Spa-Net, whereas
with the baseline methods, only the high mass point reaches this threshold using
the PDNN.

In addition, we also present ablation studies to provide insight on what
Spa-Net has learned. To conclude, Spa-Net is the most efficient and high-
est performing method for event reconstruction to date. Ref. [5] presents the full
description of our work and our code is available at Ref. [6].
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Abstract. In recent years, the civil aviation industry has developed
rapidly and faced increasingly complex and diverse problems. Optimiz-
ing the timely arrival of flights or making more accurate predictions of
flight delays has always been a focus of research. This study takes the
route from Kunming to Chengdu Tianfu Airport or Shuangliu Airport as
an example, uses high-dimensional variables to predict flight delay dura-
tion, and delves into the impact of relevant variables on flight operation.

This study used relevant data from January 2023 to October 2023
to study the delay situation of flights between Kunming and Chengdu.
ADS-B data from flights departing and landing from Kunming Chang-
shui Airport in August 2023 was used to assist in analyzing the actual
operation of flights. The data from January to September was randomly
divided into training and testing sets for model training, and the data
from October was used to verify the effectiveness of the model.

Different routes have different characteristics, and the dataset used in
this study has a higher proportion of early arrivals. After removing out-
liers from the data used for model training, out of the 5504 flights from
January to September, 5041 flights arrived early and 3967 flights arrived
more than 15min early. The International Civil Aviation Organization
considers flight delays exceeding 15min as flight delays, and the dataset
considers 244 flights as delayed. Among the 439 delayed flights, Kun-
ming Airport has counted the reasons for 401 delayed flights. Weather
and airline reasons account for over 0.972, while the rest also include mil-
itary activities and passenger reasons. Statistics have found that delayed
flights mainly occur in July and August.

This study uses flight number, airline, destination, aircraft seat,
whether it is covered by a bridge, aircraft type, number of people,
children, number of pieces of luggage, luggage weight, cargo weight,
mail weight, total seating capacity, seat rate, departure runway number,
departure delay time, estimated stay time, planned flight time, impact of
previous flight delays on this flight, actual departure time of the flight,
number of planned departure flights during this time period Regression
prediction is conducted on variables such as weather conditions along the
route. Focus on exploring the impact of pre flight delays and the impact
of weather on delays. The delay in the arrival of the preceding flights
will bring pressure to the ground support after arrival, directly causing
the flight to take off later than the planned departure time; The impact
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of weather on flight delay has obvious seasonal correlation. In summer,
there are many rainstorm, and flights affected by weather will not only
delay takeoff, but also increase flight duration to avoid thunderstorms.
Long periods of thunderstorm weather may lead to airspace congestion
in the terminal area, resulting in prolonged waiting times for flights in
the air.

This study used machine learning algorithms for regression prediction
and compared the MSE, AE, and R2 predicted by different algorithms.
Secondly, this article provides a meaningful analysis of the important
features that affect flight delays and a reasonable explanation of the
model’s prediction results. Analyzing the important features can provide
reasonable suggestions for flights to arrive on time, and understanding
the decision-making process of the model can help establish trust in the
flight delay prediction model, and reasonably explain the reasons for a
specific flight delay while ensuring the reliability of the model.

Consider carefully optimizing the final prediction results based on
different airlines. Research has found that there is a certain correlation
between the punctual arrival of flights on the Kunming Chengdu seg-
ment and airlines. There are differences in the flight schedules and delay
times set by different airlines.

The experiment has confirmed that machine learning models can rea-
sonably predict flight delays and provide the reasons for flight delays.
Research has found that the variables that have a significant impact on
flight delays are takeoff delay time, planned flight time, pre order flight
delay, and meteorological factors. This study will also provide rational-
ization suggestions for flights arriving on time based on these factors.

Keywords: Machine learning · Flight delay · Interpretability
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Abstract. Mars data, such as remote sensing images, are valuable for
scientific research, but they are often difficult to search and filter due to
their large volume and diversity. Deep learning models can learn semantic
representations of data that facilitate efficient and accurate retrieval of
relevant data. In this work, we propose to learn semantic features of
Mars remote sensing images using contrastive learning and convolutional
neural network. We use a large collection of Mars images from the MRO
HiRISE 2006–2023 and the Tianwen-1 HiRIC 2021–2022 missions as the
training data, which cover various aspects of the Martian surface under
different viewing angles, lighting conditions, and altitudes. We fine-tune
the model using several open-sourced Mars landmark datasets to align
the learned features with human knowledge and concepts. We evaluate
the performance of our model and the extracted features on semantic
retrieval tasks, and demonstrate that they can enable high-precision and
fast search of Mars data at the file level.

Keywords: Mars · Data retrieval · Machine learning

1 Introduction

The analysis of the distribution of landforms plays a crucial role in studying the
past and current activity of Mars. With the rapid growth in the volume of high-
resolution space-borne images available, various deep learning approaches have
been proposed to improve the automated method for detecting different types
of landforms on Mars [2]. Content-based search for Mars has been developed to
help find useful targets based on these models [3]. However, these studies use
supervised learning which need labels that are usually limited to a few types of
landforms, thus difficult to find landforms of new categories defined by users.

This study proposes to develop a semantic-based search capability for Mars
orbital images using the contrastive learning MoCo [1] and the CSPDarkNet [4].
The model is able to learn semantic features from the entire Mars observations
in an unsupervised manner, considering various aspects of the Martian surface
under different shapes, floor structures, lighting conditions, and so on. The model
is then able to find similar landforms according to the sample image provided by
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the user, and not constrained by any pre-defined labels. We collected the train
data from the MRO HiRISE and Tianwen-1 HiRIC and split them into small
patches using a sliding window of size 1024× 1024 and step 512× 512. The final
dataset consisted of 6.3 million images of Mars with a time span from 2006 to
2023.

Fig. 1. Two types of Mars landforms samples are selected randomly from an open-
access labeled dataset [5]. The outputs are from the unsupervised training dataset.
The retrieved data have visually similar semantic features to the inputs.

The generalized pretrained model, which is not task-specific, allows for more
flexible searching of the dataset compared to the supervised models. Figure 1
shows part of the Mars data search results. The pretrained model was also tested
on the open-access labeled dataset [5]. The linear classification accuracy achieved
83.2% using the pretrained model, while fine-tuning resulted in an accuracy
of 90.1%. The results are comparable to the classification model trained from
scratch, which achieved an accuracy of 91.6%.

Acknowledgements. This work is supported by the National Key Research and
Development Program of China, Grant No. 2022YFF0711400.
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