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Chapter 1
Ultrasonic Elastography and Breast
Imaging

Yin Mon Myint, Khin Wee Lai, Maheza Irna Mohamad Salim,
Yan Chai Hum and Nugraha Priya Utama

Abstract The elastography is based on the principles: (1) Tissue compression
produces strain (displacement) within the tissue, and (2) this strain is lower in
harder tissues than in softer tissues. Therefore, by measuring tissue strain due to
compression, tissue stiffness can be estimated. Since malignant breast tissue is
generally harder than normal surrounding tissue, tissue hardness observed in
elastography becomes the more precise clinical information than manual palpa-
tion. The use of quantitative elastography achieves the improvement in breast
cancer diagnostic accuracy.

1.1 Introduction

Breast cancer is one of the most common cancers in women around the world.
Breast cancer in females is one of the top five cancers that cause high mortality
rate in thirteen of the fifteen Asian countries (The Burden of Cancer in Asia 2008).
To reduce the cancer-related mortality rate, early detection and treatment are
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essential. To diagnose the pathological changes in breast tissue, palpation is widely
used as a screening procedure. Palpation of a mass relies on the fact that tumors
most often are harder or stiffer than the tissue in which they are embedded (Garra
2011). Pathological changes in tissue are normally interrelated with elasticity
changes. The description of the hardness of pathological tissue according to the
cancer disease can be found in medical literature. Scirrhous carcinoma of the
breast, which is the most common cancer of the breast and constitutes about three-
fourth of all breast cancers, has been described as stony hard, but other types of
breast cancers (e.g., intraductal and papillary carcinoma) are soft (Ariel and Cleary
1987; Cespedes et al. 1993). In many cases, although the stiffness of the tissue is
different from the surrounding tissues, because of its small size and/or its deep
location in the body, it is very difficult to detect by manual palpation. As well,
tumors of the breast can be invisible or barely visible in standard ultrasound
examinations in early stages (Ophir et al. 1999; Garra et al. 1997).

Over the time of two decades, the mechanical properties of tissue system are
investigated. The elastic properties of the soft tissues depend on their molecular
building blocks and on the microscopic and macroscopic structural organization of
these blocks (Fung 1981). The biological tissue systems have been idealized as
homogeneous, isotropic elastic materials.

Different modes of propagation of elastic waves in homogeneous media are
determined primarily by their bulk (K) and shear (G) elastic moduli. In biological
soft tissue, K is very much greater than G. The bulk properties are determined by
the molecular composition of the tissue, and the shear properties are determined by
the higher level of tissue organization (Ophir et al. 1997; Sarvazyan et al. 1991).
Since deformable soft tissues are essentially volume incompressible (i.e., their
Poisson’s ratio v * 0.5), their shear moduli are proportional to their longitudinal
(Young’s) moduli (Ophir et al. 1997; Saada 1983). Therefore, estimation and
imaging of the Young’s moduli of tissue should principally convey information
about shear properties and hence the higher level of tissue organization. Tissue is
anisotropic, and its strain–stress relationship is nonlinear. Generally, an elastic
material is defined as the material that has linear relationship between stress and
strain. So, tissue is inelastic and exhibits viscoelastic properties such as hysteresis,
stress relaxation, and creep (Fung 1981).

The stiffness parameter of the tissue is related to the elastic modulus and its
geometry. It cannot be measured directly. Some kind of mechanical stimulus must
be propagated into the tissue, and the resulting internal tissue motions must be
detected by the techniques such as ultrasound, MRI, or other diagnostic imaging
modalities that can track minute tissue motion with high precision. The ultrasonic
imaging of tissue elasticity or stiffness parameters has been concentrated in recent
researches. Ultrasonic elastography is an imaging modality capable of detecting the
stiffness of biological tissues by producing an image based on the strain wave
propagating in the interest tissue. It provides non-invasive assessment of variations
in tissue elasticity. Tissue elasticity can change with disease, and the shear modulus
(or modulus of rigidity) varies over a wide range, differentiating various patho-
logical states of tissues (Seo and Woo 2013). Ultrasonic tissue elasticity imaging
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methods can be divided into two main groups: (1) Methods where a quasi-static
compression is applied to the tissue, and the resulting components of the strain
tensor are estimated, and (2) methods where a low-frequency vibration (\1 kHz) is
applied to the tissue, and the resulting tissue behavior is inspected by ultrasonic or
audible acoustic means (Ophir et al. 1999, 2002; Krouskop et al. 1987). Elastog-
raphy, one of the quasi-static estimation of tissue strain, estimates the tissue strain
using correlation algorithm and elasticity imaging technique estimates tissue strain
using signal-phase information. However, in both of these techniques, the local
tissue displacements are estimated from the time delays between gated pre-com-
pression and post-compression echo signals. The local strain is estimated from the
axial gradient of these signals (Ophir et al. 1999). In sonoelasticity imaging,
Doppler method is applied to detect the vibration amplitude pattern of the shear
waves in the interested tissue (Lerner and Parker 1987; Lerner et al. 1990). The
amplitude and phase of low-frequency wave propagation in the tissue can be used to
derive the velocity and depression properties of the wave propagation (Yamakoshi
et al. 1990). To measure the tissue flow at interesting points under external vibra-
tion, a single element pulsed Doppler instrument is used in Krouskop et al. (1987).

In elastography, the ultrasound transducer is used for tissue compression. In
order to minimize the distortion of the signal due to compression, imparted
compression is typically about 1 % or less of the total depth of the investigated
tissue. Such small compressions thus facilitate accurate time delay analysis. From
the combination of the local longitudinal strain information and local longitudinal
stress information in the tissue, quantitative images or elastograms of local esti-
mates of the elastic modulus can be generated. These local estimates are displayed
in the form of an 8-bit grayscale image. Soft tissues are represented by white,
harder tissues are represented by black, and intermediate elasticities are repre-
sented by the gray levels. Although elastography is an ultrasonic technique, the
elastograms display elasticity information, not echo amplitude information as do
conventional sonograms. The appearance of elastograms is therefore quite dif-
ferent from sonograms (Cespedes et al. 1993).

1.2 Fundamentals of Elasticity Theory

The elasticity of a material describes its tendency to resume its original size and
shape after being subjected to a compression force. Fluids possess only volume
elasticity since they resist only a change in volume. Since solids resist changes in
shape and volume, they possess rigidity or shear elasticity and volume elasticity.
Strain is defined as the change in size or shape, and it is expressed as a ratio, e.g.,
the change in length per unit length. The force acting on unit area to produce the
strain is known as stress (Wells and Liang 2011).

For a homogeneous isotropic solid, the ratio of stress/strain is called the
modulus of elasticity (Nm-2 or Pa). There are three moduli used to define the
elasticity of a solid.

1 Ultrasonic Elastography and Breast Imaging 3



• Young’s modulus (longitudinal elasticity),
• Shear or torsion modulus (rigidity), G.
• Bulk or volume modulus (volume elasticity), K.

Hooke’s law states that strain is proportional to stress. In a one-dimensional simple
model of an elastic material,

r ¼ E � e ð1:1Þ

where E is Young’s modulus, r is axial strain, and e is axial stress. Young’s
modulus can be used to predict compression as a result of axial stress. Typical
values of Young’s modulus for human tissues are given in Table 1.1 (Hoskins
et al. 2010). When a material is stressed, its breadth contracts and its length
extends. Poisson’s ratio, v, is defined from this contraction and extension. It is
given by

v ¼ lateral contraction per unit breadth
longitudinal extension per unit length

ð1:2Þ

and

G ¼ E

2ð1þ vÞ ; ð1:3Þ

v ¼ E

2G
� 1; ð1:4Þ

K ¼ E

3ð1� 2vÞ : ð1:5Þ

For a triaxial stress, the total normal strains are given by

ex ¼
rx

E
� vry

E
� vrz

E
¼ 1

E
rx � v ry þ rz

� �� ffi

ey ¼
ry

E
� vrx

E
� vrz

E
¼ 1

E
ry � vðrx þ rzÞ
� ffi

ez ¼
rz

E
� vrx

E
� vry

E
¼ 1

E
rz � vðrx þ ryÞ
� ffi

Table 1.1 Young’s modulus
values for human tissues

Tissue E (kPa)

Artery 700–3,000
Cartilage 790
Tendon 800
Healthy soft tissues (Breast, kidney, liver,

prostate)
0.5–70

Cancer in soft tissues (Breast, kidney, liver,
prostate)

20–560
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Alternatively, in matrix form,

ex

ey

ez

2

4

3

5 ¼ 1
E

1 �v �v
�v 1 �v
�v �v 1

2

4

3

5
rx

ry

rz

2

4

3

5: ð1:6Þ

By solving for the direct stresses it is obtained;

rx

ry

rz

2

4

3

5 ¼ vE

ð1� 2vÞð1þ vÞ

1�v
v 1 1
1 1�v

v 1
1 1 1�v

v

2

4

3

5
ex

ey

ez

2

4

3

5: ð1:7Þ

And the shear strain is given by

sxy

sxz

syz

2

4

3

5 ¼ G
cxy

cxz

cyz

2

4

3

5 ð1:8Þ

where s is shear stress, and c is shear strain. The elastic constants, E, m, and G, are
related so that there are only two independent constants. The speeds at which
mechanical waves propagate in a solid are given by the following equations
(Postema 2011).

the longitudinal wave speed; c1 ¼
K

q

� �1=2

ð1:9Þ

the shear wave speed; cs ¼
G

q

� �1=2

ð1:10Þ

where q is the tissue mass density.

1.3 Basic Stiffness Data of Breast Tissue

The ability of a tissue to deform its shape when a mechanical force is applied and
to recover its original shape after removing the force is referred to as the tissue
elasticity. Tumor tissue is harder than normal tissue. In general, soft tissues are
anisotropic, viscoelastic, and nonlinear. However, they are usually assumed as
linear, elastic, and isotropic for the purpose of analytical simplification (Ophir
et al. 2002; Gao et al. 1996). Soft tissues comprise both solid and fluid compo-
nents, and so their mechanical properties are being somewhere between those of
the materials. The ratio G/K of soft tissues is close to a few tenths for solid
materials, where as that of liquid is zero. Poisson’s ratio for soft tissues is usually
between 0.490 and 0.499 (Wells and Liang 2011), which make them mechanically
alike to liquid. For most of the solids, the Poisson’s ratios are between 0.2 and 0.4
(Sarvazyan et al. 1995).
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The values of Young’s modulus are usually reported, rather than those of shear
modulus in the literature. This is because tissue is almost incompressible. The
published data for Young’s moduli of breast tissues is listed in Table 1.2
(Krouskop et al. 1998). Most cancers feel stiffer on palpation because they have a
lower strain value and a higher Young’s modulus. Breast tumors can have a much
higher Young’s modulus than the surrounding normal tissue, they can be 4 to 10 or
more times stiffer, and this ratio is called the relative Young’s modulus or the
contrast.

The elastic moduli of the different breast tissues did not change with the fre-
quency of the applied displacement over the experimental range of the strain rates
(Krouskop et al. 1998). It can be clearly shown in Table 1.2 that the breast fibrous
tissues are stiffer than glandular tissues and they are in turn harder than adipose
tissue. Tumors with the infiltrating ductal carcinomas are apparently stiffer than
the tumors with ductal carcinomas.

1.4 Elastography

It is a direct imaging technique of the strain and Young’s modulus of tissues
(Ophir et al. 1999; Gao et al. 1996; Sarvazyan 1993). The images produced by
elastography are high-resolution images and called elastograms. Elastograms
display the axial or lateral strains. The basic principal of elastography method will
be described here.

In order to avoid the problems due to reflections, standing waves, and mode
patterns, quasi-static stress is applied to the tissue. All points in the tissue expe-
rience a certain level of three-dimensional strains. Since a rapid compression is
applied, only the elastic property is observed and slow viscous properties are
neglected although tissues have viscoelastic properties. In elastography, quasi-
static uniaxial stress is applied and the estimation of strain along the ultrasound
beam (longitudinal strain) is considered in small tissue elements. If one or more of
the tissue elements has different stiffness with the others, the level of strain in that

Table 1.2 Stiffness measurements (kPa) of normal and abnormal breast tissues in vitro

Breast tissue type 5 % pre-compression
loading frequency

20 % pre-compression
loading frequency

0.1 1 4 0.1 1 4

Normal fat (n = 40) 18 ± 7 19 ± 7 22 ± 9 20 ± 8 20 ± 6 24 ± 6
Normal glandular

(n = 31)
28 ± 14 33 ± 11 35 ± 14 48 ± 15 57 ± 19 66 ± 17

Fibrous (n = 21) 96 ± 34 107 ± 32 118 vs. 83 220 ± 88 233 ± 59 244 ± 85
Ductal CA (n = 23) 22 ± 8 25 ± 4 26 ± 5 291 ± 67 301 ± 58 307 ± 78
Infiltrating ductal

CA (n = 32)
106 ± 32 93 ± 33 112 ± 43 558 ± 180 490 ± 112 460 ± 178
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element will be higher or lower. And if the tissue element is harder, then it will
experience less strain than the softer one.

The longitudinal axial strain is estimated in one dimension from the analysis of
ultrasound signals obtained from the medical ultrasound machine. To accomplish
this estimation, the tissue is compressed with the ultrasonic transducer along the
ultrasonic radiation axis by a small amount, and then the first set of digitized radio
frequency (RF) echo lines reflected from the interesting tissue region is acquired,
and then the second, post-compression set of echo lines from the same region of
interest is acquired. Congruent echo lines are then subdivided into small temporal
windows, which are compared pairwise by using cross-correlation techniques
(Foster et al. 1990). From this comparison, the change in arrival time before and
after compression can be estimated. Because of the small magnitude of applied
stress, small distortions of the echo lines occur and the arrival time changes are also
small. The local longitudinal strain is estimated as in Eq. 1.11 (Ophir et al. 1991).

e11:local ¼
t1b � t1að Þ � t2b � t2að Þ

t1b � t1að Þ ð1:11Þ

where t1a = arrival time of pre-compression echo from the proximal window,
t1b = arrival time of pre-compression echo from the distal window, t2a = arrival
time of post-compression echo from the proximal window, and t2b = arrival time
of post-compression echo from the distal window.

Since elastography is a method that is used to generate the new types of images,
properties of elastograms are quite different from the properties of sonogram.
Sonograms display the information related to the local acoustic backscatter energy
from tissue components, and elastograms display the information related to its local
strains, Young’s modulus or Poisson’s ratio. Figure 1.1 illustrates the general
process of creating strain and modulus elastograms (Ophir et al. 1997, 1999). The
input to elastography system is the tissue modulus distribution. The output can be
either elastogram (strain image) or the modulus image. By applying quasi-static
stress compression and restricting by mechanical boundary conditions, the tissue
strain is obtained and this is measured with ultrasound system. The strain filter (SF)
here is the selective filtering of the tissue strain with the contribution of the
ultrasound system parameters (acoustical parameters) and signal processing
parameters. The SF predicts the elastogram quality by specifying the elastographic
signal-to-noise ratio (SNRe), sensitivity and the strain dynamic range at a given
resolution (Varghese and Ophir 1997). The contrast-transfer efficiency (CTE) of the
strain elastogram from SF is improved in recursive inverse problem solution block.

1.5 Constant-Transfer Efficiency

Using ultrasonic techniques, some of the local longitudinal components of the
strain tensor in the tissue can be determined. The strain elastogram represents only
the distribution of tissue elastic moduli, and the local components of the stress
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tensor keep on as unknown (Ophir et al. 1999, 2002). The CTE is defined as the
ratio of the observed (axial) strain contrast, C0, measured from the strain elasto-
gram, and the underlying true modulus contrast, CT, using a plane-strain-state
model. By expressing in decibels, the ratio becomes a difference as

CTEðdBÞ ¼ jC0ðdBÞj � Ct dBð Þj j ð1:12Þ

Ct ¼
Et

EM

1
C0
¼ ð1� 2vÞ

Ct þ ð1� 2vÞ þ
2

1þ Ctð3� 4vÞ

� 	

where
Et target Young’s modulus
EM background Young’s modulus
v Poisson’s ratio.

CTE is normalized to the 0 dB, i.e., the maximum efficiency is reached at 0 dB for
both hard and soft inclusions.

Theory of Elasticity

(modulus → strain)

Tissue Compression 
and Boundary 

Conditions

Signal Processing 
Parameter & 
Algorithm

Strain Filter

(strain → elastogram)

Ultrasound System 
Parameters

Recursive Inverse 
Problem Solution 

(elastogram → modulus )

Modulus 
Image

Elastogram

Tissue 
Modulus 

Distribution

Fig. 1.1 Elastography system block diagram
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1.6 Time Delay Estimation in Elastography

Time delays between pre-compression and post-compression echo signals are used
to estimate the local tissue displacements, and these are in turn used to estimate the
tissue strain. Peak of cross-correlation function between pre-compression and post-
compression echo signals are applied to predict the time delays. The quality of the
elastography is mainly determined from the quality of TDE. The random noises
and the compression force needed for tissue strains introduce the errors in TDE.
Then degradation of TDE is being occurred and that degrades the strain estimation.

In strain estimation and imaging, echo signal decorrelation is one of the major
artifacts. Decorrelation errors are affected of the relative displacement of scatterers
in three dimensions due to tissue compression. For small strains, post-compression
echo signal stretching can be totally compensated for signal decorrelation. When
the post-compression echo signal is stretched, all the scatters restore within the
correlation window. Global uniform stretching could significantly improve the
SNRe and expand the strain dynamic range in elastograms (Alam and Ophir 1997).
In low-contrast targets and/or low strains, global uniform stretching produces
quality elastograms. However, in high-contrast targets, significant over-stretching
occurs in the areas of low strains, which causes noteworthy degradation of elas-
tograms in these areas. For these situations, an adaptive axial stretching introduced
in Alam et al. (1998a) becomes essential. But axial stretching can recover most of
the decorrelation due to scatterer motion in the axial direction and cannot recover
the decorrelation due to lateral and elevation motions. The decorrelation due to
lateral motion may be compensated using a signal interpolation technique and
large improvements in elastographic image quality is obvious (Konofagou and
Ophir 1998). During post-compression signal stretching, decorrelation due to the
unintended stretching of the transducer point-spread function (PSF) is occurred
and the deconvolution filter is used to reduce this artifact (Alam et al. 1998b).

1.7 Strain Filter

A theoretical framework, which characterizes the elastographic system, referred to
as the SF was proposed in Ophir et al. (1999) and Varghese and Ophir (1997). By
specifying the SNRe, sensitivity, and the strain dynamic range at a given resolu-
tion, the SF predicts the elastogram quality. The filtering process is done in strain
domain, and the qualified elastograms of a limited range is obtained. The transfer
function of SF illustrates the relationship between actual tissue strains and the
corresponding strain estimates depicted on the elastogram. Due to the limitations
of acoustic parameters from ultrasound system and the signal processing param-
eters, the range of strain allowed by strain filtering process is limited. Tissue
attenuation and speckle decorrelation cause the degradation of SF performance
(Ophir et al. 1999). The low strain behavior of SF is determined by the variance,
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which is computed from the Camer-Rato lower bound (CRLB), and high strain
behavior is determined by the rate of decorrelation of congruent signals due to
tissue distortion (Walker and Trahey 1995). Figure 1.2 illustrates the theoretical
SF (Ophir et al. 1999). The general appearance of the SF is shown in Fig. 1.3. It
demonstrates the trade-offs among SNRe and resolution of all strains.

The quantitative measurements of the accuracy and precision of the strain esti-
mation are identified as elastographic signal-to-noise ratio, SNRe. It is defined as

SNRe ¼ ms

rs
ð1:13Þ

where ms is statistical mean strain estimate, and rs is standard deviation for strain
noise estimated from elastogram.

The non-stationary pre-compression and post-compression RF echo signals,
frequency-dependent attenuation and lateral and evaluation signal decorrelation
introduce the non-stationarities in the strain estimation process. To be the more
realistic and optimize the SF performance, the non-stationary noise source would
be incorporated into the SF formalism. These non-stationary effects on SF is
depicted in Fig. 1.4 (Ophir et al. 1999).

Fig. 1.2 Theoretical strain
filter (Ophir et al. 1999;
Varghese and Ophir 1997).
Line with cross symbol
represents the experimental
strain response (ESR)
obtained with global temporal
stretching

Fig. 1.3 Three-dimensional
general appearance of SF.
The relation between strain
dynamic range and
sensitivity, elastographic
SNRe and resolution can be
shown (Ophir et al. 1999)
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The combination of SF and the elastic contrast properties (CTE) of tissue can
predict the elastographic contrast-to-noise ratio (CNRe). It is an important
parameter to determine the detectability of lesion in elastograms. An upper bound
on the CNRe can be calculated using the Fisher discriminant statistics in Eq. 1.14
(Ophir et al. 1999):

CNRe =
2 s1 � s2ð Þ2

r2
s1 þ r2

s2

ð1:14Þ

where s1 and s2 are spatial strain average of target and background, and r2
s1 and r2

s2
are the spatial variance of the target and background, respectively. The highest
values of CNRe can be obtained when the differences in mean strain values are
large or the sums of variances of the strain are small. At low modulus contrast,
CNRe is improved due to small strain variances. And at high modulus contrast,
CNRe is improved due to large difference of stain means. Three-dimensional plot
of CNRe is shown in Fig. 1.5.

Fig. 1.4 Non-stationary effect on strain filter due to a linear frequency-dependent attenuation.
b Different lateral positions along the transducer aperture and away from the center

Fig. 1.5 Three-dimensional
plot of CNRe curves
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In order to get the best estimations of strain, spatial resolution of elastography
must be counted. The upper bound on the elastographic axial resolution is pro-
portional to the length of the point-spread function (PSF) of the transducer. That
proportionality constant factor is generally between 1 and 2. In practical approach,
the resolution highly depends on the window size as long as window size is larger
than PSF.

1.8 Strain Elastography

Strain techniques and shear wave techniques are ultrasound elastographic techniques,
which are classified based on the underlying measurement principle. Strain tech-
niques rely on the compression of the tissues and resulting tissue deformation and
strain using ultrasound. These are noted as ‘static’ methods (Hoskins et al. 2010).
Strain techniques provide information on strains and estimate the elastic modulus.
The basic elastic modulus estimation steps are as follows (Hoskins et al. 2010):

Apply known stress: Compressing or stretching the tissues by applying known
force or stress.

Measure change in dimensions: Tissue dimension changes are measured, and the
strain is calculated with Eq. 1.15.

strain ¼ changes in length after compression
length before compression

ð1:15Þ

Estimate Young’s modulus: Young’s modulus is estimated from Eq. 1.16.

E ¼ stress
strain

ð1:16Þ

Commercial ultrasound systems generally use the transducer itself to compress the
tissues. There are two main methods for estimation of tissue movement, one using
the amplitude of the received echoes extracted from the RF data and one using the
Doppler (DTI) data. Figure 1.6 illustrates a uniform tissue in which there is a stiff
lesion. There can be seen the A-scan lines which passing through the center of the
lesion pre-compression and post-compression. Figure 1.7b shows the received
echoes as a function of depth. As a result of the compression, the tissue movement
at each point is predicted. And from this displacement, the strain is estimated
(Hoskins et al. 2010).

Estimation of tissue displacement relies on the signal processing methods,
essentially, search algorithms. They identify any change in position or stretching
of image features. Most of the simple method assumes that the tissue only moves
in the direction of the A-line. However, the tissue spreads sideways when it is
compressed. So, to improve the estimation of strain and the appearance of the
strain image, not only A-line (axial strain) but also between adjacent A-lines
(lateral and elevation strains) should be counted to in elastogram creating.
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1.8.1 Axial Strain Elastography

As discussed earlier, elastography is a three-dimensional problem according to the
tissue motions: axial, lateral, and elevation directions. However, this section dis-
cusses elastograms estimated approach concentrating only on axial and lateral and
elevation directions are ignored.

Scan line

Pre-compression Post-compression

Fig. 1.6 A scan lines on pre-compression and post-compression

Fig. 1.7 Illustration of estimation steps of strain from A-scan lines pre- and post-compression.
a Ideal tissue consisting of a hard lesion surrounded by softer tissue; b A-lines: displacement
between pre-compression and post-compression line (solid and dotted, respectively); c displace-
ment estimated from (b); and (d) strain estimated from (c)
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Time delay estimation (TDE) is a very important elastographic parameter that
determines the quality of elastography as already discussed in previous section.
Echo signal decorrelation plays an important role to qualify the strain estimation
and imaging. When the post-compression echo signal is stretched, all the scatterers
in the correlation window are realigned and those remove the mean intra-window
strain. Global stretching algorithm can improve the SNRe and expand the strain
dynamic range in elastograms. So, before estimate the tissue displacement, a
uniform global stretching of post-compression echo is highly preferred. Although
global stretching is advisable techniques for low-contrast target, it is not appro-
priate for high-contrast targets. For those, adaptive stretching is introduced.

Purpose of temporal stretching in elastography is to advance TDE. But the
quality of elastograms depends on the proper selection of stretching methods.
However, in turn, the proper temporal stretching factor depends on the local strain.
In this case, the local strain is unknown parameter what is to be estimated.
Moreover, in elastically inhomogeneous tissue, the strain will vary at different
window locations, and thus, the stretching factor will have to be varied. So the
iterative algorithm is introduced. In that approach, local temporal stretching factor
is adaptively varied until correlation is maximized. Then, local strain is computed
from this stretching factor. Since adaptive stretching is accomplished by only
intra-window operations, it can remove the noise, which is amplified by gradient
operation. Both global and adaptive stretching methods increase the dynamic
range of elastography.

In addition, the decorrelation is used to estimate the delay and strain, and
correlation coefficient is used to estimate the tissue motion. In freehand elasticity
imaging, decorrelation coefficient factor has poor precision as a strain estimator
and correlation coefficient has an advantage of simplification. But to use this
estimator, the recognition ability and the care are needed. Another estimator to
measure the small tissue displacement is phase-band method (Wilson and
Robinson 1982). In this estimation approach, some bandpass filtering is needed
before phase computation, and it makes the loss in spatial resolution. Least-square
strain estimator (LSQSE) is one of the methods proposed as strain estimator
(Kallel and Ophir 1997). This method can improve SNRe significantly since it can
reduce the amplification of displacement noise due to gradient operation. Incre-
ment of elastographic sensitivity can be seen in LSQSE results, but the strain
contrast and spatial resolution are reduced. In Alam and Parker (1995), butterfly
search technique is developed for complex envelope signals. This technique is
based on Schwartz’s inequality.

1.8.2 Lateral Strain Elastography

Basically, axial strain components are used to create elastogram, and lateral and
elevation components are ignored. However, all three components are necessary to
get the actual displacement of tissue. And moreover, the lateral and elevation
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components become the main cause of interfere to axial components because of
their decorrelation factors. So, the techniques to use lateral component in elasto-
gram become interested. The interpolation scheme for lateral component of tissue
displacement is stated in Konofagou and Ophir (1998). Method of producing high
precision lateral displacements introduced in Konofagou and Ophir (1998) is as
follows (Ophir et al. 1999):

• Via a weighted interpolation method, post-compression A-lines are generated.
• Pre-compression segments are cross correlated with original and interpolated

post-compression segments.
• The amount of lateral displacement is determined from the location of maxi-

mum correlation.
• Lateral strain is derived from lateral displacement with least-square algorithm.

1.8.3 Modulus Elastography

Mechanical artifacts and contrast-transfer efficiency limits the quantitative strain
elastography. In the case of relatively simple arrangement of elastic inhomoge-
neities, the axial strain image alone is appropriate. But for complex conditions,
strain image alone is not sufficient (Ophir et al. 1999). So, inverse problem (IP)
approach becomes as the interesting research areas among the biomedical field.
There is a variety of techniques to solve IP in elastography. One of these tech-
niques proposed in Kallel and Bertrand (1996) is based on the use of linear
perturbation method. In this technique, the compression stress and the axial dis-
placement measured are used to reconstruct the modulus distribution. The simple
strain images are not sufficient to detect and characterize the tissue stiffness, and
the technique to solve this problem is introduced in Sumi et al. (1995). This
method uses the equations of the forward problem and so that the tissue elastic
modulus becomes unknown parameter, while strain and displacement are known
values.

1.8.4 Poisson’s Ratio Elastography

By assuming under uniaxial stress, Poisson’s ratio for a plane strain is defined as

v ¼ � el

ea
ð1:17Þ

where el and ea are the lateral and axial strains, respectively. Poisson’s ratio states
the compressible property of the material. If v = 0.5, then the material is totally
incompressible, and if v = 0, then the material is totally compressible. The image
that displays the distribution of Poisson’s ratio in the tissue is derived based on
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Eq. 1.17 and that image is referred to as Poisson’s ratio elastogram. These elas-
tograms are useful for detection and imaging of fluid transport in local regions of
edema, inflammation, or other hydrate poroelastic tissues. And Poisson’s elasto-
grams are independent of geometrical artifacts (Ophir et al. 1999; Mak et al. 1987).

1.8.5 Elastography Breast Imaging

Figure 1.8 (Hoskins 2010) displays typical images of strain in hard and soft lesions
in breast phantoms. The displayed strain may be presented in color or in grayscale.
Strain elastography based on A-line methods is especially suitable for real-time
application. It has two advantages:

• immediate visualization of strain and
• the degree of compression tends to be less than that required for DTI methods

(Hoskins 2010).

Figure 1.9 (Hoskins 2010) depicts the elastogram, which is estimated using
Doppler tissue imaging (DTI) method. Based on the velocity information at each
pixel in the image, it is possible to estimate how much the tissue has been stretched
or compressed (strain) and how fast the tissue is stretched or compressed (strain
rate) (Hoskins and Criton 2010). The processes including in this method are
estimating tissue velocities, estimating velocity gradient and estimating strain.
When the ultrasound transducer is pushed, the tissues are compressed, and this acts
as a movement of the tissues toward the transducer in the image. As well, when the
transducer is withdrawn, the tissue moving away from the transducer and this
appears in the ultrasound image. Using these movements, DTI image of velocity is
derived as shown in Fig. 1.9b. The strain gradient image is described in Fig. 1.9b.
The strain values within the stiff tissue are smaller than the adjacent tissue. For the
purpose of to get a sufficiently large velocity, the tissue must be pressed in several
mm, which is more than the required force for A-line-based methods. The potential
artifacts caused by this requirement can be shown in Fig. 1.9d. One artifact is the
displacement of lesions out of the imaging plane, and the other is the halo artifact.

1.9 Shear Wave Elastography

Based on the generation of shear waves and from the measurement of shear wave
velocity within the tissues using ultrasound, elastic modulus is estimated in this
technique. This is defined as ‘dynamic’ methods.

When a shear force is applied on a cube as shown in Fig. 1.10, it drags one
surface of cube in its direction and transmits through the surrounding. This action
causes the distortion or sheared, in the direction of the force. The ability of the
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Fig. 1.8 Strain images for lesions in breast phantoms. In each of the figures, the B-mode image
is on the left and the strain image is on the right. a Stiff echogenic lesion on B-mode, with low
strain (red); b stiff lesion in which the lesion has the same echogenicity as the surrounding tissue,
with low strain (black); c fluid-filled structure shown as an echo-free region on the B-mode, with
high strain (white) (Hoskins 2010)
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material to withstand a shear force, F, is defined as shear modulus. The amount of
shear is represented by an angle, h. The shear modulus can be described as

G ¼ shear stress
shear strain

¼ F=A

tan h
ð1:18Þ

Fig. 1.9 DTI estimation of the strain. a B-mode image of a stiff lesion in a breast phantom;
b DTI velocity image; c velocity gradient image; and d strain image showing reduced strain in the
lesion (Hoskins 2010)
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And the shear wave speed

cs ¼
G

q

� �1=2

where cs is the speed of the wave, G is the shear modulus, and q is the density.
By assuming the tissue to be incompressible (no change in density) and uni-

formly elastic, the shear modulus G is related to Young’s modulus E as in
Eq. 1.19.

E ¼ 3G ¼ 3qc2
s ð1:19Þ

Estimation of tissue stiffness from shear wave velocity is accomplished by the
following steps.

Inducing shear waves in the tissue: When the tissue is vibrating, shear waves
will be produced, which will propagate in all directions. The propagation speed
depends on the local density and the local elastic modulus. Typical frequencies of
shear waves are in the range 10–500 Hz. The speed of propagation of shear waves
is typically 1–10 ms-1.

Propagation speed measurement: The speed of propagation of the shear waves
in the interest tissue region is measured using the ultrasound system.

F
A

θ

(a) (b) (c)

Fig. 1.10 Shear force and distortion. Compression: (a) cube of material (b) apply a force acting
parallel to one of the sides resulting in (c) being pulled the cube

Table 1.3 Typical density
value of soft tissues

Tissue Density (kg m-3)
mean (range)

Fat 928 (917–939)
Muscle–skeletal 1,041 (1,036–1,056)
Liver 1,050 (1,050–1,070)
Kidney 1,050
Pancreas 1,040–1,050
Spleen 1,054
Prostate 1,045
Thyroid 1,050 (1,036–1,066)
Testes 1,040
Ovary 1,048
Tendon (ox) 1,165
Average soft tissues (excluding

fat and tendon) mean (S.D.)
1,047 (5)
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Estimating tissue stiffness: The stiffness value is calculated by Eq. 1.19. As
density cannot be measured in vivo non-invasively, it is needed to assume the
density of tissues. Values for the density of various tissues are provided in
Table 1.3 (Hoskins 2010). The average density for a range of soft tissues (breast,
prostate, liver, and kidney) is 1,047 ± 5 kg m-3. Figure 1.11 shows the example
application of supersonic shear wave imaging in the breast.
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Chapter 2
Review on Segmentation
of Computer-Aided Skeletal
Maturity Assessment

Yan Chai Hum, Khin Wee Lai, Nugraha Priya Utama,
Maheza Irna Mohamad Salim and Yin Mon Myint

Abstract Bone age assessment (BAA) is an examination of ossification devel-
opment with the purpose of deducing the skeletal age of children to monitor their
skeletal development and predict their future adult height. Conventionally, it is
performed by comparing left-hand radiographs to standard atlas by visual
inspection; this process is subjective and time-consuming; therefore, the auto-
mated inspection system to overcome the drawbacks is established. However, the
automated BAA system invariably confronts with problem in segmentation, which
is the most crucial procedure in the computer-aided BAA. Inappropriate seg-
mentation methods will produce unwanted noises that will affect the subsequent
processes of the system. The current manual or semi-automated segmentation
frameworks have impeded the system from becoming truly automated, objective,
and efficient. The objective of this thesis is to provide a solution to the mentioned
unsolved technical problem in segmentation for automated BAA system. The task
is accomplished by first applying the modified histogram equalized module, then
undergoing the proposed automated anisotropic diffusion, following by a novel
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fuzzy quadruple division scheme to optimize the central segmentation algorithm,
and finally, the process ends with an additional quality assurance scheme. The
designed segmentation framework works without the need of resources such as
training sets and skillful operator. The quantitative and qualitative analysis of the
resultant images have both shown that the designed framework is capable of
separating the soft tissue and background from the hand bone with relatively high
accuracy despite omitting the above-mentioned resources.

2.1 Introduction

Having a distinct definition to physical maturity is itself a problem, what an to
accurately measure it with precise quantitative value; traditional stature mea-
surement does not assure common end points and this complicates the measure-
ment of maturity. Therefore, we are not certain about a child maturity growth by
his or her chronological age; therefore, stature measurement is unsuitable for
maturity measurement. However, there are some defined events that are certain to
normal individuals. Those events are considered to be suitable for maturity
measurement. Events during puberty throughout adolescence such as eruption of a
certain tooth, occurrence of first menstrual period, degree of testicular, and
appearance of pubic hair can be used as indicator for the maturity. The maturity is
deducible by the events occurrence. For example, a child that has had one par-
ticular event occurred is matured than the other has not had the particular event
occurred. Moreover, the extent to which the event has developed can be treated as
an indication for the maturity development. These events are regarded as devel-
opmental ‘milestones’ to represent the degree along which an individual has
travelled in the maturity growing pathway.

The maturity measurement based on the evens sequence does suffer from certain
pitfalls. For example, the events are loosely spaced (Tanner 2001) such that it fails to
coverage evenly and completely along the developmental age span (Tanner 2001).
Therefore, hand and wrist bones started to be utilized for maturity measurement
since hand and wrist bones contain enough sequences to cover the development age
span. The appearance of certain bones of hand and wrist occur only during fetal stage
and some during puberty stage, and these are all the mentioned sequences that can
indicate maturity growth (Aicardi et al. 2000). The measurement of maturity by hand
bones sequences involve total of twenty bones: radius, ulna, metacarpals, phalanges,
and seven carpals bones develop in all stages along the pathway to full maturity.
Therefore, analysis of the hand skeletal development enables the maturity to be
measured. The mentioned analysis from hand skeletal bones development in
deducing the bone maturity age is named ‘bone age assessment (BAA)’.

BAA is used clinically to assess the skeletal development especially in children
and adolescents (Cao et al. 2000). As mentioned, estimation of maturation age by
chronological age is inefficient. Skeletal maturity or bone age is regarded as a
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diagnosis indication of growth disorders and also it can be used to predict future
adult height of the child (Martin et al. 2011). Conventionally, the left-hand
radiograph is utilized to measure skeletal maturation because it is proven that the
skeletal growth of hand represents the biological maturity. Such analysis of mat-
uration is predicated on important growth features such as ossification area and
calcium position in the ossification area (Roche and French 1970). Diseases such
as endocrine disorders (Chemaitilly and Sklar 2010), chromosomal disorders, and
early sexual maturation can be indicated through the calculated difference between
the skeletal age and biological age (Heinrich 1986).

Currently, there are two types of bone age evaluation systems (Peloschek et al.
2009). First one is regarded as the Greulich-Pyle atlas (Tristán-Vega and Arribas
2008) method (Greulich and Pyle 1959) and the second one is regarded as the
Tanner-Whitehouse (TW2) methods (Tanner and Whitehouse 1975). For the first
method, patient’s hand bone radiograph will be compared with the atlas and the
conclusion is drawn; the second method is method where all the clues of skeletal
growth are gathered as evidence and then converted into point which then will be
used to draw conclusion. The second method TW2 system has been improved into
TW3 system (Tanner 2001) in which TW2 gathers the maturity evidences from
twenty bones score consisting of the combination of radius, ulna, and short bones
(RUS) and carpals whereas TW3 gathers maturity evidences separately from RUS
or Carpal scores because research shows that conclusion drawn from the combi-
nation of RUS and carpals is not performing as good as analyzing them separately
in BAA (Aja-Fernández et al. 2004).

Both methods’ reliability and accuracy have been controversial since both of
them are inspected visually by physicians or radiologists. This visual inspection by
human is considered to be overly dependent on the operator knowledge back-
ground and perspective; moreover, it is too time-consuming (Acheson et al. 1963;
Tanner and Gibbons 1994; Ontell et al. 1996; Martin et al. 2009). Therefore, in
recent years, a lot of computerized system of BAA has been developed especially
for TW2 method due to its nature that is more suitable for computational execution
(Pietka et al. 2001; Hsieh et al. 2007; Thodberg et al. 2009a, b). However, this kind
of computerized system is still developing and far from being perfect due to the
system instability and the need for manual operator to execute the system (Jonsson
2002).

In this chapter, the aim is to discuss the very first step of this computerized
system: the segmentation of hand bone. This segmentation has to be subject to
several constraints in order to achieve stability and autonomous property. The
purpose of this segmentation is to capture the bones of the hand skeleton and
delineate the hand anatomical outline in the context where the system must be
autonomous and the computational efficiency must be high enough to execute
instantly. In next part, let us first discuss how other previous researcher in this
areas has performed in addressing the segmentation problem and to what extent the
current conventional approaches can be used to solve the problem.
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2.2 The Attempts for the Hand Skeletal Bone
Segmentation

The automated BAA system always go through a preprocessing step, namely the
segmentation to eliminate the background, noise, soft tissue region since this
information contains no pertinent clues in assessing the bone age in the comput-
erized system (Pietka et al. 1993, 2001; Zhang and Huang 1997; Niemeijer et al.
2003; Aja-Fernández et al. 2004; Somkantha et al. 2011a, b). Not only this
information provides no clues, it deteriorates the subsequent stages of computer-
ized BAA system that will affect the accuracy. Nonetheless, most of the con-
ventional techniques adopted in this preprocessing stage are not effective in using
the computational resources. Most critically, the segmentation step always
involves human operation to perform. Moreover, many techniques execute the
segmentation after getting the region of interest (ROI) to ease the process of
segmentation (Han et al. 2007; Hsieh et al. 2008). However, this accuracy and
performance of ROI search is improvable by executing the algorithm after hand
bone segmentation from the soft tissue region. As the significant initial step of the
system, the output accuracy and practicality of segmentation are critical since the
quality of the computerized BAA system output depends heavily on it (Sotoca
et al. 2003).

Substantial efforts have been devoted to research on the preprocessing of hand
skeletal bone from background and soft tissue region. Most of the works involve
the application of threshold setting which is considered ineffective in the hand
bone segmentation due to the fact that the soft tissue region contains pixel intensity
that similar to spongy bone of the hand skeletal bone (Smyth et al. 1997; Pietka
et al. 2001; Aja-Fernández et al. 2004; Buie et al. 2007). Besides, most of the
work, after obtaining the region of interest (ROI), implements the active contour
model (Kass et al. 1988) that has inherent weaknesses such as high sensitivity
toward intensity gradient, high dependency on initiation location and low ability in
growing into concavity (Mahmoodi et al. 1997, 2000; Sebastian et al. 2003). Some
works implement the statistical analysis to determine the membership of each
pixel, whether it is belong to the bone or the soft tissue region (Tristán-Vega and
Arribas 2008; Giordano et al. 2010). Some works combine various techniques
segmentation in other field into the hand skeletal bone segmentation (Jong-Min
and Whoi-Yul 2008; Somkantha et al. 2011a, b). The development of the study has
been summarized the following paragraphs:

As early attempt, Michael and Nelson (1989) propose a CAD system for BAA
consists of preprocessing, segmentation, and measurement. They preprocess the
image using the histogram equalization, and then it is followed by converting the
image into binary image and implementing the threshold method of pixel’s
intensity to remove the background using the model parameters. By using the
model parameter, the main drawback is that the problem of overlapping of pixel
intensity in bone and background could not be resolved. Moreover, high sensitivity
to illumination change and the soft tissue region surrounding the hand bone further

26 Y. C. Hum et al.



deteriorates the result. Manos et al. (1993, 1994) proposed a framework for the
automatic hand-wrist segmentation; they have implemented a technique of region
growing and region merging after performing the edge detection during the pre-
processing. Along this technique, thresholds are used to determine the edge and
growing and merging algorithms. Besides, region growing result relies heavily on
the performance of edge detection. Lastly, the region merging depends on gray-
level similarity size and connectivity that bear a risk of combining the epiphysis
sites that are situated around the metaphysis.

A group of well-known researchers for computerized BAA system Pietka et al.
(1993) has conducted a number of studies on computer-aided system of hand bone
analysis. Segmentation process in their early studies, thresholding, and dilation
technique are used for the bones extraction. The algorithm discussed involves
dilation that might ruin the result when bones are approaching each other. In the
following attempt by Pietka (1994), she has started to extensively focus on the
preprocessing procedure on the bone segmentation from the background using
windowing technique to compute the local statistical properties followed by
finding the centroid from each peak of the histogram of local window. As further
attempt, Pietka et al. (2001) conduct a study on image preprocessing and Epiph-
yseal/Metaphyseal ROI Extraction in BAA automated system. The proposed
method is about employing the method of adaptive thresholding. The statistical
value of mean and variance of each window is then computed to determine the
ROI utilizing the technique of star-shaped median filter and Lee filtering to seg-
ment the bone from soft tissue region after obtaining the ROI. However, the
method does not address the problem of segmentation with high reliability. The
number of peaks found in each local window is uncertain. Errors of computing
would occur in some part of the image.

Sharif et al. (1994) have published a paper on bone edge detection: Segmen-
tation of bone employing edge detection base on the intensity by the derivative of
Gaussian (Drog) followed by the employment of thresholding technique. The
preprocessing technique implemented by Mahmoodi et al. (1997) involves
changing the image into binary, and performing the thresholding method using
image histogram to obtain the ROI, the subsequent segmentation of epiphysis
within the ROI is implemented through the technique of active shape model
(ASM). Similarly, the drawbacks of the method are the sensitivity in illumination
change and the soft tissue region. The preprocessing method is used in Mahmoodi
et al. (1999) for segmentation of bone using deformable models and a hierarchical
bone localization scheme. The method background removing process is performed
only after obtaining the ROI. Mahmoodi et al. (2000) adopt binary thresholding to
acquire the delineation of the hand, followed by location searching of concave–
convex; finally, the segmentation is performed by the method of ASMs.

Sebastian et al. (2003) work on segmenting the carpal bones from CT images
using deformable models, and the preprocessing combines the strength of all
popular segmentation techniques such as active contour models, region growing
and the global competition in seeded region growing, and also the local compe-
tition in region competition. The result is satisfying, but it involves complicated
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and heavy computing consumption while computing the partial differential
equation. Active contour model (Pietka et al. 2001) has been used in segmenting
the bone; the methods (Cao et al. 2000) c-means clustering algorithm, Gibbs
random fields, and estimation of the intensity function have been proposed by
Pietka et al. They also proposed Gao et al. (2010) segmentation of hand bone
during preprocessing using the analysis on histogram. By inspecting the peak of
the histogram, the authors identify the soft tissue region and the background.

Hsieh et al. (2007) incorporate adaptive segmentation method with Gibbs
random field at the preprocessing stage. Zhang et al. (2007) suggest segmenting
the carpal by non-liner filter as preprocessing follows by adaptive image threshold
setting, binary image labeling, and small object removal. However, it involves
user-specified threshold and Canny edge detection that are not robust in seg-
mentation. Similarly, Somkantha et al. (2011a, b) segment the carpals bone using a
combination of vector image model and Canny edge detector. Han et al. (2007)
propose to implement watershed transform and gradient vector flow (GVF) to
perform the segmentation where the performance of watershed transform and GVF
depends heavily on edge gradient strength. Tran Thi My Hue et al. (2011) proposes
to implement watershed transform with multistage merging for the segmentation
task. Liu et al. (2008) implement only primitive image processing technique such
as edge detection and template matching on the preprocessing segmentation.
Giordano et al. (2010) perform the segmentation utilizing the derivative difference
of Gaussian (DrDog) techniques followed by thresholding using mean and stan-
dard deviation. The impracticality of thresholding, edge detectors, and watershed
transform will be discussed latter in next chapter.

The utilization of the state-of-the-art technique of deformable model such as
ASM and active appearance model (AAM) of hand bone segmentation has gained
considerable attentions in recent years (Thodberg 2002; Thodberg and Rosholm
2003; Thodberg et al. 2009a, b). The strength of this method is that it is well
founded on statistical learning theory. However, the main drawback of this tech-
nique is that it is not yet developed into a fully automated system. The initiali-
zation of the technique is to delineate the hand bone shape, and this thus far is
accomplished manually. Manual shape delineation is extremely time-consuming
especially for ASM and AAM that require a substantial number of training sam-
ples before giving enough information to the algorithm about the changes of the
hand bone shape. Furthermore, the training samples have to be sufficient to have a
comprehensive coverage of hand shape changes and number of bones in different
age groups. In other words, this type of segmentation framework is effective only
when both human operators and complete training set are available. Thus, the
practicality is limited in situation when those resources are limited.

In conclusion, the current existing segmentation methods and frameworks
either are involve in threshold settings or are too dependent on certain resources
and image features. This indicates that improvement on hand bone segmentation is
necessary in order to practically realize the fully automated computerized BAA
system. Thus, this research is to explore this improvement aiming to establish a
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fully automated segmentation framework that is accurate yet remains less
dependent on external resources.

2.3 The Problem of Research Problem

The computerized BAA relies heavily on the performance of the segmentation in
order to provide the accurate ROI of the hand for further analysis to assess the
bone age. Distinct boundaries of anatomical structures of the ossification sites have
implications in features localization and analysis which are essential to assure high
reliability of the computerized system. Human visual capability, generally, is able
to accomplish this visual recognition task effortlessly, but it is not the case for
computational visual system due to various obstacles such as the lacking of prior
knowledge to reason about the semantics of the object. There are abundant of hand
bone segmentation techniques found in the literatures, but very few of which, if
ever, is functioning as an effective and yet remains fully automated. The research
problem, therefore, is to explore the question: Is there any method that can realize
the goal of performing the automated segmentation task that is relatively much
more effective than fundamental segmentation techniques but yet is unaffected by
constraints such as training sets and human intervention that are invariably pertain
to sophisticated techniques?

The factors that associate with the problem are presented as following:

1. Variability in the radiograph image attributes such as deviations in terms of
illumination, number of bones, size of bones, and locations of bone. This
variability deviates across different input sources and different age groups of the
subjects in radiographs. The problem with this variability is that it impairs the
performance consistency or precision of segmentation technique or frameworks
once the input radiographs are not as expected.

2. The nature of the preprocessing module or the central algorithm in the
framework that demands high degree of human cognitive ability such as visual
perception or observation on certain patterns of input. This problem is attrib-
utable to devoid of prior knowledge of computational algorithm in recognizing
pattern that can be easily perceived by human such as the shape of hand bone
and the variability of luminance and illumination. As a consequence, most
segmentation framework necessitates explicit labors and hence this problem
violates automaticity.

3. The inherent bone intensity property in radiograph that stems primarily from
the variations in anatomical density of different parts of the hand bone. As a
consequence, two adverse properties for segmentation performance take place:

(a) The overlapping range of pixel intensity for the cancellous bones, the soft
tissue regions, and the compact bones. This overlapping intensity range is
the main complication that thwarts any global image processing techniques.
For instance, the low mineral density in cancellous bone and soft tissue
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regions leads to similar degree of penetrations and absorptions of X-ray
protons resulting in overlapping intensity effect. Most of the intensity-based
image processing that postulates on distinct separation of intensity distri-
bution fails to address this problem.

(b) The non-uniformity within the same category of bone such as cancellous
bone or the cortical bone. The radiograph intensity is not evenly distributed.
This problem stems primarily from the inhomogeneity of mineral density
inside the cancellous bone due to porous structure embodying a variety of
spaces that are different in size and mineral density. As a consequence, the
degree of absorptions is different and hence giving it an irregular spongy
textured appearance which in turn results in large variations of pixel
intensity within the same structure of bone. This non-uniformity problem
ultimately becomes the problem of overlapping range of intensity problem.
Hence, additional processing stages containing higher-dimensional input
data are in demand to differentiate the pixel into correct labeling to avoid
misclassification.

4. The uneven brightness intensity difference between the edge border of compact
bone and soft tissue regions and also between soft tissue regions and back-
ground further complicates the problem. This is the main problem that dete-
riorates the performance of edge-based segmentation technique that depends
solely on edge information as main input.

5. The existing segmentation methods, as illustrated in next chapter, either are too
simplified to have adequate considerations encompassing various aspects of
being a comprehensive technique to perform the segmentation tasks or being
too dependent on limited resources such as the availability of training hand
bone samples over all age ranges, computational complexity, and the knowl-
edge background of operators.

6. Lack of quality assurance process in the hand bone segmentation frameworks to
consider possible artifacts. The segmented hand bone at the first stage of
computerized BAA system should not proceed to subsequent processing stage
before assessing the quality of the segmented hand bone. Most of the existing
works do not incorporate such functionality in the designed segmentation
frameworks. As a consequence, the subsequent processing stage such as feature
analysis for BAA will accept inferior-quality segmented hand bone as input and
hence produces final result that is not reliable.

Partitioning hand bone from radiograph background and soft tissue region is the
first stage of computerized BAA system; the performance of this stage underpins
the success of subsequent procedures of BAA, which in turn affects the final result.
Despite being the significant step in computerized BAA, the automated segmen-
tation remains a challenging problem owing to above-mentioned problems. Con-
ventional segmentation methods and the currently developed segmentation
framework designed for hand bone segmentation are generally impractical to be
implemented attributable to high dependency on various resources. The most
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problematic of which is the number of user-specified parameters in developing a
fully automated segmentation without any human intervention. In addition, to the
best of our knowledge after reviewing a vast number of literatures, the compre-
hensive critical appraisal on the research area of hand bone segmentation can
rarely be found, if ever. Therefore, in this research, an automated and practical
segmentation framework is to be proposed techniques and implemented to solve
the above-mentioned problem after critically evaluating various existing seg-
mentation techniques and frameworks.

2.4 Authors’ Proposed Segmentation Framework

The contribution of authors in this problem is to develop an effective segmentation
frameworks consisting of several modules that are fully automated and indepen-
dent from the completeness of training samples and availability of skillful oper-
ators. The technical details can be found in Hum (2013). This proposed
segmentation framework produces superior segmentations, yet it remains com-
putationally feasible. The performance edges are summarized as follows:

1. Present the critical appraisal of existing segmentation techniques and existing
hand bone segmentations frameworks by first elucidating the postulation of
each technique based on and the technical details of each technique, followed
by illustrating the strengths and weaknesses of which, and finally reasoning
their suitability to perform the segmentation task of hand bone. Despite an
abundance of segmentation reviews, we could not find any relevant and com-
prehensive critical evaluations on the aspect of theoretical and technical in the
hand bone segmentation for computerized BAA. Hence, this critical appraisal
can contribute by serving as the basis for future reference on the research of this
field.

2. Extend the comprehensiveness of existing histogram equalization technique by
first assessing the current theoretical and technical architecture of existing
histogram equalization methods, and then, we contribute our new insight into
revolutionize the conventional perception toward the ultimate goal of histogram
equalization by proposing the new histogram equalization framework; then,
based on the revolutionized insight, we develop a holistic histogram equal-
ization in terms of luminance preservation, contrast, and detail preservation
based on the beta function to preprocess the hand bone radiograph serving the
purposes of standardizing and equalizing the non-standardized illumination
among radiographs that contain high variations in luminance, improving
luminance difference across edge borders in radiographs, reducing variations in
luminance difference across edge borders among radiographs and most
importantly, enhancing the visual perceptual effect of ossification sites for
improving the accuracy in ossification localization and BAA.
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3. Extend the body of knowledge of anisotropic diffusion by exploiting the
potential of being fully autonomous and adaptive to input radiograph instead of
being subjectively tuned by operators to solve the problem of non-uniformity
and mitigate the undesired effect of overlapping intensity range. Both contri-
butions as following have profound implication for advancing the field of
anisotropic diffusion and provide adequate ground for framework that requires
autonomous anisotropic diffusion.

(a) Address the problem of manual diffusion strength by designing an auto-
mated diffusion strength scheme based on the diffusion coefficient function
of speckle reducing anisotropic diffusion (SRAD) grounding on the well-
founded statistical theory of the relation between sample variance and
global variance. The main strength is its computationally attractiveness and
practical applicability.

(b) Address the problem of manual scale selection by designing an automated
scale selection. The main strength of which compared with limited existing
automated scale selection schemes is that it requires no excessive filtered
image before determining to halt the diffusion iteration.

4. Transform the manual and rigid adaptive division scheme into an automated
adaptive quadruple division scheme that embodies human cognitive ability.
This transformation is significant not only in a narrow sense of hand bone
segmentation, but most importantly, it is of a generic breakthrough in the field
of image segmentation. This implicit modeling of human intuition and prior
knowledge solves the problem of high dependency on explicit human resources
to operate the algorithm. Furthermore, the scheme itself is a building block or
framework for other segmentation algorithm to determine the optimum region
size for algorithm implementation.

5. Incorporate quality assurance module in the segmentation framework to eval-
uate the appropriateness to serve as input for subsequent stages of computerized
BAA. The step is important to eliminate over-segmented regions of hand bone
and restore under-segmented regions to further improve the quality of seg-
mented hand bone. This concept provides insight about a feedback system of
most of the imperfect segmentation framework system should contain a stage
that capable of analyzing the current output and patch up the incompleteness
accordingly.

6. In conclusion to contributions, this thesis provides the contrary perception to
conventional concept that prone to complicating the segmentation algorithm to
seek for enhancement in segmentation performance. Instead, the proposed
segmentation framework pioneers the insight postulating that combinations of
several customized modules are capable of achieving result that tantamount to
result achieved by complicated algorithm or algorithm that demands scarce and
limited resources. The conception lies in the strategy to identify, target, and
analyze the principal adversities that impede the performance of existing
methods; then, based on the analyzed result, we contribute by advancing the
concept of adapting the input information to the central segmentation algorithm
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(in this thesis, it refers to unsupervised clustering). This concept is of contrast to
conventional segmentation framework that tends to complicate the fundamental
segmentation algorithm in order to adapt the input information. The strength of
each module and the idea of concatenating each of them by utilizing the by-
product of each module are breaking new ground in the field of automated
image processing and pattern recognition. These instructive insights embrace
the potential to spark attentions and generate new research grounds that will in
turn contribute in other fields of applications.

2.5 Conventional Segmentation Techniques Performance
Discussion

This section provides an overview for traditional or conventional segmentation
techniques that are usually adopted in applications related to images segmentation
to give the reader an overview of the development of segmentation techniques.
The fundamental concept of each technique is presented and the pros and cons of
each technique are discussed. Besides, we illustrate the unsuitability of traditional
segmentation techniques as hand bone segmentation technique in the context of
computerized BAA by analyzing the nature of the technique and by implementing
the analyzed technique in hand bone segmentation. This evaluation and imple-
mentation of previous techniques in hand bone segmentation are crucial motivate
the objective and justify the contribution of this thesis. This section ends with the
conclusion that a more advanced technique of hand bone segmentation should be
derived instead of using the traditional segmentation techniques.

Thresholding is one of the earliest image segmentation techniques, and yet it
remains to be the most widely applied segmentation technique attributable to its
simplicity and intuitiveness (Sezgin and Sankur 2004). Thresholding segmentation
is normally conducted in spatial domain based on the postulation that both object
and background are represented by different range of pixel intensity (Gonzalez and
Woods 2007). Basically, there are three categories of thresholding: global thres-
holding, local thresholding, and dynamic thresholding (Bernsen 1986).

Undoubtedly, the simplest method in thresholding techniques to segment an
image is through single global thresholding: this technique based on the concept
that if object in the image and other object or background are mutually exclusive in
terms of intensity range, then it could be separated in different partition using a
single or multiple values of pixels intensity (Lee et al. 1990). In the case of single
threshold, it can be represented as following:

f x; yð Þ ¼ g1 if f x; yð Þ\T
g2 if f x; yð Þ� T

�
ð2:1Þ
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where gi is group of pixel that represents an object or background; if a pixel value
is less than T, which is the threshold value, then it is grouped into g1; if a pixel
value is more than T, then it is grouped into g2. The f(x, y) is image pixel intensity
in 2D grayscale image in coordination (x, y). The concern of the technique is to
classify an image into object and background; this type of grouping is called
binarization.

The single thresholding depends on the T. This T value determines the intensity
range of an object and the intensity range of the image background. For instance,
(if the object is brighter than the background) if an pixel intensity value is more
than the threshold value, then the pixel will be classified as object; for the pixels
which possesses intensity value less than or equal the threshold value, they will be
considered as background. This kind of threshold method is considered as
‘threshold above’; another type is ‘threshold inside’ where the object value is in
between two threshold values; similarly, another variant is ‘threshold outside’
where the value in between the two threshold values would be classified as
background (Shapiro and Stockman 2001).

The efficiency of thresholding technique in segmentation mainly depends on
two factors: first factor is the property of the image intensity distribution of both
object and background. Thresholding technique performs most efficiently when the
intensity of input image has distinct bi-modal distribution without any overlapping
range of intensity for object and background (Liyuan et al. 1997). Overlapping
range of intensity occurs often due to uneven illumination. Besides, the nature of
the object itself can lead to overlapping range in which some regions within the
objects in input image has overlapping range of intensity to background. As
mentioned in previous chapter, one of the natures of X-ray hand bone radiograph is
its uneven illumination throughout the image as well as its overlapping range of
intensity distribution among soft tissue region, trabecular bone, and cortical bone
due to the nature of hand bone and uneven background illumination as well.

The reasons for the inferior quality of segmented hand bone by thresholding can
be summarized as follows:

1. Assumption that the whole targeted object (which is the hand bone in our case
without soft tissue region) contains similar intensity range. This is always not
true for hand bone radiograph as within the hand bone, there are regions of
trabecular bone and cortical bone which have different bone density and hence
are represented by different range of pixel intensity values in digital image.

2. Assumption that the histogram of targeted object and background (black
regions and soft tissue regions) is of perfectly separation into two groups of
intensity distributions. This is always not true for hand bone that the histogram
of hand bone radiograph is not bi-modal distributed. This can be explained from
the nature of hand bones that are formed by three classes of regions: bone, soft
tissue regions, and background instead of two.

3. Assumption that there is no overlapping of intensity range between background
and targeted object. This is always not true for hand bone as the some of the
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intensity in soft tissue regions are identical to the regions in trabecular bones.
The global thresholding neglects this intensity overlapping problem.

4. Assumption that the illumination is even in input image. This is always not true
in for hand bone radiograph that lower region of hand bone radiograph has
more intense illumination relative to upper region of the radiograph. The global
thresholding neglects this uneven illumination and this affects the segmentation
result.

Another critical problem of single global thresholding is the choice of the
threshold value to obtain favorable segmentation result (Baradez et al. 2004). In
fact, even the ‘best’ threshold value is selected, the resultant segmented image in
the context of hand bone radiograph and in other medical image processing remain
inferior. This fact is inevitable due to the nature of global thresholding and the
nature of hand bone segmentation: only one threshold. One improvement for this
limitation is by adopting multiple global thresholding (Yan et al. 2005). multilevel
thresholding classifies the image into multiple classes ([2) (Tsai 1995). The
multiple thresholding can represented as follows:

f ðx; yÞ ¼

g1 if f x; yð Þ[ T1

g2 if T1\f ðx; yÞ� T2

..

. ..
.

gn�1 if Tn�3� f ðx; yÞ� Tn�1

gn if f ðx; yÞ� Tn�1

8
>>>>><

>>>>>:

ð2:2Þ

where gi is group of pixel that represents an object or background. Ti is the
threshold values. The f(x, y) is the image pixel intensity in 2D grayscale image in
coordination (x, y).

Multiple thresholding might solve the problem arises from the assumption that
the input image is of bi-modal type but solve not the problem arises from
assumption that the input image is of even illumination. In next subsection, we
would review and examine the local/adaptive thresholding that is claimed to be
more effective in tackling the problem of uneven illumination.

Adaptive thresholding is segmentation using different thresholds in different
sub-images of input image (Zhao et al. 2000). The input image is firstly divided
into a number of sub-images; then in each sub-image, suitable threshold is chosen
to perform the segmentation, and this process repeats until all sub-images undergo
the thresholding segmentation. Adopting different threshold in different region of
the input image is proven to be more effective than global thresholding that it is
easier to obtain well-separated bi-modal or multiple-modal distributions in the sub-
images, and hence, it improves the segmentation result (Shafait et al. 2008). In
addition, sub-images are more likely to have uniform illumination implying that as
it could resolve the problem that arises from the non-uniform illumination (Huang
et al. 2005).

Undoubtedly, it is a fact that adaptive thresholding performs better than global
thresholding in tackling the problem of uneven illumination. There are some
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difficulties in applying the technique effectively in hand bone segmentation due to
the problems as follows:

1. The problem arises from making the assumption there is no intensity over-
lapping between target object and background.

2. The size of each sub-image is difficult to determine. If the size is smaller or
larger than it should be, then the result might be even more inferior than using
global thresholding.

3. The size of the sub-images is globally set and is fixed throughout the entire
image. Some regions need smaller sub-image whereas some regions need larger
sub-image in adaptive thresholding to optimize the segmentation and the
computational efficiency.

4. The number of thresholds needed in each sub-image is difficult to determine.
5. The computational cost increases in comparison with global thresholding.

The threshold values are difficult to be set manually as the number of sub-
images increases (Buie et al. 2007). In global thresholding as well, the threshold
value need to be correctly set in order to optimize the result. We afford to set single
global threshold using human inspection. However, when we are dealing with
multiple thresholding or adaptive thresholding, automated thresholding is more
suitable to decrease repetitive threshold setting by human which is subjective and
yet time-consuming. In next subsection, we explore and study about the automated
threshold value setting techniques which can be applied in both global thres-
holding and adaptive thresholding. The implementation of multiple thresholding
and adaptive thresholding in hand bone segmentation is illustrated in next sub-
section using automated threshold values selection to demonstrate that the sole
implementation of these technique fail to provide good segmented hand bone.

In global thresholding, each pixel is compared with the global threshold; in
local thresholding, each pixel in sub-image is compared with each local threshold
which is computed from each sub-image; in dynamic thresholding, each pixel is
compared with each dynamic threshold which is computed from sliding a kernel
over the input image (Shafait et al. 2008). One of the popular dynamic thres-
holding methods is Niback method (Niblack 1990).

Generally, dynamic thresholding performs better than global thresholding and
local thresholding. However, it has similar drawback as local thresholding that we
need to determine the kernel size; the threshold has to be selected manually
depending on application. Only suitable selection of kernel size and threshold can
produce optimum result of segmentation. In addition, dynamic thresholding con-
sumes much more computational resources relative to local thresholding and
global thresholding due to its pixel-wise nature. Besides, in performing the
neighborhood operations for dynamic thresholding, the padding problem arises
when the kernel approaches the image borders where one or more rows or columns
of the kernel are placed out of the input image coordinates.
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The main technical issue being frequently discussed is the threshold value
selection: the decision to determine the threshold value in which the object and the
background could be separated as accurate as possible or the decision to select the
threshold value so that the object and the background misclassification rate are
lowest. The result of thresholding segmentation process depends heavily on this
value. An inaccurate or inappropriate setting of this value will produce disastrous
result in thresholding segmentation.

For the choice of threshold value, basically, there are two main methods: the
manual threshold selection and the automated threshold selection. Manually
determined threshold value heavily relies on human visual system. Threshold
value is selected using Visual perception to partition the object from the back-
ground; the main drawback of this threshold selection is that it involves human
subjective perception toward image quality. Besides, the process itself is extremely
time-consuming if the operation involves multiple thresholds. Therefore, it is not
practical to determine the threshold value of a large number of images. In short,
the manually determined value is not effective.

For automated thresholding method, various methods exist: the simplest
method is to utilize the image statistics such as mean, median (second quartile),
first quartile, and third quartile, to act as threshold value (De Santis and Sinisgalli
1999): this method performs only relatively well in an image free of noises; the
reason is that the noise in the image has influenced the statistic of the image.
Typically, if the mean of an image used as threshold value, then it can separate a
typical image with object brighter than background into two components; how-
ever, while noises exist, the noises have altered the nature that the pixels with
intensity more than mean are belonged to the object. Besides, this kind of thres-
holding method assumes that the object and the background are themselves
homogenous. In other words, the object is a group of pixels containing similar
pixel intensity; the background is a group of pixels with similar intensity. This
assumption has serious limitation especially in medical image segmentation where
the target objects like organs or bone are not inherently homogenous. Besides
using simple aforementioned statistic in input image, there are other methods to
choose the threshold value. In next paragraph, we explore and study different types
of automated thresholding techniques that have been developed.

Attributable to the limitations of using simple statistics, various more sophis-
ticated types of thresholding methods based on different techniques in determining
the threshold value are proposed: one of the methods is the threshold value
selection based on histogram: instead of choosing the mean or median of the image
as the threshold value to separate the object and the background, the histogram-
based thresholding method determines the threshold value based on the histogram
shape assuming that there are distinct range for object and background themselves.
The value of a valley point is set as threshold.

In image processing, when the histogram of an image is mentioned, typically
we mean a histogram of the values of pixel intensity; the graph of the histogram
represents the number of pixels in an image at each intensity value of the pixel in
the image. If say in an 8-bit grayscale image, there will be 28 possible values and it
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means that the histogram shows the occurrence frequency of each intensity in the
image. In other words, it is a representation of the image statistics based on the
number of the specific intensity’s occurrence.

Histogram analysis is a popular method in automated thresholding (Whatmough
1991). The postulation is that the information obtained from the physical shape of
the histogram of the input image signalizes the suitable threshold value in dividing
the input image into meaningful regions (Luijendijk 1991). Conventionally, the
intensity bin in the valley between peaks is chosen as threshold to reduce the
segmentation error rate. Instead of using manual inspections, by only analyzing
the shape of the histogram and compute the intensity bin that represents the valley,
the relatively good threshold value can be found (Guo and Pandit 1998).

However, the main drawback of this technique is that it depends too heavily on the
shape of pixel intensity distribution. Besides, it has no consideration on the pixels
location and the pixel surroundings and this leads to the failure in recognizing the
semantic of the input image. This method fails when the input image does not have
distinctly separated intensity distribution between the foreground and background
due to overlapping of intensity as mentioned in last subsection of global thres-
holding. This category of automatic threshold selection performs thresholding in
accordance with the intensity histogram’s shape properties. Utilizing basically the
histogram’s convex hull and curvature, the intervening valley and peaks are iden-
tified (Whatmough 1991).

This concept is based on the facts that regions with uniform intensity will
produce apparent peaks in the histogram. If only the image has distinct peaks on
each objects in the images, then multiple thresholding is always applicable via
histogram-based thresholding. The favorable shapes of the histogram for the
purpose of segmentation are tall, narrow and contain deep valleys. This method is
less influenced by the noise, but it has drawbacks like assuming the pixels intensity
range of the object and background has a certain degree of distinction. If the image
has no distinct valley point in the histogram, this method would fail to separate the
object and the background. The main disadvantage of this histogram-based
thresholding method is the difficulties they meet when they have to identify the
important peaks or valleys in the image used for segmentation and classification.
In next paragraph, we would explore another main automated thresholding based
on clustering.

The edge-based segmentations discussed in the previous subsection attempt to
perform object boundaries extraction in accordance with the identified meaningful
edge pixels. Region-based segmentations, on the contrary, seek to segment an
image by classifying image into two sets of pixels: interior and exterior, based on
the similarity of selected image features. In this subsection, we explore and study
several classic methods belong to this category.

The region-based segmentation is based on the concept that the object to be
segmented has common image properties and similarities such as homogenous
distribution of pixel intensity, texture, and pattern of pixel intensity that is unique
enough to distinguish it from other object (Gonzalez and Woods 2007). The
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ultimate objective is to partition the image into several regions where each region
represents a group of pixels belong to a particular object.

Another popular region method is seeded region growing; this method grows
from seeds which can be regions or pixels; then, the seeds expand to accept other
unallocated pixel as its region member according to some specified membership
function (Kang et al. 2012).

In comparison with deformable model-based segmentation, region-based seg-
mentation is considered relatively fast in terms of computational speed and
resources. Besides, it is certain that segmentation output is a coherent region with
connected edges. Simplicity in terms of concept and procedures is an advantage of
region growing for immediate implementation.

Region-based segmentation is insensitive to image semantics; it does not rec-
ognize object but only predefined membership function. Besides, the design of the
region membership is as difficult as setting a threshold value; region-based seg-
mentation is unable to separate multiple disconnected objects simultaneously. The
assumption that the region within a group of object is homogenous has low
practical value in hand bone segmentation due to the fact that the bone is formed
by cancellous bone and cortical bone that has high variations on texture and
intensity range. Besides, in the presence of noise or any unexpected variations,
region growing leads to holes or extra-segmented region in the resultant segmented
region and thus has low accuracy in certain condition (Mehnert and Jackway
1997). The number and the location of seeds and membership function in seeded
region growing, as well as the merging criteria in split–merge region growing,
depend on human decisions which are subjective and laborious.

One of the famous region growing methods is the split and merge algorithm;
split and merge is an algorithm splitting the image successively until a specified
number of regions remain (Tremeau and Borel 1997). To perform the split and
merge region growing algorithm, firstly, the entire image is considered within one
region. Then, the splitting process begins in the region in accordance with the
homogeneity criterion; if the criterion is met, then it splits (Gonzalez and Woods
2007). This splitting process repeats until all regions are homogenous. After the
splitting process, the merging process begins. Initially, comparison among
neighborhood regions is performed. Then, the region merges to each other
according to some criterion such as the pixels’ intensity value where regions that
are less than the standard deviation are considered homogenous.

We have reviewed the essential concept of region-based segmentation. The
purpose is to identify coherent regions defined by pixel similarities. The main
challenge of this type of segmentation is often related to the pixel similarities:
what are the features that should be adopted as similarities measurement and how
are the thresholds of chosen features should be set in defining the similarity. The
selection of features is difficult as they depend on application. For example, if the
targeted object is not a connected object, pixel intensity is not suitable as pixel
similarities measurement. The setting of threshold is another tricky challenge as it
manipulates the trade-offs in terms of flexibility. For example, if the threshold is
set too low, the inferior effect of over-segmentation occurs because pixels easily
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surpass the threshold leading to larger coherent regions than the actual objects; if
the threshold is set too high, the otherwise occurs. Region-based segmentation is
unable to segment objects of multiple disconnected regions, and therefore, in the
context of hand bone segmentation, applying only region-based segmentation is
inappropriate as children hand bones for BAA involve different numbers of bones
regions at different ages.

Deformable model refers to classes of methods that implement an estimated
model of the targeted object using the model constructed by the prior information
such as the texture and shape variability of the specific class of object as flexible
two-dimensional curves or three-dimensional surfaces. In two-dimensional cases,
these curves deform elastically to by satisfying some constraints to match the
borders of the targeted object in a given image. The word ‘active’ stems primarily
from the nature of the curves in adapting themselves to fit the targeted object.
There are three main classes of deformable model: active contour model, active
shape model, and AAM.

Deformable models assemble the mathematical knowledge from physics in
limiting the shape flexibility over the space, geometry in shape representation, and
optimization theory in model-object fitting. These mathematical foundations work
together by playing their roles to establish the deformable model. For instance, the
geometric representation with certain degree of freedoms is to cover broader shape
changes; the principle in physics, in accordance with forces and constraints,
controls the changes of shape to permit only meaningful geometric flexibility;
optimization theory adjusts the shape to fulfill the objective function constituted by
external energy and internal energy; the external energy is associated with the
deformation of model to fit the targeted object due to external potential energy,
whereas the internal energy constrains the smoothness of the constructed model in
terms of internal elasticity forces.

Kass et al. (1988) proposed Active contour model or known as ‘snake’ as a
potential solution to segmentation problem (Leymarie 1986). From the perspective
of geometry, it is an embedded parametric curve represented as v(s) = (x(s), y(s))T

on image plane (x, y) 2 R2, where x(.) and y(.) denote coordinates functions, and
s 2 [0, 1] denotes the parametric domain. A snake in this context illustrates an
elastic contour that fits to some preferred features in image.

To apply active contour model in segmentation, first, establish the initial
location of point s in image planes adjacent to targeted object. These points collect
‘evidence’ locally in their territories and feedback to the contour energy. Next,
search the update of each point using local information by solving the Euler–
Lagrange equation when the contour is in equilibrium according to calculus of
variation. Conventionally, numerical algorithm is applied to solve the equation in
discrete approximation framework. Lastly, these steps repeat until stopping criteria
has been achieved.

Since the active contour model is proposed, a lot of variations have been
introduced by scholars. We have summarized some of them which are highly cited
as following:
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The advantages of active contour compared with previously discussed methods:

1. Process the image pixels in specific areas only instead of the entire image and
thus enhance the computational efficiency.

2. Impose certain controllable prior information.
3. Impose desired properties, for instance, contour continuity and smoothness.
4. Can be easily governed by user by manipulating the external forces and

constraints.
5. Respond to image scale accordingly with the assistance of filtering process.

Disadvantages of classical active contour model

1. Not specific enough to be implemented in specific problem as the shape of the
targeted object is often not recognized by the algorithm.

2. Unable to segment multiple objects.
3. High sensitivity to environmental noises in image.
4. High dependency toward intensity gradient along the edges.
5. Do not consider the region information of the targeted objects.
6. High dependency on initial guessed point location. If the initial snake is not

sufficiently close to targeted object boundaries, then points in snake can hardly
attach the boundaries.

7. Difficult to grow into concavity.
8. Do not have a global shape controller that constraints the shape of contour from

deviating from allowable shape of the targeted object.

2.5.1 Balloon Snake

Classical snake suffers from two drawbacks. The first drawback is that the contour
model shrinks by searching a point of equilibrium based on the internal energy and
boundary conditions if external energy is absent; the second drawback is that a
contour model that is not close enough to the targeted object boundaries, the
attraction of the model to the boundaries is very low. Balloon snake attempt to
solve the problem by introducing the inflating force that makes the contour model
behaves similarly as a balloon in two dimensions so that the contour model stops
not at spurious edges by considering edges point extracted from Canny-Deriche
edge detector (Cohen 1991; Cohen and Cohen 1993).

2.5.2 Level Set

It is first introduced by Osher and Sethian (1988) in the area of fluid dynamics,
then being applied in computer vision for segmentation by Caselles et al. (1993)
and Malladi et al. (1995). Later, this method has been incorporated with region
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information and boundary information by Paragios and Deriche (1999). The level
set methods, different from classical snake, model the contour in terms of implicit
surface extracted from initial curve and then establish the connection between the
curve propagation flow and implicit function deformation flow. The curvature and
image gradient are then used to evolve the surface.

2.5.3 Active Contour Without Edges

Chan-Vese snake (Chan and Vese 2001) is an exceptionally popular extension of
level set by combining level set method with Mumford-Shah functional segmenta-
tion technique (Mumford and Shah 1989). The prime utility of this snake is that it can
detect objects even without using its gradient information. They minimize the energy
in the level set formulation to evolve a curve attaching to boundary in such a way that
the stopping term relies not on the boundary, the final result requires no smoothing
procedure, and the initial contour need not to be around the targeted object.

2.5.4 Geodesic Snake

Classical snake often faces problems associated with incapability to detect mul-
tiple objects and incapability to detect interior and exterior boundaries simulta-
neously. An extension to level set snake, Geodesic snake (Caselles et al. 1997),
with the implementation of geodesic computational approach, curve evolution
theory, and geometric flows, improve the contour models so that they can split and
merged without additional prior information or additional topology processes. This
geodesic snake is then being upgraded by Leventon et al. (2002) by incorporating
prior shape model. Firstly, analysis of variance of a set of shapes is performed.
Then, maximum a posterior (MAP) position is estimated at every evolution step in
curve. This extension has improved the robustness of boundary convergence in
active contour despite noisy inputs.

2.5.5 Gradient Vector Flow Snake

The limited respond of classical snake in contour initiation and convergence
associated with concavity has been addressed by GVF snake by applying an
external field extracted from diffusion of gradient vectors derived from gray level
of binary image (Xu and Prince 1997, 1998a, b) The main idea is to diffuse the
forces to far situated contour model from the object by minimizing the an energy
functional after solving two coupled partial differential equations. This is impor-
tant to attract contour model that is initiated far from targeted object and can at the
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same time resolve the problem of discontinuity of object boundaries. Besides, the
GVF produces forces in large capture range to hence able to attract and progress
contour into concavity.

To sum up, the regularizing terms adopted in active contour model is useful in
stabilizing the contour, but the robustness is limited as the imposed constraints
generally tend to smooth and shorten the contour unless stronger external energy is
involved; this scheme is often too general and inadequate. Therefore, a more
specifically designed scheme that capable of incorporating more finely tuned prior
knowledge about the class of targeted object is required and is explained in next
subsection.

Active shape model is a model founded on statistical theory where the varia-
tions of the shape of the objects can be captured via training procedure using
labeled object’s contour in the image in set points representation. Activating the
trained contour will deform the contour fitting the targeted object in the image.
Cootes et al. (1995) developed the model. Generally, it works by searching the best
position of initial points that are surrounding the object and then updating these
positions until the stopping criteria are achieved through iterations. Ever since the
technique is proposed until recently, it has been extensively applied in various
fields such as facial recognition (Xue et al. 2003; Zheng et al. 2008; Sukno et al.
2010), object tracking (Jang and Choi 2000; Kim and Lee 2005; Nuevo et al. 2011;
Liu et al. 2012), and medical image processing (Smyth et al. 1997; Hodge et al.
2006; Aung et al. 2010; Toth et al. 2011).

The deformable models, ASM and AAM, undoubtedly are powerful segmen-
tation methods. However, they are not without weaknesses and are not best method
for automated hand segmentation. The reasons are summarized as following:

1. The landmarks placement has to be manually annotated by users. Incorrect
landmarks placements lead to unreliable capture of shape variability.

2. The number of landmarks has to be specified by user manually. Insufficient
landmarks lead to failure in obtaining the shape of the targeted structures;
excessive landmarks lead to computational inefficiency.

3. The training phase requires a lot of training examples in database which is not
necessarily available in many applications. Insufficient training examples lead
to failure in generalizing the mean structure’s shape.

4. The nature of hand bone development of children: different numbers and sizes
of bones in different ranges of age complicated the implementation ASM and
AAM especially in establishing the general form of mean shape.

5. The alignment phase is uncertain in terms of its numerical stability: the con-
vergence of the mean model in the iterative method has not been devised
mathematically and prone to errors.

6. The choice in retaining the number of eigenvectors in principal component
analysis has to be determined correctly by user. Incorrect decision leads to
failure in capturing the representative points of the shape; consequently,
inaccurate model is constructed and leads to undesired segmentation result.
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7. Variations in hand structural positions are often largely deviated and this
devotes to nonlinear parameter relations that invariably impede the accurate
segmentation as a whole.

ASM has been applied by Thodberg and Rosholm (2003) to address the
problem of hand bone segmentation. Extensive training has to be done to complete
the model in order to imitate the recognition understanding of human beings in
segmenting the hand bone. Note that the initiation of set points placement to mark
the spatial position of hand bone shape demands expert to be the operators. Both
requirements of training set and human expert are the main weakness of this model
in addressing the problem. It is tedious, subjective and time-consuming to delin-
eate the shape from a large training set, not to mention the critical issue of the
availability of these resources. Therefore, an alternative segmentation framework
has to be established when the resources are limited and this motivates the research
of this thesis.

AAM is a statistical model of shape and gray-level appearance of the targeted
object proposed by Edwards et al. (1998). The final aim is to generalize the model to
all valid example (Cootes et al. 1996). The relationship between the model
parameter displacements and the errors between training example and a model
instance is learned during the training phase. By computing the errors of fitting and
using the previously obtained parameters, the current parameters with the intent of
improving the current fitting can be updated.

AAMs and the closely related concepts are found in the methods of active shape
model. The AAMs are most frequently being adopted in the application related to
face modeling. Besides face modeling (Butakoff and Frangi 2010), it has been
implemented in other applications as well such as in medical image processing
(Roberts et al. 2007; Patenaude et al. 2011). The typical first step of AAM is to fit
the AAM to an input image using model parameters that maximize the matching
criteria between the model instance and the input image. The model parameters are
then passed to a classifier to yield t classification tasks.

To fit the AAM to an input image involves solving an nonlinear optimization
problem. The conventional method of solving the problem is by updating the
parameters iteratively. This update has to be incremental additive and the
parameters refer to shape and appearance coefficients. The input image can be
warped onto the model coordinate frame by using the current shape parameters
estimations. The error between the model instance and the fitting of AAM onto the
image can be computed. This error is then acted as feedback in next iteration that
would affect the updates of the parameters. The constant coefficients in this linear
relationship between the updates and errors can then be found either by linear
regression or by other numerical methods.

Although the AAM appears to be the useful model-based system in medical
image segmentation, it has constraints that impede its performance in practical
application (Gao et al. 2010).
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1. Low efficiency in real-time systems: current algorithm of AAM consumes a lot
of time and space computational costs. Thus, it is of prime importance to
minimize the complexities in time and space needed to perform the algorithm
in order to realize it in real-time system. The efficiency is mainly affected by the
following factors: manual landmarks placement, complex texture representa-
tion in high-resolution medical image, iterative procedure in solving the opti-
mization problem.

2. Low discriminative ability for recognition and segmentation systems: only a
group of object is being modeled, and thus it is considered as a generative model
which possesses no ability to classify different objects. This ability depends on
the accuracy of model fitting which are affected by how the prior shape is
chosen; how the texture is represented; how the texture is modeled. It is crucial
to improve this discriminative ability to perform segmentation tasks effectively.

3. Inconsistent robustness under different circumstances: the performance of the
system is influenced by different conditions such as the existence of pose
variations, uneven illumination, the absence of features, low resolution, and the
presence of noises.

AAM is a very useful model as it can capture the mode of variations of
deformable objects given a set of training examples. The mode of variations
includes shape and texture as a whole. Besides, it can perform the projection of
object onto low-dimensional subspace to reduce redundancy and capture main
component of variations. Thus, it has been implemented in a lot of applications
especially medical image segmentation. Nonetheless, it has limitation in efficiency,
discriminative ability, and robustness in different condition. In the problem of hand
bone segmentation, the same group of researchers that adopted ASM has extended
their works by applying AAM (Thodberg 2002; Thodberg et al. 2010). The
weaknesses discussed in applying ASM remain because the technical differences
between AAM and ASM enhance only the robustness in terms of prior knowledge
and the information around the object that have been incorporated into the model,
not the practicality in terms of availability of training set and expert operators.

2.6 Desired Properties of Segmentation

Top-down strategy is adopted in designing the proposed segmentation framework.
Firstly, the overview of the desired system is obtained through literature reviews
by reviewing the existing techniques and analyzing the factors leading them to
failure as effective hand bone segmentation technique. After gaining some insights
into constituting a desired hand bone segmentation framework, we then identify
the desired characteristics, only then we propose each sub-framework to satisfy
each requirement.

The desired characteristics of hand bone segmentation framework adopted in
computerized BAA should comprise the followings:
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1. Contrast, illumination, orientation invariance: to ensure consistent segmenta-
tion robustness under different conditions of X-ray settings and devices.

2. Relatively low computational complexity: to ensure practical execution time
for automated BAA system. Ideally, it is comprehensive enough to tackle with
image complexities and uncertainties, yet it is simple enough to be executed in
a reasonable time frame.

3. No complicated ‘training’ procedures: to ensure no dependency on availability
of training samples of hand bone radiographs. However, simple parameter
tuning procedures without depending on availability of training hand bone
radiographs have to be established to capture the variations of uncertainties in
image nature.

4. Utilization of prior knowledge: to ensure the usage of available information to
optimize the result on hand bone segmentation. Besides, making use of ‘by-
products’ of image preprocessing is preferable.

5. Relatively high resistance to noises: to ensure good performance of segmen-
tation despite the inevitable random signals in the hand bone radiographs.

6. Automated or minimum dependency on human interventions: to ensure
objectivity, to enable reproducibility, and to avoid laboriousness.

7. Consistent accuracy: to ensure relatively high precision in segmentation on
resultant hand bone for subsequent processing in automated BAA system.

8. Resemblance to manual segmentation: to ensure a certain level of artificial
intelligence in the designed algorithm to emulate human visual perception.

9. No overdependence on certain image feature: to ensure segmentation robustness
under the absence of any certain property such as intensity discontinuity or edges.

10. Adaptability: to ensure robustness under the presence of variability in different
regions of hand radiographs.

11. Optimality: all parameters are chosen based on the direction of finding the
optimum solution and not arbitrarily preset. However, this criterion should not
violate the second criterion.

To facilitate the subsequent explanations on our propose framework, hence-
forth, aforementioned desired property is referred as P1, P2, P3 … and so forth.
For example, the first property of contrast, illumination, orientation invariance is
referred as P1 and the tenth criterion of adaptability is referred as P10.
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Chapter 3
Review on Advanced Techniques in 2-D
Fetal Echocardiography: An Image
Processing Perspective

Dyah Ekashanti Octorina Dewi, Heamn Noori Abduljabbar
and Eko Supriyanto

Abstract Vast advancement of digital ultrasound imaging technology in diagnostic
and therapeutic purposes has benefitted from the large development of image pro-
cessing systems. The conjugation of these two fields has supported the ultrasound
imaging system with sophisticated data analysis and visualization in a more lucid and
interactive way and opened wide opportunities to new ultrasound imaging applica-
tions. In obstetric care, two-dimensional (2-D) fetal echocardiography has become
main routine procedure to evaluate cardiac status of the fetus so that any cardiac
anomalies can be detected earlier. Seeing that fetal cardiology has its functional
uniqueness, fetal echocardiography has its specific assessment techniques that differ
from other purposes. Furthermore, the existing conventional fetal echocardiography
techniques are found to have some limitations that hamper the accuracy of the
assessment. On the other hand, the current rapid development of computer tech-
nology in medical imaging, especially in fetal echocardiography, has been proven to
improve the image quality and measurement accuracy of the fetal heart imaging. This
chapter provides a review of 2-D fetal echocardiography techniques in image pro-
cessing point of view. We concentrate our review on three main aspects to support
diagnosis in 2-D fetal echocardiography: speckle reduction, image segmentation,
and image analysis. This review is mainly aimed at appraising several advanced
techniques in fetal echocardiography and finding possibilities for future develop-
ments in both clinical and research fields.
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3.1 Introduction

Congenital anomalies (also referred as birth defects, congenital disorders, or
congenital malformations) are mostly related to cardiac defects, neural tube
defects, and Down syndrome (World Health Organization 2012; Lowry et al.
2013). The congenital heart disease (CHD) problem, as the most common severe
congenital anomaly found in neonates, has significant impact not only on infant
morbidity and mortality, but also on health care cost in children and adults.
Although the etiology is exactly unknown, the incidence of CHD is closely related
to other associated major and minor non-cardiac anomalies. This is mostly asso-
ciated with potential genes and molecular mechanisms, exogenous, and other
multifactorial factors that affect embryonic development phase, such as maternal
risk and environmental factors (Gembruch 1997; Sander et al. 2006; Baardman
et al. 2012). Therefore, CHD cases necessitate to be managed by prenatal
screening procedure to improve the survival rate of the fetus. This is realized by
performing an in-depth fetal cardiovascular evaluation by using fetal imaging
device (Gardiner 2001; Garne et al. 2001).

In the literature, to the authors’ knowledge, fetal heart can only be monitored by
using cardiac magnetic resonance (CMR) and fetal echocardiography (Sklansky
2004; Prakash et al. 2010). Fetal echocardiography, as the main obstetric imaging
screening for fetus, is considered to be the most effective fetal monitoring system
with excellent diagnostic accuracy to diagnose cardiac anomalies prenatally
(Meyer-Wittkopf et al. 2001; Chew et al. 2007; Deng and Rodeck 2004), due to its
non-radiation exposure, real-time capability, economic rate, and ease of access.
The main purpose of fetal echocardiography is to perform assessment of fetal
cardiac structure and function, detect complex structural malformation in early
stage, and recognize the presence of a defect by using a specialized sonography
system. With the combination of expertise knowledge and imaging instrument,
most forms of major heart disease have become recognizable by prenatal ultra-
sound (World Health Organization 2012; Allan et al. 1994; Jaeggi et al. 2001;
Lagopoulos et al. 2010). Such screening examination is proven to optimize fetal
cardiac monitoring by identifying and characterizing the progression of congenital
anomalies before delivery and to aid management decisions in delivery, treatment,
or interventions (Garne et al. 2001; Levi 2002; Carvalho 2002; Lee 2013; Carvalho
et al. 2013; Ayres 1997; Chitty and Pandya 1997).

In this review, we attempt to provide supplementary information about tech-
nical aspects in fetal echocardiography by bringing up the discussion into newer
issues in image processing and analysis methods for developing 2-D fetal
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echocardiography applications. We also restrict our discussion specifically in 2-D
fetal echocardiography for diagnostic purpose only. Therefore, topics related to
interventional echocardiography is not included in this review. We organize the
article by presenting a brief introduction about general aspects in fetal echocar-
diography. A comparison between CMR and fetal echocardiography is also given
here. Section 3.2 reviews about fetal heart imaging modalities, CMR and fetal
echocardiography, including the new developments. In Sect. 3.3, a brief overview
on basic clinical routine and standards in 2-D fetal echocardiography is portrayed.
Furthermore, a thorough discussion on imaging and image processing to solve
problems in 2-D fetal echocardiography images is revealed. The discussion
includes transducers and settings, speckle reduction, image segmentation, and
image analysis. Furthermore, a concise evaluation of these techniques is given to
describe the advantages and drawbacks of the techniques. Finally, possible future
directions for clinical and research applications are proposed.

3.2 Fetal Heart Imaging

The major issue in choosing fetal heart imaging is about noninvasive modality.
Although echocardiography remains the core of noninvasive cardiac imaging, the
existence of CMR is potential to take part in improving the quality of the diagnosis
(Prakash et al. 2010). In this section, we perform a simple comparison study of the
two modalities, CMR and echocardiography, to characterize the diagnosis
constraints.

3.2.1 Cardiac Magnetic Resonance (CMR): A Brief
Overview

CMR, as the branch of magnetic resonance imaging (MRI) that specializes in
cardiovascular imaging, also has the potency to perform fetal heart imaging.
Hitherto, CMR has been greatly implemented to scan CHD in infants, children, and
adults, especially in the anatomic assessment of cardiovascular anomalies before
and after surgery, quantification of biventricular function, magnetic resonance
angiography (MRA), measurement of systemic and pulmonary blood flow, quan-
tification of valve regurgitation, identification of myocardial ischemia and fibrosis,
and tissue characterization (Prakash et al. 2010; Pennell 2010; Tsai-Goodman et al.
2004; Chung 2000; Khattab et al. 2013; Orwat et al. 2013). Although CMR is
considered to be new concept in fetal cardiac imaging, several studies have shown
its bright prospect for further development. Initially, fetal CMR was only applied in
postmortem and in vitro studies (Deng and Rodeck 2004; Fenton et al. 2001;
Kurihara et al. 2001). Excellent results were obtained in these studies due to the
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absence of cardiac motion, high-resolution, and wider field of view. Recently, fetal
CMR has been expanded to much wider clinical cases with fetuses (Saleem 2008;
Manganaro et al. 2008; Dong et al. 2013). Promising outcomes out of these studies
have confirmed that fetal CMR technology is applicable in the assessment of fetal
cardiac structure and function with exceptional image quality. However, some
natural drawbacks, such as spatial and temporal resolution problem, as well as
motion artifacts due to fetal cardiac movement and fetal motoric movement, occur
hampering important information of the CMR (Sklansky 2004; Prakash et al. 2010).
Still, the role of fetal echocardiography as the gold standard in prenatal detection of
cardiac malformation cannot be replaced. The fetal CMR remains as a comple-
mentary by evaluating abnormalities and underlying etiologies that cannot be
readily performed using fetal echocardiography (Frates et al. 2004).

3.2.2 Fetal Echocardiography: A State-of-the-Art Appraisal

Enormous progression in fetal echocardiography technology nowadays has enabled
health care professionals to obtain more interactive and high-resolution detailed
images of the growing fetus. This evolution also brings more possibilities to
diagnose a much wider variety of structural malformations, genetic syndromes, and
diseases from early stage of pregnancy (DeVore and Sklansky 2003; DeVore 2010;
Mondillo et al. 2011; Li et al. 2013; Goncalves et al. 2004; Yagel et al. 2011).
Furthermore, the advancement of ultrasound device for fetal echocardiography has
triggered new varieties of applications, such as fetal assessment methods in mul-
tidimensional scheme (ranging from conventional two-dimensional/2-D, three-
dimensional/3-D, and four-dimensional/4-D modes), multimodality imaging sys-
tem, and fetal cardiovascular monitoring for fetoscopic surgery (Uittenbogaard
et al. 2008; Elmstedt et al. 2011; Paladini et al. 2004; Kohl 2002). Beyond doubt,
the involvement of imaging technology, image processing and analysis, and visu-
alization techniques, combined with high-end ultrasound transducer system, is
significant in developing such fetal echocardiography applications.

A large number of reviews on fetal echocardiography have been published over
the last decade. Based on our findings, most of these reviews are blended between
clinical and engineering fields since fetal echocardiography theme converges
interdisciplinary collaborations. However, it can be intricate for researchers to
track one sub-topic for their scientific purposes. In this regard, we intentionally
categorize publications on fetal echocardiography reviews into two clusters,
clinical and technical reviews, to streamline the topic tracking. The clinical
reviews mostly emphasized on the accuracy and applicability of fetal echocardi-
ography to detect and diagnose fetal cardiac anomalies, while the technical
reviews generally underscored on the fetal echocardiography system and imaging
techniques.

The review of Gembruch (1997) revealed the risk factors and the importance of
taking punctual gestational age for the examination and improving personnel
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expertise in obtaining an accurate result. The importance of scanning in the exact
gestational age and operator capability in improving the fetal echocardiography
accuracy is also strengthened by Uittenbogaard et al. (2003) and Rasiah et al.
(2006). The study of Gardiner (2001) and Comas et al. (2012) highlighted fetal
cardiac function evaluation and its technical considerations by using current
imaging modalities. This functional echocardiography is found to be important in
selecting high-risk populations and several fetal conditions including intrauterine
growth restriction, twin-to-twin transfusion syndrome, maternal diabetes, and
congenital diaphragmatic hernia. M-mode annular displacement, pre-cordial
venous Doppler flow assessment, and myocardial performance index (MPI) are
considered to be the recommended methods. However, these modalities are per-
haps most appropriate when pathological information is provided. Ayres (1997)
described advances in transducer technology for fetal echocardiography. With
support from computer processing and visualization, multidimensional acquisition
can be performed dramatically. The implementation of new Doppler tissue
imaging in combination with image resolution is also possible to provide obste-
tricians and pediatric cardiologists with more tools and techniques for earlier and
more precise detection of fetuses with cardiac defects. Orwat et al. (2013) depicted
the comparison of imaging modalities and their applications to diagnose adult
CHD. Among the compared modalities, echocardiography noticeably remains the
routine main imaging technique. The review of Li et al. (2013) discovered that
three section views (four-chamber view, outflow tract view, and three-vessel tra-
chea view) should be included in scan protocol to obtain great diagnostic potential
for fetal echocardiography. Furthermore, extended cardiac echography examina-
tion (ECEE) as a specific protocol is proven to be capable of identifying some
minimal defects in utero and provide more detailed information on suspicious fetal
heart. While spatiotemporal image correlation (STIC) technology can be used to
provide more detailed information for local situation of defects, especially for fetal
cardiac intervention planning.

In technical reviews on imaging aspects of fetal echocardiography, the
appraisals of Sklansky et al. (2004), Deng and Rodeck (2004), and Budorick and
Millman (2000) seem to focus their studies on comparison of several imaging
modalities for fetal cardiac examination and overview of supporting equipment
and applications on fetal echocardiography. Budorick and Millman (2000) pro-
vided a comprehensive review on the fetal cardiac imaging modalities. The topic
about 3-D ultrasound system was also explained thoroughly, ranging from gating
system, real-time system, to the quantitative measurement of the scanned fetal
heart. The new 3-D ultrasound system is shown to be capable of facilitating the
evaluation of the dynamic function of the fetal heart for better analysis of complex
cardiac anomalies in the future.

Out of the aforementioned technical reviews, we also noted several technical
reviews that specifically concentrate on image processing, analysis, and visuali-
zation. Although the review of Whittingham (2007) outlined the physics of
ultrasound imaging system, some of the analysis also focused on image acquisition
scheme. In this regard, different modes of diagnostic scanning and techniques for
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improving image quality within the constraints of real-time operation have been
remarked. Furthermore, the detailed review of Sklansky (2004) that underlined the
3-D ultrasound system for fetal echocardiography obviously provided brief over-
view about image acquisition, gating, processing, and display aspects. Not only
3-D ultrasound system, improvement in image resolution and screening techniques
has also been discussed. The review of Deng and Rodeck (2004) has accentuated
the use of image processing, analysis, and visualization in fetal cardiac imaging
technology. A number of applications, such as dynamic three-dimensional echo-
cardiography, myocardial Doppler imaging, harmonic ultrasound imaging, and
B-flow sonography, have been summarized in terms of technical principles and
clinical potentials. Moreover, the use of biomicroscopy, MRI, and multimodality
imaging system has also been investigated to see the viability of such modalities
for fetal cardiac imaging. Appropriate use and couse of these new tools are found
not only to provide unique information for better clinical assessment of fetal
cardiac disease, but also to offer new ways to improve understanding of cardio-
vascular development and pathogenesis. After all, it can be wrapped up that
particular attention of the accessible reviews above is nowadays directed toward
multidimensional imaging, specifically 3-D echocardiography, as a result of its
comprehensive information in the prenatal diagnosis of CHD.

3.3 Basic Clinical Routine and Standards in Fetal
Echocardiography

The development of the fetal heart begins at conception and completely formed by
8 weeks into pregnancy. Accordingly, CHD occurs during this development phase.
Since the anatomy and physiology of the fetal heart is different from those of
pediatric or adult, the abnormality is also unalike. In comparison with pediatric
heart, the extension of fetoplacental circulation brings about difference in the
assessment of the function in the fetal heart. Furthermore, due to extracardiac
abnormalities and chromosomal defects, specific lesions may differ in character-
istics. The fetal heart has specific abnormality spectrum, cardiac anatomy com-
plexity, specific positioning, small size, and circulation differences which are
represented by placental circulation of the blood to the fetal heart and return back
to the placenta. Based on these characteristics, the requirement of an ideal fetal
echocardiography for CHD imaging should be able to define all anatomical aspects
of cardiac structure and evaluate physiological consequences of CHD. Therefore,
performing an optimal fetal echocardiographic screening requires special profes-
sional prenatal sonographer with cardiac anatomy knowledge and suitable echo-
cardiography device that generates high-resolution real-time images. Thanks to the
development of the sophisticated imaging tool, detailed information on the fetal
heart structure, function, and time-related events has become available (Gardiner
2001; Prakash et al. 2010; Lee et al. 2008).
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The Clinical Standards Committee (CSC) of International Society of Ultra-
sound in Obstetrics and Gynecology (ISUOG) has a concern to develop practice
guidelines and consensus statements that provide health care practitioners with a
consensus-based approach for diagnostic imaging (Lee et al. 2008). The guidelines
for performing basic and advanced procedures of fetal echocardiography have
been largely documented and published in Lee et al. (2008), Barboza et al. (2002),
Allan (2004). These procedures highlighted the scanning period based on gesta-
tional age, some technical factors for scanning, and cardiac examination in basic
and extended methods (Lee et al. 2008). On the subject of our review on image
processing perspective, we concentrate our discussion on scanning technical
aspects.

Regarding the technical aspects for the examination, the echocardiography
equipment for diagnostic purpose strongly depends on the application. Therefore,
the choice of echocardiography application differs technically according to clinical
constrains, such as maternal and fetal physical status, type of CHD diagnosis that
needs to be obtained, gestational age, region of interest to be scanned, and so on
that have been clearly revealed in the fetal echocardiography guidelines (Lee
2013) as well as technical constrains (type of transducer, technical settings, sup-
porting equipment, acquisition and recording technique, processing system, data
dimension visualization, and other technical requirements). However, we restrict
our review only on the configuration for the aforementioned applications.

3.4 Imaging and Image Processing in Two-Dimensional
Fetal Echocardiography

Rapid advancement in transducer technology and computer system has transmuted
the 2-D imaging perspective into higher dimension of imaging system. Although
the use of the 2-D echocardiography is considered to be old-fashioned, such
scheme still becomes the gold standard for prenatal imaging of the fetal heart and
situs (Rychik 2004). The important discussion in 2-D fetal echocardiography can
be categorized into two groups: clinical and technical issues. Clinical issues
encompass two points: challenges in performing diagnostic screening and the
choice of transducers, while technical issues cover three aspects: ultrasound
devices, acquisition techniques, and post-processing methods.

In clinical practice, 2-D fetal echocardiography is still powerful in clinical
routine and plays a main role in obstetric diagnostics, especially when the avail-
ability of sophisticated multidimensional imaging modalities is limited. In diag-
nostic purpose, the so-called grayscale imaging scheme is the basis of a reliable
fetal cardiac examination. In this scheme, 2-D fetal echocardiography is particu-
larly used to observe the ‘basic view’ and ‘extended basic view’ screening for the
four-chamber view, which allows assessment of abnormalities involving the atria
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and the ventricles, as well as right and left ventricular outflow tract and great
artery, for more effective screening for CHD. However, many anomalies can still
be missed (Gardiner 2001; Jaeggi et al. 2001; Lee 2013; Barboza et al. 2002; Allan
2004; Rychik 2004). Then, again, some clinical drawbacks on the 2-D-based
method may occur hampering the scanning reliability. Occasionally, despite the
regular 2-D fetal echocardiography procedure yields no abnormality results, par-
ticular undetected cardiac anomalies are still found sometime after birth (Sklansky
2004; Buskens et al. 1996). Additionally, separated assessment of the fetal heart
and circulation may cause incomprehensive observation. This occurs because the
pathophysiology of pregnancy to study uteroplacental circulation is performed by
obstetrician using Doppler, while the morphological aspect of cardiac develop-
ment is investigated by cardiologist by means of M-mode and Doppler (Gardiner
2001; Campbell et al. 1983; Allan et al. 1982, 1987). On the subject of the
aforesaid clinical drawbacks, some factors have been thought to contribute to such
problems, such as tremendously operator dependent with unreliable sonographic
window. This limitation may be part of the cause of the commonly time-con-
suming acquisition.

• Transducers and Acquisition Settings for 2-D fetal echocardiography
On the choice of transducer, the accuracy of a fetal echocardiogram is affected by
the scanning time during gestation when the study is performed and the transducer
type to obtain the correct fetal heart characteristic. Basically, transvaginal echo-
cardiography and transabdominal echocardiography are the two standard modali-
ties currently being used in prenatal screening for congenital cardiac and
extracardiac defects. Both transducers have been fostered primarily by the intro-
duction of higher-frequency and higher-resolution ultrasound probes, so that they
suit with early screening. However, transvaginal echocardiography is more appli-
cable for observing cardiac defects at earlier gestational age of pregnancy (Gardiner
2001; Ayres 1997; Chitty and Pandya 1997; Budorick and Millman 2000).

In technical point of view, selecting the right transducer for certain application
is indispensable to generate a correct and reliable image. In this regard, we draw
our attention to define the appropriate transducer type, settings, and applications.
The basic requirement of the 2-D fetal echocardiography transducer is excellent B
mode, with a good cine-loop facility for scrolling back frame by frame and cap-
turing the frame of interest as well as real-time scanning capability. Afterward, a
special preset of a transducer for evaluating fetal heart is high frame rate,
decreased persistence, and increased compression. The high frame rate is achieved
by parallel processing, where the transducer transmits one line and receives two,
resulting in a doubling of previous rates. The standardized frame rate setting for
fetal echocardiography is 4–5 MHz. When the frame rate is decreased, the spatial
resolution will be compensated as well (Gardiner 2001; Turan et al. 2009). Fur-
thermore, the transducer frequency is the other feature that plays an important role
in ultrasound image quality, as the higher the frequency, the higher the resolution
and the greater anatomical detail can be obtained. While for the lower frequency, it
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is related to increased penetration of the sound beam (Sklansky 2004). In reso-
lution setting, high-spatial, high-temporal, and high-contrast resolutions guarantee
the accuracy of the diagnostic of most cardiac anomalies. The spatial resolution
determines the anatomical details of the cardiac structures, while the temporal
resolution reveals the motion factor (Turan et al. 2009; Chaubal and Chaubal 2009;
Ng and Swanevelder 2011). For contrast resolution, it can be achieved by setting
the dynamic range into low value. Additionally, the use of contrast agent is found
to be effective in generating better contrast (Senior et al. 2009). However, it is
considered to be unwise for the use of contrast agent in fetal echocardiography.
The existence of artifacts is also a common phenomenon that determines the
quality and diagnostic value of the image. Definitely, it is also necessary to provide
color Doppler, pulsed Doppler, and continuous-wave Doppler for blood flow
visualization and quantification. The availability of advanced fetal echocardiog-
raphy applications, such as STIC, tissue Doppler, and multiplanar imaging, is
certainly more advantageous (Chaubal and Chaubal 2009).

Once the transducer settings have been adjusted optimally and the acquisition
have been performed, the other important technical issue in 2-D fetal echocardi-
ography is image processing for automatic and quantitative analysis. Besides
transducer characteristics, image processing is another important aspect that dra-
matically influences the accuracy of the diagnosis. The main reasons of involving
image processing in this field are due to the facts that the echocardiography image
quality is relatively poor and the complication of fetal echocardiography that
requires specific experienced expert to perform the acquisition and analyze the
data appropriately. Therefore, image processing research for fetal echocardiogra-
phy is developed to improve the image quality and provide assistance in analyzing
the data. Here, we listed some image processing techniques that have been widely
developed and implemented for 2-D fetal echocardiography. As notification, not
all reviewed methods are specifically for fetal echocardiography. In spite of that,
the viability of implementation to fetal echocardiography is still highly relevant.
However, further investigation is certainly demanded.

• 2-D fetal echocardiography speckle reduction and enhancement
As a naturally multiplicative noise may reduce the image contrast, obscure edges
and details, and hamper tissue structure visibility of ultrasound images, speckle
problems necessitate to be clearly identified and accurately solved (Burckhardt
1978; Goodman 1976; Michailovich and Tannenbaum 2006; Wagner et al. 1983;
Xie et al. 2002). The so-called speckle reduction technique is commonly utilized in
ultrasound field as the prelude in ultrasound feature visualization enhancement
(Zhu et al. 2009; Finn et al. 2011; Chen et al. 2003; Czerwinski et al. 1995; Hao
et al. 1999; Tay et al. 2006). Besides visualization enhancement, speckle reduction
may also function as image simplification where the complexity of the area of
interest is reduced in such a way that it indirectly functions as image segmentation
in the pre-feature extraction process (Yue et al. 2006; Rui et al. 2008).
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In ultrasound applications, speckle reduction techniques can be divided into two
main approaches: compounding and post-processing (Adam et al. 2006; Mateo and
Fernandez-Caballero 2009). The compounding method reduces the speckle during
ultrasound acquisition (Behar et al. 2003; Jespersen et al. 1998; Trahey et al.
1986), while the post-processing approach decreases such noise by employing
filtering techniques after the acquisition. In general, the filtering techniques can be
grouped into spatial (Chen et al. 2003; Czerwinski et al. 1995; Hao et al. 1999; Tay
et al. 2006) and frequency domains (Zhou and Liu 2008; Cincotti et al. 2001).

Although the speckle reduction in general ultrasound has the same concepts as
that of in echocardiography, we need to highlight some important issues about
speckle in echocardiography, namely speckle noise location, type of speckle noise,
and speckle characteristics. In terms of speckle noise location and characteristic, it
is found that speckle noise in echocardiographic image is prominent in all cross-
sectional views (Massay et al. 1989) and noticeably has more significant effect
than additive noise sources (Zong et al. 1998). Furthermore, in most echocardio-
gram cases, endoborder usually has less information than epiborder information.
Since differentiation of these borderlines has important information that represents
cardiac disorder, it is important to characterize the speckle in the borderline (Choy
and Jin 1998). However, noisy border information may affect border interpolation
by human observers for the manually defined borders. Therefore, feature charac-
terization and speckle reduction in the endo border area may be useful to improve
the quality and visibility (Zong et al. 1998).

To address the echocardiography characteristics, some speckle reduction
studies specifically for echocardiography have been developed. A review done by
Finn et al. (2011) confirmed that most speckle reduction techniques have posi-
tively affected subjective image quality and improved boundary definition in the
echocardiography images (Finn et al. 2011; Massay et al. 1989; Zong et al. 1998).
Interestingly, from the comparison of several filtering techniques [Anisotropic
Diffusion (Perona and Malik 1990; Yu and Acton 2002; Aja-Fernandez and
Alberola-Lopez 2006; Weickert 1999; Abd-Elmoniem et al. 2002; Krissian et al.
2007), Wavelet denoising (Zong et al. 1998; Pižurica et al. 2003; Lee 1980; Frost
et al. 1982; Kuan et al. 1987; Lopes et al. 1990), and Local Statistics (Crimmins
1985)], confirmed that anisotropic diffusion (AD), specifically oriented speckle
reduction anisotropic diffusion (OSRAD) (Krissian et al. 2007) method presented
the strongest speckle suppression and provided greatest average improvement in
contrast relative to the unfiltered input.

With hindsight, the study about AD methods for reducing the speckle has been
largely conducted for some periods. AD filters, as a part of the nonlinear diffusion
filters, produce better preservation for edge strength and localization. The Perona-
Malik filter enhances the classical AD filters by allowing parameter setting
adjustment to improve image properties, especially edges (Perona and Malik
1990). The edge preservation was then improved by SRAD (Yu and Acton 2002).
However, such filter cannot handle high-intensity speckles. The new variants of
SRAD, such as generalized SRAD (Yu et al. 2004), OSRAD (Krissian et al. 2007),
directions of gradient SRAD (Kim et al. 2008), multiscale-based adaptive SRAD
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(Yoo et al. 2008), regularized SRAD (Yu and Yadegar 2006), detail-preserving
anisotropic diffusion (DPAD) (Aja-Fernandez and Alberola-Lopez 2006), and
adaptive window anisotropic diffusion (AWAD) (Liu et al. 2009), have generally
shown enhanced performance over the classical one. Over again, OSRAD per-
forms the best for echocardiography (Finn et al. 2011).

In the wavelet transform domain, Zhu et al. (2009), Finn et al. (2011), Mateo
and Fernandez-Caballero (2009) performed comparative studies on speckle
reduction for ultrasound images. As one kind of popular noise reduction methods,
wavelet transform can be used for local analysis between time and frequency. With
its multiscale analysis capability, it can extract the signal local singular charac-
teristics. The focus capability in the filtering method contains the most of the
signal that can be used for noise reduction (Zhu et al. 2009).

Based on the comparison of non-wavelet with some wavelet-based techniques
for speckle reduction in ultrasound image (Zong et al. 1998; Thakur and Anand
2005; Hao et al. 1999), it seems that wavelet transform is not recommendable for
ultrasound and echocardiography images (Zhu et al. 2009; Finn et al. 2011; Mateo
and Fernandez-Caballero 2009). However, although the study of Finn et al. (2011)
reveals that wavelet seems to be slightly unfavorable for echocardiography, the
combination between nonlinear stretching and wavelet shrinkage techniques
brings new advantage. It does not only reduce the speckle, but also enhance and
restore features of interest, such as myocardial walls in 2-D echocardiograms from
the parasternal short-axis view (Zong et al. 1998).

In real cases, image processing techniques sometimes still need to be improved
and verified with clinical judgment to avoid incorrect speckle reduction. This is
normal since clinicians do not need to remove the speckle in the actual manual
diagnosis. Sometimes, clinicians have a preference to preserve the speckle, as it
contains essential information. Therefore, the challenges in speckle reduction for
2-D echocardiography are mostly on determining the characteristics of the cardiac
structures and the speckles in such locations, understanding which speckles need to
be preserved and removed, and defining the best technique for optimum speckle
reduction and feature preservation. In authors’ point of view, speckle reduction
techniques in 2-D fetal echocardiography are by and large comparable to those of
in 2-D echocardiography. However, seeing that fetal heart has special features that
differ from other populations, 2-D fetal echocardiography application needs to be
adjusted to fit with the characteristics. In addition, for 3-D echocardiography
application that employs 2-D conventional transducer, speckle reduction is usually
favorably performed separately in this 2-D plane for the reason that the acquired
speckle is in 2-D plane as well.

• 2-D fetal echocardiography segmentation
In clinical practice, analysis and diagnosis of ultrasound images still rely on manual
visual expertise. This labor-intensive technique is good, as direct au fait inspection
may recognize specific cases that computer system cannot overcome yet. However,
such process is considerably slow, has the tendency of inaccuracy due to over-
whelming data, and may suffer from inconsistencies as well as observers’ variability.
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Therefore, the development of object localization and analysis techniques is helpful
to help experts in diagnosis. As the first-line technique in cardiac diagnosis, quan-
titative assessment of cardiac structures using echocardiography becomes an
important procedure for the expert to determine the abnormality. Seeing that size,
shape, volume, and function of the cardiac structures provide essential parameters
for the cardiac disorder analysis, image segmentation technique is an important
aspect that should be available to generate such parameters.

Since image segmentation techniques have been developed from the early
phase of classical image processing, a large number of methods have been
investigated, implemented, and reviewed. Specifically for image segmentation in
ultrasound images, an extensive review of Noble and Boukerroui (2006) could be a
good reference. To address our preference, this review can give assistance by
clustering the topics in image segmentation methods based on clinical application.
For echocardiography application, the main issues for 2-D echocardiography lie in
segmentation and tracking for endocardial borderline in the left ventricle (Noble
and Boukerroui 2006). As contour of the borderline in the left ventricle is the
primary concern, most of the studies are concentrated on determining the bor-
derline accurately. Some studies in this area have been noted and classified by
Noble and Boukerroui (2006).

Noble and Boukerroui (2006) highlighted several important segmentation
methods for echocardiography images. Active contours (or snakes) and its com-
bination with other methods have been done by Mishra et al. (2003), Mignotte and
Meunier (2001), and Heitz et al. (1994). Bayesian framework for boundary seg-
mentation was implemented by the studies of Mignotte et al. (2001) and Bou-
kerroui et al. (2003), while level set was developed by Yan and Zhuang (2003),
Lin et al. (2003). The work of Klinger et al. (1988) applied mathematical mor-
phology technique for segmentation. At last, artificial neural network (ANN)-
based methods have also been used for region-based segmentation in this appli-
cation (Binder 2002; Friedland and Adam 1989).

Specifically for segmentation of fetal anatomic structures from echocardio-
graphic images, Jardim and Figueiredo (2005) utilized contour estimation and
observation model according to the maximum likelihood criterion via determin-
istic iterative algorithms. In this regard, contour estimation is formulated as a
statistical estimation problem, where both the contour and the observation model
parameters are unknown. The observation model (or likelihood function) relates,
in probabilistic terms, the observed image with the underlying contour. This
likelihood function is derived from a region-based statistical image model. The
result of this study seems to be promising to estimate contours in a supervised
manner, i.e., adapting to not completely known shapes and completely unknown
observation parameters.

Then, again, the works on active contour have produced some studies on fetal
cardiac segmentation. The study of Dindoyal et al. (2003) on deformable model
tracking to segment and track ventricles in 2-D motion-gated fetal cardiac data
employed a modified explicit gradient vector flow (GVF) snake with rigid body
motion constraints combined with edge profile tracking using affine transformations
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to constrain the deformation. Furthermore, the study of Dindoyal et al. (2005) on
level-set method for fetal heart chamber segmentation compared three level-set
approaches: edge-based level set, region-based level set, and shape-based level set.
The edge-based level set, which was introduced by Lassige et al. (2000) and based
on the work of Yezzi et al. (1997) in the earlier stage, developed a level-set algo-
rithm that is capable of segmenting septal defects (holes within the septal wall). The
algorithm is known as edge-penalized constant advection (EPCA). The level set
with region-based approach was based on the concept in Mumford-Shah (MS)
energy functional for active regions (Chan and Vese 2001), edge flow of Sarti
(2002), and level-set snake with region competition (Dindoyal et al. 2005). This
approach generated an algorithm named MS Sarti Collision Detection (MSSCD).
The shape-based level set, as in Dindoyal et al. (2005), essentially combines the MS
driving force in Dindoyal et al. (2005) with exponential curvature dependence. This
snake algorithm is referred to as template-initialized MS with shape prior term
(TIMS ? SP). The main driving forces in this snake are the shape prior and MS
terms. The comparison of such three level-set approaches confirmed that EPCA
snake gives best improvement with the addition of shape prior with manual tracing.

• 2-D fetal echocardiography analysis
The role of experienced perinatal cardiologist is crucial in detecting or excluding
significant fetal heart anomalies. In this regard, the use of fetal echocardiography
has shown to be accurate to detect CHD. However, as the availability of the expert
is limited and the diagnosis is also time-consuming, the use of image analysis to
assist the CHD diagnosis is considered to be helpful. Thus far, the fetal heart
evaluation using 2-D fetal echocardiography analysis requires measurement
parameters, such as fetal heart position, cardiac axis, situs, structural delineation,
and numerous characteristics of cardiac anomalies (Chaubal and Chaubal 2009).
To simplify, we assume by ourselves that the 2-D fetal echocardiography analysis
can be divided into three points, namely object localization, characterization, and
measurement. The object localization is the boundary detection and segmentation
as discussed above. The object characterization is more related to structural and
textural analysis, while the object measurement is more to geometrical analysis.

In point of fact, the implementation of 2-D fetal echocardiography segmentation
methods has largely contributed on analyzing the abnormalities in echocardiography
image, specifically in quantifying geometrical parameters, such as area, volume, and
motion of the cardiac structure. The study of Choy and Jin (1998) in the detection of
endocardial borders has a way to quantify the characteristics of the cardiac struc-
tures. The studies of Jardim and Figueiredo (2005) and Dindoyal et al. (2003) that
have been described above may also be included into the first stage of image analysis
when the measurement of the segmented regions is calculated. As a result, the 2-D
fetal echocardiography analysis has a propensity on image measurement, image
analysis, and feature extraction techniques out of the segmented regions.

For object characterization, we draw our attention to texture analysis of the 2-D
fetal echocardiography. As we see from the measurement parameters mentioned
by Chaubal and Chaubal (2009), most of the characteristics of the fetal heart
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structure in the image are tissue structures. The review study of Kerut et al. (2003)
on texture analysis in the characterization of myocardium tissue gives the
impression about the importance of understanding the knowledge of tissue
structure to define the best technique to characterize them. In this case, the
physical aspects of interaction between the ultrasound wave and tissue need to be
understood. To highlight ultrasound speckle, both diffuse scattering and Rayleigh
scattering are essential factors in generating the visibility of tissue texture char-
acteristics. If necessary, a verification of the echocardiography image with the
actual human heart tissue by performing real incision may be helpful in under-
standing the problem. Therefore, studies in feature verification in this topic seem
to be limited for specific purposes. However, we only limit our review on texture
analysis for 2-D fetal echocardiography. Afresh, the study of Kerut et al. (2003)
presented a nomenclature of texture analysis methods for echocardiography.
Although no exact experimental result is shown, this study has given emphasizes
about basic principle of several texture analysis and possible methods in classical
texture analysis that can be investigated and analyzed to see the feasibility for
implementation in 2-D fetal echocardiography.

The study of Deng et al. (2010) proposed a computerized method for the
automated detection of fetal cardiac structure in the four-chamber-utilized active
appearance model (AAM) for determining fetal cardiac structure after performing
despeckling process. As a model that combines a shape model with a texture
model, AAM (Cootes et al. 2001) built a shape model by aligning training data
information and calculating statistical characteristics. Training data are generated
by annotating images with labeled points as the key features or structures that
represent the object. An eigenanalysis is used to perform a texture model. The
active appearance model is achieved through learning the correlations of the shape
and texture model. With this model, the shape and texture of the fetal heart can be
efficiently obtained. However, the accuracy of this method strongly depends on
preprocessing, which are despeckling, object segmentation, and image labeling.

Although the works of Carneiro et al. (2007, 2008) are not specifically for 2-D
fetal echocardiography only, this study is more aligned with the state-of-the-art
detection and top-down segmentation methods proposed in computer vision and
machine learning. However, this work can be a good resource for comparative
study of fetal anatomical tissue structures, including the fetal heart. In addition to
the 2-D fetal echocardiography, new challenges come up, such as extreme
appearance variability of the fetal abdomen and fetal body imaging, generalization
to the same basic detection algorithm to all anatomical structures, and extreme
efficiency. The classifier used for the structure detection is derived from the
probabilistic boosting tree classifier (PBT). It is a boosting classifier where the
strong classifiers are represented by the nodes of a binary tree. The results show
high accuracy is clinically close to the accuracy of sonographers.

Out of the above-mentioned methods, there are still a large number of methods
that may contribute to structure characterization and analysis of the 2-D fetal
echocardiography image. However, at least the reviewed methods have repre-
sented the actual problems, solutions, and directions in this topic.
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3.5 Future Direction and Conclusions

As the gold standard in the prenatal diagnosis, 2-D fetal echocardiography has
brought a fundamental step in early detection and management of CHD during
pregnancy. In comparison with CMD, 2-D fetal echocardiography is considered to
be a few steps behind. However, this system has many advantages that the cutting-
edge imaging technology still cannot beat, especially with its comprehensive
examination, noninvasive, and easily mobile. Yet, running a 2-D fetal echocar-
diography always requires experience and a systematic approach. Guidelines for
training have been specifically formulated for qualified operators only in view of
the fact that acceptable sensitivity and specificity of the examination is operator
dependent (Caserta et al. 2008).

Technically, the basic issues in imaging and image processing for 2-D echo-
cardiography lie in three methods: speckle reduction, image segmentation, and
image analysis. Based on the review, several techniques have been found to be
robust, accurate, and effective to solve imaging problems. Besides the above-
mentioned techniques, some other techniques may also contribute in improving the
accuracy of the diagnosis, for instance, motion compensation, feature extraction
and quantification, image classification, image visualization, image management
and integration, and so on. With the involvement of image processing and analysis
techniques in the 2-D fetal echocardiography system, new modifications, findings,
and evaluation can be performed and bring more benefits in the obstetric care.

On the other hand, some technical problems, such as low image resolution and
speckle noise that hamper a correct visualization, limited sonographic dimension
and visualization that disable comprehensive multidimensional visibility, inade-
quate post-processing potential, and uncaptured dynamic movement of the fetal
heart during beating due to still-image inadequate capacity, have a big potency to
impede the accuracy of the 2-D fetal echocardiography examination. Therefore,
the need of improved techniques in cardiac examination and new-generation
ultrasound imaging system are vital in improving the diagnostic accuracy during
prenatal cardiac monitoring.

Regarding the advancement of transducers for 2-D fetal echocardiography, it
gives the impression that the development tendencies are more to generate acqui-
sition system in higher dimension, in designs, electronics, computer architecture,
and algorithms. To this end, 3-D imaging may be a solution. The 3-D fetal echo-
cardiography research has been increasingly reported over the last decade (Deng
et al. 1996; Acar et al. 2005; Hata et al. 2008). The 3-D echocardiography tech-
nology is evolving into real-time three-dimensional echocardiography (RT3DE)
system. It ranges from a sparse array matrix transducer (2.5 or 3.5 MHz) consisting
of 256 non-simultaneously firing elements to full matrix-array transducer (94)
generating ultrasonic beams in a phased array manner (Wang et al. 2003). Recently,
a complex high-quality 3-D ultrasound system with fully connected 2-D matrix
arrays having several thousand elements has been developed (Correale et al. 2008),
whereas the freehand 3-D ultrasound system that modifies the 2-D matrix array
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transducer with positional acquisition system and post-processing system remain
favorable due to its more economical and flexibility reasons.

Compared to 2-D, the 3-D fetal echocardiography has larger advantages. Since
the volumetric data could be acquired in one sweep, this 3-D imaging system may
facilitate visualization with reduced scanning time, operator dependence, and
window dependence. With better view, the 3-D system may improve evaluation,
interpretation, and understanding of the object of interest more interactively, as the
visualization can be made in many options. Furthermore, thanks to comprehensive
acquisition, the volumetric quantification of the object can be performed more
accurately and reproducibly. Then, again, the higher the dimension of the data, the
more complicated the system that needs to be taken into account. In developing 3-D
fetal echocardiography system from acquisition to process and display, we will face
some challenges in some topics as follows: 3-D transducer system, reconstruction,
spatial compounding, registration, segmentation, feature extraction, classification,
fusion, visualization, and so on. Some problems, such as slightly poor image res-
olution and motion artifacts, could be new prospective tasks for research.

Out of the 3-D concept, nowadays, the technology has moved fast to the 3-D/4-
D system. The fetal echocardiography technology is also buzzing with the con-
ception of 3-D/4-D ultrasound system in research and clinical practices. Although
it is not widely applicable yet, it can become the standard of care for fetal
echocardiography, on account of its potency to significantly improve the evalua-
tion of the fetal heart. Newer applications, for instance, tomographic ultrasound
imaging, spatiotemporal image correlation, inversion mode, speckle tracking,
tissue harmonic imaging, and velocity vector imaging, are now growing greatly
providing interesting supplementary information in the diagnosis of the CHD.
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Chapter 4
Texture-Based Statistical Detection
and Discrimination of Some Respiratory
Diseases Using Chest Radiograph

Norliza Mohd Noor, Omar Mohd Rijal, Ashari Yunus,
Aziah Ahmad Mahayiddin, Chew Peng Gan, Ee Ling Ong
and Syed Abdul Rahman Abu Bakar

Abstract This chapter proposes a novel texture-based statistical procedure to
detect and discriminate lobar pneumonia, pulmonary tuberculosis (PTB), and lung
cancer simultaneously using digitized chest radiographs. A modified principal
component method applied to wavelet texture measures yielded feature vectors for
the statistical discrimination procedure. The procedure initially discriminated
between a particular disease and the normals. The maximum column sum energy
texture measure yielded 98 % correct classification rates for all three diseases. The
diseases were then compared pair-wise, and the combination of mean of energy
and maximum value texture measures gave correct classification rates of 70, 97,
and 79 % for pneumonia, PTB, and lung cancer, respectively.

Keywords Digital chest radiographs � Statistical discrimination � Pneumonia �
Pulmonary tuberculosis � Lung cancer

N. Mohd Noor (&)
Razak School of Engineering and Advanced Technology, Universiti Teknologi Malaysia,
UTM Kuala Lumpur Campus, Jalan Semarak, 54100 Kuala Lumpur, Malaysia
e-mail: norliza@utm.my

O. Mohd Rijal � C. P. Gan � E. L. Ong
Institute of Mathematical Science, University of Malaya, Lembah Pantai,
50603 Kuala Lumpur, Malaysia
e-mail: omarrija@um.edu.my

A. Yunus � A. A. Mahayiddin
Institute of Respiratory Medicine, Kuala Lumpur, Jalan Pahang 50586 Kuala Lumpur,
Malaysia
e-mail: ashdr64@yahoo.com.au

S. A. R. Abu Bakar
Faculty of Electrical Engineering, Universiti Teknologi Malaysia, 81310 Skudai-Johor,
Malaysia
e-mail: syed@fke.utm.my

K. W. Lai et al., Advances in Medical Diagnostic Technology,
Lecture Notes in Bioengineering, DOI: 10.1007/978-981-4585-72-9_4,
� Springer Science+Business Media Singapore 2014

75



4.1 Introduction

Tuberculosis and cancer are among the top killer diseases in the world where two
million deaths worldwide are due to tuberculosis every year and about one million
new cases of lung cancer have been detected annually (WHO 2003, 2006). In
Malaysia, respiratory diseases accounted for 8.05 % of hospital admission with
pneumonia being one of the top ten causes of death in Malaysian government
hospital (Health Facts 2009). In 2008, the incidence rate of tuberculosis is 63.10
per 10,000 population and lung cancer incidence rate is 14.15 per 100,000 pop-
ulation for male and 6.1 per 100,000 for female (Health Facts 2009; Malaysian
Cancer Statistics 2006). Lung cancer is third most common cancer among the
population in Peninsular Malaysia (Malaysian Cancer Statistics 2006). The gov-
ernment’s failure to curb smoking effectively contributes to high incidence of lung
cancer especially in male population. The emergence of tuberculosis is partly due
to the failure in diagnosing PTB patients seeking treatment for continuous cough
(TB a Problem Once Again 2008). The similarity in terms of symptom and signs of
the these three lung diseases makes diagnosing difficult for the medical
practitioner.

Despite rapid advances in medical imaging technology, the conventional chest
radiograph is still an important ingredient in the diagnosis of lung ailments
(Ginnekien et al. 2001; Middlemiss 1982; Moores 1987). In Malaysia, government
hospitals perform the diagnosis using radiograph films simply out of economic
considerations.

The immediate problem with the use of chest X-rays concerns the use of
considerable visual interpretation. Studies have shown that the accuracy of the
interpretation is subject to varying degrees of observer error (Frieden 2004;
Nakamura et al. 1970). This error includes the observer’s inability to detect
abnormal opacities and interpret them correctly, inter-observer variation (due to
varying reading ability between observers) and intra-observer variation. The study
done by Nakamura et al. (1970) stated that the observer error rates using radio-
graph images were high. Schillham et al. (2006) further confirmed that observer
error still existed, and its rates were still high. Therefore, one of the important
contribution of this study is the ability to reduce the error rates for detection. The
need for computer-aided diagnosis (CAD), as a second opinion, for the medical
practitioner is important in reducing the observer error.

In addition to the difficulty of using the conventional chest radiographs, there is
an additional problem of the simultaneous discrimination for the three diseases.
Related studies tend to address the problem of detecting and comparing a par-
ticular disease with normals. For example, Oliveira et al. (2007) studied the
problem of pneumonia present and pneumonia absent using chest radiograph in
detecting childhood pneumonia and van Ginneken et al. (2002) studied the
problem of detecting pulmonary tuberculosis from mass TB screening program.

In using symptom and signs as the diagnosing tools, Hamilton et al. (2005)
investigate clinical features used in detection of lung cancer and Gopi et al. (2007)
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study the clinical features used in the diagnosis and treatment of tuberculous
pleural effusion.

Simultaneous discrimination in the diagnosis of the three diseases is important
when the prevalence of the three diseases is high. Effective and quick simultaneous
screening will provide proper attention to the patient, and thus, the appropriate
advanced test can be provided. This will eliminate the time-consuming diagnosis
(eliminating disease one by one), currently practiced in most clinics. As far as this
chapter is written, authors are not aware whether any studies have been done to
discriminate the three diseases simultaneously.

A lot of work has been done on chest CAD algorithm for detection of lung
nodules, interstitial opacities, cardiomegaly, vertebral fractures, interval changes
in chest radiograph, classification of benign and malignant nodules, and the dif-
ferential diagnosis of interstitial lung diseases (Schillham et al. 2006; Oliveira
et al. 2007; van Ginneken et al. 2002; Hara et al. 2007).

Our proposed CAD algorithm is different from other semi-automatic methods in
the sense that the selection of region of interest (ROI) does not involve the usual
segmentation problem. The proposed statistical-based CAD algorithm does not
depend on establishing precise boundaries. It is also not required to minimize any
cost function associated with a given segmentation algorithm (Oliveira et al. 2007;
van Ginneken et al. 2002; Hara et al. 2007; Katsuragawa and Doi 2007).

Similar studies in detecting lung abnormalities involving chest radiograph uses
texture (Ginneken et al. 2002), contrast enhancement (Arzhaeva et al. 2009) and
morphology features (Homma et al. 2009). Texture features in the form of
moments of responses (standard deviation, skew, and kurtosis) extracted from
multiscale filter banks for each ROI were considered in Ginneken et al. (2002).
Their result showed a sensitivity of 0.86 at a specificity of 0.50 (area under the
receiver operating curve is 0.820) in a TB mass screening program, which consist
of 147 images with textural abnormalities and 241 were normal images, and a
sensitivity of 0.97 at a specificity of 0.90 (area under the receiver operating curve
is 0.986) when applied to a second database that consist of 100 normal images and
100 abnormal images. Arzhaeva et al. (2009) applied multiscale filter bank of
Gaussian derivatives and obtained moments of histograms as texture features. The
authors used dissimilarity-based classification, which resulted in an area of 0.98
under the receiver operating curve. Katsuragawa and Doi (2007) enhanced the
image of lung nodules by a difference-image technique and hence applied a rule-
based method as the classifier. Their result showed a recognition rate of 98.5 % for
1,681 cases, and even for 22 misfiled cases, 86.4 % were correctly identified.
Homma et al. (2009) used morphological filters and achieved high true positive
rate for their CAD system for detecting lung cancer using X-ray CT.

This study concentrates on developing the algorithm for feature extraction
useful for differentiating lung diseases, which are very similar in clinical symp-
toms and sign, namely lobar pneumonia, pulmonary tuberculosis, and lung cancer.
These features are the input to a novel discrimination procedure. The algorithm
developed has been used to develop a semi-automated CAD system. It should be
emphasized that the CAD was designed as a low cost system where the only

4 Texture-Based Statistical Detection and Discrimination 77



imaging modality utilized is the chest X-ray image, hence, other imaging modality
such as MRI and volumetric CT were not considered.

Error rates are defined for the pair-wise discrimination of two types of diseases.
For example, when discriminating between two types of lung conditions Aj and Ak,
the error rates are given as:

a ¼ P Type I Errorð Þ ¼ P AjjAk

� �

b ¼ P Type II Errorð Þ ¼ P AkjAj

� �

where j = k, j = 1, …, 4, k = 1, …, 4.
The infected region or ROI cannot be easily represented by standard mea-

surement of length, area, shape, and size causing the selection of feature vectors
difficult for any discrimination procedure. Henceforth, any standard image pro-
cessing technique such as image enhancement or segmentation is avoided as much
as possible to avoid possible lost of information from the original image.

4.2 Materials and Methods

4.2.1 Selection of Case Study

This study involved collaboration with the Institute of Respiratory Medicine
(IPR), Malaysia, which is the national referral center for respiratory diseases.
Cases that arrived at the IPR may be considered a random sample since an
individual case may come from any of the Malaysian hospitals or clinics. The IPR
provided archived patients’ data which include chest X-ray films captured using
the Phillips Diagnost 55/Super 50CP (Phillips Corp., Holland) together with
complete patients’ medical information. The patients’ chest were captured in full
inspiration using the posterior–anterior (PA) view with distance from the X-ray to
the patient is fixed at 180 cm to diminish the effect of beam divergence and
magnification of structures closer to the X-ray tube. The cassette size of
35 9 35 cm is used for female chest and 35 9 34 cm for male chest. The patient
is exposed to 64 kV and 4.0 mAs if underweight, and 70 kV and 5.0 mAs if the
patient has normal weight.

The archived data (stored in files) in IPR were diagnosed by a pulmonologist. In
IPR, all the pulmonologists are trained to interpret chest radiographs. Stratified
random sampling (SRS) was carried out for the patients’ file. SRS means that files
were randomly selected given that the patients chosen were already diagnosed as
PTB or LC. The role of the consultant pulmonologist is to verify the diagnosis. It
should be noted that the pulmonologist and consultant pulmonologist mentioned
above are two different individuals.

The patient’s chest X-ray is then divided into two groups, which are the control
group and the test group. The selected patients used as the control group were the
confirmed pneumonia (PNEU), pulmonary tuberculosis (PTB), and lung cancer (LC)
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cases with no other systemic diseases such as diabetes, hypertension, and heart
disease. The omission of cases with other systemic diseases was done in order to
avoid bias in the development of the statistical discriminant function (DF). The test
group was selected similarly except that some of the patients may have other sys-
temic diseases.

Lobar pneumonia is defined when one section or lobe of the lung is affected. In
diagnosing pneumonia, the patient is assessed for crackles and wheezing sound
from the lung, using a stethoscope (Wipf et al. 1999). The radiographic inter-
pretation is considered the gold standard for the presence of pneumonia where the
physical findings is accurate if it is found in the same location as an infiltrate on
chest X-ray (Wipf et al. 1999). The confirmation of the PTB cases is based on the
clinical feature (symptoms and sign), chest X-ray examination, and sputum Acid
Fast Bacilli (AFB) direct smear. For the lung cancer, cases under study consist of
75 % cases of non-small cell carcinoma (of which 50 % are the squamous cell
carcinoma and 25 % are the adenocarcinoma) and 25 % cases of small cell car-
cinoma. The confirmation of LC was based on bronchial biopsy result. The normal
lung (NL) chest X-ray films selected by the radiologist from Universiti Sains
Malaysia Hospital (HUSM) represent patients who came for a general medical
checkup.

Patients that have lung disease (either PNEU, PTB, or LC) will have their chest
X-ray film image shows some abnormal opacity. The existence of lung consoli-
dation in the chest X-ray may confirm the existence of pneumonia and may appear
on the chest X-ray after a few days of infection. The PTB image will show
multiple opacities of varying size that run together (coalesce) in the chest X-ray
image. Severe cases of PTB may result in consolidation and cavity, and the
scarring marks may remain visible in the chest X-ray even after the patient is
cured. Lung cancer appears as a mass opacity in the chest X-ray image. The chest
radiograph image of a normal lung will show a complete dark image between rib
bones due to nonexistence of any hardened substances.

The chest X-ray films were then digitized into DICOM format using the Kodak
LS 75 X-ray Film Scanner (pixel spot size of 100 lm, 12 bit per pixel, image size
of 2016 9 2048 pixels). An example of a digitized X-ray film is shown in
Fig. 4.1a–d.

4.2.2 Texture Measures

Each of the ROI for a given image was subjected to the two-dimensional
Daubechies wavelet transform as shown in Fig. 4.2, (Daubechies 1992; Walker
1999). The wavelet transform convert the image into four subsets, labeled LL, LH,
HL, and HH representing the trend, horizontal, vertical, and diagonal detail
coefficients.

The twelve texture measures considered were as follows:
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�� ��2

3. Contrast =
P

j

P
k j� kð Þ2Cjk

4. Homogeneity, H ¼
P

j

P
k

Cjk

1þ j�kj j

5. Standard deviation of value, STDV ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N2

P
j

P
k ðCjk � lÞ2

q
where

l ¼ 1
N2

P
j

P
k Cjk

6. Standard deviation of energy, STDE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N2

P
j

P
k Cjk

�� ��2�l
� �2

r

where

l ¼ 1
N2

P
j

P
k Cjk

�� ��2

7. Maximum wavelet coefficient value, max = max(Cjk)
8. Minimum wavelet coefficient value, min = min(Cjk)

9. Maximum value of energy, Emax ¼ max
P

j

P
k Cjk

�� ��2
� �

10. Maximum row sum energy

Lung tissue infected 

with cancer 

Lung tissue 

infected with 

pneumonia 

Lung tissue 

infected with  

PTB 

(a) (b)

(c) (d)

Fig. 4.1 a Visual of chest radiograph of pneumonia-infected lung (source The Institute of
Respiratory Medicine, Kuala Lumpur). b Example of chest radiograph showing PTB-infected
lung (snowflakes) (source The Institute of Respiratory Medicine, Kuala Lumpur). c Example of
chest radiograph showing lung cancer (source The Institute of Respiratory Medicine, Kuala
Lumpur). d Example of normal lung of an healthy individual (source The Institute of Respiratory
Medicine, Kuala Lumpur)
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11. Maximum column sum energy
12. Average number of zero-crossings

where Cjk is the element of sub-image (say, LL) found in row-j and column-
k (Gonzalez and Woods 1992; Sonka et al. 1998). Hence, twelve texture measures
in each of LL, LH, HL, and HH yield 48 descriptors or features, u, that will be used
to detect pneumonia.

4.2.3 Modified Principal Component Method

The modified principal component (ModPC) method was introduced in (Noor et al.
2010) where PNEU is discriminated from normals. The ModPC method is now
extended for pair-wise comparison between three types of diseases namely, PNEU,
PTB, LC, and normals.

Fig. 4.2 a Chest X-ray of a pneumonia patient and b a subset image of the infected area.
c Region of interest and d the transformed image where four image subset was formed (source
The Institute of Respiratory Medicine, Kuala Lumpur)
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A sample of 200 images were concurrently read and interpreted for the presence
of PNEU, PTB, LC, and normals by two independent pulmonologists who are
trained according to the World Health Organization (WHO) guideline (WHO
Report 2004; Cherian et al. 2005), and the affected region (ROI) was identified.

The data used were divided into two sets, (u1; u2; . . .; u120) as the control data
set and (u121; u122; . . .; u200) as the test data set. Let,

u1; u2; . . .; u30 where u 2 G1 represents the texture measures for PNEU samples,
u31; u32; . . .; u60 where u 2 G2 represents the texture measures for normal lung
samples,
u61; u62; . . .; u90 where u 2 G3 represents the texture measures for PTB samples,
and u91; u92; . . .; u120 where u 2 G4 represents the texture measures for LC
samples.

The main problem of the ModPC method is the choice of an orthogonal
transformation. Let M be an orthogonal matrix such that

u�r ¼ Mur ðr ¼ 1; . . .; 200Þ:

Let 1
n�1 Sj be the estimate of the covariance matrix for group Gj (j = 1, …, 4).

For example,

S1 ¼
X30

r¼1

ður � uÞður � uÞT where u ¼ u1 þ u2 þ � � � þ u30ð Þ=30

while S2, S3, and S4 were similarly defined for the sets G2, G3, and G4,
respectively.

The spectral decomposition of the estimated covariance matrices are

1
n� 1

Sj ¼ QjKjQ
T
j for Gj ðj ¼ 1; 2; 3; 4Þ

where n = 30, Qj(j = 1, …, 4) is the appropriate matrix of eigenvectors, and Kj

(j = 1,…, 4) is the corresponding diagonal matrix of eigenvalues. Henceforth, the
choice of M will depend on minimizing misclassification probabilities in a two
population discrimination problems. In particular, choose M = Qj or M = Qk

(j = k), j = 1, …, 4 and k = 1, …, 4 such that the probability of misclassifying
the test data to either population-j or population-k is minimized.

Without loss of generality, consider the two population discrimination problems
PNEU and NL. For a selected M matrix, take the first two components of
u�r ðr ¼ 1; . . .; 30Þ, which explain at least 90 % of the variability, relabel it as vr

(r = 1, …, 30), and perform the following:

For vectors, v1; v2; . . .; v30;2 <2 calculate the statistics v1 ¼ v1 þ � � � þ v30ð Þ=30

and Sv1 ¼
P30

j¼1 vj � v1

� �
vj � v1

� �T
. The vectors v1, v2, …, v30 were found to be

bivariate normal (see Sect. 4.2.4). Henceforth, the PNEU ellipsoid ðv�
v1Þ

T ðn� 1ÞS�1
v1

� �
ðv� v1Þ ¼ c was drawn where c was selected from a standard
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Chi square table (see Sect. 4.2.5). Further, the estimate of g1(v), which is the
probability distribution for G1 was also obtained.

The above was repeated for v31, v32, …, v60 yielding, say the NL ellipsoid and
the corresponding estimate of g2(v) which is the probability distribution for G2.

Finally, the estimate of the discriminant function DF12ðvÞ ¼ ln
g1ðvÞ
g2ðvÞ may be derived

(Johnson and Wichern 2007). Two-dimensional probability ellipsoids and appro-
priate DFs estimate the following error probability;

a ¼ P Type 1 Errorð Þ ¼ P PNEUjNLð Þ ð4:1Þ

and

b ¼ P Type 2 Errorð Þ ¼ P NLjPNEUð Þ ð4:2Þ

for a selected texture measure.
For the PNEU–NL discrimination problem, there are two ways of estimating

the error probabilities a and b by using the test set v121, v62, …, v140 from G1 and
v141, v82, …, v160 from G2 in two ways where vj j ¼ 121; . . .; 160ð Þ are the first two
components of u�r ¼ Mur ¼ Qur r ¼ 121; . . .; 160ð Þ;

(a) Estimation of a and b from the probability ellipsoid:

1. The number of times vj j ¼ 121; . . .; 140ð Þ falls into the NL ellipsoid gives
an estimate of b.

2. The number of times vj j ¼ 141; . . .; 160ð Þ falls into the PNEU ellipsoid
gives an estimate of a.

(b) Estimation of a and b from DF:

Investigate if DF12ðvÞ ¼ ln
g1ðvÞ
g2ðvÞ\ log K

where g1(v), the probability distribution for PNEU, was found to be N2ðl1
;R1Þ

and g2(v), the probability distribution for NL was shown to be N2ðl2
;R2Þ. Further,

K ¼ dð1j2Þ
dð2j1Þ

p2
p1

where d(i|j) is the cost of misclassifying observation-j (i = 1, 2 and

j = 1, 2), while p1 and p2 are the a priori probabilities. Suppose v* is an unknown
observation and assuming that p1 = p2 and d(1|2) = d(2|1), then v* is assigned to
the PNEU group if DF12(v*) [ 0, otherwise it is assigned to the NL group.

The equality of covariance matrices was tested using the Box’s Test (Mardia
et al. 1979), and if R1 ¼ R2, DF12(v) is the linear discriminant function (LDF),
which allocates the unknown observation m0 as follows;

Allocate m0 to population one if

ðl
1
� l

2
ÞTR�1ðm0Þ þ

1
2
ðl

1
� l

2
ÞTR�1ðl

1
þ l

2
Þ

� 	
� ln

dð1j2Þ
dð2j1Þ


 �
p2

p1


 �� 	
ð4:3Þ
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Otherwise allocate m0 to population two.
Alternatively, if R1 6¼ R2 then DF12(v) is the quadratic discriminant function

(QDF), which allocates the unknown m0 as follows;
Allocate m0 to population one if

� 1
2

mT
0 R�1

1 � R�1
2 m0 þ ðlT

1
R�1

1 � lT
2
R�1

2 Þ
T m0 � k

� 	
� dð1j2Þ

dð2j1Þ


 �
p2

p1


 �
ð4:4Þ

where k ¼ 1
2 ln

jR1j
jR2j

� �
þ 1

2 lT j
1

R�1
1 l

1
� lT j

2
R�1

2 l
2

� �
.

Otherwise allocate m0 to population two.
Throughout the study it is assumed that d(1|2) = d(2|1) and p1 = p2 for both

Eqs. 4.3 and 4.4. These assumptions were taken because the event of having either
disease is regarded with having equal weight, and equal a prior probability is
because there is no true or exact information about total frequency of cases in
Malaysia.

Henceforth, the number of times DF12(vj) \ 0 for vj j ¼ 121; . . .; 140ð Þ gives an
estimate of b. Likewise, a is similarly derived.

All the above were repeated for the second selection of M (say M = Qk) and
suppose this choice yields lower a and b values, then M = Qk will be the preferred
choice. Tables 4.1 and 4.2 illustrate all the combination of the two population
discrimination problem studied. Flowchart shown in Fig. 4.3 illustrates the dis-
crimination problem for the disease present and disease absent cases. Flowchart
shown in Fig. 4.4 gives similar illustration for the pair-wise comparison of diseases.

4.2.4 Testing for Normality

Given v1; v2; . . .; vn 2 <2. The statistics v ¼ v1 þ � � � þ vnð Þ=n and Sv ¼
Pn

j¼1 ðvj � vÞðvj � vÞT and yj ¼ ðvj � vÞT ðn� 1ÞS�1
v

� �
ðvj � vÞ for j = 1, …, n were

Table 4.1 Pair-wise discrimination strategy between disease absent (DA) and disease present
(DP)

Pair-wise component Type I error Type II error

Pneumonia–normal lung (PNEU–NL) P(PNEU|NL) P(NL|PNEU)
Pulmonary tuberculosis–normal lung (PTB–NL) P(PTB|NL) P(NL|PTB)
Lung Cancer–normal lung (LC–NL) P(LC|NL) P(NL|LC)

Table 4.2 Pair-wise
discrimination strategy
between diseases

Pair-wise component Type I error Type II error

PNEU–PTB P(PNEU|PTB) P(PTB|PNEU)
PNEU–LC P(PNEU|LC) P(LC|PNEU)
PTB–LC P(PTB|LC) P(LC|PTB)
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calculated. If vj is normally distributed, then yj (j = 1, …, n) must come from a Chi
squared distribution with two degrees of freedom. Effectively, testing normality of
v1, v2, …, vn is equivalent to testing whether yj j ¼ 1; . . .; nð Þ comes from a Chi
squared distribution using the Kolgomorov–Smirnov test, (Mardia et al. 1979). In all
cases studied, the Kolmogorov–Smirnov test confirms that yj has a Chi squared
distribution, henceforth, indicating that vj is bivariate normal.

Yes No 

New observation, 

vK

0

Calculate

24

23

21 >
0>
0>

0>
0>
0>

and / or DF

and / or DF

FD (v)

(v)

(v)

(v)
(v)
(v)

24

23

21

FD

and / or

and / or

FD

DF

Test for lung 

disease 

Confirmed NL  

Fig. 4.3 The discrimination procedure flowchart for discriminating disease present and disease
absent
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4.2.5 Confidence Region of the First Two Components of v

A 2D plot of the first two components of v together with its corresponding
approximate confidence region (an ellipse) was used to investigate clustering of
the two groups of individuals. If two clusters of points are discovered on the 2D
plot and each cluster is contained in a separate confidence ellipse then the texture
measures used (u) is regarded as a useful feature for discrimination. The 95 %
probability ellipsoid was drawn for each group.

No 

No 

Yes 

New observation, v

No 

Yes 

Calculate:

34

14

13

FD

FD

FD (v)

(v)

(v)

00 / 1413  



 



dna ro FDDF

Confirmed PNEU 

00 / 3414 dna ro FDDF

Confirmed LC 

Yes 

00 / 3413 dna ro FDDF

Confirmed PTB 

Fig. 4.4 The discrimination procedure flowchart for discriminating PNEU, PTB, and LC
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Since v is bivariate normal, therefore a value for c may be selected from standard

Chi squared tables. The quadratic form, for example, ðv� v1Þ
T ðn� 1ÞS�1

1

� �
ðv� v1Þ

is approximately a Chi squared random variable where the approximation is con-
sidered good if n C 25, (Andrews 1972).

4.2.6 Discrimination Strategy

The main strategy of the current statistical discrimination procedure is to detect
normal healthy individuals (NL) first, those not categorized as NL would then be
tested as being either PNEU, PTB, or LC.

4.2.6.1 Discrimination Between Disease Present
and Disease Absent (NL)

Using two-dimensional wavelet transformation, a selected ROI will generate four
components, namely the approximate (LL), vertical (LH), horizontal (HL), and
diagonal (HH) components. In each of these four components, twelve texture
measures are calculated, yielding 48 descriptors or features. Preliminary explan-
atory data analysis (EDA) using two-dimensional plots for a given pair of features
does not provide obvious separation between clusters. This suggests that the choice
of features is non-trivial. Henceforth, a modified principal component (modPC)
method is proposed.

In the modPC method, a feature vector, say v, is selected in two ways. Firstly,
each patient’s ROI is represented by a four-dimensional vector, for example,
entropy LL, entropy LH, entropy HL, and entropy HH. This approach is to
investigate the capability of each texture measure as the texture descriptor for each
type of disease. The second approach is to use all 12 texture measures (48
dimensional feature vectors). By combining all twelve texture measures, a superior
texture descriptor is hoped to be able to represent each disease. In either approach,
the appropriate Q matrix is first derived before the principal component (PC) is
applied onto it. This method named as the modified PC (modPC) method was
successfully applied in the discrimination between PNEU and NL (Noor et al.
2010).

The discrimination strategy between DP and DA, for the three cases PNEU–
NL, PTB–NL, and LC–NL required that the feature vector v is subjected to the
following constrains. In particular, if the DF is such that,

DF21ðvÞ ¼ ln
g2ðvÞ
g1ðvÞ

[ 0 ð4:5Þ
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and,

DF23ðvÞ ¼ ln
g2ðvÞ
g3ðvÞ

[ 0 ð4:6Þ

and,

DF24ðvÞ ¼ ln
g2ðvÞ
g4ðvÞ

[ 0 ð4:7Þ

where the integers 1, 2, 3, and 4 represent PNEU, NL, PTB, and LC, respectively,
then v is said to represent a patient that has a normal lung.

Note that DF(v) is either the LDF(v) or QDF(v), a choice made after testing for
R1 ¼ R2. To reduce the cost of misclassification, three ROIs for each patient were
considered. Another purpose of taking three areas for each patient is to ensure that
the texture descriptor is homogeneous in the ROI.

4.2.6.2 Discriminating Between Diseases: PNEU, PTB, and LC

Despite the optimistic results of the previous section, any attempt to discriminate
PNEU–PTB, PNEU–LC, or PTB–LC will not necessarily yield similar results.
This is due to the fact that the abnormal appearance for these diseases on the X-ray
film is very similar (Adam and Dixon 2008).

The results showing the lowest misclassification rates are summarized in
Table 4.6. Following De Veaux et al. (2009), for a particular pair-wise compari-
son, the error measure with lowest value will be used as an indicator of perfor-
mance. In Table 4.6, type II error was used for the PNEU–PTB and PTB–LC
comparison, while for the PNEU–LC, type I error was used. The texture measure
that gives the lowest error rates for both types of Q matrix will be selected. In
particular, when both error rates are similar or equal the choice of Q matrix is
arbitrary.

The proposed discrimination procedure is as follows;
Given v calculate;

DF13ðvÞ ¼ ln
fPNEUðvÞ
fPTBðvÞ

; utilizing QPTB ð4:8Þ

DF14ðvÞ ¼ ln
fPNEUðvÞ
fLCðvÞ

; utilizing QLC ð4:9Þ

DF34ðvÞ ¼ ln
fPTBðvÞ
fLCðvÞ

; utilizing QPTB ð4:10Þ

Suppose vo is an unknown observation (see Fig. 4.4),
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If DF13ðvoÞ[ 0 and/or DF14ðvoÞ[ 0) vo 2 PNEU ð4:11Þ

If DF14ðvoÞ\0 and/or DF34ðvoÞ\0) vo 2 LC ð4:12Þ

If DF13ðvoÞ\0 and/or DF34ðvoÞ[ 0) vo 2 PTB ð4:13Þ

The above discrimination procedure can be used in two ways. Firstly, the indi-
vidual Eqs. 4.8–4.10 yields the discrimination problem when only two types of
diseases are of interest, for example, Eq. 4.10 should be applied when the interest is
only in comparing PTB and LC. The set of conditions determined by Eqs. 4.11–4.13
gives the three population discrimination problem which constitutes the second
discrimination procedure.

To increase the test sample size, each ROI is now treated as coming from a
separate individual, giving a maximum of 60 counts of possible successful
detection (sample size is 20). The selection of ROI was done in similar fashion as
in Sect. 4.2.6.1.

4.3 Result

The pair-wise discrimination strategy between disease present (DP) and disease
absent (DA) shows that the type I error and type II error were less than 15 % when
maximum column sum energy texture descriptor are applied for PNEU–NL, PTB–
NL, and LC–NL regardless which Q is used (see Table 4.3). It is interesting to
note that when maximum column sum energy is jointly used with the other 11
texture measures the error probability may increase (see last row of Table 4.3).
The discrimination procedure using either (or all) of DF21(v), DF23(v), or DF24(v),
shown in Fig. 4.3, shows the highest rates of correct classification when utilizing
maximum column sum energy and QNL and is illustrated in Tables 4.4 and 4.5.

For the PNEU–PTB discrimination problem (Table 4.6) using QPTB and mean
of energy and maximum value texture measures give lowest type II error rates.
Both texture measures also give lowest error rates for the PNEU–LC and PTB–LC
comparisons.

For the three population discrimination problems (Fig. 4.4) only the following
case will be discussed;

Select vo from the test set (all three diseases),if

DF13ðvoÞ[ 0 and DF14ðvoÞ[ 0 implies vo 2 PNEU

else if,

DF14ðvoÞ\0 and DF34ðvoÞ\0 implies vo 2 LC

else,

DF13ðvoÞ\0 and DF34ðvoÞ[ 0 implies vo 2 PTB
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When all three conditions are not satisfied the next member of the test set was
considered. The above procedure yields 30 % correct classification for PNEU, and
95 % correct classification for PTB and 50 % correct classification for LC.

If the condition in the above procedure is relaxed, for example, if either
DF13ðvoÞ[ 0 or DF14ðvoÞ[ 0 is satisfied, PNEU was found to be detected
with higher correct classification rates (see Tables 4.7, 4.8 and 4.9). In particular,
the relaxed condition yields correct classification rates of 70 % for PNEU, 97 %
for PTB, and 79 % for LC.

4.4 Discussion

In the medical literature disease detection using chest radiograph is generally
confined to the case of comparing (detection) a particular disease with normals.
This study investigate the same problem but for three diseases (simultaneously).
The results from this study suggest that the proposed statistical discrimination
procedure can be used to detect either of PNEU, PTB, and LC when the com-
parison is made with normals yielding results that are comparable with similar
studies (Oliveira et al. 2007; Katsuragawa and Doi 2007; Arzhaeva et al. 2009;
Homma et al. 2009).

In the situation where two diseases are suspected, mean of energy or maximum
value texture measures can be used for discrimination. Further, the choice of
Q matrix is arbitrary.

Table 4.4 Correct classification rates for discriminating disease absent (DA) using NL test cases

Texture measure Maximum column sum energy and QNL

Discrimination procedure using
NL test data set

DF21 [ 0 DF23 [ 0 DF24 [ 0 DF21 [ 0 and DF23 [ 0
and DF24 [ 0

Percentage correct classification
(%)

65 70 98.33 65

Table 4.5 Correct classification results for discriminating disease present (DP) using PNEU,
PTB, and LC test cases

Texture measure Maximum column sum energy and QNL

Discrimination
procedure

DF21 \ 0 DF23 \ 0 DF24 \ 0 DF21 [ 0 and DF23 [ 0 and
DF24 [ 0

PNEU test data set (%) 100 – – 95
PTB test data set (%) – 98.3 – 95
LC test data set (%) – – 98.3 98.3
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In the three population discrimination problems, it is not expected for the strict
discrimination procedure to yield a high success rate for all three diseases. This
must be due to the fact that the diseases may appear to be similar on the chest
radiographs. In particular, the procedure must be modified, for example, use other
texture measure to allow better detection rates for PNEU and LC. However, if

Table 4.7 Correct classification results for PNEU

Wavelet texture measure Mean of energy Maximum value

Discrimination procedure DF4(x) DF5(x) DF4(x) DF5(x)
Correct classification 14/60 (23.3 %) 23/60 (38.3 %) 38/60 (63.3 %) 23/60 (38.3 %)
Combine (satisfy either

DF4(x) [ 0 or
DF5(x) [ 0)

26/60 (43.3 %) 40/60 (66.67 %)

Combine all (satisfy either
DF4(x) [ 0 or
DF5(x) [ 0 for both
texture measures)

42/60 (70 %)

Table 4.8 Correct classification results for PTB

Wavelet texture measure Mean of energy Maximum value

Discrimination procedure DF4(x) DF6(x) DF4(x) DF6(x)
Correct classification 51/60 (85 %) 55/60 (91.67 %) 13/60 (21.67 %) 17/60 (28.33 %)
Combine (satisfy either

DF4(x) \ 0 or
DF6(x) [ 0)

55/60 (91.67 %) 20/60 (33.33 %)

Combine all (satisfy either
DF4(x) \ 0 or
DF6(x) [ 0 for both
texture measures)

58/60 (96.67 %)

Table 4.9 Correct classification results for LC

Wavelet texture measure Mean of energy Maximum value

Discrimination procedure DF5(x) DF6(x) DF5(x) DF6(x)
Correct classification 27/42 (64.3 %) 3/42 (7.14 %) 24/42 (57.1 %) 27/42 (64.3 %)
Combine (satisfy either

DF5(x) \ 0 or
DF6(x) \ 0)

29/42 (69 %) 31/42 (73.8 %)

Combine all (satisfy either
DF5(x) \ 0 or
DF6(x) \ 0 for both
texture measures)

33/42 (78.6 %)

94 N. Mohd Noor et al.



more relaxed constraints on the discrimination procedure were allowed, higher
correct classification rates can be obtained. Although the sample sizes for the
control data set is 30 and, test data set is 20, the feature vector v for all samples
(groups) were found to be normally distributed ensuring optimal results when
using discriminant function. The results of this research is very promising, how-
ever, further work are needed for verification and validation study with larger
sample size.

4.5 Conclusion

The proposed novel texture-based statistical discrimination procedure was shown
to be able to detect PNEU, PTB, and LC using chest radiograph. The statistical
discrimination procedure studied used wavelet texture measure and the modified
principal component (modPC) method. The discrimination procedures consist of
(1) pair-wise discrimination for disease present (DP) and disease absent (DA),
namely PNEU–NL, PTB–NL, and LC–NL, (2) pair-wise discrimination of dis-
eases, namely PNEU–PTB, PNEU–LC, and PTB–LC, and finally (3) a three
population discrimination problems for PNEU, PTB, and LC. Low misclassifi-
cation probability was achieved when maximum column sum energy texture
measure is used for (1), and mean of energy and maximum value texture measures
were used for (2) and (3). The maximum column sum energy texture measure
yielded 98 % correct classification rates for all three diseases. The diseases were
then compared pair-wise and the combination of mean of energy and maximum
value texture measures gave correct classification rates of 70, 97, and 79 % for
pneumonia, PTB and lung cancer, respectively. The results of this research is very
promising, however, further work are needed for verification and validation study
with larger sample size.
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Chapter 5
Imaging of Mitochondrial Disorders:
A Review

Sang-Bing Ong

Abstract Mitochondria are the main provider of adenosine triphosphate (ATP)
and help in maintaining optimum calcium homeostasis while also participating in
cell death cascades. Hence, the fate of cells depends on the optimum functioning
and positioning of the mitochondria. Perturbations to the normal functioning of
these organelles play a central role in a wide range of mitochondrial diseases,
which affect multiple organs with varying severity. Due to this heterogeneity,
multiple diagnostic modalities including combinations of clinical, biochemical,
and structural criteria have been developed. Imaging techniques such as computed
tomography (CT), magnetic resonance imaging (MRI), and magnetic resonance
spectroscopy (MRS) have been particularly useful in the diagnosis of mitochon-
drial diseases at the level of the organ as the central nervous system (CNS) is the
second most frequently affected organ, while imaging via microscopy is crucial to
detect changes in mitochondria at the cellular level. This review provides a
detailed overview of the application of imaging modality in the diagnosis of
mitochondrial disorders, from the organ to the cellular level.

5.1 Introduction

5.1.1 The Mitochondrion

Mitochondria are ubiquitous in eukaryotic cells and are the site where oxidative
phosphorylation (OXPHOS) for production of energy in the form of adenosine
triphosphate (ATP) occurs (Saks et al. 2006; Stanley et al. 2005; Zeviani and Di
Donato 2004). Mitochondria are known to have a double membrane and are found
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in the cytosol. Compartmentalization of the mitochondria into (1) the outer
mitochondrial membrane (OMM), (2) the inter-membrane space (IMS), (3) the
inner mitochondrial membrane (IMM) with the folding of cristae, and (4) the
matrix enables the mitochondria to perform specialized functions such as
OXPHOS, signaling, mitophagy, induction of apoptosis, and programmed cell
division (McBride et al. 2006). A total of 3,000 genes have been documented as
fundamental to produce a mitochondrion (DiMauro and Schon 2003; Schapira
2006). Thirty-seven of the genes are encoded by mitochondrial DNA (mtDNA)
where the remaining ones are encoded in the nucleus (DiMauro and Schon 2003;
Schapira 2006). The proteins produced are transported to the mitochondria
(Anderson et al. 1981; Chan 2006a; Ingman et al. 2000). Only 3 % of these genes
are responsible for production of ATP, while the remaining genes are involved in
other physiological processes such as urea detoxification, cholesterol metabolism,
and heme synthesis (Anderson et al. 1981; Chan 2006a; Galluzzi et al. 2012;
Ingman et al. 2000; McBride et al. 2006).

5.1.2 What is Mitochondrial Disorder?

The presence of mitochondrial disease, a clinically heterogeneous group of dis-
orders, signifies a failure of the mitochondrion, a key organelle responsible for
producing energy in every cell of the body except red blood cells. The failure of
this organelle appears to mostly impact cells of the brain, heart, liver, skeletal
muscles, kidney, and the endocrine and respiratory systems, albeit in varying
levels of severity (DiMauro et al. 1990, 1985; Petty et al. 1986). The criteria for
diagnosis of mitochondrial disease should include (1) clinically complete respi-
ratory chain (RC) encephalomyopathy and (2) molecular identification of an
mtDNA mutation of undisputed pathogenicity (Bernier et al. 2002). Mitochondrial
disease can be caused by either inherited or spontaneous mutations in mtDNA or
nuclear DNA (nDNA) (DiMauro and Hirano 2005). These mutations can alter the
functions of proteins produced by the mitochondria or even mitochondrial proteins
themselves. Identical mtDNA mutations may not produce identical diseases due to
the complexity of the interplay between genes and proteins in the cells. Con-
versely, different mutations can lead to the same diseases (Friedman et al. 2010;
McFarland and Turnbull 2009). The typical mitochondrial disorder starts with an
isolated organ but often evolves into a multisystem disease. Mitochondrial disease
exists in many forms with onset occurring during the congenital stage although
adult onset is becoming common (McFarland and Turnbull 2009). Symptoms of
the disease include muscle weakness and pain, general fatigue, growth defects,
loss of motor control and coordination, gastrointestinal disorders, and suscepti-
bility to infection (Mattman et al. 2011; Morava et al. 2006; Schapira 2006).
Proper diagnosis may be masked by pre-conceived assumptions that mitochondrial
diseases may be other diseases. Most of the mitochondrial diseases in patients are
not detected at an early stage due to the complexity of the disease.
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5.1.3 Mitochondrial Disease Clinical Manifestations:
An Overview

Mitochondrial diseases produce a plethora of manifestations and can be present at
any age. The manifestations of mitochondrial diseases range from acute metabolic
derangement to intermittent episodes of dysfunction to gradual progressive neu-
rodevelopmental decline or regression. Understanding the clinical manifestations
of pediatric and adult-onset mitochondrial disease will help family physicians to
properly diagnose and treat the patients (Mattman et al. 2011).

5.1.3.1 General Characteristics of Pediatric and Adult-Onset Disease

The pediatric mitochondrial disease ranges from lethargy, hypotonia, failure to
thrive, seizures, cardiomyopathy, deafness, blindness, movement disorder, and
lactic acidosis to progressive neurological, cardiac, and liver dysfunction (DiMauro
et al. 1985, 1990; DiMauro 2004). The patients suspected of harboring mito-
chondrial diseases based on the presence of these symptoms should be referred to a
tertiary care center for proper evaluation and diagnosis. Manifestations of the
symptoms may vary between family members with a maternally derived history of
illness (Mattman et al. 2011).

Adult-onset mitochondrial diseases vary in the presentation times and can be
triggered off during adulthood or discovered in adulthood following childhood
symptoms (DiMauro et al. 1985; Mattman et al. 2011; Zeviani and Di Donato
2004). Adult-onset mitochondrial disease is typically a progressive multisystem
disorder and is often discovered following physical examination and laboratory
evaluation, even though the initial onset may have happened in a specific organ.
The presence of a mitochondrial disease should be suspected when specific clinical
manifestations are present and accompanied by one or more of the following: (a)
involvement of different organ systems and/or (b) abnormal severity (i.e., early
onset with progression over time), and/or (c) maternal inheritance pattern (Matt-
man et al. 2011).

5.2 Imaging and Diagnosis of Mitochondrial Diseases

Diagnosis of mitochondrial diseases is complicated by the complex interaction
between the nuclear genome and mitochondrial genome (Zeviani and Di Donato
2004). Solely relying on enzymological studies is not sufficient to differentiate
between mitochondrial and nuclear origins of diseases (Rötig et al. 2004). An
alternative would be to study the phenotype of the resulting fused cell between the
patient’s fibroblast and mtDNA-null (p0) fibroblast (Rötig et al. 2004). Never-
theless, this approach is not feasible as it can only be performed in patients
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expressing the RC deficiency in the fibroblasts, in addition to the high-cost and
time-consuming protocol. The central nervous system (CNS) is the second most
frequently affected organ in mitochondrial disorders, alone or in combination
(Finsterer et al. 2001). The abnormalities detected during brain imaging can
indicate metabolic disease, albeit non-specific. The varying stages of mitochon-
drial diseases further add to the complexity of proper diagnosis (Bernier
et al. 2002; Morava et al. 2006). A combination of modalities for diagnostic
confirmation is required due to the presence of non-specific symptoms and mixed
etiologies (Haas et al. 2007; Thorburn et al. 2004). The most commonly used and
clinically relevant imaging techniques for visualization of CNS abnormalities in
mitochondrial disorders include computed tomography (CT), magnetic resonance
imaging (MRI), and magnetic resonance spectroscopy (MRS) (Finsterer 2009).

5.2.1 Computed Tomography (CT) Scans

Computed tomography (CT) was the primary neuroimaging method prior to the
advent of MRI and was mainly used for the detection of calcification, a patho-
physiological process of mitochondrial disease, focal or diffuse atrophy, ischemic
lesions, white matter lesions, and demyelination (Finsterer 2009). Intracranial
calcification has been detected in a variety of disorders including idiopathic basal
ganglia calcifications and spinocerebellar ataxia 20 (Knight et al. 2004). Extensive
calcification on CT scans has also been detected in a patient with a novel poly-
merase gamma 1 (POLG1) mutation (Sidiropoulos et al. 2013). Nevertheless, CT
scans face limitations when used to visualize certain abnormalities, such as
strokelike lesions, symmetric necrosis of the thalami, basal ganglia, diencephalon,
or brain stem in patients with Leigh’s syndrome (Finsterer 2009; Iizuka et al. 2002;
McFarland et al. 2002). Current diagnostic protocols rely on the detection of
changes in the neurological system at the initial stage, followed by confirmation
via the usage of MRI in the CNS. The confirmation via MRI relies on the detection
of key characteristics feature of the disease and non-specific abnormalities (Bar-
ragán-Campos et al. 2005; Muñoz et al. 1999). Detailed measurements of the
changes in chemicals in the brain as indices for disorder characterization can be
performed using MRS. The usage of MRI and MRS is extremely safe and non-
invasive, hence rendering them suitable for monitoring of disease progression and
changes in metabolic markers.

5.2.2 Magnetic Resonance Imaging (MRI)

Structural abnormalities in mitochondrial disorders are detected by MRI. The most
common manifestation of mitochondrial disease is a global delay in myelination
pattern at the initial stage of the disease—an indication of abnormal metabolic

102 S.-B. Ong



process, which is only resolved at a later stage following development (Dinopoulos
et al. 2005; Muñoz et al. 1999). Hypointensity on T1 images as well as a sym-
metric signal abnormality of deep gray matter presenting with hyperintensity on
T2 and fluid attenuation inversion recovery (FLAIR) images constitute the most
common specific MRI findings indicative of mitochondrial disease (Gire et al.
2002; Haas and Dietrich 2004). Strokelike lesions affecting the white matter and
gray matter are regarded as manifestations of a vasogenic edema and show
dynamic changes in intensity and extensiveness over varying periods of time
(Iizuka et al. 2007). Diffusion-weighted imaging (DWI) is considered to be more
sensitive than T2-weighted images to demonstrate strokelike lesions (Abe 2004).
The lesions can be either patchy or homogeneous with the presence of varying
degrees of cerebral and cerebellar atrophy (Saneto et al. 2008). Cerebral atrophy
may be categorized as focal or diffuse, cortical or subcortical, supratentorial or
infratentorial, and primary or secondary after strokelike lesions (Finsterer 2009).
Some patients may develop cerebellar atrophy with or without cerebral atrophy
(Scaglia et al. 2005; Van Goethem et al. 2004). These MRI findings are mostly
associated with syndromic phenotypes as discussed in Sect. 2.4. MRI, by itself,
however, still lacks adequate sensitivity or specificity for an accurate diagnosis of
certain mitochondrial diseases and is more commonly paired with other imaging
modalities such as MRS for determining mitochondrial diseases (Barkovich et al.
1993; Friedman et al. 2010; Valanne et al. 1998).

5.2.3 Magnetic Resonance Spectroscopy

Magnetic resonance spectroscopy (MRS), capable of measuring biochemical
changes in the form of metabolites possessing resonating nuclei (hydrogen-1, 1H;
phosphorous-31, 31P; carbon-13, 13C) in the mM range, provides valuable meta-
bolic information as a complement to conventional MRI (Saneto et al. 2008). The
1H-MRS is advantageous in that it shares a similar radiofrequency range compared
with conventional MRI and thus can be performed simultaneously in the same
examination (Saneto et al. 2008). 1H-MRS aids in predicting and classifying
childhood white matter diseases, brain creatine deficiency syndromes, and phe-
notypic mitochondrial diseases (Chi et al. 2011a). The other nuclei, such as
phosphorous-31 (31P) and carbon-13 (13C), although used to measure phospho-
creatine and metabolite production degradation rates, respectively, are less utilized
due to (1) the need of specific hardware for measurement, (2) lower signal to noise
per unit time, and (3) the requirement of costly labeled substrate (13C glucose or
acetate) as in the case of 13C MRS (Saneto et al. 2008).

Approximately 30 or more brain metabolites can be distinguished using spe-
cialized 1H acquisition approaches compared with only about 5–10 brain metab-
olites using routine clinical 1H-MRS (Ross 2000). Using specific spatial
acquisition techniques such as point-resolved spectroscopy (PRESS), stimulated
echo acquisition mode (STEAM), or image selected in vivo spectroscopy (ISIS)
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(Keevil 2006), grid (multivoxel also referred to as chemical shift imaging: [CSI or
MRSI]) acquisitions can be obtained, although longer acquisition times will be
needed to obtain sufficient signal-to-noise ratio (Saneto et al. 2008).

MRS signals are shown as spectra with different peaks corresponding to the
various specific chemical entities. The magnetic field strength produced by nearby
electrons for the nucleus determines the position of each resonance peak in the
spectrum. The signal shifts to a lower frequency when a higher density of electrons
is present. Conversely, a signal of higher frequency is present when the density of
electrons is lowered (Saneto et al. 2008). J-coupling refers to the interaction
between electrons on close neighboring protons within a molecule. Depending on
the acquisition delay (echo times or TE) which can be modified to 20–30,
135–144, and 288 ms, the peak of a particular metabolite can be altered by j-
coupling, which is advantageous to detection in clinical 1H-MRS (Saneto
et al. 2008). As an example, the interaction between two protons (OH–H) with the
magnetic field creates a characteristic doublet for the lactate peak at 1.33 parts per
million (ppm) (Rand et al. 1999; Saneto et al. 2008). Depending on the echo time,
the doublet can be either pointing up (TE = 288 ms) or pointing down
(TE = 144 ms) and this specific feature can be utilized for unequivocal mea-
surement of lactate, compared with the overlapping peaks from lipid/macromol-
ecule signal in brain (Rand et al. 1999; Saneto et al. 2008; Yablonskiy et al. 1998).
Short TE (20–30 ms) is more useful for the detection of glutamine, glutamate, and
myo-inositol although the baseline value may include lipid signals between 1 and
2 ppm (Yablonskiy et al. 1998). Using a higher TE, the lipid peaks can be ruled
out while providing a lower signal-to-noise ratio (S/N) (Yablonskiy et al. 1998).
The relationship between TE and magnetic field strength, tesla (T), is also crucial
for sensitivity of MRS. An improved sensitivity for the spectra at 3.0 T was
detected compared with 1.5 T at short TE (Barker et al. 2001). Conversely, the
3.0 T MRS has a reduced or absent signal intensity using an intermediate echo
time (Lange et al. 2006). No differences were noted using a long TE, irrespective
of magnetic field strength (Barker et al. 2001).

Single-voxel (one region, typically 2–10 cc’s) technique can be advantageous
for specific localization in areas near the air/brain interfaces (e.g., cerebellum) and
optimal signal to noise per unit time, but it has the downside of limited spatial
coverage (Saneto et al. 2008) as well as the possibility of underestimating the
lactate concentration (José da Rocha et al. 2008). Multiple voxel acquisition (in a
single plane) is more commonly performed using chemical shift imaging tech-
niques. The grids of data in matrices of (1) 16 9 16, (2) 24 9 24, or (3) 32 9 32
having individual voxels of approximately 1–2 cc after reconstruction filtering
confer the benefit of being able to study many different brain regions at the same
time, particularly in regions with inconsistent patterns of lactate elevations (Saneto
et al. 2008). The downside is that individual voxels have to be summed to facil-
itate measurement of lactate with sufficient signal-to-noise ratio. The measurement
in voxels may be further complicated with the difference in visibility of lactate in
different compartments, particularly when only a partial volume is sampled
(Saneto et al. 2008).
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5.2.3.1 MRS in Mitochondrial Diseases: Lactate and NAA Changes

MRS is used to diagnose mitochondrial disease based on the changes in different
markers following impaired OXPHOS or disruption of electron transport chain
(ETC). The shift of catabolic metabolism from the TCA cycle to anaerobic gly-
colysis produces cerebral lactate in the range of 3–11 mM (Wilichowski et al.
1999) or an average of *6 mM (Isobe et al. 2007; Saitoh et al. 1998), which can
be measured along with other markers of cellular integrity and energetic such as
myo-inositol, choline, creatine, and N-acetylaspartate (NAA). Cellular compro-
mise is almost always denoted by increased lactate and decreased NAA (Jeppesen
et al. 2003; Moroni et al. 2002). Due to disease variability and regional sampling,
lactate elevations may not be detected in some of the patients, including patients
with a normal brain MRI (Bianchi et al. 2003; Chi et al. 2011b; Lin et al. 2003).
Cady et al. showcased the possibility of confusion in identification of lactate with
propan-1,2-diol, localized at 1.1 ppm (Cady et al. 1994). Most of the increased
lactates are detected in lesions, and the intensities of the lactate peaks change
according to severity of the disease and the developmental course of lesions
(Bianchi et al. 2003; Lin et al. 2003). Saneto et al. (2008) recommend using
multivoxel acquisition for MRS, followed by reformatting to identify regions of
interest so as to study multiple brain sites and compare contralateral regions.
Monovoxel acquisition is useful to detect the lactate spikes in the putamen and the
cerebellar dentate nucleus (Delonlay et al. 2013). As opposed to the elevation of
lactate levels, a reduction in lactate levels can also be detected depending on the
type of mitochondrial disease, time course of disease development, or location of
the brain sampled (Saneto et al. 2008).

The presence of elevated lactate is almost universally indicative of neuronal/
axonal compromise and decreases in NAA. In a survey of mitochondrial patients,
93 % showed NAA/creatine ratio reductions in cerebellum, 87 % in cortical gray
matter regions, though few changes were observed in white matter (Bianchi et al.
2003). Dinopoulos et al. (2005) showed that 11 patients with definitive mito-
chondrial disease had decreased NAA/creatine ratio in both gray matter and white
matter.

Voxel placement is crucial for the detection of abnormal lactate and can be
missed if the voxel is placed over the incorrect brain region. This is evident in the
case study of Boddaert et al. (2008) where lactate peaks were detected in 9 out of
11 patients with cerebellar involvement when voxels were placed over the cere-
bellum, while only 3 out of 11 showed lactate voxels over the putamen. In
addition, elevated levels of alanine, glucose, or pyruvate can also be detected due
to monoxidative glycolysis or pyruvate dehydrogenase complex deficiency
(Medina et al. 1990; Wilichowski et al. 1999).

To summarize, although MRS can complement conventional MRI in studying
the underlying biochemical changes, the optimal protocol for determining the
abnormalities in the brain has yet to be clearly defined.
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5.2.4 Mitochondrial Disorders

5.2.4.1 Leigh’s Syndrome

Leigh’s syndrome or subacute necrotizing encephalomyelopathy is a progressive
degenerative disorder caused by mtDNA or nDNA mutations that affect infants,
children, and sometimes adults (DiMauro 2004). The most common biochemical
abnormality of Leigh’s syndrome lies in the defective complex IV (cytochrome C
oxidase) (Rahman et al. 1996). Clinical presentation includes global develop-
mental delay, feeding and swallowing difficulties, vomiting, spasticity, brainstem
dysfunction, dystonia, abnormal eye movements, and multiple organ involvement
(Barkovich et al. 1993; Rahman et al. 1996).

The disease is named after Denis Leigh who first described the neuropatho-
logical features of the disease, which include focal, bilateral, and symmetric
necrotic lesions associated with demyelination, vascular proliferation, and gliosis
in the brain stem, diencephalon, basal ganglia, and cerebellum (Leigh 1951).
Progressive signal abnormalities with the highest frequency in the lentiform nuclei
and caudate nuclei are detected with MRI. Besides that, abnormalities involving
the thalamus, periaqueductal gray, tegmentum, red nuclei, and dentate nuclei can
also be commonly seen (Saneto et al. 2008). The spongiform changes and vacu-
olation in the deep gray structures are reflected by the high T2 signal of MRI.
Extensive gliosis and cystic degeneration may occur in the white matter. Com-
pared to the cerebral organic acidurias that lead to severe global degeneration, the
volumes of the lesion(s) are actually preserved on follow-up studies. In some cases
of Leigh’s syndrome, a marked global atrophy over the course of time can be
detected even though lesions in the basal ganglia are preserved. As the disease
progresses, the basal ganglia can also show volume loss (Saneto et al. 2008).

The etiologies of Leigh’s syndrome can be differentiated by using MRI. MRI
scans of patients with SURF-1 (a major gene associated with complex IV defi-
ciency) mutations reveal symmetric lesions in the brain stem, subthalamic nuclei,
and possibly cerebellum, while some of the patients show basal ganglia abnor-
malities as well as signal hyperintensities in bilateral optic radiation on
T2-weighted imaging and DWI (Farina et al. 2002; Tanigawa et al. 2012; Zhu
et al. 1998). Conversely, patients with Leigh’s syndrome from other etiologies
exhibit T2 hyperintensities in the putamina with involvement of the caudate nuclei,
globus pallidi, thalami, and brain stem (Farina et al. 2002; Quinonez et al. 2013;
Valanne et al. 1998). Furthermore, there were less symmetric areas on increased
T2 signal in the cortex and the subcortical white matter of the right and left
occipital lobes and in the perirolandic region (Quinonez et al. 2013).

A lactate doublet peak on MRS and hyperperfusion in the patients at baseline
with persistent hyperintensities on DWI at follow-ups were also reported (Chen
et al. 2012b). In the absence of hypoxia, ischemia, or infection, the presence of
symmetric deep gray structures or lactate peaks in the area of MRI abnormality on
1H-MRS warrants further investigation for mitochondrial defects. High choline
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levels were also detected in the white matter by MRS (Sijens et al. 2008).
A diffused supratentorial leukodystrophy involving the deep lobar white matter
can also be detected by the MRI in a small cohort of patients with Leigh’s syn-
drome. Initial swelling followed by cystic degeneration from the posterior to
anterior has been reported (Lerman-Sagie et al. 2005; Moroni et al. 2002).

5.2.4.2 Mitochondrial Myopathy, Encephalopathy, Lactic Acidosis,
and Strokelike Episodes (MELAS)

Mitochondrial myopathy, encephalopathy, lactic acidosis, and strokelike episodes
(MELAS) are maternally inherited progressive neurodegenerative disorders with
various symptoms such as headache with nausea preceding strokelike events,
treatment-resistant partial seizures, short stature, muscle weakness, exercise
intolerance, deafness, diabetes, and slow progressive dementia (Hirano and
Pavlakis 1994; Pavlakis et al. 1984). In addition to different mitochondrial and
nDNA mutations (Emmanuele et al. 2013; Lamperti et al. 2012; Rossmanith et al.
2008; Sproule and Kaufmann 2008; Tam et al. 2008), an estimated 80 % of
MELAS patients have an adenine-to-guanine transition at the tRNA for leucine at
position 3,243 in the mtDNA (Goto et al. 1990; Janssen et al. 2006; Lamperti et al.
2012; Malfatti et al. 2007). This results in impaired ATP production, following
failed synthesis of mitochondrial proteins.

Hallmark MRI features for MELAS patients include transient strokelike lesions
predominantly affecting gray matter with the occasional diffused white matter
lesions involving periventricular white matter, centrum semiovale as well as the
corpus callosum (Apostolova et al. 2005; Barkovich et al. 1993; Conway et al.
2011; Hirano and Pavlakis 1994; Matthews et al. 1991). Areas of hypoattenuation
in the left occipital and partially parietal lobe (Pauli et al. 2013) as well as bi-
pallidal microcalcifications (Renard et al. 2012) have been detected using CT
scans. Large bilateral hypointensities in the pallidum and the substantia nigra were
detected using 3-T T2-weighted MRI (Renard et al. 2012). Strokelike lesions
(accompanying strokelike symptoms) can be seen on MRI at different stages of the
disease (Renard et al. 2012). Similarly, brain-MRS-based detection of lactate,
increased alanine and glucose, decreased N-acetylaspartate, choline, and creatine
can be used to resolve the different stages of MELAS progression and treatment
(Chen et al. 2012a; José da Rocha et al. 2008).

The difference between chronic lesions and acute ischemic stroke episodes lies
in the diffusion coefficient. Intense T2 and FLAIR signals are common features of
both events. However, chronic lesion displays a normal to slightly increased
apparent diffusion coefficient (ADC) due to vasogenic edema (Oppenheim et al.
2000; Pauli et al. 2013; Yonemura et al. 2001), while acute ischemic stroke epi-
sode has a significant reduction in ADC due to cytotoxic edema (Pauli et al. 2013).
Therefore, the DWI sequences during the acute event are fundamental to differ-
entiating between the chronic nature and acute nature of the lesions.
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Mutations in the POLG1 gene encoding for the DNA polymerase c, pol c which
replicates the human mitochondrial genome, produce MELAS-like symptoms
(Cheldi et al. 2013; Deschauer et al. 2007). Nevertheless, it is difficult to directly
compare between MELAS- and POLG1-associated encephalopathy, which has a
heterogeneous clinical presentation (Cheldi et al. 2013). In addition, there have
also been documented cases of sole involvement of the basal ganglia as well as
ETC defects with strokelike brain lesions that do not fulfill the criteria for full
MELAS (Kim et al. 2001), hence warranting the need for multiple diagnostic
modalities beyond imaging alone to ensure proper and correct diagnosis of
MELAS. MELAS syndrome has also been documented to mimic the clinical and
radiological signs of herpes simplex encephalitis (Gieraerts et al. 2013). Effective
differentiation was achieved by observing diffusion restriction in some parts of the
lesions but not throughout the entire lesions following DWI and biochemical
investigations on cerebrospinal fluid, electromyogram, muscle biopsy, and genetic
analysis (Gieraerts et al. 2013).

5.2.4.3 Pearson’s Syndrome/Kearns–Sayre’s Syndrome

Pearson’s syndrome, first described in 1979, is an uncommon, multisystem
mitochondrial disorder caused by single mtDNA deletions (Lee et al. 2007;
Pearson et al. 1979). Pearson’s syndrome was first characterized in 4 patients with
refractory sideroblastic anemia and vacuolization of marrow precursors and exo-
crine pancreatic dysfunction (Pearson et al. 1979). Following this characterization,
small deletions of 4,799 and 5,500 base pairs in the mtDNA have been shown to be
responsible for Pearson’s syndrome (McShane et al. 1991; Rotig et al. 1989).

Clinical manifestations of Pearson’s syndrome include hypotonia, develop-
mental delay, ataxia, refractory sideroblastic anemia, pancytopenia, exocrine
pancreatic dysfunction, and sometimes hepatic or renal failure (Lee et al. 2007).
Premature death during infancy or childhood following infections or metabolic
failure often occurs, whereas those that do survive into adulthood develop Kearns–
Sayre’s syndrome (KSS), even with the initial spontaneous remission of infantile
sideroblastic anemia (Larsson et al. 1990; Lee et al. 2007; Rotig et al. 1989).

There is relatively little information on CNS imaging of patients with Pearson’s
syndrome. In 2007, Lee et al. documented a review study of 55 cases of patients
with Pearson’s syndrome. Neuroimaging findings for Pearson’s syndrome were
variable, with a myriad of normal, non-specific finding or prominent abnormal
signal intensity over the white matter, basal ganglion, or brain stem (Lee et al.
2007). Cortical atrophy has also been reported (Lee et al. 2007).

Kearns–Sayre syndrome (KSS) is a progressive external ophthalmoplegia
present before 20 years of age and is commonly associated with atypical retinal
pigmentary degeneration and heart cardiac conduction defects (Kearns and Sayre
1958). Cerebellar ataxia, deafness, diabetes, short stature, hypoparathyroidism,
and other endocrinopathies may also occur (Mayer et al. 2011). The presence of
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heteroplasmic rearrangements of multiple DNA deletions in mtDNA denotes the
presence of this syndrome (Zeviani et al. 1988).

Typical histopathological findings of this syndrome include status spongiosus
involving both gray and white matters, specifically the brainstem tegmentum, basal
ganglia, and white matter of the cerebrum and cerebellum (Chi et al. 2011;
McKelvie et al. 1991; Tanji et al. 1999). Calcifications are commonly detected in
the basal ganglia (José da Rocha et al. 2008). Commonly detected MRI charac-
teristics include cerebral and cerebellar atrophy with early T2/FLAIR hyperintense
bilateral lesions in subcortical white matter, thalamus, basal ganglia (substantia
nigra and globus pallidus), and brain stem (Chu et al. 1999; Duning et al. 2009;
Hourani et al. 2006; Kamata et al. 1998; Leutner et al. 1994; Wray et al. 1995).
Cardiovascular MRI has also revealed a potentially typical pattern of diffuse
intramural late-gadolinium-enhancement in the left ventricular inferolateral seg-
ments of patients suffering from KSS (Yilmaz et al. 2012). Lactate peak on the
right putaminal lesion can be detected by MRS (José da Rocha et al. 2008).

5.2.4.4 Alpers’ Syndrome

Alpers’ syndrome, first described in 1931, is a severe hepatocerebral disease
caused by different types of mtDNA depletion that is present at various ages
depending on the type of mutation within the polymerase gamma 1 gene (POLG)
(Alpers 1931; Huttenlocher et al. 1976; Naviaux and Nguyen 2004). Compound
heterozygote mutations, usually one of which within the linker region, cause a
more severe disease phenotype with onset before 2 years of age, whereas patients
with homozygous mutations within the linker region usually have a later onset and
milder form of Alpers’ syndrome (Ashley et al. 2008; Saneto et al. 2008; Uusimaa
et al. 2013). Mutations in the mitochondrial replicative helicase Twinkle (Hakonen
et al. 2007) or the heterozygous presence of a spacer region mutation in trans with
another recessive POLG mutation (Kurt et al. 2010) has also been shown to
demonstrate phenotypes reminiscent of Alpers’ syndrome, thus suggesting that
there may be other etiologies as well. Nevertheless, the current definitive diagnosis
for Alpers’ syndrome is the identification of mutations in POLG (Hunter et al.
2011).

Patients with Alpers’ syndrome usually suffer from refractory seizures, psy-
chomotor regression, and a characteristic liver disease (Naviaux and Nguyen
2004). Depending on the site of the POLG gene mutation, the onset and severity
vary from infancy to adulthood, while infantile Alpers’ syndrome can slowly
progress to external ophthalmoplegia and ataxia (Horvath et al. 2006).

The syndrome is denoted by extensive gliosis and neuronal loss in the occipital
cortices and cerebellar cortex (Purkinje cells). In addition, there is necrosis of
subcortical deep nuclei, hippocampi, lateral geniculate body of the thalamus, and
amygdala (Harding 1990). There are also T2/FLAIR hyperintensities in the MRI
scans of patients within the occipital regions, deep cerebellar nuclei, thalamus, and
basal ganglia (Tzoulis et al. 2006), albeit these rely on the mutations present.
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Compound heterozygotes are more involved, while homozygotes have lesions that
can reverse during quiescent periods.

In the study of Saneto et al. (2008), they found that the MRI lesions evolved
initially from the cerebellum to the occipital regions and pre-motor cortex in one
of the patients with compound heterozygous mutations in polymerase gamma 1
(p.Q67X and p.A467T). The patient exhibits clinical symptoms such as focal
seizures, nystagmoid eye movement and visual hallucinations (Saneto et al. 2008).
Following a rapid course of decline, the patient became blind and developed liver
failure after valproic acid exposure. In the same study, a patient with a homozy-
gous mutation in the linker region of polymerase gamma 1 (p.A467T) developed
mild sensorineural hearing loss, ataxia, and clumsiness at 5 years of years (Saneto
et al. 2008). This patient then developed partial status epilepticus at the age of
15 years. A stable quiescent state for 6–7 years ensued. The patient passed away at
the age of 23 years from liver failure, following valproic acid exposure (Saneto
et al. 2008). Although the patient’s MRI findings were initially normal, occipital
T2/FLAIR hyperintensities were detected at the time of partial status epilepticus
which also resolved over time, rendering a virtually normal MRI study just before
her death (Saneto et al. 2008). Based on this study, it can be concluded that
although MRI may be useful in differentiating the severity of Alpers’ syndrome,
one should always be wary of the possible changes in MRI scans and further
studies are needed to correlate MRI findings with corresponding disease phenotype
and genotype.

The review of the case records of 12 patients with Alpers’ syndrome by Hunter
et al. (2011) showed CT scans of focal areas of low attenuation or diffuses cerebral
atrophy in four out of eight children scanned. Ten MRI scans of four children
dating back to 1992 showed focal high signal changes on T2-weighted images,
albeit the positioning of the abnormalities varies. MRS scans were not performed
for those patients (Hunter et al. 2011). According to the findings of McCoy et al.
(2011), diffusion abnormalities correlated with the T2 abnormalities were acute
rather than chronic, while MRS demonstrated the presence of lactate, suggesting a
RC defect. Most recently, Uusimaa et al. (2013) also elaborated the importance of
increased lactate on MRS and suggestive brain MRI changes (with thalamic
predominance) as the impetus for screening of the common POLG mutations and
POLG sequencing for the detection of Alpers’ disease.

5.2.4.5 Mitochondrial Neuro-Gastrointestinal Encephalomyopathy

Mitochondrial neuro-gastrointestinal encephalomyopathy (MNGIE), first descri-
bed in 1983, is derived from mutations within the thymidine phosphorylase gene
(TYMP) located on chromosome 22q13.32 and causes loss of mtDNA via DNA
deletions and point mutations within mtDNA (Ionasescu 1983; Nishino 1999;
Nishino et al. 2000) although novel pathogenic mutations have also been reported
(Libernini et al. 2012). Intestinal pseudoobstruction, recurrent diarrhea, nausea,
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and vomiting are the most dominant symptoms. Other symptoms such as oph-
thalmoparesis, ptosis, and peripheral neuropathy may also be present. The
symptoms generally appear before 20 years of age, and younger patients typically
have more severe symptoms with death occurring by 35 years of age for
approximately 50 % of patients. There have been cases of patients remaining
undiagnosed for many years who later undergo extensive workup to Crohn’s
disease (Perez-Atayde 2013).

Prominent leukoencephalopathy can be detected via MRI in almost all patients.
The changes in white matter are diffused with increased T2 signal abnormalities,
with a case of widespread supratentorial cortical atrophy described in one study
(Barragán-Campos et al. 2005). Mild white matter edema or mild demyelination
has also been shown in postmortem studies (Bardosi et al. 1987). The presence of
megamitochondria in gastrointestinal ganglion cells and in smooth muscle cells of
muscularis mucosae and muscularis propria also aids in the diagnosis of MNGIE
(Perez-Atayde 2013).

There have been reported cases of observance of MNGIE-like phenotypes in
patients with mutations in the ribonucleoside diphosphate reductase subunit M2 B
gene (RRM2B) (Shaibani et al. 2009) as well as the POLG1 gene (Tang et al.
2011, 2012; Goethem et al. 2003). Brain MRI of the RRM2B patient showed
patchy leukoencephalopathy and also bilateral basal ganglia signal abnormality
compared with the commonly observed diffuse leukoencephalopathy in MNGIE
due to TYMP mutations (Shaibani et al. 2009). Depending on the mutations in the
POLG1 gene, findings from brain MRI range from normal with no leukoen-
cephalopathy (Goethem et al. 2003) to global cerebral atrophy or increased T2
signal in the basal ganglia (Tang et al. 2012).

5.2.4.6 Isolated Electron Transport Chain Disorders

The mitochondrial and nuclear genomes encode for subunits of all RC complexes,
except complex II (Rötig et al. 2004). Nuclear genetic defects in OXPHOS and non-
OXPHOS proteins involved in the assembly or maintenance of the ETC are the
main cause of pediatric cases of mitochondrial disease (Salvatore DiMauro 2004;
Shoubridge 2001). Diagnosis is hampered by the clinically heterogeneous nature of
these disorders, mainly caused by the interplay of mtDNA and nDNA expression.

Non-specific diffused white matter changes have been found in some patients
expressing ETC defects, involving individual and combinations of complexes I–IV
deficiencies (Lerman-Sagie et al. 2005). Progressive macrocystic leukodystrophy or
diffuse white matter disease including cerebellar white matter loss has been
described in four patients with defects in complex I (Schuelke et al. 1999). In the
study of Lebre et al. (2011) consisting of 30 patients with complex I deficiency,
bilateral brainstem lesions were observed in all cases with 23 patients exhibiting
anomalies of the putamen. Patients harboring mtDNA mutations showed supra-
tentorial strokelike lesions, whereas necrotizing leukoencephalopathy was observed
in patients with nDNA mutations (Lebre et al. 2011). Baertling et al. (2013)
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showcased the cerebral MRI with bilateral cystic lesions in the centrum semiovale
from an 8-month-old infant girl with rapid developmental regression, who was
found to harbor an isolated mitochondrial complex I deficiency due to an NDUFS1
mutation (encoding NADH-dehydrogenase-ubiquinone Fe–S protein 1). Demye-
lination of the supratentorial white matter ensued in the follow-up imaging after
3 months (Baertling et al. 2013).

Complex II, also known as succinate: ubiquinone oxidoreductase or succinate
dehydrogenase, is exclusively nuclear-encoded and participates in the citric acid
cycle by oxidizing succinate to fumarate(Rutter et al. 2010; Sun et al. 2005). In the
mitochondrial ETC, complex II functions to shuttle electrons to ubiquinone (Rutter
et al. 2010; Sun et al. 2005). Various studies also reported neurological disorder
with leukoencephalopathy, Leigh’s syndrome, or cerebellar atrophy in isolated
complex II defect (Brockmann et al. 2002; Burgeois et al. 1992; Jain-Ghai et al.
2013; Moroni et al. 2002). In these studies reported, MRI shows abnormal
intensities in various sections of the brain as well as multiple foci of diffusion
restriction with symmetric distribution (Brockmann et al. 2002; Burgeois et al.
1992; Jain-Ghai et al. 2013; Moroni et al. 2002).

Among two patients with defects in complex III, one had a mutation in cyto-
chrome b subunit of complex III and the other was without a recognized mutation
but a defect in enzyme activity (Majoie et al. 2002). White matter changes have
been described in at least 5 patients with defects in complex IV (Jaksch et al. 2001;
Rahman et al. 2001). Similarly, rapid progression of cerebral/cerebellum atrophy
on axial T2-weighted and FLAIR are well visualized in complex IV disorders
(Castro-Gago et al. 1999; Scaglia et al. 2005; Valanne et al. 1998). A patient
having multiple ETC defects coupled with leukodystrophy has also been reported
(Moroni et al. 2002). Leukodystrophy in patients is usually detected at infancy or
at a very young age. Multisystem disorders with a neurodegenerative course can be
present as well. MRI detection of a diffuse leukodystrophy within the clinical
context of multisystem involvement compels the need for further investigation for
a mitochondrial disorder. In terms of MRS, lactate elevation is a consistent feature
of patients with various ETC defects (Dinopoulos et al. 2005).

5.3 Imaging at the Cellular Level

The existence of healthy mitochondria in the cell relies on maintenance of proper
morphology, membrane potential, and calcium signaling, while dysfunctional or
senescent mitochondria are ‘pruned’ by mitophagy. Any deviation will result in
mitochondrial disorder which will ultimately lead to a disease state. Hence, an
understanding of the mitochondrial function in normal and pathophysiological
states is critical for the monitoring and treatment for mitochondria-related dis-
eases. Methods for imaging the changes in mitochondria at the cellular level have
been relatively well established using epifluorescence, confocal laser, and electron
microscopy (Chan 2006b; Chen and Chan 2004; Gieraerts et al. 2013; Karbowski
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et al. 2004; Ong and Gustafsson 2012; Ong and Hausenloy 2010; Ong et al. 2010;
Rötig et al. 2004). More recently, multiphoton microscopy has also been explored
for imaging of mitochondrial function (Davidson and Duchen 2012; Hall et al.
2009, 2013). In the following sections, I will review some of the latest innovations
in mitochondrial imaging at the cellular level.

5.3.1 Imaging Mitochondrial Dynamics and Its Disorders

Research for the past decade has revealed a unique feature of the mitochondria, in
that the mitochondria exist in a dynamic equilibrium between a fused (elongated)
(Figs. 5.1a, 5.2) and fragmented (Fig. 5.1b) state (Chan 2006b; Chen and
Chan 2004; Liesa et al. 2009; Ong et al. 2012; Ong and Hausenloy 2010).

The movement of the mitochondria and subsequent changes in shapes (mor-
phology) of the mitochondria constitute the term of ‘mitochondrial dynamics’ and
have since led to an impetus of research in this particular area. The number and
shapes of mitochondria vary according to cell type and energy requirement. The
balance between fused and fragmented forms of the mitochondria is governed by
specific mitochondrial-shaping proteins, mitofusin 1 (Mfn1) (Santel et al. 2003),
mitofusin 2 (Mfn2) (Bach et al. 2003), and optic atrophy 1 (OPA1) (Cipolat et al.
2004) for mitochondrial fusion and dynamin-related protein 1 (Drp1) (Smirnova
et al. 1998) and human fission 1 (hFis1) (James et al. 2003) for mitochondrial
fission. Mitochondrial fusion serves to facilitate the exchange of contents, DNA,
and metabolites between neighboring mitochondria and to compensate for muta-
tions in mtDNA (Chen et al. 2010; Nakada et al. 2001) and prevents healthy
mitochondria from being removed via autophagy, a process of recycling dys-
functional mitochondria (Gomes et al. 2011). Mitochondrial fusion by inhibition of
Drp1 or upregulation of Mfn1 and Mfn2 has been shown to protect the heart from
ischamia–reperfusion injury via inhibition of the mitochondrial permeability
transition pore (mPTP), a channel in the IMM that opens upon calcium over-
loading and accumulation of oxidative stress (Ong et al. 2010). Conversely, fission
is crucial for enhancing optimum mitochondrial transport, to subcellular regions of
specific energy demand. Fragmentation of the mitochondria by upregulation of
Drp1 predisposes the cardiac cells to autophagy and cell death upon stress insults
such as oxidative stress buildup and calcium overloading (Chen et al. 2005; Gomes
et al. 2011; Jheng et al. 2012; Lee et al. 2011).

A variety of methods have been employed to monitor the changes in mito-
chondrial morphology. Traditional studies of mitochondrial morphology employ
electron microscopy. However, this only provides a snapshot in time and space.
Mitochondrial dynamics, which encompass the movement, change in shapes, and
positioning, can be monitored using photoactivatable fluorescent proteins (mtPA-
GFP). The photoactivated GFP diffuses rapidly within the entire mitochondrial
matrix and can therefore be used to tag individual mitochondria (Lovy et al. 2012;
Twig et al. 2006, 2008). In addition, monitoring mitochondrial fusion using the
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Renilla luciferase complementation assay has also been described (Huang et al.
2010; Schauss et al. 2010).

Contact between two mitochondria does not necessarily lead to fusion. Fission,
conversely, can occur without movement and connection of two juxtaposed
mitochondria. Fluorophores are targeted to the mitochondria via the differences in
mitochondrial membrane potential to visualize the intermixing and segregation of
the inner mitochondrial components. The study of mitochondrial dynamics using
this tool enables a better understanding of physiological and pathophysiological
processes affecting mitochondrial activity, positioning, and the number of mito-
chondria (Molina and Shirihai 2009). Certain dyes such as MitoTracker� Green
FM, Orange CMTMRos, Red CMXRos, and Deep Red FM probes are not affected
by the energetic state of the mitochondria, compared with conventional dyes such
as rhodamine 123 and tetramethylrhodamine methyl ester (TMRM). Novel, non-
cytotoxic dyes, e.g., AcQCy7, have also been formulated to specifically target
mitochondria (Han et al. 2013). Different model organisms, most of which express
fluorescent mitochondria in vivo, have also been developed or modified to study

(b)(a)

Fig. 5.1 Representative confocal microscopy images showing an endothelial cell with a fused
mitochondria and b fragmented mitochondria

Fig. 5.2 Representative
electron micrograph
depicting an elongated
mitochondrion (in oval) in the
adult heart tissue
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mitochondrial dynamics in disease systems (Chandrasekaran et al. 2006; Misgeld
et al. 2007; Plucińska et al. 2012). The presence of giant mitochondria can also be
detected by electron microscopy (Haas et al. 2008).

The change in mitochondrial morphology has been demonstrated to affect various
physiological processes. Mutations in OPA1 lead to type 1 dominant optic atrophy, a
common cause of inherited visual failure starting in early childhood characterized by
irreversible loss of retinal ganglion cells (RGCs) (Alavi and Fuhrmann 2013; Amati-
Bonneau et al. 2009; Eiberg et al. 1994; Galvez-Ruiz et al. 2013; Kjer 1959; Lenaers
et al. 2012; Lunkes et al. 1995) as well as impairment of neuronal maturation
(Bertholet et al. 2013). Disruption or loss of OPA1 has been demonstrated to be
associated with complex I deficiency (Ramonet et al. 2013) and Parkinson’s disease
(Anglade et al. 1997; Fernandes and Rao 2011; Sekiya et al. 1982; Trimmer et al.
2000) as well as affecting vertebrate development (Rahn et al. 2013). Mfn2 muta-
tions lead to primary axonal Charcot–Marie–Tooth disease type 2A, an autosomal
dominant neuropathy that impairs motor and sensory neurons with the longest ax-
ons, resulting in earliest symptoms in distal extremities (Züchner et al. 2004).
Similar to OPA1, a missense mutation in Mfn2 can lead to instability of mtDNA and
optic atrophy ‘plus’ phenotypes such as syndromic forms of autosomal dominant
optic atrophy associated with sensorineural deafness, axonal sensory motor poly-
neuropathy, ataxia, chronic progressive external ophthalmoplegia, and mitochon-
drial myopathy with cytochrome c oxidase (COX)-negative and ragged-red fibers
(Amati-Bonneau et al. 2008; Hudson et al. 2008; Rouzier et al. 2012). Brain MRI
from the patient revealed multiple periventricular white matter lesions and severe
diffuse cerebral atrophy (Rouzier et al. 2012). Fragmentation of the mitochondrial
network was also observed in the fibroblasts of the patient (Rouzier et al. 2012).
Concurrent with reduced levels of Mfn1, Mfn2, and OPA1 and high levels of Fis1
and Drp1, increased mitochondrial fragmentation has also been observed in cells and
tissues from patients with Alzheimer’s disease (Manczak et al. 2011; Wang et al.
2009). Mfn2 ablation promotes axon degeneration and disrupts axonal mitochon-
drial positioning in parkinsonism (Lee et al. 2012; Misko et al. 2012).

5.3.2 Determining Mitochondrial Membrane Potential

Adenosine triphosphate (ATP), the source of cellular energy from the mitochon-
dria, is mainly produced via OXPHOS (Kaim and Dimroth 1999). The OXPHOS
system is made up of five multiprotein complexes embedded within the IMM:
complex I (reduced nicotinamide adenine dinucleotide: ubiquinone oxidoreduc-
tase), complex II (succinate: ubiquinone oxidoreductase), complex III (ubiquinol:
cytochrome c oxidoreductase), complex IV (cytochrome c oxidase), and complex
V (ATP synthase). Protons, donated by reduced nicotinamide adenine dinucleo-
tide, ubiquinone, and cytochrome c, are channeled by complexes I, III, and IV,
respectively, into the mitochondrial IMS. The channeling of protons through the
complexes creates a proton gradient between the mitochondrial matrix and the
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IMS. The proton gradient is crucial for generating and maintaining the electro-
chemical membrane potential (DW), which is the driving force for the conversion
of ADP and inorganic phosphate into ATP (Kaim and Dimroth 1999).

Mitochondrial membrane potential (DWm) can be estimated using fluorescent
voltage-sensitive dyes that are membrane-permeant lipophilic cationic compounds
that distribute across the IMM (Lemasters and Ramshesh 2007) based on the
Nernst equation. Changes in DWm have been usually expressed in percentage over
the basal level (Dedkova and Blatter 2012). Rhodamine 123, tetramethylrhod-
amine methyl, and ethyl ester (TMRM and TMRE) are specifically used to monitor
changes in DWm, which are useful for monitoring pathophysiological states or
pharmacological treatment that induces changes in mitochondrial energetic states.
Although it is least toxic to cells, TMRM should be used at a low concentration.
An alternative fluorescent probe is the carbocyanine compound, JC-1, which exists
as a green fluorescent monomer at low membrane potential but switches to form
red fluorescent aggregates at higher potentials (Di Lisa et al. 1995). This change in
fluorescence is solely based on membrane potential and independent of size and
density of the mitochondria. Various factors such as loading times and dye con-
centration affect the formation of aggregates (Diaz et al. 2001; Duchen et al. 2003).
Defects in complexes of the RC, which concurs with defects in OXPHOS, were
detected using JC-1, as the buildup of mitochondrial membrane potential is dis-
rupted by impairment of OXPHOS (De Paepe et al. 2012). Simultaneous detection
of both DWm and morphology can also be achieved via a combination of potential-
insensitive mitochondrial GFP and a potential-sensitive probe such as TMRM
(Distelmaier et al. 2008). This will also help in correcting for movement artefacts
by applying a ratiometric approach (Twig et al. 2006). Nevertheless, it is important
to ascertain that certain considerations should be taken into account when using
these dyes, e.g., the optimum dye concentration to be used, the presence of the dye
in superfusion solution throughout the experiment, timing for addition of dye, and
other factors affecting the localization of the dye such as movement and changes in
volume of the mitochondria (Dedkova and Blatter 2012; Duchen et al. 2003;
O’Reilly et al. 2003). The potential occurrence of FRET phenomena (Förster
resonance energy transfer or fluorescence resonance energy transfer) between two
different dyes that can lead to erroneous interpretations of the results should also
be evaluated (Aon et al. 2007; Dedkova and Blatter 2012; Honda et al. 2005;
Hüser et al. 1998; Slodzinski et al. 2008). The plasma membrane potential,
together with the DWm, dictates the accumulation of the dye (Davidson et al.
2007). Upon opening of the mPTP, dyes may leak out of the mitochondria via
simple diffusion (O’Reilly et al. 2003; Twig et al. 2006). Quantitative calibration
of experimental data with potentiometric probes is usually expressed as a per-
centage change from basal levels (Dedkova and Blatter 2012). The standard
deviation (SD) of the measured fluorescence signal is important as the SD may
vary from high (in polarized mitochondria) to low (in depolarized mitochondria)
(Duchen et al. 2003). Calibration of DWm can be achieved by obtaining the ratio of
mean fluorescence to SD (mean/SD), which gives a quantitative measure of dye
localization (Dedkova and Blatter 2012; Duchen et al. 2003).
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5.3.3 Detecting Mitochondrial Calcium Flux

Calcium (Ca2+) is an important signaling molecule regulating the process of ATP
synthesis and hydrolysis. In response to physiological stimuli, the concentration of
mitochondrial Ca2+ is increased in line with the activity of mitochondrial RC to
cope with enhanced energy demand and ATP synthesis (Jouaville et al. 1999;
Rizzuto and Pozzan 2006). Mitochondria are crucial in maintaining intracellular
calcium homeostasis. The mitochondria act as a Ca2+ sink to prevent propagation of
large calcium waves by taking up Ca2+ released from the endoplasmic reticulum
(ER) into the cytosol (Baughman et al. 2011; Boitier et al. 1999; Jouaville et al.
1995; Mallilankaraman et al. 2012; Plovanich et al. 2013; Tinel et al. 1999; Wil-
liams et al. 2013). The Ca2+ will then be released back into the cytosol by release
mechanisms (Ca2+/Na exchanger, Ca2+/H+ exchanger, and transient opening of the
mPTP) (Ichas et al. 1997; Pinton and Rizzuto 2006; Putney and Thomas 2006;
Rizzuto et al. 1993; Tian et al. 2005). Perturbations in the normal functions of cells
may result in pathophysiological Ca2+ overloading in mitochondria, followed by
the initiation of a cascade of events that lead to cell death (Hajnóczky et al. 2006).
Permeabilization of the mitochondrial membrane by prolonged opening of the
mPTP leads to the release of apoptogenic proteins from the IMS and subsequent
cell death (Hausenloy et al. 2009; Martinou et al. 2000). Mitochondrial calcium can
be measured using fluorescent Ca2+ indicators such as indo-1 (Miyata et al. 1991;
Schreur et al. 1996), fura-2 (Abdallah et al. 2011), fluo-3 (Sedova et al. 2006), and
rhod-2 (Jou et al. 1996) as well as luminescent and fluorescent targeted proteins
such as aequorin, pericam, and camaleons (Bonora et al. 2013; De la Fuente et al.
2012; Fonteriz et al. 2010). The membrane-permeant fluorescent Ca2+ indicators
[typically acetoxymethyl (AM) esters] are entrapped in the mitochondrial matrix
via a de-esterification process by intracellular (cytosolic and intramitochondrial)
esterases (Dedkova and Blatter 2012). Combining the use of rhod-2 with mito-
chondrial-targeted GFP, the mitochondrial positioning, morphology, and relation to
sequestration of calcium can be concurrently studied. Potential downsides to using
these dyes include the non-ratiometric nature of all rhodamine-derived indicators
which may cause errors from changes in dye concentration and motion artifacts
(Dedkova and Blatter 2012). Following repetitive simulation with certain agonists,
Rhod-2 has been reported to induce Ca2+-dependent inhibition of mitochondrial
Ca2+ uptake (Fonteriz et al. 2010). Besides that, the optimum dye concentration has
to be determined as this affects mitochondrial membrane potential, morphology,
and toxin production (Fonteriz et al. 2010). Classical ratiometric indicators such as
fura-2 and indo-1, conversely, have low dissociation constant (Kd) and may
accumulate in the cytosol (Dedkova and Blatter 2012). Recent innovations in
mitochondrial calcium measurement include the development of Mt-pericam, a
mitochondrial-matrix-targeted, circularly permuted green fluorescent protein fused
to calmodulin and its target peptide M13 (Nagai et al. 2001), Mitycam which is
targeted to mitochondria with a standard mitochondrial-targeting sequence (subunit
VIII of human cytochrome c oxidase) (Kettlewell et al. 2009; Nagai et al. 2001),
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a low-Ca2+ affinity aequorin probe which is able to measure [Ca2+] in the millimolar
range for long period of time without problems derived from aequorin consumption
(De la Fuente et al. 2012), and, most recently, GCaMP2-mt, consisting of a mito-
chondrial-targeting sequence attached to a high signal-to-noise Ca2+ sensor protein
GCaMP2 to measure oxidant-induced responses of [Ca2+]m in cultured neonatal
myocytes (Iguchi et al. 2012).

5.3.4 Monitoring Mitochondrial Autophagy

Autophagy refers to the evolutionarily conserved process of segregation and
recycling of damaged or unused cellular components (Klionsky 2007; Mizushima
2007). Autophagy is defined by the formation of autophagosomes—double-mem-
brane structures that sequester defective organelles and cytotoxic protein aggre-
gates, or even viruses or bacteria (Fig. 5.3) (Hayashi-Nishino et al. 2009; Klionsky
2007; Mizushima et al. 2011; Mizushima 2007). The autophagosomes subsequently
fuse with lysosomes leading to bulk degradation of their content, and the produced
nutrients will then be recycled back to the cytoplasm (Hayashi-Nishino et al. 2009;
Klionsky 2007, 2008; Mizushima et al. 2011; Mizushima 2007; Ylä-Anttila et al.
2009a). Specific removal of mitochondria is termed mitophagy (Kissová et al.
2004; Rodriguez-Enriquez et al. 2004). Through mitophagy, dysfunctional mito-
chondria are recycled to produce useful amino acids and other nutrients.

Pathologic dysregulation of autophagy results in various disorders such as
synaptic dysfunction, stroke, brain trauma, Parkinson’s, Alzheimer’s, Hunting-
ton’s, and other neurodegenerative diseases (Chu et al. 2007; Lai et al. 2008; Liu
et al. 2008; Nixon et al. 2005; Ong and Gustafsson 2012; Rudnicki et al. 2008).

Mitophagy is generally visualized via the protein LC3B, a general marker for
autophagic membranes (Dagda et al. 2008; Du et al. 2009; Klionsky et al. 2012) or
using electron microscopy (Klionsky et al. 2012). Autophagosomes are visualized
on TEM as two parallel membrane bilayers separated by an electron-lucent cleft
(Eskelinen and Kovács 2011), containing organelles that look morphologically
intact, i.e., similar to the cytosol and organelles elsewhere in the cell (Ylä-Anttila
et al. 2009b). Autolysosomes usually have only one limiting membrane, while the
engulfed cytoplasmic material and/or organelles are at various stages of degra-
dation (Ylä-Anttila et al. 2009b). The recommended quantification of TEM results
is to obtain the volume occupied by autophagic structures and express it as a
percentage of cytoplasmic or cellular volume in a predetermined number of cells
(by power analysis) per sample (Klionsky et al. 2012; Sigmond et al. 2008).
Autophagosomes in the brain have been evaluated using confocal immunohisto-
chemistry and antibodies against LC3 (Lai et al. 2008). Caution should be exer-
cised when interpreting the increase in autophagosomes as this can reflect
induction of autophagy, impairment of autophagosome turnover (Kovács et al.
1986, 1987, 1988), or the inability of turnover to keep pace with increased auto-
phagosome formation (Chu 2006).
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Similar to the cases described before, LC3B-GFP or LC3B-RFP can be used in
conjunction with mitochondrial-targeted fluorescent proteins to concurrently study
mitochondrial dynamics and mitophagy. High-quality images at a high magnifica-
tion from epifluorescence or confocal laser microscope are used to quantify LC3B
puncta colocalized with mitochondria, average number of LC3 puncta per cell or
percentage of cells displaying punctate LC3 that exceeds a particular pre-defined
threshold (Klionsky et al. 2012). Anti-LC3 antibodies for immunocytochemistry or
immunohistochemistry can be used to detect the endogenous protein without the
need for transfection as the overexpression of GFP-LC3 may cause the nuclear
localization of the marker (Elsässer et al. 2004; Klionsky et al. 2012; Ost et al. 2010).
The number of puncta corresponding to GFP-LC3 on a per cell basis rather than
simply the total number of cells displaying puncta can be quantified to monitor
autophagy (Klionsky et al. 2012). Sizes of autophagosomes may vary, but additional
assays will be required to correlate autophagosome size with autophagic activity
(Klionsky et al. 2012; Wu and Pollard 2005). When using fluorescence microscopy
to monitor autophagy, a ratio for establishing differences in the degree of autophagy
between cells should be obtained by calculating the SD of pixel intensities within the
fluorescence image and dividing this by the mean intensity of the pixels within the
area of analysis (Klionsky et al. 2012). This is crucial as the expression of GFP-LC3
may not be the same in all cells. Multispectral imaging cytometry has been proposed
to assist in quantifying GFP-LC3 puncta in a large number of cells (Dolloff et al.
2011). An additional advantage of this method is the ability of quantification of
endogenous LC3 in non-transfected primary cells (Phadwal et al. 2012). A caveat to

Fig. 5.3 Representative electron micrograph depicting an autophagosome with an engulfed
mitochondrion in the heart
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using GFP-LC3 is the potential association of this chimera with protein aggregates
(Kuma et al. 2007). Furthermore, using antibodies will obviate the need for gen-
eration of a transgenic organism. The late stage of mitophagy where mitochondria
undergo lysosomal degradation is monitored by labeling lysosomes with lysotracker
and mitochondria with MitoTracker or mitochondrial-targeted fluorescent proteins
(Rodriguez-Enriquez et al. 2006). Autophagic flux can also be measured by a tan-
dem monomeric RFP-GFP-tagged LC3 (Kimura et al. 2007) with a more sensitive
and accurate reporter described in 2012 (Zhou et al. 2012). The signal elicited from
mRFP is not affected by environmental conditions. The GFP signal, however, is
sensitive to the acidic and/or proteolytic conditions of the lysosome lumen. Colo-
calization of both GFP and mRFP fluorescence indicates a phagophore or an auto-
phagosome that has not fuse with a lysosome. In contrast, an mRFP signal without
GFP may correspond to an amphisome or autolysosome. The Rosella biosensor, a
dual fluorescence assay, complements the tandem mRFP/mCherry-GFP reporter by
monitoring the uptake of specific cellular components to the lysosome/vacuole and
the internal environment of the biosensor during autophagy (Rosado et al. 2008).
The biosensor Rosella consists of a relatively pH-stable fast-maturing RFP variant
and a pH-sensitive GFP variant (Rosado et al. 2008). Novel tools for studying
mitochondrial turnover and biogenesis include MitoTimer, a fluorescent reporter
protein that changes fluorescence from green to red concurrent with protein matu-
ration in whole cells and isolated mitochondria (Hernandez et al. 2013), the use of
Keima, a coral-derived acid-stable fluorescent protein that emits different-colored
signals at acidic and neutral pHs to quantify autophagy at a single time point (Ka-
tayama et al. 2011). The correlation between component proteins and organelles
involved in the timing of the autophagic process has also been studied (Karanasios
et al. 2013; Katayama et al. 2011).

5.4 Conclusion

The onset of mitochondrial diseases can occur at any age with multifaceted
symptoms in various organs, such as the CNS, visual system, and neuromuscular
system. Diagnosis of mitochondrial diseases is not easily achievable, due to the
underlying factors such as double genetic origin of RC proteins, heterogenous
clinical presentations of patients, and variables between genotype and phenotype.
Coupled with other investigation tools such as genetic or biochemical analysis,
imaging methods are crucial to visualize and differentiate CNS abnormalities in
mitochondrial disorders. Findings from the different imaging methods, however,
have to be corroborated to ensure that a proper and accurate diagnosis is achieved.
Advances in biomedical imaging enhance a better understanding of mitochondrial
integrity and function which will help develop future therapeutics against mito-
chondrial diseases.
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Chapter 6
A Novel Hybrid Magnetoacoustic
Measurement Method for Breast Cancer
Detection

Maheza Irna Mohamad Salim, Nugraha Priya Utama,
Eko Supriyanto, Khin Wee Lai, Yan Chai Hum and Yin Mon Myint

Abstract Breast cancer is the most common cancer in women worldwide. It is a
disease of uncontrolled breast cells growth, in which the cells acquire genetic
alteration, causing them to proliferate more aggressively as compared to normal
tissue development. In current medical practice, the gold standard for breast cancer
screening is mammography. However, its usage is unsafe as it exposes patient to
ionizing radiation and it is less comfortable due to the need for breast compression.
Another available option for breast screening is ultrasound. To date, ultrasound is
an important adjunct modality to mammography regardless of its low sensitivity in
detecting small cancers from normal tissues due to overlapping ultrasonic char-
acteristics of these tissues. To address this problem, a hybrid magnetoacoustic
measurement method (HMM) that combines ultrasound and magnetism for the
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simultaneous assessment of bioelectric and acoustic profiles of breast tissue is
proposed. Previous studies have shown that in cancerous tissue, changes in
ultrasonic characteristics occur due to uncontrolled cell multiplication, excessive
accumulation of protein in stroma, and enhancement of capillary density. Addi-
tionally, changes in conductivity also occur due to the increase in cellular water
and electrolyte content, as well as membrane permeability due to increased met-
abolic requirements. In HMM, the interaction between the ultrasound wave and the
magnetic field in the breast tissue results in Lorentz force. This produces a
magnetoacoustic voltage output, which is proportional to breast tissue conduc-
tivity. Simultaneously, the ultrasound wave is sensed back by the ultrasound
receiver for tissue acoustic evaluation. At the end of this study, ultrasound wave
characterization results showed that normal breast tissue experienced higher
attenuation compared with cancerous tissue. The mean magnetoacoustic voltage
results for normal tissue were lower than the cancerous tissue group. This dem-
onstrates that the combination of acoustic and bioelectric measurements appears to
be a promising approach for diagnosis.

6.1 Introduction and Literature Review

6.1.1 Breast Cancer

Breast cancer is a disease of uncontrolled breast cells growth, in which the cells
acquire a genetic alteration that allows them to multiply and grow outside the
context of normal tissue development (Locasale and Cantley 2010). The cell
metabolism increases to meet the requirements of rapid cell proliferation, autono-
mous cell growth, and cell survival (Locasale and Cantley 2010; Alberts et al. 2002).

The key aspect in diagnosis of breast cancer is to determine whether the cancer
is in situ or invasive (Donegan and Spratt 2002; Moinfar 2007; Cuzick 2003). In
situ cancers confine themselves to the ducts or lobules and do not spread to the
surrounding organ. Two main types of in situ breast cancer are the ductal carci-
noma in situ (DCIS) and lobular carcinoma in situ (LCIS). DCIS means that the
abnormal cancer cells are found only at the lining of the ducts. However, it can be
found in more than one place in the breast since the cancer travels through the
ducts. DCIS has a high cure rate especially if given early treatments. However, it
can change to invasive carcinoma without a proper treatment. LCIS means that the
abnormal cancer cells are found in the lining of milk lobules and is a warning sign
of increased risk of developing invasive cancers. Invasive cancer is a cancer that
has penetrated through normal tissue barriers and invades the surrounding organs
via the bloodstream and the lymphatic system. The most common invasive cancers
are invasive lobular carcinoma and invasive ductal carcinoma. There are also some
rare cancers such as the inflammatory breast cancer and Paget’s disease that differ
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from invasive ductal and lobular carcinoma, in which they do not form a distinct
mass or lump in the breast (Donegan and Spratt 2002; Moinfar 2007).

The most common symptom of breast cancer is the presence of painless and
slow growing lump that may alter the contour or size of the breast (Thomas et al.
1997). It is also characterized by skin changes, inverted nipple, and bloodstained
nipple discharge (Donegan and Spratt 2002; Moinfar 2007). The lymphatic nodes
under the armpit may be swollen if affected by cancer. In late stages, the growth
may ulcerate through the skin and get infected (Donegan and Spratt 2002; Moinfar
2007). Bone pain, tenderness over the liver, headaches, shortness of breath, and
chronic cough may be an indication of the cancer spreading to the other organs in
the body (Moinfar 2007).

The main risk factor for breast cancer can be usefully grouped into four major
categories (Cuzick 2003): family history or genetics, hormonal, proliferative breast
benign pathology, and mammographic density. These four factors have now been
thoroughly studied, and accurate quantitative estimates are available for the factors
(Cuzick 2003). In terms of genetics, the mutations of BRCA1 and BRCA2 genes have
been identified as genetic susceptibility of breast cancer in which carriers of the genes
have at least 40–85 % chances of getting breast cancer (Cuzick 2003). Besides that,
several lines of evident points to estrogen levels as a hormonal prime factor for the
development of breast cancer (Cuzick 2003). The evidents include result of labora-
tory studies, direct measurement to postmenopausal women, and risk reduction when
women take anti-estrogen (Thomas et al. 1997). However, details of mechanisms are
still unclear. In addition to that, the risk of cancer following benign breast disease has
also been identified. A recent study shows that benign breast disease in the absence of
proliferation does not carry any excess risks (Cuzick 2003). However, a simple
hyperplasia doubles the excess rate, and atypical hyperplasia increases the risk of
getting breast cancer to fourfold (Cuzick 2003). In terms of mammographic density,
earlier studies had clearly demonstrated that a radiographically opaque area in the
mammography is an important measure of the risk of developing breast cancer.

Finally, female breast has a special place in human affairs beyond its biological
function. It was a prominent feature of motherhood, beauty, fertility, and abun-
dance since the early days. Diseases of the breast particularly cancer are not only
the threats to women’s health and well-being but are also attacks on femininity,
nurturance, motherhood, and personal identity. Hence, efforts to improve breast
cancer detection and treatment must continue not only to save lives but also as a
part of the social betterment.

6.1.2 Normal and Cancerous Breast Tissue: Changes
in Density and Conductivity

The mammary gland is a complex tissue that consists of epithelial parenchyma
embedded in an array of stromal cell (Arendt et al. 2010). It undergoes dynamic
changes over the lifetime of a woman from the expanded development at puberty,
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to proliferation and apoptosis during the menstrual cycle and to full lobuloalveolar
development for lactation (Donegan and Spratt 2002; Moinfar 2007; Riordan
2005). Previous studies had shown that changes in breast tissue density and
conductivity occur in cancerous tissue. Breast carcinoma causes the breast cells to
proliferate, grow, and pile up outside the context of normal tissue development,
which finally results in increased local cell density (Locasale and Cantley 2010). In
addition to that, it is well established that stroma associated with normal mammary
gland development is totally different from that associated with carcinoma (Arendt
et al. 2010; Bissel and Radisky 2001; Cukierman 2004; Orimo et al. 2005).
Compared to normal breast tissue, the stroma accompanying breast carcinoma
contains increased protein, immune cell infiltrates, and enhanced capillary density
(Arendt et al. 2010). Extensive multiproteins accumulation in the stroma has also
been associated with enhanced growth and invasiveness of the carcinoma (Shinoji
et al. 1998; Provenzano et al. 2008). Increased collagen 1 and fibrin deposition,
elevated expression of alpha smooth muscle actin (aSMA), collagen IV, prolyl-
4-hydroxylase, fibroblast-activated protein (FAP), tenascin, desmin, calponin,
caldesmon, and others have collectively altered the structure, stiffness, and density
of the extracellular fluid (Arendt et al. 2010; Bissel and Radisky 2001; Cukierman
2004; Orimo et al. 2005). Enhanced capillary density or angiogenesis is the
complex process, leading to the formation of new blood vessels from the preex-
isting vascular network and further increasing the compactness of the tissue
(Gasparini 2001). The formation of angiogenesis is induced by the secretion of
specific endothelial cell growth factors produced by the tumor or the stromal cells
(Gasparini 2001). Studies have shown that angiogenesis plays an important role in
facilitating further tumor progression (Chan et al. 2005; Shinoji et al. 1998).

In medical imaging, changes in breast density due to carcinoma are usually
assessed using mammography and ultrasound. Mammographic density refers to
the relative abundance of low-density adipose tissue to high-density glandular and
fibroblastic stromal tissues within the breast. A previous study had shown that the
involvement of 60 % or more of the breast with mammographically dense tissue
confers threefold to fivefold increased risk of breast cancer (Cuzick 2003; Arendt
et al. 2010). In ultrasonography, changes in tissue density are indicated by the
changes in velocity. Ultrasound velocity increases when it travels through a dense
material and decreases when it travels through a less dense material (Glide et al.
2007). The study report is in agreement with an earlier observation that shows
ultrasound velocity traveling through breast carcinoma is higher than those of
normal tissue (Bamber 1983).

The presented literature supports the fact of density alteration in breast carci-
noma. In general, the density of mammary fat pad is 928 kg/m3 and 1,020 kg/m3

for normal tissue. However, due to the altered density of breast carcinoma, many
researches (Fern 2007; Degen et al. 2007) estimate the density of breast carcinoma
to be very close to muscle, which is 1,041 kg/m3 (Fern 2007).

On the other hand, bioelectric measurement for human breast tissue has started
since the 1920s with the measurement of excised normal and cancerous breast
tissues. Compared to normal tissue, malignant tissue has higher conductivity
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(Surowiec et al. 1988; Chaudary et al. 1984) and permittivity (Chaudary et al. 1984;
Sha et al. 2002; Jossinet et al. 1985) and lower impedivity (Jossinet 1996). These
changes are due to the increase in cellular water and electrolyte content as well as
altered membrane permeability and blood perfusion (Zou and Guo 2003; Sha et al.
2002; Jossinet et al. 1985; Jossinet 1996). In terms of conductivity changes, a study
by Chaudary et al. (1984) in the frequency range of 3 MHz–3 GHz showed that
conductivity, r, of malignant tissue is higher than that of normal tissue, particularly
at frequencies below 100 MHz. The research reveals that r is from 1.5 to 3 mS/cm
for normal tissue and from 7.5 to 12 mS/cm for malignant tissue.

At the frequency of 20 kHz–100 MHz, comparative bioelectric study (Suro-
wiec et al. 1988) between tumor and its peripheral tissue shows that cancerous
tissue has higher conductivity, r, than the surrounding tissue. Data from a few
tumor samples indicate that r ranges from 0.3 to 0.4 mS/cm for normal and from
2.0 to 8.0 for the central part of tumor. At 10 MHz specifically, normal tissue
conductivity ranges between 0.3 mS/cm, while cancerous tissue conductivity
ranges from 4 to 6 mS/cm.

From these measurements, it can be observed that there are significant differ-
ences in conductivity between the normal and malignant tissues.

6.1.3 Ultrasound in Breast Oncology Diagnostics

Breast ultrasound is an interactive breast imaging process using sound wave at the
frequency of 20 kHz–200 MHz (Kremkau 2002). In the world of medical diag-
nostics, breast ultrasound has an established and significant role in the diagnostics of
breast abnormalities (Svensson 1997). Ultrasound is superior from mammography
for its non-ionizing radiation. This makes ultrasound an imaging of choice to manage
symptomatic breast in younger women as well as in pregnant and lactating mother
whom the radiation of mammography is pertinent (The and Wilson 1998). Ultra-
sonography is also a reliable modality for solid and cystic breast anomaly differ-
entiation (Svensson 1997; Stavros et al. 1995; Sehgal et al. 2006). It is also used in
imaging augmented and inflamed breast (Svensson 1997; Stavros 2004). However,
in the current practice, the proportion of patient in whom breast ultrasonography is
considered necessary is only 40 % (Flobbe et al. 2002). This means that ultraso-
nography is not indicated for the rest 60 % of patients referred for breast imaging
(Flobbe et al. 2002). This practice explains major constraint of ultrasonography in
breast imaging that limits its usage for the diagnostics of breast symptoms and for
screening asymptomatic patients (The and Wilson 1998; Sehgal et al. 2006).

The major problem of ultrasonography is its low sensitivity in detecting small
and preinvasive breast cancers (Fornage et al. 1990) from normal tissues due to the
overlapping ultrasonic characteristics in these tissues (Bamber 1983; Edmonds and
Mortensen 1991; Landini and Sarnelli 1986). Breast ultrasound diagnostics relies
on several sonographic features that are based on margin, shape, and echotexture.
Breast cancers are often characterized by poorly defined margins, irregular
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borders, spiculation, marked hyperechogenicity, shadowing, and duct extension
(Stavros 2004).

A systematic review on 22 independent studies to investigate the sensitivity of
ultrasound in breast cancer detection was conducted by Flobbe et al. (2002). In the
review, the patient population was divided into four groups, namely (1) patient
undergoes mammography. Hence, ultrasound interpretation is with the knowledge
to prior mammography (five studies). (2) Patient undergoes mammography and
clinical examinations. Hence, interpretation is based on the previous clinical and
imaging data (four studies). (3) Patients are referred for pathology and mammog-
raphy. Hence, ultrasound interpretation is with the knowledge to prior mammog-
raphy and pathology result (six studies), and finally, (4) ultrasound is interpreted
blindly without prior patient clinical data (seven studies). The average ultrasound
sensitivity for each group of patient is 82.60, 88.25, 86.83, and 82.57 %, respec-
tively. This systematic review has revealed the weakness of ultrasound in the
diagnostics of patients with breast abnormalities regardless of the existing patients’
prior clinical information. The study concludes that a little evidence support was
found to confirm the well-recognized value of ultrasonography in breast cancer
detection. Other than the review, an independent report by Singh et al. (2008) also
shows the low sensitivity of ultrasound in the detection of breast cancer.

Another limitation of ultrasound is its inability to detect microcalcification, a
calcium residue found in the breast tissue as an early indicator of DCIS (Sehgal
et al. 2006; Anderson et al. 2000). In ultrasonography, the presence of microcal-
cification in tissue is often masked by the breast tissue heterogeneity and grainy
noise due to speckle phenomena (Weinstein et al. 2002; Alizad et al. 2004). The
reasons make microcalcification detection with ultrasonography unreliable
(Anderson et al. 2000).

Previous study (Chang et al. 2011) also reported the sensitivity of ultrasonography
for breast cancer detection evaluated by three different radiologists with experienced
from 8 to 16 years. The result showed that the achieved sensitivities were 66.7, 87.5,
and 56.3 % for the three radiologists. This study found that breast ultrasound diag-
nosis was complicated not only by the low sensitivity of the ultrasound itself but also
by the dependency of ultrasound result to operator. This means that a single sono-
graphic image may be interpreted differently by different operators and the result is
relative to the operator skills and experience, variations in human perceptions of the
images, differences in features used in diagnosis, and lack of quantitative measures
used for image analysis (Kuo et al. 2002; Horsch et al. 2004; Wen et al. 1997, 1998;
Wen and Bennet 2000; Su et al. 2007; Norton 2003; Ibrahim 2005).

This inter-reader variability has led to automated ultrasonographic image
evaluation via computer-aided diagnosis (CAD system). CAD is a multistep
process that involves identification of lesion by segmentation, extraction, and
recognition using a complex and intelligent algorithm based on echotexture,
margin, and shape (Kuo et al. 2002; Horsch et al. 2004). It offers potentially
accurate judgment to generate valuable second opinion in assisting diagnosis. In
CAD, the area under the ROC curve is the performance metric to evaluate CAD
with one representing perfect performance. Studies have shown that sonographic
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CAD is able to give a good classification performance of 0.83–0.87 (Shankar et al.
2002; Sahiner et al. 2004; Dumane et al. 2002), excellent performance of 0.92
(Sahiner et al. 2004), and near-perfect performance of 0.95–0.98 (Chen et al.
2003). With the increasing acceptance of Mammo CAD and MRI CAD, sono-
graphic CAD has also been widely accepted to assist in diagnostics. In addition to
that, previous studies also reported that sonographic CAD is helpful for diagnosis
(Kuo et al. 2002; Horsch et al. 2004).

Although breast ultrasound diagnosis has improved over the time, its usage in
breast cancer detection is still limited due to its low detection sensitivity to breast
masses and microcalcification as well as inter-reader variability. Hence, in order
for ultrasound to compete with other breast imaging modalities, additional tissue
properties need to be further explored for a better breast cancer detection method.

6.1.4 Lorentz Force-Based Magnetoacoustic Imaging

The earliest research in Lorentz force-based magnetoacoustic imaging was started
since 1988 by the work of Towe and Islam in the development of noninvasive
measurement system for bioelectric current (Towe and Islam 1988; Islam and
Towe 1988). The measurement system manipulates vibrations that are produced by
Lorentz force as a result of the interaction between audible-frequency oscillating
magnetic field and static magnetic field on current carrying media. In this
approach, oscillating magnetic excitation is employed to induce eddy current in a
conductive sample, which is put in a static magnetic field. The eddy current in the
static magnetic field is subjected to Lorentz force, which causes vibration that is
proportional to the magnitude of the internal current in the media. The system was
tested to measure a current carrying wire as well as a living hamster. The resulting
vibration is at the frequency of the oscillating magnetic field, which was easily
detected using microphone since it is in the range of audible frequency.

In 1994, a complete theoretical model of magnetoacoustic imaging for bio-
electric current was published by Roth et al. (1994). The theoretical model is based
on the fundamental equation of continuum mechanics and electromagnetism where
feasibility measurement of bioelectric current in vitro and in vivo is discussed.
While in vitro imaging is very promising, Roth et al. (1994) concluded that in vivo
magnetoacoustic signal that is generated by the body may be overwhelmed by the
ambient noise such as sounds produced by muscle contraction and fluid or gas
movement and these artifacts can be reduced by increasing the frequency of the
oscillating magnetic field beyond the frequency of natural body sounds.

Later in 2006, Bin He et al. improve the system that is first inspired by Towe and
Islam with the development of Magneto Acoustic Tomography with Magnetic
Induction (MATMI) (Li et al. 2006; Xia et al. 2007). MATMI is a two-dimensional
imaging system that shares the concept of the earlier system. However, the fre-
quency of the oscillating magnetic field used in MATMI is in the range of ultrasonic
frequency. This improvement enables the system to not only reducing the body

6 A Novel Hybrid Magnetoacoustic Measurement Method 143



artifacts but also producing image mapping with a resolution close to sonography (Li
et al. 2006; Xia et al. 2007). MATMI was tested to image wire phantom as well as
real biological tissue with different conductivity in vitro. The result shows that
MATMI is capable to produce a high-resolution image and is sensitive to differ-
entiate various types of tissue with different conductivity in the image.

In 1998, Wen et al. (1997, 1998), Wen and Bennet (2000), Wen (2000)
developed Hall effect imaging, a 2D magnetoacoustic imaging system that
employs different magnetoacoustic approaches. In HEI, non-focused ultrasound
wave and magnetic field are combined to produce Lorentz force interaction in
tissue to access tissue conductivity (Wen et al. 1997, 1998; Wen and Bennet 2000).
Propagation of ultrasound wave inside the breast tissue will cause ionic charges in
the breast tissue to move at high velocity due to the back and forth motion of the
wave (Wen et al. 1997, 1998; Wen and Bennet 2000). Moving charges in the
presence of magnetic field will experience Lorentz force. Lorentz force separates
the positive and negative charges, producing an externally detectable voltage (Wen
et al. 1997, 1998; Wen and Bennet 2000) that can be collected using a couple of
skin electrodes (Wen et al. 1998). HEI was first tested to image a phantom made of
polycarbonate that was immersed in saline solution. Later, it was tested to image
biological tissue. A series of experimental studies on HEI showed that the resulting
voltage was linearly proportional to the magnetic field strength and the ultrasound-
induced velocity of the ionic particle.

A further study by Su et al. (2007) had improved HEI’s setup when a focused
ultrasound transducer was used to focus the sound wave at a focal point. This was to
prevent high attenuation from occurred in tissue via ultrasound beam localization.
Beam localization allowed the generation of Lorentz force interaction only at the
focal point to maximize the interaction effects and increase the resulting voltage
value. The ultrasound probe was attached to a 1-mm step size motor so that scanning
can be done by moving the focused transducer and then 2D image can be generated.
As a result, a better voltage value was obtained for the profile assessment of tissue.

Based on the review, it can be concluded that previous magnetoacoustic
imaging manipulated magnetoacoustic interaction for the bioelectric profile
assessment of tissue only. The output of ultrasound wave that was initially used to
stimulate tissue particle motion was ignored, though it contained valuable infor-
mation with regard to tissue mechanical properties. Hence, this study employs the
concept of hybrid magnetoacoustic measurements, which considers the acoustic
and bioelectric outputs to improve the existing breast cancer detection method.

6.1.5 Theory of Lorentz Force-Based Magnetoacoustic
Imaging

Theoretically, magnetoacoustic imaging manipulates the interaction between the
ultrasound wave and magnetic field in a current carrying media. Considering an
ion in a breast tissue sample with charge q, a step change in conductivity r and
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density q occurs between positions z1 and z2 in the HMM measurement chamber
as shown in Fig. 6.1b due to the presence of oil and breast tissue sample.

The longitudinal motion of an ultrasound wave in z direction (Fig. 6.1a) will
cause the ion to oscillate back and forth in the medium with velocity V0. In the
presence of constant magnetic field B0 in y direction, the ion is subjected to the
Lorentz force (Wen et al. 1997, 1998; Wen and Bennet 2000).

F ¼ q½vz � B0� ð6:1Þ

From (6.1), the equivalent electric field is (Wen et al. 1997, 1998; Wen and
Bennet 2000)

E0 ¼ vz � B0: ð6:2Þ

The field E0 and current density J0 oscillate at the ultrasonic frequency in a
direction mutually perpendicular to the ultrasound propagation path and the

Fig. 6.1 Formation of
magnetoacoustic voltage at
tissue interfaces.
a Ultrasound wave packet.
b Step change in conductivity
and density in HMM
measurement chamber due to
the presence of breast sample.
c Conductivity and density
gradient at tissue interfaces.
d Magnetoacoustic voltage at
tissue interfaces
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magnetic field B0 (x direction). The electric current density is given by (Wen et al.
1997, 1998; Wen and Bennet 2000):

J0 ¼ r vz � B0½ � ð6:3Þ

Finally, the magnetoacoustic voltage, V, across measurement electrodes a and
b due to J0 can be calculated by the following (Su et al. 2007; Wen 2000; Zeng
et al. 2010; Renzhiglova et al. 2010):

V ¼
ZZZ

vz � Bð Þ � Jab=I½ �dV ð6:4Þ

where Jab is the current density that is induced under the electrodes surface in the
breast tissue if a one ampere current, I is applied to the sample through the
measurement electrodes (Zeng et al. 2010; Renzhiglova et al. 2010).

In addition to that, in ultrasound term, the amplitude of magnetoacoustic
voltage in time domain is proportional to (Wen et al. 1998)
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Following the equation of (6.5), gradient r/q is nonzero only at interfaces z1

and z2 (Fig. 6.1c) giving rise to the magnetoacoustic voltage (Fig. 6.1d). The
polarity of the two peaks is opposite because the r/q gradients at z1 and z2 are in
opposite direction with positive value occur at the transition of low density and
conductivity area to high density and conductivity area and vice versa (Wen et al.
1997, 1998; Wen and Bennet 2000; Su et al. 2007; Wen 2000). In a uniform area
within the tissue sample, the average ultrasound velocity, v0, is zero, and hence, no
signal is observed (Wen et al. 1997, 1998; Wen and Bennet 2000).

6.2 Methodology

6.2.1 Experimental Setup

The entire experimental study was conducted in an anechoic chamber with
shielding effectiveness of 18 kHz–40 GHz. Electromagnetic shielded environment
is preferred to prevent external electromagnetic interference from contaminating
the recorded magnetoacoustic voltage and interrupting the sensitive lock-in
amplifier readings.

The HMM system consists of a 5077PR Manually Controlled Ultrasound Pulser
Receiver unit, Olympus-NDT, Massachusetts, USA. The unit delivered 400 V of
negative square wave pulses at the frequency of 10 MHz and PRF of 5 kHz, to 2
units of 0.125-inch standard contact, ceramic ultrasound transducers having the
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peak frequency of 9.8 MHz. The transducers were used to transmit and receive
ultrasound wave in transmission mode setting from the z direction. The pulser
receiver unit was also attached to a digital oscilloscope, model TDS 3014B,
Tektronix, Oregon, USA, for signal display and storage purposes.

A custom made, 15-cm height, diameter pair magnetized NdFeB permanent
magnet is used to produce static magnetic field, with the intensity of 0.25T at the
center of its bore. The diameter of the magnet bore is 5 cm, and the direction of
magnetic field was set from the y-axis. The overall concept of HMM is shown in
Fig. 6.2.
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Fig. 6.2 Block diagram of the hybrid magnetoacoustic system. a Side view. b Cross-sectional
view
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Magnetoacoustic voltage measurements were made from the x direction with
respect to the measurement chamber. It was conducted using two units of custom
made, ultrasensitive carbon fiber electrodes with 0.1 mm tip diameter. In general,
carbon fiber electrode has been used very extensively in the in vivo (Dressman
et al. 2002; Yavich and Tilhonen 2000) and in vitro including transdermal (Miller
et al. 2011) bioelectrical studies of cells (Chen et al. 2011; de Asis et al. 2010) and
tissue of animals (Yavich and Tilhonen 2000; Fabre et al. 1997) and humans
(Crespi et al. 1995; Dressman et al. 2002; Shyu et al. 2004). On top of that, its
usage in electrophysiological studies and voltammetric/amperometric analysis is
perfected by its significantly less noise (Crespi et al. 1995). Furthermore, carbon
fiber has a very weak paramagnetic property compared to other conventional
electrodes. Due to the property, carbon fiber has been used in combination with
fMRI to study the brain stimulation (Shyu et al. 2004). On top of that, carbon fiber
electrode is also excellent device with greater sensitivity, selectivity and offers
wide range of detectable species since its impedance can be tailored to match the
sample under test (Buckshire 2008). In addition to that, many studies reported that
carbon fiber electrode has the sensitivity down to 1 nV (TienWang et al. 2006;
Han et al. 2004). In this study, the carbon fiber electrodes were connected to a
high-frequency lock-in amplifier, model SR844, Stanford Research System, Cal-
ifornia, USA. The full-scale sensitivity of the amplifier is 100 nVrms (Stanford
Research System 1997). Magnetoacoustic voltage measurement was made by
touching the tip of the electrodes to the tissue in x direction.

6.2.2 Preparation of Samples

Two types of samples were used in this study. The first sample was a set of tissue
mimicking gel with properties that are very close to normal breast tissue. Another
sample was a set of animal breast tissues that was harvested from a group of
tumor-bearing laboratory mice and its control strain shown in Fig. 6.3. The tissue
mimicking gel was used in the early part of this study to understand the basic
response of HMM system to linear samples before it was tested to complex
samples like real tissues. The same experimental planning was also observed in
previous studies (Wen et al. 1997, 1998; Wen and Bennet 2000), in which
phantoms were tested to their system before they were tested on real biological
tissue.

The tissue mimicking gel was prepared from a mixture of gel powder, sodium
chloride (NaCl), and pure water at the right proportion to achieve the desired
density and conductivity. Fifteen samples of breast tissue mimicking gel were used
in this preliminary study. During the experiment, the samples were cut down to an
approximately 1 cm 9 1 cm size with 2-mm thickness. Thickness standardization
was made using a U-shaped mold with 2-mm opening. Three random samples
were chosen for a baseline density and conductivity measurement as shown in
Table 6.2.
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On the other hand, the use of animal in this study was approved by the National
University of Malaysia Animal Ethics Committee. Transgenic mice strains FVB/
N-Tg MMTV-PyVT 634 Mul and its control strain FVB/N were obtained from the
Jackson Laboratory, USA. For the transgenic mice set, hemizygote male mice
were crossed to female non-carrier to produce 50 % offspring carrying the PyVT
transgene.

Transgene expression of the mice strain is characterized by the development of
mammary adenocarcinoma in both male and female carriers with 100 % pene-
trance at 40 days of age (The Jackson Laboratory 2010; Bugge et al. 1998). All
female carriers developed palpable mammary tumors as early as 5 weeks of age.
Male carriers also developed these tumors at later age of onset (The Jackson
Laboratory 2010; Guy et al. 1992). Adenocarcinoma that arises in virgin and
breeder females as well as males is observed to be multifocal, highly fibrotic and
involved the entire mammary fat pad (The Jackson Laboratory 2010; Bugge et al.
1998; Guy et al. 1992). Mice carrying the PyVT transgene also show loss of
lactational ability since the first pregnancy (The Jackson Laboratory 2010). Pul-
monary metastases are also observed in 94 % of tumor-bearing female mice and
80 % of tumor-bearing male mice (The Jackson Laboratory 2010; Bugge et al.
1998; Guy et al. 1992). The mice female offsprings were palpated every 3 days
from 12 weeks of age to identify tumors.

Individual mouse was restrained using a plastic restrainer when the tumor
diameter reached 2 cm for the transgenic mice or when it reached 18 weeks of age
for normal mice. Anesthesia was performed using the Ketamin/Xylazil/Zoletil
cocktail dilution. 0.2 ml of the anesthetic drug was administered intravenously
from the mouse tail, and an additional of 2 ml of the drug was delivered intra-
peritoneally for about 2 h of sleeping time. The fur around the breast area was
shaven. The mammary tissue was harvested from the mice while they were
sleeping. Mice were then euthanized using drug overdose method. Excised breast
specimens were cut down to an approximately 1 cm 9 1 cm square shape with
thickness of 2 mm immediately after the surgery to maintain the tissue

Breast Carcinoma

Fig. 6.3 Transgenic mice
strain FVB/N-Tg MMTV-
PyVT that carries high-grade
invasive breast
adenocarcinoma
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physiological activities. The tissue was carefully trimmed down to the required
thickness, and the standardization was made using a custom made U-shaped mold
with 2-mm opening. A total of 24 normal and 25 cancerous breast tissue specimens
were used in this study. Figures 6.4 and 6.5 show the excised breast tissue spec-
imens. In addition to that, variation in tissue weight for normal and cancerous
tissue group is presented in Table 6.1.

The overall process of trimming down after excision took an average time of
6 min, and the samples were immediately immersed in measurement chamber for
scanning to maintain their physiological activities. The tissue position in

Fig. 6.4 Excised normal
breast tissue samples

Fig. 6.5 Excised cancerous
breast tissue samples

Table 6.1 Weight variations
for normal and cancerous
breast tissue samples

No. Tissue group Weight variation mean ± std dev (g)

1 Cancerous tissue 0.257 ± 0.03
2 Normal tissue 0.225 ± 0.02
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measurement chamber was fixed using a nylon fiber. Previous literature had shown
that conductivity measurement is possible to be performed on excised tissue even
though the tissue physiological states changes as a function of time following
excision or death (Chaudary et al. 1984; Sha et al. 2002). This is because, the
termination of blood perfusion after excision leads to the changes in ion distri-
bution between inter- and extracellular spaces (Haemmerich et al. 2002). More
specifically, cessation of sodium–potassium pump activity will lead to the depo-
larization of the cell that results in inflow of sodium and water, which causes cell
swelling (Haemmerich et al. 2002; Lambotte 1986). Furthermore, the influx of
Ca2+ leads to swelling and rupture of mitochondria that causes cell death.

However, the time taken for those changes to be observed differs according to
few factors such as temperature and tissue types (Surowiec et al. 1985; Geddes and
Baker 1967). Previous studies showed that conductivity measurement is almost
constant in the first hour after the tissue sample had been excised (Chaudary et al.
1984) and measurement is still possible to be made within 4 h (Surowiec et al.
1988). In HMM, the excision of mice breast samples from its domain was done
while the mice were sleeping and euthanasia was only performed at the end of the
excision process. After excision, the sample was trimmed to the required size and
immediately scanned. The time taken from excision to scanning took an average of
6 min and based on the literature presented, it is confirmed that the original
conductivity of the breast tissue is retained during the scanning process.

Later, three random samples were chosen for a baseline density and conduc-
tivity measurement. Table 6.2 shows the mean baseline conductivity and density
value for every group.

6.2.3 Experimental Data Collection

The data collection stage comprises two simultaneous measurements, which are
HMM ultrasound measurement and HMM magnetoacoustic voltage measurements.

In ultrasound measurement, specimens were immersed in oil that was located
between the ultrasound transmitter and receiver (Mohamad Salim et al. 2010) and
its position was fixed using a nylon fiber. The ultrasound transmitter emitted 9.8-
MHz ultrasound wave in transmission mode. The transmission mode approach
gives some advantages including less complicated data and less noise (Landini and
Sarnelli 1986). The distance between the ultrasound transmitter and receiver was
set constant to 6 mm. The ultrasound analysis was started and performed at a

Table 6.2 Baseline
conductivity and density
measurement result

Samples Conductivity (S/m) Density (kg/m3)

Normal mice breast 0.239 1,121
Cancerous mice breast 0.547 1,319
Gel 0.270 1,114
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constant temperature of 21 �C using the insertion loss method described elsewhere
previously (Edmonds and Mortensen 1991; Landini and Sarnelli 1986; Mohamad
Salim et al. 2010). Sonification was conducted from the z direction. Vegetable oil
was used as medium for ultrasound propagation to prevent any leakage current
from contaminating the measurement chamber and interfering with the HMM
magnetoacoustic voltage output (Su et al. 2007).

A total of 15 gel samples were used in the early part of this study, and the
measurement was taken twice for every gel sample. In addition to that, 24 normal
and 25 cancerous mice breast tissue samples were also used. Measurement was
repeated for five times for every biological sample at any random position on the
sample surface.

Additionally, the magnetoacoustic voltage measurement was made by touching
the tissue surface from the x direction using the carbon fiber electrodes. The
electrodes were attached to the SR844 lock-in amplifier for signal detection and
recording. The electrodes tip is the only contact point between the tissue and the
detection circuit. The electrodes were manually hold to touch the tissue surface
from the x direction with minimal pressure to prevent tissue dislocation from its
initial position as well as to prevent measurement instability due to electrodes
pressure since conductivity measurement is very sensitive to skin electrodes
pressure variations. The input impedance of the lock-in amplifier was set to 1 MX,
while the time constant was set to 3 ms. However, the experimental reading was
updated every 1 s since the amplifier requires a few time constant cycle to stabilize
the output reading. The recorded reading of the amplifier was equal to the average
voltage of the first and second peak signals. In this study, the lock-in amplifier
functions as a high precision voltage reader and a filter that detects signal as low as
100 nV at 9.8 MHz and eliminate other surrounding noises.

The gain of the SR844 lock-in amplifier is calculated by the following equation:

Gain ¼ Maximum scale voltage ð10 VÞ=Sensitivity:

Again, a total of 15 gel samples were used in the early part of this conductivity
study, and the measurement was repeated twice for each gel. In addition to that, 24
normal and 25 cancerous breast tissue samples were used and measurement was
repeated for five times for every biological tissue sample at any random position
on the breast tissue surface at one measurement side (side 1). After the fifth
measurement, the tissue orientation was changed to 180� from its initial orientation
and measurement was repeated again for five times (side 2).

6.2.4 Experimental Data Analysis

The experimental data analysis stage comprises the analysis of HMM ultrasound
output and HMM magnetoacoustic voltage output. In general, the HMM ultra-
sound output requires further processing in Matlab to find the attenuation scale of
the ultrasound wave for every sample via spectral analysis. The objective of
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processing the HMM ultrasound output is to calculate the power spectral density
(PSD) of the signal. It involved the determination of frequency content of a
waveform via frequency decomposition. The use of PSD as an estimate of ultra-
sound attenuation was reported in many studies previously (Edmonds and Mor-
tensen 1991; Mohamad Salim et al. 2010). PSD of the ultrasound signal was
plotted in Matlab. The attenuation scale was calculated by subtracting the log
mean-squared spectrum of ultrasound signal propagating through the oil without
tissue, by the log mean-squared spectrum of ultrasound signal propagating through
the oil with tissue, the following equation (Mohamad Salim et al. 2010):

Attenuation ðdB) ¼ log P0 � log Ps ð6:6Þ

where Ps is the mean-squared spectrum of the ultrasound signal propagating in the
medium with tissue/gel sample, and P0 is the mean-squared spectrum of ultrasound
signal propagating through medium without sample. Later, the attenuation scale
for the gel, normal tissue group, and cancerous tissue group was exported to
Microsoft Excel for statistical analysis. The statistical analysis involved the
determination of mean and standard deviation for every group.

On the other hand, the recorded magnetoacoustic voltage data was statistically
analyzed to find its mean and standard deviation for every sample group (gel,
normal tissue, and cancerous tissue).

Both, the ultrasound attenuation value and magnetoacoustic voltage value were
fed to an artificial neural network (ANN) for breast cancer classification.

6.2.5 Development of Artificial Neural Network

In this study, an ANN with three inputs was developed for breast cancer classi-
fication. A total of 106 ultrasound data and 212 magnetoacoustic voltage data were
collected during the experiment. The data were used as an input and target of the
ANN. The ANN was trained using the steepest descent with momentum back-
propagation algorithm in Matlab environment. The back-propagation algorithm is
the most commonly used algorithm in medical computational application as
experimented by many studies previously (Ibrahim 2005; Ibrahim et al. 2010).
Measurement of ANN performance was made using the mean-squared error
(MSE) (Ibrahim 2005; Ibrahim et al. 2010). Training is best when the ANN is
capable to achieve the lowest MSE value.

In addition to that, each ANN configuration was tested using the testing group
data to obtain the overall prediction accuracy at the end of each training and
optimization process (Lammers et al. 2003; Subasi 2005). The aim is to measure
the performance of the ANN architecture after each optimization. Using this
method, the network was trained using a part of the data and the remainder was
assigned as the testing and validation data.

The final process of development is the validation process. In this stage, a set of
data that never been used during ANN training was introduced into the ANN for
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classification. Validation process is very crucial as an assessment of ANN over-
fitting. Overfitting is usually indicated by low-performance accuracy of ANN to
validation data. This explains that the developed ANN is not able to generalize its
input and requires new training and optimization process.

6.3 Experimental Result and Discussion

6.3.1 HMM Ultrasound Output

The total number of ultrasound signals that were recorded in this experiment is
presented in Table 6.3.

The signals were then further processed and analyzed in Matlab to find the
attenuation level of the sound wave as it propagates through the gel and the breast
tissue. Attenuation is the weakening of sound wave that is characterized by the
reduction in amplitude and intensity as the wave propagates through tissue (Szabo
2004; Hendee and Ritenour 2002). It encompasses the absorption as it travels and
the reflection and scattering as it encounters tissue interface and heterogeneous
tissues (Szabo 2004). Attenuation of ultrasound is dependent to its frequency
(Edmonds and Mortensen 1991; Landini and Sarnelli 1986) as higher-frequency
ultrasound experiences more attenuation as compared to lower-frequency ultra-
sound. In this study, the attenuation of ultrasound propagating through a material
in a medium was calculated using the insertion loss method (Edmonds and
Mortensen 1991; Landini and Sarnelli 1986). In the insertion loss method, the
attenuation of material under test is determined by subtracting the energy of
ultrasound traveling through the medium with the energy of ultrasound traveling
through the medium with material under test.

Figure 6.6 shows the example of ultrasound data that was recorded in this
study. The signal was converted to frequency domain using the fast Fourier
transform (FFT) algorithm. After signal conditioning, the mean-squared spectrum
of the ultrasound signal was determined, and finally, the PSD was calculated by
converting the mean-squared spectrum to its corresponding log value. An example
of a PSD plot of the ultrasound signal is shown in Fig. 6.7.

The processes described above were repeated for all ultrasound signals
according to their group. Then, the corresponding mean and standard deviation of
attenuation for each group were calculated. The final attenuation value was

Table 6.3 Details of
ultrasound signals recorded
by HMM

No. Ultrasound signal Quantity

1 Oil medium only 21
2 Oil medium with gel 30
3 Oil medium with normal breast tissue 106
4 Oil medium with cancerous breast tissue 106
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calculated by subtracting the mean of PSD of the oil medium at 9.8 MHz by the
PSD of the oil medium with the material under test (gel, normal tissue, and
cancerous tissue) at 9.8 MHz.

Table 6.4 shows the final result of ultrasound attenuation scale for each group.
Absorption, scattering, and reflection are the processes that contribute to

ultrasound energy attenuation in tissue. Often, the resulting attenuation is a col-
lective result of the three processes. However, many studies reported that
absorption is the most dominant factor contributing to attenuation of ultrasound
wave in biological tissue via the relaxation energy loss (Kremkau 2002; Johnson
et al. 2007; Berger et al. 1990).

Fig. 6.6 One-dimensional ultrasound wave recorded by HMM system

Fig. 6.7 PSD of the recorded ultrasound signal
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From the result, it can be observed that the tissue mimicking gel attenuates
0.501 ± 0.440 dB mm-1 of ultrasound energy, which is very small compared to
the attenuation of real biological tissue group. The tissue mimicking gel is an ideal
representation of tissue with linear behavior. In this study, the gel is designed to
have the same density with normal tissue but to differ in its internal structure. The
gel structure is homogenous, while the real breast tissue is heterogenous. The
homogenous gel structure prevents energy losses due to scattering and reflection
inside the gel. Hence, more ultrasound energy is likely to be preserved, and the
observed standard deviation of the attenuation is also smaller compared to real
biological tissue due to the structural homogeneity. However, major factor of
attenuation in gel is still contributed by the absorption process.

From the real biological tissue result, it is observed that normal breast tissue
attenuates ultrasound energy at the highest rate followed by the cancerous breast
tissue. Similar to the gel, absorption process is a major factor that contributes to
attenuation in real breast tissue samples. In general, breast tissue can be regarded as
an arrangement of elastic and viscous components that consist of an aggregate of
cells suspended by a viscous extracellular matrix (Kelley and McGough 2009).
Extracellular matrix is usually modeled as aqueous solution of elastic polymers,
which posses both solid and viscous properties (Alberts et al. 2002; Kelley and
McGough 2009; Lim et al. 2000). Individual cells are modeled as elastic membranes
containing viscous cytoplasm (Alberts et al. 2002; Lim et al. 2000). Overall, the
resulting structure is viscoelastic materials (Alberts et al. 2002; Kelley and McG-
ough 2009). In the case of breast tissue, normal breast is considered to be visco-
elastic. Cancerous breast tissue that is used in this study is highly fibrotic resulting in
a more elastic and denser tissue (The Jackson Laboratory 2010; Bugge et al. 1998;
Guy et al. 1992; Provenzano et al. 2008). The cellular arrangements of normal and
cancerous breast tissue in this study are shown in Figs. 6.8 and 6.9. The figure shows
that normal cells are arranged in low density compared to the cancerous cells.
Furthermore, cancerous cells have abundant protein fiber and blood vessels that
further increase its density. Higher density tissue has higher inertia and resists
displacement and acceleration that are caused by the ultrasound wave at its resting
state (Kremkau 2002; Hendee and Ritenour 2002; Norton and Karczub 2003).
Hence, it possesses very small displacement when induced by the ultrasound and
quickly returns to its original equilibrium position (Hendee and Ritenour 2002;
Norton and Karczub 2003). Compared to a more elastic cancerous tissue, visco-
elastic molecules in normal tissue have more freedom of motion and are capable to
have larger displacement and longer oscillation when induced with ultrasound.
Hence, when a sound wave travels through a viscoelastic media like normal tissue,

Table 6.4 Attenuation scale
of hybrid magnetoacoustic
method

Type of sample Attenuation scale (dBmm-1)
mean ± std dev

Tissue mimicking gel 0.501 ± 0.440
Normal breast tissue 2.329 ± 1.103
Cancerous breast tissue 1.760 ± 1.080
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molecules vibrate for a longer period of time. This vibration requires energy that is
provided to the medium by the ultrasound source. During the vibration, as the
molecules attain the maximum displacement from their equilibrium, their motion
stops and their kinetic energy are transformed into a potential energy associated with
the position in compression zone. From this position, the molecules begin to move
into the opposite direction and the potential energy is gradually transformed into
kinetic energy. The conversion of kinetic to potential energy is always accompanied
by energy dissipation especially when it involves larger displacement and longer
oscillation such as in normal tissue. Therefore, the energy of ultrasound beam is
reduced in a higher rate as it passes the viscoelastic normal tissue compared to the
elastic cancerous tissue (Hendee and Ritenour 2002; Norton and Karczub 2003).

Another factor of attenuation is the reflection process that occurs at the interface
between the oil and tissue. The amount of reflection at the interface is determined
by the acoustic impedance difference between the oil and its adjacent medium. The

Fig. 6.8 Morphology of
mammary gland from a 10-
week-old normal mice model
at 25 lm (Provenzano et al.
2008)

Fig. 6.9 Morphology of a
high-density cancerous
mammary gland of a MMTV-
PyVT mice model with
abundant protein fibers at
25 lm scale (Provenzano
et al. 2008)
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average reflection coefficient that is calculated at the oil–tissue interface varied
between 0.725 and 3.35 % with the highest reflection occurred at the oil–can-
cerous tissue interface and the lowest reflection occurred at the oil–normal tissue
interface with the acoustic impedance z, as 1.45 MRayls for oil (Johnson-Self-
ridge and Selfridge 1985), 1.72 MRayls for normal tissue, and 2.1 MRayls for
highly fibrotic cancerous tissue.

In addition to that, the heterogeneity of the breast tissue encourages further
energy losses due to scattering (Kremkau 2002; Hendee and Ritenour 2002;
Norton and Karczub 2003). In cancerous tissue for instance, the structural heter-
ogeneity is contributed not only by the cellular difference, but also by the differ-
ences in the tumor region. The tumor center usually comprises necrotic tissue area
that is more homogenous and becomes more heterogenous toward the outer tissue
boundary. In some cases, the necrotic area is composed of an island of fluid-like
structure that is characterized by its low attenuating properties but has ten times
the conductivity of normal breast tissue (Wen et al. 1997, 1998; Wen and Bennet
2000). This complex cellular and tissue heterogeneity had caused the standard
deviation of the calculated attenuation scale to be high for both tissue groups.

The obtained result also shows that the attenuation scale of normal and can-
cerous tissue is overlapping, making the detection of breast cancer using acoustic
properties alone to be difficult. This result is also in agreement with a previous
study that reported on the attenuation of breast cancer in human breast tissue
(Edmonds and Mortensen 1991; Landini and Sarnelli 1986).

6.3.2 HMM Magnetoacoustic Voltage Output

The magnetoacoustic voltage output measurements involve detection of as low as
0.1 lV signal at the frequency of 9.8 MHz using the carbon fiber electrodes and
lock-in amplifier in the x direction. The total number of magnetoacoustic voltage
signals that were recorded in this experiment is presented in Table 6.5.

The magnetoacoustic voltage reading for each group was statistically analyzed
to find its mean and standard deviation. The result is presented in Table 6.6.

From the table, it is observed that cancerous tissue group produces the highest
magnetoacoustic voltage range, followed by the gel group and finally the normal
tissue group. This is due to a few reasons that include ultrasound attenuation level
in the tissue and the conductivity of the tissue. In general, it is noted from the
ultrasound measurement result that normal tissue group attenuates the highest
ultrasound energy. In the case of large amount of attenuation, the sound energy
that is left to move the particles in the tissue decreases. Hence, the resulting
particle velocity is reduced and consequently, the value of magnetoacoustic
voltage is also lower. In addition to that, the conductivity of cancerous tissue group
is also higher than the normal and the gel group. Therefore, high conductivity
factor contributes further to increase the value of magnetoacoustic voltage of
cancerous tissue. This result proves that the resulting magnetoacoustic voltage is
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not absolutely related to the tissue conductivity, but also weighted by the tissue
density and uniformity that influenced the ultrasound attenuation level as
explained by Eq. (6.5) (Wen et al. 1997, 1998; Wen and Bennet 2000).
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Table 6.7 summarizes the measured conductivity and density of HMM speci-
mens along with the calculated r/q as shown in Eq. (6.7) for comparison. The
measurement results are in agreement with the experimental result in Table 6.7.
The calculated r/q value is the highest for the cancerous tissue, followed by the
tissue mimicking phantom and finally the normal tissue.

From the presented results, it has been demonstrated that magnetoacoustic
voltage gives information that is related to spatial information of tissue specifically
the relative amplitude of conductivity changes across interface (Wen et al. 1997,
1998; Wen and Bennet 2000; Zeng et al. 2010; Renzhiglova et al. 2010). However,
information inside the tissue cannot be obtained due to the oscillatory nature of
ultrasound velocity that renders the signal to zero (Wen et al. 1997, 1998; Wen and
Bennet 2000; Su et al. 2007).

The unique experimental result between specimen groups shows the potential of
magnetoacoustic voltage parameter to be used in breast imaging.

Table 6.5 Total number of
magnetoacoustic voltage
signal recorded by HMM

No. Magnetoacoustic voltage signal Quantity

1 Tissue mimicking gel 30
2 Normal breast tissues (1 and 2) 212
3 Cancerous breast tissues (1 and 2) 212

Table 6.6 Magnetoacoustic
voltage of HMM at 9.8 MHz

Magnetoacoustic voltage Value (lV) mean ± std dev

Tissue mimicking gel 0.56 ± 0.21
Normal breast tissues (1 and 2) 0.42 ± 0.16
Cancerous breast tissues (1 and 2) 0.80 ± 0.21

Table 6.7 Conductivity and
density data of HMM
specimens

Samples Conductivity
S/m

Density
kg m-3

r/q

Normal mice breast 0.239 1,121 2.13e-4

Cancerous mice breast 0.547 1,319 4.14e-4

Phantom 0.27 1,114 2.42e-4
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6.3.3 Artificial Neural Network (ANN) for Breast Cancer
Classifications

All the ultrasound attenuation and magnetoacoustic voltage data that were col-
lected and analyzed in this study were fed to an artificial neutral network for breast
cancer classification and performance measurement of HMM system. The ANN
was trained using the steepest descent with momentum back-propagation algo-
rithm in Matlab environment. ANN with architecture of 3-2-1 (3 network inputs, 2
neurons in the hidden layer, 1 network output) with the learning rate of 0.3,
iteration rate of 20,000, and momentum constant of 0.3 was used for classifications
of breast cancer in this study.

The final classification performance of the optimum ANN for testing and val-
idation data is shown in Table 6.8. The result indicates that the ANN is capable to
achieve 90.94 and 90 % classification result for testing and validation data. This
result shows the advantages of HMM output in providing additional bioelectric
parameter of tissue instead of only acoustic properties for breast cancer diagnosis
consideration. The system’s high percentage of accuracy shows that the output of
HMM is very useful in assisting diagnosis. This additional capability is hoped to
improve the existing breast oncology diagnosis. However, the result of one-
dimensional HMM can be further improved using 2D HMM where the classifi-
cation is made to be image based rather than signal based.

6.4 Conclusion

At the end of this study, a hybrid tissue measurement method that is based on the
combination of ultrasound and magnetism has been successfully developed.
Compared to other conventional imaging methods such as MRI and mammogra-
phy that manipulate only one property of tissue, the HMM system is capable to
access the acoustic and electric properties of breast tissue for breast cancer eval-
uation. HMM produces two simultaneous outputs: the magnetoacoustic voltage
that is related to tissue conductivity and the ultrasound attenuation scale that gives
information related to tissue acoustic property. The system comprises a 400 V
ultrasound pulser receiver unit, 9.8 MHz ultrasound transducer, 0.25T permanent

Table 6.8 Classification result of the neural network

Data Testing data Validation data

Normal Malignant Normal Malignant

Actual data 28 27 10 10
ANN result 25 25 8 10
% Group accuracy 89.29 92.59 80 100
% Total accuracy 90.94 90
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magnet, 200 MHz lock-in microamplifier, and ultrasensitive carbon fiber skin
electrodes that are capable to detect magnetoacoustic voltage down to 0.1 lV.

A series of in vitro experimental study to tissue mimicking phantom as well as to
real mice breast tissue harvested from tumor-bearing mice model shows that
HMM is competent to access the acoustic and electric properties of not only a
simple tissue mimicking phantom, but also a complex real biological tissue. The
results show that normal breast tissues experience higher attenuation
(2.329 ± 1.103 dB mm-1) compared to cancerous tissue (1.76 ± 1.08 dB mm-1).
In addition to that, mean magnetoacoustic voltage results for normal tissue and
cancerous tissue group are 0.42 ± 0.16 and 0.8 ± 0.21 lV, respectively. The
output of HMM was further automated to develop a breast cancer diagnosis system
by employing the ANN. The ANN is defined by architecture 3-2-1, with the
learning rate of 0.3, iteration rate of 20,000, and momentum constant of 0.3. The
final ANN accuracies to testing and validation data are 90.94 and 90 %, respec-
tively. The system’s high percentage of accuracy shows that it is very useful in
assisting diagnosis.

In practice, the developed one-dimensional HMM system is not yet capable to
be used for in vivo imaging. Hence, further development of the system is very
crucial so that this safe and non-ionizing imaging concept can be implemented in
assisting breast diagnosis.
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Chapter 7
Sequential Process of Emotional
Information from Facial Expressions:
Simple Event-Related Potential (ERP)
for the Study of Brain Activities

Nugraha Priya Utama, Khin Wee Lai, Maheza Irna Mohamad Salim,
Yan Chai Hum and Yin Mon Myint

Abstract Human is socially living creature that needs to communicate with
others. In direct communication, there are two ways in conveying the information:
through speaking words or verbally and through facial expression, body gesture or
non-verbally. The non-verbal communication is taken almost 70 % of humans’
communication. Therefore, to understand how this non-verbal information is
processed by the brain is quite important. In this chapter, we would like to elu-
cidate the process of the brain in understanding the facial expression by analyzing
the brain signals that correspond to emotional content of facial expression. As
known, the emotion can be differentiated into the type and the level of emotion.
For example, though we know that smiley face and joyful face belong to the same
type of happiness, we know that the level of happiness is higher in the joyful face.
Therefore, how does the brain process this kind of type and level of emotional
information is the basic question that we would like to answer in this chapter. In
this chapter, we explain the way we collect the data, the step-by-step process of
reducing the noise in the brain signals, the way of inter-correlating the behavioral
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data and brain signals, how we used those data to find the location of activated
brain area for processing the specific content of emotion, and finally, how we
exactly find that the process of understanding the emotional information from
facial expression is a sequential process; understanding the type of emotion, fol-
lowed by the level of that specific emotion. This emotional process is different
from that of the process of understanding the physical content of the face, like
identity and gender.

7.1 Introduction

Humans are socially living creatures. They need to interact with others, and for
living comfortably, communications among humans have a significant and
important role in it. Generally, communications can be divided into two big
separable groups, first is the verbal communications, process for conveying and for
expressing meaning with the verbal language. The other one is the non-verbal
communications, just like its name, it does not contain any orally meaning words,
the communications without words.

If we see throughout the life, in every single thing of the daily interactions,
never human can be free from this second type of communications, the non-verbal
communications. Even while speaking, humans combine their words with the arm
movement, facial expression, and so on, for helping them to make the information
easier to be understood by the opponent. The first major scientific study of non-
verbal communications, especially the facial communication, was published by
Darwin in 1872. Darwin concluded that many expressions and their meanings
(e.g., for astonishment, shame, fear, horror, pride, hatred, wrath, love, joy, guilt,
anxiety, shyness, and modesty) are universal: ‘I have endeavoured to show in
considerable detail that all the chief expressions exhibited by man are the same
throughout the world’ (Darwin 1872). Many researchers like Silvan Tomkins,
Carrol Izard, and Paul Ekman were supporting the universality of facial expres-
sions. But, there were also many other researchers were not supporting this uni-
versality idea. Margaret Mead, Gregory Bateson, Edward Hall, Ray Birdwhistell,
and Charles Osgood were the researchers who said that the expressions and ges-
tures are culture’s variable, and they were learnt through the social interaction.
They said that in many cultures, people keep smiling even when they were in lost.
And Birdwhistell concluded that everything that is socially important, like the
expression of emotions, must be the product of learning, so they will be different
among cultures (Ekman 2003).

For us, these differences, whether the facial expressions are product of cultures
or universal, are not so important. Those groups saw the emotional expression
from different point of views, and of course, the conclusion would be naturally
different. The group, which said that the facial expressions are the product of
cultures, was seeing through the facial expression for social interaction, meanwhile
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the universality group was seeing it through the individual perception in single
expression without bias of social faces. What we concern is the way our brain
processes the emotional information, especially the facial expression; therefore,
we take the universality point of view for the facial expression, an individual
perception without bias of social faces. Happy expression will be seen as happy
expression and angry as angry without any social disturbance.

As known, we humans can differentiate the facial expression of our opponent
generally into its type and the emotional level of that expression. For example, we
can easily distinguish the difference of happiness from anger, and we also can
evaluate the emotional level of that expression, whether they are in totally joyful or
manic condition or just the ordinary happiness. Many researchers have shown that
the brain responded to emotionally charged stimuli more than that of the neutrally
rated stimuli (Fredikson et al. 1995; Adolphs and Tranel 2003; Balconi and Pozzoli
2003), but less or maybe none of them explored the effect of emotional strength on
the brain signals. In this chapter, we would like to answer the fundamental questions
of ‘How do the brains distinguish the type of emotions?’ and ‘How does the brain
understand the strength of the emotion from the facial expressions?’ When and
which area of the brain processes these kinds of emotional information.

7.2 Selected Researches at Emotional Effect in the Brain

When we saw an agony or sadness in the face of someone, we, instinctively, will
try to help, to support, to do something to relieve the sadness or the agony. This
agony or sadness in faces is a kind of sign or call for help from others. Not like
sadness or agony, happiness, surprise, and others facial expressions also have their
own special meaning to be responded. In general, humans will react differently,
depends on the facial expressions of the opponent.

Recognizing the facial expressions is one of the very skilled ability of human,
even babies precociously respond to different facial expressions (Field et al. 1982).
From the clinical study, even people with mobius syndrome, a disorder producing
facial paralysis, are able to recognize facial expressions (Philipps et al. 1998;
Calder et al. 2000). Experimental studies on normal subjects showed that when the
subjects were asked to make quick judgments of emotional expressions, their
reaction times in judging the emotional contents in the presented expression were
equal for both familiar and unfamiliar faces. By these results, we can conclude that
the process of recognizing the facial expression is a special process that inde-
pendents from a structural recognition and the identity of faces.

Cells within temporal visual cortices have long been known to show robust
responses to faces, which are modulated by two factors: attention and emotion. Yet, a
large number of psychological studies—over past decades in the process of recog-
nizing emotion from facial expressions—sheer diversity in their findings. Wealth
neurobiological findings from experiment involving lesions, event-related potential
(ERP), magnetoencephalography (MEG), positron emission tomography (PET), and
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functional magnetic resonance imaging (fMRI) preclude any simple summary and
argue against the isolation of only few structures. Instead, it is becoming clear that
recognizing facial emotion draws on multiple strategies sub-served by a large array of
different brain structures. The neuropsychology of emotion has stressed the left–right
brain dimension as fundamental for emotional valences (Heller et al. 1998) with
right-hemispheric superiority when processing negative connotations of incoming
information and left superiority for positive connotations (Schwartz et al. 1975;
Reuter-Lorenz and Davidson 1981; Natale et al. 1983). Clinical study showed
agreeing lateralization: depression is associated predominantly with left-hemi-
spheric lesions, inappropriate cheerfulness with right-hemispheric lesions (Robinson
1995). Not so stressing in the left hemisphere for emotional judgments, other
researchers concluded that the structures in the right hemisphere appear to be
important for the normal processing of emotional and social information (Benowitz
et al. 1983; Borod et al. 1985; Bowers et al. 1985). From other lesions studies, damage
to the right-hemisphere somatosensory cortices (RSS) caused the impairment for
recognizing six basic emotions from facial expressions (Heberlein et al. 2003).

Recent ERP studies have supported the hypothesis that the process of facial
expression recognition starts very early in the brain. The 120-ms post-stimulus
onset was assumed to be the first perceptive stage, in which the subject completes
the ‘structural codes’ of face, which is thought to be processed separately from
complex facial information such as emotional meaning (Lane et al. 1998; Pizzagalli
et al. 1999a; Junghofer et al. 2001; Utama et al. 2009), and in addition to a
‘structural code,’ the existence around 170-ms post-stimulus onset was supposed of
an ‘expression code’ implicated in the decoding of emotional facial expressions
(Bruce and Young 1998; Ellis and Young 1998). Faces with emotions elicited a
larger negative peak at approximately 270 ms than neutral faces over the posterior
visual area (Sato et al. 2001), and the differences in peak amplitude of the brain
potential were affected by the experienced emotional intensity, related to arousal
and unpleasant value of the stimulus (Balconi and Pozzoli 2003; Utama et al. 2009).

7.3 Psychophysics Experiment

Action and reaction are two natural things happen for humans, and so for the brain.
Response in human can be concluded as the response of the brain, especially when
the response corresponds to some actions which are related to higher level of
mechanisms, such as cognitive-related tasks, emotional-related tasks, and other
more. Psychophysics experiment is the name for an experiment which explores the
action and reaction of humans or brain under manipulated situation and condition
to scientifically study their relation. This concept can be applied into many
experimental applications, and so for elucidating the process of emotional infor-
mation in the brain.

ERP is a study that investigates changes in brain signals correspond to the
presented stimuli. In this writing, we would like to combine the ERP with

170 N. P. Utama et al.



psychophysics experiment using several facial images that have been subjectively
rated by normal healthy humans, based on two categories, the type and the
emotional level. By the type of emotions, it means that the image was rated if it
belonged to the type of facial emotions, such as happiness, sadness, disgust, fear,
surprise, anger, and neutral of facial expressions, and by the emotional level, it
means the image was rated into ten different levels of emotions, from one (1) to ten
(10) in describing the lowest to the highest emotional level of facial expression,
respectively. Special for the images of neutral facial expression, the emotional
level is set to be zero (0) as default.

For this subjective rating, the original images of facial expressions were taken
from Ekman and Friesen (1976). The images were black-and-white pictures of
three (3) male actors, presenting happy, disgust, fear, surprise, angry, sad, and
neutral faces. Each of the images was morphed from neutral face to each of those
emotional types into nine steps of morphing, in 10 % of increment. Total stimuli
for this experiment were 198 photos, contained 18 neutral faces and 180 emotional
faces from three (3) different actors. Sample of morphing images which were used
as stimulus can be seen in Fig. 7.1.

Besides the recording of subjective rating from the subjects of experiment, the
brain signals of the subjects were also recorded during the whole experiments.
These two different data, subjective rating and brain signals, will be inter-corre-
lated in order to elucidate the temporal effect of facial expressions in humans’
brain. Besides that, the task of rating the presented facial expression subjectively is
one way to keep the subject stay awake and alert during the experiment.

Fig. 7.1 Sample stimuli. a Sample of original images derived from the Ekman and Friesen
collections of neutral face and the facial emotions of anger, disgust, fear, happiness, sadness, and
surprise. The images were cropped with the same outline (6� 9 8�). Numbers were designated
0 % as the neutral face and 100 % as the intensity of the original image of the facial emotion.
b Transitional images from the neutral face to the emotion disgusted are indicated as the 10 %
increment values
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We presented facial expressions as still photo images at the center of a CRT 2100

(1,280 9 1,024, 100 Hz) where monitor placed approximately 70 cm from
the subjects, with a visual horizontal angle 4� and a vertical angle of 6�. To fixate
the subjects’ gaze, a white dot was presented at the center of the display during the
transition between image presentations or between trials. The subject was told to
stare at the fixation point, to carefully watch the stimulus and to do the press-
button tasks as quickly as possible after the instruction was shown. Detail of the
experimental design is shown in Fig. 7.2.

7.4 Brain Signal Recordings

Despites many medical imaging techniques can be used for recording the brain
activities, electroencephalography is still the least dangerous, the less expensive,
and yet the most temporally accurate for elucidating the brain activities based on its
signals. Electroencephalography is a science of recording and analyzing the elec-
trical activity of the brain. The spontaneous brain’s electrical activities are recorded
in the time domain from several electrodes placed on the scalp. The electrodes are
then linked to an electroencephalograph, which is an amplifier connected to a
mechanism that converts electrical impulses into digital data and displayed on a
computer screen. The digital data or the print out of spontaneous brain’s activity is
called an electroencephalogram (EEG) (see Fig. 7.3).

Fig. 7.2 Experimental design of psychological experiment. A trial was started by the
presentation blank gray screen with white dot in the center of the screen as fixation point. A
neutral face was then presented followed by the presentation of a randomly selected transitional
image of one of the emotional facial expressions from the same actor. The subject was required to
identify the type of emotion and to assess the intensity of each image. Presentation time [s] is
shown at the left sides of each panel
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7.4.1 Brief History of Electroencephalography

Experiment by applying electricity to dead frogs’ nerve trunks which induced the
movement of their legs was the first demonstration to prove that information in the
nervous system may be electrically transmitted. This experiment was done by
Italian physiologist Luigi Galvani during the eighteenth century. In 1870, two
Prussian (current: German) physicians, Gustav Theodor Fritsch and Eduard Hitzig
confirmed Galvani’s work by electrically stimulating areas of motor cortex of the
dog’s brain which caused involuntary muscular contractions of specific parts of its
body. It was not until 1875, however, that the Liverpool physician, Dr. Richard
Caton, became the first person to record electrical activity in the brain by placing
electrodes directly on brains of vivisected rabbits and monkeys. Using a primitive
measuring device known as a mirror galvanometer, in which a moving mirror was
used to amplify very small voltages, he reported finding feeble currents in the
cerebral cortex, the outermost layer of the brain (Finger 1994).

Electrophysiological recordings became much more fashionable after Hans
Berger (1873–1941) published his human EEG in 1929. The first human EEG was
recorded using electrodes (made of lead, zinc, platinum, etc.) attached to the intact
skull and connected to an oscillograph. Berger made 73 EEG recordings from his
fifteen-year-old son, Klaus. The first frequency he encountered was the 10-Hz
range (8–12 Hz), which at first was called the Berger rhythm, currently called
alpha rhythm brain wave. He reported that the brain generates electrical impulses
or ‘brain waves.’ The brain waves changed dramatically if the subject simply shifts
from sitting quietly with eyes closed (short or alpha waves) to sitting quietly with
eyes opened (long or beta waves). Furthermore, brain waves also changed when
the subject sat quietly with eyes closed, ‘focusing’ on solving a math problem
(beta waves). That is, the electrical brain wave pattern shifts with attention
(O’Leary 1970). The publication of Hans Berger’s in 1929 changed neurophysi-
ology forever, and because of it, he earned the recognition of ‘Father of
Electroencephalography.’

Fig. 7.3 a EEG system. b Samples of raw EEG
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7.4.2 The Electroencephalograph

The system for recording the spontaneous brain’s activity is electroencephalo-
graph. It is safe, and very few risks are associated with it. Some locations on the
scalp will be cleaned up by removing the dead cells and oils before attaching the
electrodes. The placement of electrodes depends on the purpose of the study. In
this writing, we would like to discuss based on the American 10–10 system of
electrode nomenclature and placement for electrodes positioning. It contains 73
recording electrodes plus one electrode for ground and another for system refer-
ence at nose tip. All of these electrodes’ positioning is embedded in a cap. Besides
those electrodes, we attached two different pairs of electrodes to record horizontal
and vertical movement of the eyes. We placed these electrodes on the outer canthi
of the two eyes for detecting the horizontal eye movements and on the infra- and
supra-orbital ridges of the left eye for the vertical eye movements (see Fig. 7.4).

For this writing, we used amplifiers of SynAmps system (Neuroscan) with
amplification of 25,000 times of the voltage between the active electrode and the
reference. The amplified signal is digitized via an analog-to-digital converter, after
being passed through an anti-aliasing filter. Electroencephalograms (EEGs) and
electrooculograms (EOGs) for the eyes were recorded continuously with a band
pass filter of 0.1–100 Hz and digitization rate of 1,000 Hz.

7.4.3 The EEG Artifacts

Although EEG is designed to record cerebral activity, it also records electrical
activities arising from sites other than the brain. The recorded activity that is not of
cerebral origin is termed artifact and can be divided into physiological and non-
physiological artifacts. Physiological artifacts are generated from the subject

Fig. 7.4 Electrodes nomenclature and placement
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him/herself and include cardiac, glossokinetic, muscle, eye movement, respiratory,
and pulse artifact among many others. The EEG recording can be contaminated by
numerous non-physiological artifacts generated from the immediate patient sur-
roundings. Common non-physiological artifacts include those generated by mon-
itoring devices, infusion pumps, electric power system, and electrode pops; spikes
originating from a momentary change in the impedance of a given electrode may
also contaminate the EEG record.

Severe contamination of EEG activity by the artifacts is a serious problem for
EEG interpretation and analysis. The easiest way to remove the artifacts is simply
rejecting contaminated EEG epochs, but it causes a considerable loss of collected
information. In this study, we apply independent component analysis (ICA) to
multi-channel EEG recordings and remove a wide variety of artifacts from EEG
records by eliminating the contributions of artifactual sources onto the scalp
sensors (Jung et al. 2000a, b). ICA-based artifact correction can separate and
remove a wide variety of artifacts from EEG data by linear decomposition. The
ICA method is based on the assumption that firstly, the time series recorded on the
scalp are spatially stable mixtures of the activities of temporally independent
cerebral and artifactual sources, secondly the summation of potentials arising from
different parts of the brain, scalp, and body is linear at the electrodes, and thirdly,
the propagation delays from the sources to the electrodes are negligible. The
second and third assumptions are quite reasonable for EEG data. Given enough
input data, the first assumption is reasonable as well. The method uses spatial
filters derived by the ICA algorithm and does not require a reference channel for
each artifact source. Once the independent time courses of different brain and
artifact sources are extracted from the data, artifact-corrected EEG signals can be
derived by eliminating the contributions of the artifactual sources.

7.4.4 Reducing the Non-physiological Artifacts

Reducing the artifacts in EEG record is an important process to be done. Before
the experiment, it is highly recommended to clean up the experimental room from
any electrical devices that are not related with the experiment, and it is better to do
the experiment in an electronically shielded room. For the artifact from electric
power supply or display monitor, applying specific digital notch filter before or
after EEG recording might be the easiest and the best way to reduce its effect. For
the electrode-pop and electrostatic artifact, treatment after EEG recording is the
only way to reduce its effect in EEG record in this study. These kinds of artifacts
are originating in electrodes; the electrode-pop artifact is caused by a drying
electrode or slight mechanical instability that changes the area of electrode surface
in contact with the skin, and the electrostatic artifact is caused by the movement of
electrode wires between the electrode on the head and the electrode board or other
objects moving in relation to the input electrode leads. We cannot prevent these
kinds of artifacts to be happens, but we might be able to reduce its effect in our
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EEG by always using clean electrodes and ask subjects to sit still and less moving
during the recording. Besides that, it is a necessity to have stable electrodes. In this
study, ICA decomposition was applied to detect the ICA components with elec-
trode-pop and electrostatic artifacts. We rejected those components to reduce the
effect of these artifacts from the EEG record. The process of eliminating these ICA
components was carried out under EEGLAB toolbox in Matlab (Delorme and
Makeig 2004).

7.4.5 Reducing the Physiological Artifacts

Myogenic or muscle potentials are the most common artifacts in EEG recordings.
Frontalis and temporalis muscles (e.g., clenching of jaw muscles) are common
causes. Generally, the potentials generated in the muscles are of shorter duration
than those generated in the brain and are identified easily on the basis of duration,
morphology, and rate of firing (e.g., frequency). Other common physiological
artifact is eye movement. Eye movement can simulate a plausible EEG slow wave
having eyeball origin. Eyeball artifacts are caused by the potential difference
between the cornea and retina, which is quite large compared with cerebral poten-
tials. When the eye is completely still, this is not a problem. But, there are nearly
always small or large reflexive eye movements, which generates a potential that is
picked up in the frontopolar and frontal leads. Involuntary eye movements, known as
saccades, are caused by ocular muscles, which also generate electromyographic
potentials. Purposeful or reflexive eye blinking also generates electromyographic
potentials, but more importantly, there is reflexive movement of the eyeball during
blinking which gives a characteristic artifactual appearance of the EEG.

Those two artifacts above are the focus of physiological artifact in this study.
Preventing action like asking subjects to control their blinking and taking the break
between the recordings might reduce the occurrence of these artifacts. Applying
ICA-based artifact correction can separate and remove these artifacts from EEG
data (Jung et al. 2000a, b). Several useful heuristics can be used to discriminate
them. For the eye movements, they should project mainly to frontal sites with a
low-pass time course. For the eye blinks, they also project to frontal sites, but they
have large punctate activations. For muscle artifacts, they usually project to
temporal sites with a spectral peak above 20 Hz. Sample of specific topography for
artifacts can be seen at Fig. 7.5.

7.4.6 The Windowing

Brain electrical activity recordings consist of time-varying measurements of the
scalp electric potential field, performed for spontaneous activity (EEG) or for
ERPs. In studies of ERPs, these recordings are interpreted as being formed by a
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sequence of components. Each component appears as a peak or trough in the
voltage versus time plot, characterized by a certain amplitude and latency value.
The different components are assumed to reflect different functional states of the
brain, corresponding to different stages of information processing. Therefore, the
determination of the functional states and their time sequencing constitutes an
important problem of electrophysiology.

7.4.7 K-Means Clustering

In studies of ERPs, the brain signals are interpreted as being performed by a
sequence of components. Instead of viewing these sequences of components in the
waveforms, k-means clustering technique tries to segment the brain activities into
a sequence of momentary potential distribution maps (microstates). In simple way,
k-means clustering technique tries to view the multi-channel records of EEG data
as a sequence of microstates. Microstate is a stable topographical scalp field
persists during an extended epoch or time segment (Lehmann and Skrandies 1984).
Each microstate presumably reflects the different step or mode or content of
information processing (Michel et al. 1992). But, we have to be careful, because
the successive occurrence of microstates does not imply that brain information
processing is strictly sequential. The underlying mechanism by which the brain
enters a microstate with a given neuronal generator distribution may be composed
of any number of sequential or parallel physiological sub-processes.

The scalp electromagnetic field reflects the source distribution in the brain. Due
to the non-uniqueness of the electromagnetic inverse problem, it may occur that
different source distributions produce exactly the same microstate. However,
changes in the microstate are undoubtedly due to changes in the source distribu-
tion. Therefore, brain electrical activity can then be seen as a sequence of non-
overlapping microstates with variable duration and variable intensity dynamics
(Pascual-Marqui et al. 1995). In this technique, the EEG data are assumed to be
reference free, and the entire data set at all-time points are examined simulta-
neously. Therefore, this technique should be applied to averaged EEG (or ERP)
data after re-referenced to an average reference. Mathematical and statistical detail

Fig. 7.5 Topography of EEG artifacts. a Eye artifact. b Muscle artifact. c Electrode-pop artifact
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of this method can be seen at the study of Pascual-Marqui et al. (1995). Sequential
process of this segmentation or windowing with k-means clustering technique can
be seen at Table 7.1. Result of windowing with k-means clustering technique can
be seen at Fig. 7.6.

7.4.8 Source Localization

Source localization is one issue to be answered in EEG study, and it is well known
that EEG measurement does not contain enough information for the unique esti-
mation of the electric neuronal generators. Therefore, many possible solutions
exist for estimating neuronal generators, and standardized low-resolution brain
electromagnetic tomography (sLORETA) is one of them (Pascual-Marqui 2002).
The best thing about sLORETA is that it localizes the sources exactly for ideal
conditions, but its spatial resolution decreases with depth. Because of its ‘zero
error’ for estimating the sources, noisy measurements will produce noisy images
with sLORETA estimation. In this study, on the basis of the scalp-recorded
electrical potential distribution, sLORETA was used to compute the cortical three-
dimensional distribution of scalp current density. Computations were made in a
realistic head model (Fuchs et al. 2002), using the MNI152 template (Mazziotta
et al. 2001), with the three-dimensional solution space restricted to the cortical
gray matter. Anatomical labels including Brodmann areas are reported using an
appropriate correction from MNI to Talairach space (Talairach and Tournoux
1988; Lancaster et al. 2000). Software for the sLORETA estimation package can
be downloaded for academic purposes only from Web site of the KEY Institute for

Table 7.1 Sequential process of windowing with k-means clustering technique

1. Raw EEG data
2. Artifact reduction process
3. Re-referencing the ‘clean’ EEG data to average reference
4. Averaging the ‘clean’ EEG data over subjects and conditions
5. Applying k-means clustering technique

5.1. Basic k-means clustering
5.1.1. Checking data
5.1.2. Setting criteria: initializing microstates
5.1.3. Labeling each measurement to the closest microstate
5.1.4. Computing new microstates based on labeling results
5.1.5. Computing noise variance for the new microstates
5.1.6. Checking for the convergence of noise variance
5.1.7. Estimating intensity of microstates
5.1.8. Computing the regression (R2)
5.1.9. Cross-validated
5.1.10. Repeat until criteria are reached
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Brain-Mind Research, University Hospital for Psychiatry, Zurich (http://www.uzh.
ch/keyinst/loreta.htm). Detail for using the software is also available from the
same link above.

7.5 Temporal Characteristics in the Recognition
of Emotional Contain of Facial Expressions

Many studies have been performed to answer the question of how the brain pro-
cesses the emotional contents in facial expression. But, still there are disagree-
ments in temporal characteristics of the processing of facial emotions. To settle
with the disagreements, we examined the brain signals that were evoked by visual
stimuli of facial expressions using EEG. As known, facial expressions contain
information about the type of the emotion as well as its intensity level. Therefore,
to answer how the type and intensity level of emotions affect the brain activity, we
parametrically controlled the intensity level, as well as the type of emotional
content in facial expression. To elucidate the neural mechanisms related to the
processing of these two parameters, we adopted morphed images in between
neutral and the emotional ones (0, 10, 20, 40, 60, and 100 %). These percentages
correspond to the scale level of morphed into the emotional images, where 0 %
means neutral facial expression, and 100 % means full scale of emotion of facial

Fig. 7.6 Result of windowing with k-means clustering technique
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expressions, whereas 10, 20, 40, and 60 % are the artificial images with morphed
scale level of 10, 20, 40, and 60 % toward the full emotional of facial expressions
(see Fig. 7.1). Subjective ratings in classifying the type and the intensity level of
emotional contents in the presented facial expressions were the parameters in
categorizing the temporal activities of the brain.

The best of EEG analyses is the precise temporal detection of brain activities
regard to the presented stimuli in this ERP study. Through the data analyses, clear
responses were observed in the posterior (occipital) and anterior (frontal) regions
(see Fig. 7.7). In the posterior electrode locations, there appeared to be a positive
deflection at around 100 ms followed by a negative deflection at around 170 ms
(inset of Fig. 7.7). The anterior location response patterns counterbalanced those in
the posterior locations. In positive valence, we focus in analyzing ERP data cor-
respond to happy facial expression, meanwhile in the negative valence, we focus in
ERP data of disgust facial expression. Using the k-means clustering analysis, from
data of 30 subjects, we found four time-range windows of interest for each type of
facial emotion (see Fig. 7.6). The time-range (post-stimulus onset) windows for
happiness were (90–110 ms), (138–180 ms), (182–204 ms), and (206–230 ms),
and those for disgust were (86–120 ms), (142–188 ms), (190–210 ms), and
(212–258 ms). It is normal to have different result of time-range between the
happiness and disgust because happiness and disgust are differently processed by
the brain. We designated these four time-range windows as Window-1, Window-2,

Fig. 7.7 Grand-averaged ERP waveform for the emotions happy (red) and disgusted (blue) and
the unchanged face (gray) from 73 electrodes (n = 30). The arrangement of electrodes is based
on a top view, and thus, the top corresponds to the anterior and the bottom to the posterior. Inserts
are enlarged graphs at PO7 and PO8 locations (left and right, respectively)
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Window-3, and Window-4, respectively. To identify the effect of the five emotion
intensity levels on the ERP response, the grand-averaged waveforms were deter-
mined by subtracting the ERP response to the unchanged face from those to the
happy face and disgusted face. Due to changes in intensity, the ERP signal
changed its magnitude around 100 and 170 ms post-stimulus (see Fig. 7.8).

Fig. 7.8 Subjective rating data and the effects of emotion intensity on the ERP response.
Averaged DET and INT scores during the experiment (top left). Grand-averaged waveform
calculated by subtracting the ERP response to unchanged faces from that to happy faces with five
different intensity levels; 10, 20, 40, 60, and 100 %, and designated as M1–M5 (right),
respectively. At the posterior location PO8 and change in the mean voltage value depending on
the intensity of the facial emotion (bottom left). The location of PO8 is shown in the central insert.
a Data for happy facial expressions. b Data for disgusted facial expressions. DET correct
detection of facial emotion; INT assessment of its intensity
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7.5.1 Window-1 (P100)

The ERP component within the first time-range Window-1 included the 100-ms
post-stimulus onset and was designated as P100. To represent these components,
the mean voltage values during Window-1 and Window-2 were calculated. The
mean values were collected from all electrode locations, and the change in the
value was compared with the change in the type of emotional content (DET) and
the intensity level of emotional content (INT). By comparing the peak value
among the electrode locations with the ratings (DET and INT), we found that the
peak value of P100 is mostly similar to the subjective rating of DET compared
with that of INT, especially in the frontal and posterior areas. For example, the
peak value at the PO8 electrode location increased along with the increment of
emotional level in the presented stimuli. However, when comparing this increment
with that of subjective ratings (DET and INT), we found that the peak value at PO8
was significantly and strongly correlated with DET (DET, r = 0.97, p = 0.01) but
not with INT (INT, r = 0.86, p = 0.10). Similar results were obtained for the
emotion disgusted (solid line, lower left Fig. 7.8b; DET, r = 0.98, p = 0.01; INT,
r = 0.84, p = 0.10).

To examine the between-subject variability, we calculated the number of
subjects exhibiting a significant correlation between the ERP components and
subjects’ performance (p \ 0.05) at each electrode location and then made a
frequency map of the significant correlation. The right occipito-parietal locations
showed a significant and consistent positive correlation between P100 and DET for
both the emotions happy and disgusted (see Fig. 7.9, P100). Several other loca-
tions showed a significant correlation between P100 and DET or INT but with less
consistency among subjects (see Fig. 7.9). We further compared the correlation
coefficient between P100 and DET with that between P100 and INT for all 73
electrode locations. For the emotion happy, the DET value was higher than that of
INT in seven of nine subjects (Wilcoxon signed rank test, p \ 0.05). For the
emotion disgusted, in three of nine subjects, the DET value was higher than that of
INT (p \ 0.05). These data suggest that P100 was more strongly correlated with
DET than INT.

7.5.2 Window-2 (N170)

The ERP component within the second time-range Window-2 included the 170-ms
post-stimulus onset and was designated as N170. The change in the mean voltage
value was compared with the change in DET and INT. The N170 value at the PO8
location increased linearly with emotional intensity (dotted line, Fig. 7.8a). For the
emotion happy, the PO8 value was significantly correlated with INT (r = -0.99,
p = 0.01) but not DET (r = -0.80, p = 0.10; INT). Similar results were obtained
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for the emotion disgusted (dotted line Fig. 7.8b; DET, r = -0.86, p = 0.10; INT,
r = -0.91, p = 0.05).

As shown in Fig. 7.9 (N170), the right occipito-parietal locations showed a
significant and consistent correlation between N170 and INT for both the emotions
happy and disgusted. In addition, for the emotion happy, bilateral frontal locations
showed a significant correlation between N170 and INT, and the left frontal
locations showed a significant correlation between N170 and DET. For the emo-
tion disgusted, the frontal locations also showed a significant correlation between
N170 and INT but with less consistency among subjects. When we compared the
correlation coefficient between N170 and DET with that between N170 and INT,
the INT value was higher than that of DET (p \ 0.05) in seven and eight of nine
subjects for the emotions happy and disgusted, respectively. These data suggest
that N170 was correlated more with INT than DET.

Both DET and INT affected ERP components. The magnitude of P100 sharply
increased as the intensity of the facial emotion increased, and the P100 magnitude
reached a plateau at less than half of the strongest intensity level. We demonstrated
that the P100 magnitude was significantly correlated with DET. On the other hand,
we failed to find any significant differences in the magnitude of P100 between the
emotions happy and disgusted. These data suggest that the P100 is closely asso-
ciated with the correct detection of facial emotion. Previous studies have reported
that the facial emotion evokes brain activities at a very early stage of processing

Fig. 7.9 Topographical maps of the electrodes showing the statistically significant correlation
among subjects for each time-range window. The consistency in the significant correlation
(p \ 0.05) among subjects is represented by the number of subjects (n), indicated by color in the
color bar. W1–W4 are the first to fourth time-range windows of interest for the emotion happy,
(W1, 90–110 ms), (W2, 138–180 ms), (W3, 182–204 ms), and (W4, 206–230 ms) and for the
emotion disgusted (W1, 86–120 ms), (W2, 142–188 ms), (W3, 190–210 ms), and (W4,
212–258 ms). DET correct detection of facial emotion; INT assessment of intensity
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(Pizzagalli et al. 1999b; Eger et al. 2003). In agreement with these studies, our data
suggest that the brain activity evoked by the happy and disgusted faces occurred
very early (100 ms) in the processing stage. Our data suggest that the P100
magnitude represents detection accuracy, but not the ability to distinguish these
facial emotions. The detection of a facial emotion is probably a more primitive
process than identification and needs less perceptual demand. Different neural
mechanisms probably underlie these two processes.

However, in the present study, the subjects were required to answer the type of
emotion, such as happy, angry, disgusted, etc., not just ‘something emotional.’ In
this sense, the subjects’ subjective rating performance, DET, was not ‘detection of
facial emotion’ but ‘identification of type of facial emotion.’ Because we adopted
the stimuli exhibiting a similar DET–INT discrepancy, i.e., the emotions happy
and disgusted, the similar profile in psychological data may cause our failure to
find any significant difference in P100 magnitude between the emotions happy and
disgusted. We might detect some significant correlation between P100 and the
identification of type of emotion if we adopt stimuli exhibiting clearly different
psychological profiles, such as the emotions happy and fearful.

7.5.3 Window-3 and Window-4

Similarly, the mean voltage value during Window-3 and Window-4 was calcu-
lated, and the change in the voltage value was compared with the change in DET
and INT (see Fig. 7.9, W3 and W4). Similar to N170, the Window-3 value for the
emotion happy at the occipital and parieto-frontal locations was significantly and
consistently correlated with INT but not with DET. For the emotion disgusted, the
value at the right posterior and left frontal locations was correlated with INT but
not DET. The Window-4 value at the occipito-temporal location was correlated
with INT for the emotion happy. The value at the occipital and parieto-frontal
locations showed a significant correlation for DET or INT but with less consis-
tency. Because of the less consistency among subjects, we did not extensively
analyze the data in Window-4. We compared the correlation coefficient between
the Window-3 value and DET with that between the Window-3 value and INT. For
the emotion happy, the correlation with INT value was higher than that of DET in
27 subjects’ data. For the emotion disgusted, data from five subjects indicated
similar correlation with DET and with INT; fifteen data indicated higher corre-
lation to DET compared with that of INT; meanwhile, the remaining ten data
indicated that the correlation with INT is higher correlated than that with DET.
Thus, by this finding, we can simply conclude that the Window-3 value was
correlated with INT for the emotion happy but not for the emotion disgusted.

Based on these findings, we determined that DET occurred before INT. The
system that detects facial emotions could be connected to the ‘early-warning’ sys-
tem that helps animals to survive by detecting potentially dangerous or threatening
signals, such as fear and disgust (Morris et al. 1996; Phillips et al. 1997). Phased or
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serial-processing mechanisms in the brain may occur in relation to the processing of
facial emotion (Adolphs 2002). Initially, the detection of facial emotion begins as
early as 100 ms, and the detail is sufficiently constructed by around 170 ms post-
stimulus to create distinguishing information. This phased mechanism enriches the
functional-level model proposed by Bruce and Young (1986) as modified by Haxby
et al. (2000) (see Fig. 7.10). Others have found processing components with a
latency of more than 200 ms (Bobes et al. 2000; Carretié and Iglesias 1995). These
components might be related to conceptual knowledge of the emotion that is sig-
naled by the face, such as an interaction with gaze (Klucharev and Sams 2004), and
face familiarity (Schweinberger et al. 2002). These later components have been
localized by intra-cerebral electrode recording (McCarthy et al. 1999). Brain
imaging studies have identified that the inferior occipital gyrus, the posterior fusi-
form gyrus, and the temporal poles are involved in facial processing (Haxby et al.
2000; Kanwisher et al. 1997; Nakamura et al. 2000). These findings suggest that a
variety of brain regions function cooperatively to process facial emotion and that the
activity in these regions is modulated by top–down and bottom–up signals. Further
studies are necessary to elucidate the functions of the later components in the pro-
cessing of facial emotion.
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