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Preface

People write books for different reasons. One is an opportunity to express the 
thoughts that would be valuable for contemporaries and the future generations. My 
quest for writing this has been to summarize my sustained research in this area for 
the past 10 years. A decade ago when I joined the School of Electrical, Computer 
and Telecommunications Engineering at the University of Wollongong as an aca-
demic, one of my goals was to develop a practical systems that would bring com-
puter vision closer to one’s day to day activities. I was inspired by my own research 
at the University of Adelaide as a Research Fellow working for CSSIP developing 
a system to automatically classify ships for Australian Naval Forces. Despite lack-
ing support to garner any patents, I published the first developmental work in 2005. 
Then a refined version of this work which was published in IET Computer Vision 
received national and international media accolades. Soon after, the big players in 
the consumer electronics giants such as Samsung patented the technology for mo-
bile phones and televisions. Few years later, this probably prompted Microsoft to 
develop Kinect camera which use hand gesture recognition for gaming. Today, hand 
gesture control is considered as viable option for gaming and non-critical input to 
computers and smart devices. Samsung smart television can be controlled using 
hand gestures. The consumer electronics control system that I developed made use 
of my best abilities in classification and system development. When I first devel-
oped a Static Hand Gesture Recognition system which garnered worldwide public-
ity, it was the first attempt by a researcher in the world to use Hu moments approach 
for hand gesture recognition. Over the years, I have incrementally developed the 
theory and technology to implement such a system in a Smartphone or many other 
devices with minimal power for hand gesture recognition.

There has been depth of research into Sign Language since 1990s. This research 
is also benefitted with any developments in Hand Gesture Recognition. I believe 
that, miniscule devices optimized for receiving and being able to recognize human 
gestures will play a vital role in future of computer human interactions. The chal-
lenge now is to develop the theory further with supplementing information not just 
vision in order to accurately detect and recognize hand gestures.

Every effort has been made to reflect most of the successful algorithms and ap-
proaches in hand gesture recognition in this book so that it would be versatile for 
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any graduate student who is embarking on research into man-machine interaction. 
The readers are encouraged to use Matlab for developing fast routines to implement 
any type of hand gesture related processing. If Matlab would result in unexpectedly 
longer processing time, they are directed to use OpenCV (Open Computer Vision) 
platform that is fast becoming very popular with academics and developers which 
already has numerous computer vision related functional libraries. The youtube also 
presents a vast collection of evidence to the usefulness of OpenCV with thousands 
of routines already written in C++ to process images.

August 2013� Dr. Prashan Premaratne  
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Chapter 1
Introduction

P. Premaratne, Human Computer Interaction Using Hand Gestures,
Cognitive Science and Technology, DOI 10.1007/978-981-4585-69-9_1,
© Springer Science+Business Media Singapore 2014

The first human interaction with a computer goes back to the days when punch 
cards were used to program computers. Then the output of the computers was also 
punched holes on cards. This was a very slow way of communication and the inter-
action was totally different to what we have today.

In 1970’s with the invention of the computer mouse and the invention of the 
remote controller for the television, more robust and visual input output from a 
computer or an electronic system was available. This could be stated as the start 
of true ‘human computer interaction’. The computer mouse and the keyboard to-
gether can be termed as the genuine contenders for the notion of human computer 
interaction. Since all the electronics devices whether it is a DVD player, Television 
or a digital camera, contain multiple microprocessors and microcontrollers. There-
fore, they are in fact computers and the interaction we make with as in input and 
output can be loosely termed human computer interaction.

An acceptable controller that issues commands to a computer should be able to 
deliver the following:

•	 Reliability in issuing the intended command
•	 Reproducibility of any command
•	 Ease of use for the human in the long run
•	 Shorter learning curve for the first time user
•	 Durability as an instrument so that the investment is secured for a long time
•	 Very low maintenance

Figure 1.1 shows a diagram that depicts the human computer interaction using hand 
gestures. In this system, any human gesture is captured by a focussed camera which 
in turn is processed and identified by a system and is interpreted or actioned by an 
electronic device.

There are compelling arguments as to the reasons why large percentages of 
modern users still are content with the computer mouse and keyboard. The following 
dot points highlight some of the reasons:

•	 Older generation resists change
•	 Has been used of over 40 years with incremental change over the years
•	 No learning curve for the user
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•	 Very high reliability in communication with a computer or many other devices
•	 There is no radically different solution with better results
•	 Computer mouse and keyboards are ‘good enough’ for slow computer human 

communication

However, the computers and many other consumer electronics devices that we 
interact with today are fast changing with many applications developed not just for 
traditional sense of interaction. This in turn needs fast response from users and the 
interactions have been revolutionized recently. Some of these developments are:

•	 New generation wants to experiment with different modes of controllers
•	 Gaming is becoming very popular and traditional controllers are not fast enough 

for fast moving games
•	 Traditional controllers are either tethered or difficult to manoeuvre and restricts 

the user
•	 New applications need fast and more subtle inputs that traditional controllers 

can’t offer.

The revolutions that changes the way users interact with computers are growing 
everyday with fast modes of communication. However, there are inherent limitations 
of the human body that would ultimately decide the best mode of interaction. For 
now, hand gestures are becoming a mode that is fast, natural and easy for the users 
to master yet providing a plethora of commands to control any device with subtle 
changes. The most important attributes of a new computer human communication 
interface are:

•	 High accuracy
•	 Ease of use without holding any equipments/instruments in hand
•	 Shorter user learning cycle
•	 Lower cost
•	 Offer capabilities that are not available with any traditional interface

Fig. 1.1   Human computer 
interaction using hand 
gestures- how a human issues 
a command to a machine

 



31.1 � Chapter Description�

Hand gesture recognition using computers has been attempted for decades since ear-
ly 1980’s. Yet, a truly practical system based on computer vision that could operate 
in the living room with minimal computer power was developed only in 2005 at 
the University of Wollongong. This system as shown in this artistic impression of 
Fig. 1.2 was able to control up to 16 devices at anytime with 10 gestures with ex-
tremely high accuracy.

1.1 � Chapter Description

This book is laid out in a logical way for a postgraduate student to appreciate the 
steps needed to realize a human computer interaction. Chapter  2 describes the 
historical developments that lead to the concept of human computer interaction 
starting with glove based system and how the developments in computer vision lead 
to hand markers to coloured gloves that resulted in quite accurate and reliable glove 
based systems today. Computer vision based hand gesture control systems conform 
to a multi-stage processing architecture as depicted in Fig. 1.3. The chapters from 3 
onwards are laid out in that order. Chapter 3 describes the variety of preprocessing 
techniques employed by almost all computer vision based systems. It is unthink-
able that a computer vision algorithm can be developed without preprocessing as 

Fig. 1.3   Different stages of a hand gesture based control system

 

Fig. 1.2   The description of the hand gesture recognition system developed by Dr. Prashan 
Premaratne as it appeared in Daily Mail UK (14 April 2007)
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the inherent raw image feed is typically characterized by noise, irregularities, out 
of focus, and non-uniformly lit images. Since the systems developed to date lack 
the human ingenuity, morphological filtering has become imperative for image 
understanding.

Chapter 4 will discuss various feature extraction techniques that have been at-
tempted and succeeded in hand gesture classification. Every effort has been made to 
include all successful literature discussing variety of feature extraction techniques 
with good classification outcomes. Techniques which are unreliable have been 
dropped so that novice student researcher is not sent on a ‘wild goose chase’.

Similar to the philosophy of Chaps. 4 and 5 discusses the classification algo-
rithms which have been carefully chosen to be hand gesture specific. All evidence 
of successful classification outcomes of classification techniques have been dis-
cussed in depth with evidence from published research. Fundamental strategies 
have been discussed to impart an in-depth knowledge to the reader with the hope 
that new algorithms would be developed in future with the insight gained.

Chapter 6 discusses one of the single most prominent applications of hand gesture 
recognition: the sign language. It discusses the Auslan, the Australian sign language 
and ASL, the American Sign Language that is akin to Latin in European languages 
for formal sign languages in the world. Computer vision today draws much rigour 
for its algorithms due to vastness of sign languages in the world. The sheer number 
of gestures performed by hand and the human brains capacity to understand each 
and everyone of them will engage the field of computer vision for decades to come. 
The application of sign languages will determine the success of any preprocessing, 
feature extraction or classification approach and will always be ultimate application 
determines the success of human computer interaction.

The book will come to an end with ‘Future Trends in Hand Gesture Recognition’ 
in Chap. 7. This will also introduce many other hand gesture based consumer level 
appliances and applications that is already heralding this mode of interaction.
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Chapter 2
Historical Development of Hand Gesture 
Recognition

P. Premaratne, Human Computer Interaction Using Hand Gestures, 
Cognitive Science and Technology, DOI 10.1007/978-981-4585-69-9_2, 
© Springer Science+Business Media Singapore 2014

The history of hand gesture recognition for computer control started with the 
invention of glove-based control interfaces. Researchers realized that gestures 
inspired by sign language can be used to offer simple commands for a computer 
interface. This gradually evolved with the development of much accurate acceler-
ometers, infrared cameras and even fibreoptic bend-sensors (optical goniometers). 
Some of those developments in glove based systems eventually offered the abil-
ity to realize computer vision based recognition without any sensors attached to 
the glove. These are the coloured gloves or gloves that offer unique colours for 
finger tracking ability that would be discussed here on computer vision based ges-
ture recognition. Over past 25 years, this evolution has resulted in many success-
ful products that offer total wireless connection with least resistance to the wearer 
and will be discussed in Chap. 7. This chapter discusses the chronological order of 
some fundamental approaches that significantly contributed to the expansion of the 
knowledge of hand gesture recognition.

2.1 � History of Data Glove

This book is never going to be complete without the historical development of hand 
gesture recognition based on computer vision without giving the due recognition for 
the evolution of hand gesture system based on data glove. Data glove in essence is 
a wired interface with certain tactile or other sensory units that were attached to the 
fingers or joints of the glove, worn by the user. The tactile switches, optical goni-
ometer or resistance sensors which measure the bending of different joints offered 
crude measurements as to determine a hand was open or closed and some finger 
joints were straight or bent. These results were mapped to unique gestures and were 
interpreted by a computer. The advantage of such a simple device was that there was 
no requirement for any kind of pre-processing. With very limited processing power 
on computer back in 1990s, these systems showed great promise despite the limited 
manoeuvrability due to tethers that connected the glove to the computer. Figure 2.1 
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shows an artistic impression of a data-glove or a sensor glove that strategically 
places variety of sensors to monitor the flexing of fingers to form different gestures.

Today, there exists gloves that are wireless and easy to wear unlike the ones we 
had 20 years ago. The following sections of this chapter will discuss the history of 
some of these devices and their performance scores in interpreting hand gestures.

By looking at the evolution of data gloves, there were two distinct categories 
emerged over the years.

1.	 Active data glove—consisted of few or variety of sensors on the glove to mea-
sure flexing of joints or acceleration and had a communication path to the host 
device using wired or wireless technology. These gloves are known to restrain 
the user of artistic ability.

2.	 Passive data glove—consisted only of markers or colours for finger detection by 
an external device such as a camera. The glove did not have any sensors onboard.

The first glove prototypes to emerge included the Sayre Glove, the Massachusetts 
Institute of Technology (MIT)-LED glove and the Digital Entry Data Glove [1]. The 
Sayre Glove which was developed in 1977 used flexible tubes with a light source at 
one end and a photocell at the other, which were mounted along each finger of the 
glove. Bending fingers resulted in decreasing the amount of light passed between 
the LED and the photodiode. The system thus detected the amount of finger bending 
using the voltage measured by a photodiode [2].

Fig. 2.1   Artistic impression 
of a sensor glove that places 
sensors on finger joints
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The first glove to use multiple sensors was offered by the ‘Digital Entry Data 
Glove’ which was developed by Gary Grimes in 1983. It used different sensors 
mounted on a cloth. It consisted of touch or proximity sensors for determining 
whether the user’s thumb was touching another part of the hand or fingers and four 
“knuckle-bend sensors” for measuring flexion of the joints in the thumb, index, 
and little finger. It also had two tilt sensors for measuring the tilt of the hand in the 
horizontal plane and two inertial sensors for measuring the twisting of the forearm 
and the flexing of the wrist [1]. This glove was intended for creating “alphanumeric 
characters” from hand positions. Hand gestures were recognized using hard-wired 
circuitry, which mapped 80 unique combinations of sensor readings to a subset of 
the 96 printable ASCII characters.

These gloves had limited accuracy and were tethered to computers using 
cumbersome wiring. They were meant for very specific applications and as proof 
of concept. They never received any attention beyond experimental tools and were 
never commercialized.

During 1980s, the sensor technology developed rapidly due partly to cold war 
fears and the natural expansion of industry in many European countries. These 
sensor technology paved way for rapid developments in computer technology and 
peripherals. Many leading research teams around the world started new computer 
peripherals with a market orientation using then recently developed new technical 
knowledge. The first commercially available Data Glove appeared in 1987 [1]. This 
was an improved version of the first DataGlove developed by Zimmerman in 1982 
which is shown in Fig. 2.2 [3]. The technology was similar to the one used in Sayre 
Glove in 1977. However, the 1987 version carried fibre optics instead of light tubes 
and was equipped with 5–15 sensors increasing its ability to distinguish different 
gestures. The multiple sensors available on the DataGlove made it popular among 
researchers of different fields and number of similar devices was developed. Data 
Glove inspired development of Power Glove [4–6], which was commercialized by 
Mattel Intellivision as a control device for the Nintendo video game console in 
1989. The Power Glove used resistive ink to measure the flexion of the finger joints 

Fig. 2.2   The ZTMGlove 
developed by Zimmerman [2]
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[1]. There were other development such as Super Glove [4] developed Nissho Elec-
tronics in 1995 consisted of 10–16 sensors and used resistive ink printed on boards 
sewn on the glove cloth. An updated version of the Power Glove, the P5 Glove, was 
commercialized by Essential Reality, LLC, in 2002 [7].

2.2 � What’s Out There Today?

The following section details the state of the data glove today. A number of these 
are now commercially available for different types of human computer interaction 
(HCI). These data gloves are mainly aimed at researchers to develop sophisticated 
systems to make the HCI a reality.

2.2.1 � MIT Data Glove

From its developments in early 1980s, MIT Data Glove has evolved dramatically 
offering different capabilities with different models. Currently developed under 
MIT spinoff company AnthroTronix, acceleGlove as shown in Fig. 2.3, is a user 
programmable glove that records hand and finger movements in 3D. The other 
models available from them include 5DT’s Data Glove for virtual reality that cost 
between $ 1000–$ 5000. The company initially developed Data Gloves for US De-
fence for controlling robots. Their acceleGlove is also used in video games, sports 
training, or physical rehabilitation.

As shown in Fig. 2.3, an accelerometer rests just below each fingertip and on the 
back of the hand. The accelerometers can detect the three dimensional orientation 
of the fingers and palm with respect to the gravity when a gesture or any movement 

Fig. 2.3   MIT Acceleglove 
with its multiple sensors. [8]
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is made. The accuracy of these measurements is within a few degrees which allow 
programs to distinguish slight changes in hand position. The glove has openings 
for finger tips which would allow the user to type or write while wearing the glove.

2.2.2 � CyberGlove III

The CyberGlove III (MoCap Glove) developed by CyberGlove Systems is a device 
that aims to record gestures accurately for motion capturing for movie making and 
graphic animation industry as shown in Fig. 2.4. The streamlined industrial designs 
that they developed allows for rigorous physical mobility in hand motion capturing 
for motion movies and graphic animation industry today [9]. The device also con-
sists of Wi-Fi for data communication with a transmission range of 30 m. The unit 
contains 22 sensors and can operate for 2–3 h with the rechargeable battery onboard. 
The SD memory card offers motion recording option for motion capture animation 
purposes but the device is not aimed at computer or any other peripheral control.

2.2.3 � CyberGlove II

CyberGlove has been developed to deliver many data inputs due to different flexing 
of joints motion from other areas of the hand. The 18-sensor data glove features two 
bend sensors on each finger, four abduction sensors, and sensors measuring thumb 
crossover, palm arch, wrist flexion, and wrist abduction. Different version of this 
glove that contains 22-sensors has three flexion sensors per finger, four abduction 
sensors, a palm-arch sensor, and sensors to measure wrist flexion and abduction. 
Each sensor is extremely thin and flexible making the sensors almost undetectable 
in the lightweight elastic glove. As shown in Fig. 2.5, one version of the glove offers 
open finger tips that would allow a user to type, write and grasp objects easily. The 
CyberGlove motion capture system has been used in many applications including 
digital prototype evaluation, virtual reality biomechanics, and animation.

Fig. 2.4   CyberGlove III for 
motion capture
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2.2.4 � Fifth Dimension Sensor Glove Ultra

The 5DT Data Glove Ultra is another glove based gesture recognition device with 
very high precision flexor resolution. With its arrays of sensors, it provides 10-bit 
flexor resolution which is aimed at highly natural motion capture for movie indus-
try [11]. The Sensor Glove Ultra is known to produce high data quality with low 
cross-correlation between different sensor metrics for realtime animations using 
Bluetooth data transfer. Figure 2.6 shows early and current version of Sensor Glove 
by Fifth Dimension (5D).

2.2.5 � X-IST Data Glove

X-IST Data Glove from Inition [12], provides a motion capture solution with finger 
tip touch sensors that can be used for music related application. Since the unit is 

Fig. 2.6   5DT Motion Capture Glove and Sensor Glove Ultra. (Courtesy of [10]). ( left) Current 
version, ( right) early version

 

Fig. 2.5   CyberGlove II [10]
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wired to an usb interface, the user is not completely at rest. Each finger joint flex 
is measured along with the tilt of the hand. A cable connects user to the computer 
peripheral as shown in Fig. 2.7.

2.2.6 � P5 Glove

P5 Glove has been developed by MindFlux as a way to provide cheaper alternative 
to many expensive wired gloves available in the market that can be used for gaming 
[13]. The P5, as shown in Fig. 2.8, incorporates a bend sensor and remote track-
ing technologies, which provides users intuitive interaction with 3D and virtual 

Fig. 2.8   P5 Glove—a 
cheaper alternative. [13]
 

Fig. 2.7   X-IST Data Glove. 
[12]
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environments, such as games, websites and educational software. This is one of 
the very few technologies currently reaching the user as a means for controlling 
machines using peripherals other than, mouse, joystick or keyboard.

Today these gloves are no longer limited for use in computer human interactions 
as was illustrated above. Some of them are indeed for interacting with a computer 
for gaming and other natural like communication. Yet others are for 3D movie ani-
mation and some are for healthcare applications such as monitoring of vital signs to 
physiotherapy on injured or healing hands and fingers.

2.3 � Vision Based Hand Gesture Recognition

Using cameras to recognize hand gestures started very early along with the 
development of the first wearable data gloves. There were many hurdles at that 
time in interpreting camera based gestures. Coupled with very low computing pow-
er available only on main frame computers, cameras offered very poor resolution 
along with color inconsistency. The theoretical developments that lead to identify-
ing skin segmentation were in its infancy and were not widely recognized for its 
good performance that we see today. Despite these hurdles, the first computer vision 
gesture recognition system was reported in 1980s. Figure 2.9 shows a flow diagram 
of a typical gesture recognition strategy.

2.3.1 � Hand Gesture Recognition Using Colored Gloves

The MIT-LED glove was developed at the MIT Media Laboratory in the early 
1980s as part of a camera-based LED system to track body and limb position for 
real-time computer graphics animation [14]. A camera sitting in front of the user 
could capture number of LEDs as they were studded on the glove. This resulted in 

Fig. 2.9   Typical computer 
vision based gesture recogni-
tion approach
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different illumination patterns for different gestures that could be interpreted by a 
computer. However, the performance was poor due to occlusions and the variations 
of any gesture performed by different users.

One of the first instances of gesture recognition using a glove with finger tip 
markers was reported by Davies et al. [15]. They used colored markers on finger-
tips as shown in Fig. 2.10, and a gray scale camera to track the finger tip movement 
and their relative organization to determine seven hand gestures. They managed to 
realize their system on image sampling speed of only 4 Hz on a SPARC-1 computer 
without any specialized hardware. Given the state of image capturing and com-
puter processing power available in 1994, the system demonstrated the capability 
of computer vision approach as a viable contender against wired glove techniques 
for gesture recognition.

In 1996 Iwai et al. [16] proposed a colored glove technique in which 10 finger 
regions were identified. They used multiple colors to designate different parts of 
the finger and sections of the palm in order to avoid the occlusion problem many 
computer vision approaches suffered. In the occlusion problem, certain parts of the 
hand or fingers are covered by occlusion and the camera is unable to interpret the 
gesture accurately. When different color regions denoted different sections of the 
hand (fingers, palm), the system could rely on the color and the boundary to make 
informed decisions. They used a decision tree method to automatically recognize 
limited number of gestures.

Fig. 2.10   Gesture tracking using coloured finger tips of the glove. (Courtesy of Davies et al. [15])
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In recent years, more and more research was concentrated on vision based hand 
gesture recognition. Compared to non-vision based recognition (data glove or elec-
tro-magnetic waves etc.), vision based recognition are more natural and comfort-
able [17], as it does not constrain the flexibility of hand movements. Based on 
the data glove and electromagnetic waves, a coloured glove has been developed 
Lamberti et al. [17] which is easy to wear without constraining the user. As shown 
if Fig. 2.11, the colored glove contains separate color to track the palm and fingers 
are marked with alternating colors. The aim of this approach has been to develop a 
very low cost approach against the dataglove with much more flexibility and very 
low computation requirements so that disabled users can make use of the technol-
ogy in a classroom environment.

Articulated hand-tracking systems have been widely used in virtual reality but 
are rarely deployed in consumer applications due to their price and complexity. MIT 
researchers, R. Wang and J. Popovic recently developed a simple and inexpensive 
for 3D articulated user-input using the hands [18]. Their approach, as shown in 
Fig. 2.12, uses a single camera to track a hand, wearing an ordinary cloth glove 
that is imprinted with a custom pattern. The pattern is designed to simplify the pose 
estimation problem, allowing them to employ a nearest-neighbor approach to track 
hands in an interactive manner.

Fig. 2.11   A simple colored 
glove developed by Lamberti 
et al. [17]

 

Fig. 2.12   A colored glove system for virtual reality applications. (Courtesy of [18])
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2.3.2 � Beyond Markers—Vision Based Systems

The first instance of a hand recognition system that totally relied on computer vi-
sion without markers was reported by Rhg and Kanade in 1993 [19]. Their system 
stood out from similar work of hand gesture recognition research then as the user 
was finally at ease without the requirement to wear any glove or colored markers 
for the first time. The system was called DigitEyes [19]. They demonstrated hand 
tracking at speeds of up to 10 Hz using line and point features extracted from gray 
scale images of ordinary unmarked hands. Most previous real-time visual 3D track-
ing work had addressed objects with 6 or 7 spatial degrees of freedom (DOF) by 
then [20, 21]. Rhg and Kanade presented tracking results for branched kinematic 
chains with as many as 27 DOF for human hand model which resulted in a highly 
articulated model. The success of this computer vision approach was mainly due to 
their ability to extract simple and useful features from human hand, which was in 
its infancy then. In order to avoid occlusion across complicated backgrounds, they 
used two cameras effectively as shown in Fig. 2.13.

1993 has been a year that contributed significantly to the research on gesture 
recognition based on computer vision. Each contribution made use of 10 Hz object 
tracking using a very common computer vision platform. Darrel and Pentland de-
veloped a method for learning, tracking, and recognizing human gestures using a 
view-based approach to model articulated objects [22]. In their approach, objects 
were represented using sets of view models and space-time patterns such as ges-
tures were matched to stored gesture patterns using dynamic time warping.

In other words, because the parameter values underlying the object pose are as-
sociated with the set of correlation scores, they characterized a gesture by the pat-
tern of view model scores directly. A gesture was then simply recognized by finding 
the closely matched space-time pattern of the model scores. This approach did not 
require transforming sets of view model scores to parameters and then matching in 

Fig. 2.13   The hand model ( left) is derived using simple features extracted from two cameras for 
the first time in the world as reported by Rehg and Kanade. (Courtesy of [19])
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parameter space, but simply matching in the model-score space directly. Real-time 
performance was achieved by using special-purpose correlation hardware and view 
prediction to prune as much of the search space as possible. Furthermore, both view 
models and view predictions were learned from examples.

Because the parameter values underlying the object pose are associated with the 
set of correlation scores, we can characterize a gesture by the pattern of view model 
scores directly. Recognizing a gesture requires determining which stored gesture 
most closely matches the observed space-time pattern of model scores. In other 
words, rather than transforming sets of view model scores to parameters and then 
matching in parameter space, simple matching in the model-score space directly is 
sufficient.

The research carried out around the early 1990s always suffered from low cam-
era resolution to inadequate computing power. The features that would be derived 
from a single camera not always resulted in successful outcomes for many research 
projects. Utsumi et al. countered this trend using a stereo rig in order to determine 
the Centre Of Gravity (COG) of the palm and to calculate the 3D positions of finger 
tips [23]. However, they failed to implement the system in realtime, yet they were 
successful in estimating the COG and fingertips location which were later used by 
other researchers as stepping stone to research on hand gesture recognition.

Freeman et al. in 1995 developed a new set of stable features using orientation 
histograms [24]. These offered a very stable and unique set of features which were 
very robust for hand gesture recognition. Figure 2.14 shows that gestures look dif-
ferent to the naked eye under different color schemes, yet orientation histograms 
are capable of providing features that are invariant to different illumination. Their 
research heralded a new era where stable features were the dominant factor in 
designing robust gesture recognition. The research conducted in the following years 
was keen to find unique but stable features so that the recognition performance 
would increase.

Dynamic gestures were difficult to analyse when limited computing power was 
available. However, steady development of computer processing power along with 
better camera technology incrementally moved research towards dynamic gesture 
recognition. One of the obstacles in dynamic gesture recognition was to device an 
effective way to identify information from moving video which contained moving 
gestures. In 1995 Cui, Swets and Wen demonstrated that this could be attempted 
by automatic visual partitioning [25]. They theorized that movement of the hand 
gesture (dynamic gesture) could be decomposed into two components: global and 
local motions. The global motion captured gross motion in terms of position and the 
local motion characterized deformation, orientation and gesture changes. This led 
to a development of three stage framework for spatiotemporal event recognition.

As illustrated in Fig. 2.15, the first stage acquires the sequence which involves 
motion detection to extract a moving image sequence and motion-based visual 
attention which identifies windows that include moving object. They mapped this 
temporal window to a standard temporal length to form ‘motion clip’. The speed 
information was available from the mapping performed in this stage. The second 
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stage was object recognition followed by segmentation. During segmentation, the 
object of interest was framed using a rectangular window from each image in the 
sequence and then is mapped to a fixed size fovea image. This step normalized the 
image in which the object of interest appears at a standard position with a stan-
dard size. They further simplified the processing by assuming a simple background 

Fig. 2.15   Three-stage 
framework for spatiotemporal 
event recognition. [25]

 

Fig. 2.14   Showing the 
robustness of local orienta-
tion to lighting changes. 
Pixel intensities are sensitive 
to lighting changes. a and b 
are same gestures under two 
different lighting conditons. 
c and d are the orientation 
maps of these (a) and (b) 
which are much more stable. 
(Courtesy of [24])
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which eliminated the need to deal with skin tone regions in their work. They 
used Most Expressive Features (MEF) and Most Discriminating Features (MDF) 
approach to find methods for good classification results. The reported best perfor-
mance was 96 %.

Some of the many drawbacks using a single camera include occlusion and the 
difficulty in removing the cluttered background. Many researchers around 1998 
started using multiple cameras to mitigate the effect of occlusion which resulted in 
many misclassifications. Such misclassifications often led to unfavourable reviews 
by the research community as poor results offered no solution for the advancement 
of the research. The leading researchers were very eager to bring the advantages of 
the Human Computer Interaction to the day to day life especially for control prob-
lems and gaming. Even though, the multiple cameras offered better results, having 
multiple cameras which were physically apart, created cluttered solution.

Shimade, Shirai, Kuno and Miura proposed the best solution that is achievable 
by a single camera in 1998 [26]. Their approach offered the best solution remove 
the occlusion problem using a single camera. They proposed a method to precisely 
estimate the pose (joint angles) of a moving human hand and check whether that 
was a valid gesture using 3D model. The monocular image sequence that they used 
did not contain any depth information. In their approach, given an initial rough 
shaped 3-D model, possible pose candidates are generated in a search space effi-
ciently reduced using silhouette features and motion prediction. Then, they selected 
the candidates with high posterior probabilities to obtain the rough poses. The fea-
ture correspondence was established even under quick motion and self-occlusion.

Next, In order to refine both the 3-D shape model and the approximate pose 
under the depth ambiguity in monocular images, they proposed an ambiguity limi-
tation method by loosely constraining the knowledge of the object represented as 
inequalities. The method calculated the probability distribution satisfying both the 
observation and the constraints. When multiple solutions were possible, they were 
preserved until a unique solution is determined. They produced experimental results 
to show that the depth ambiguity is incrementally reduced if the informative obser-
vations were obtained. Captured gestures and how they can be represented using a 
‘rough’ pose is depicted in Fig. 2.16.

Multiple cameras solve the problem of occlusion when a gesture can be seen 
from many angles which are not possible to be detected by a single camera. Howev-
er, as obvious, multiple cameras need calibration and other constraints to determine 
that multiple view belong to the same gesture at a given time. When two cameras 
are used, stereo vision strategies easily establishes the correspondence problem.

In 1998, Segen and Kumar of Bell Laboratories developed a vision based 3D 
hand interface for man machine interaction [27]. Their setup consisted of stereo 
setup to extract the x, y, z location of pointing fingers so that its location could be 
used to interact with a computer interface displayed in front of the user. The system 
used 60 frames per second and was very responsive. The system responded to 4 
types of gestures: Point, Reach, Click and Ground. The system allowed them to use 
different combinations of those gestures to manipulate Virtual Reality-type games. 
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For instance, Click gesture to fire a gun in ‘doom’ and ‘Reach’ gesture to open doors 
in virtual reality. Their fundamental gestures are shown in Fig. 2.17 and gesture as-
sociations with particular functions are shown in Fig. 2.18.

Segen and Kumar demonstrated that multiple applications can be run with few 
basic gestures with an appropriate computer interface. This lead to the development 
of many gestural interfaces especially, for control over the year.

Similar to the work carried out by Segen and Kumar, Utsumi and Ohya proposed 
a hand gesture tracking system using multiple cameras in 1999 [28]. The approach 
that they pursued tracked 3D position of the posture of the hand with multiple view-
point images. They also used the multiple views to reduce self-occlusion and hand-
hand occlusion as they were very prominent problems faced by sing camera gesture 
tracking. Each hand position was tracked with a Kalman filter and the motion vec-
tors were updated with image features in selected images that did not include hand-
hand occlusion. 3D hand postures were estimated with a small number of reliable 
image features. These features were extracted based on distance transformation, and 
they were robust against changes in hand shape and self-occlusion which resulted 
in a “best view” image which was selected for each hand for shape recognition. 
Fourier descriptors were used as features to describe postures and the system was 
proposed as a user interface device in virtual environments replacing the reliance of 
the glove type devices which had many disadvantages as outlined at the start of the 
chapter. The camera setup of this multi-camera system is shown in Fig. 2.19 where 
the left image shows a side view and the right image shows the front view.

The hardware technologies vastly improved since the year 2000. This dramati-
cally increased the resolution of the camera and the interface. USB 2.0 replaced the 
slow-speed USB 1.0 and that alone resulted in the development of very high quality 

Fig. 2.16   Captured gestures and initial estimates of the possible 3D models. (Courtesy of [26])
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Fig. 2.18   Controlling a robot 
grip with fingers. [27]
 

Fig. 2.17   Gestures used in 
virtual reality by Segen and 
Kumar [27]
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cameras accessible to the researchers at very low price. Prior to that, the researchers 
always relied on good quality cameras with frame grabbers with costs running to 
several 1,000 $. When the cameras were available with better resolution and low 
noise, researchers devised new ways to rely on feature extraction from the high 
quality images available instead of sophisticated multi camera system.

In 2003, Chen et  al. [29] introduced a hand gesture recognition system to 
recognize dynamic hand gestures against a static background. The system consisted 
a realtime hand tracking and extraction, feature extraction, hidden Markov model 
(HMM) training, and gesture recognition. They initially applied a real-time hand 
tracking and extraction algorithm to trace the moving hand and extract the hand 
region. Then the hand region was used to extract Fourier descriptors (FD) to charac-
terize spatial features and the motion analysis to characterize the temporal features. 
They combined both spatial and temporal features of the input image sequence 
into the feature vector. This feature vector was used in a Hidden Markov Model to 
recognize input gesture. The gesture to be recognized was separately scored against 
different HMMs. The model with the highest score indicated the corresponding 
gesture. Experimental results indicated that the recognition rate above 90 % was 
possible with 20 different gestures. Figure 2.20 depicts the flow diagram of their 
hand tracking system.

Eigen Values offer a remarkable concise representation of image data. The fea-
tures (Eigen Values) are completely uncorrelated thus providing the simplicity to 
represent image data. Only few higher values of the Eigen Coefficients would be 
adequate to represent an image. In 2005, Gastaldi et al. [30], developed a dynamic 
gesture recognition system that relied on stereo vision with Eigen Values as the 

Fig. 2.19   Tracking hands with multiple viewpoints. [28]
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features. They used a stereo system to detect the movements of the fingertips as 
shown in Fig.  2.21. This observation resulted in monitoring only five temporal 
sequences. Since there was very high correlation found among these temporal se-
quences, they managed to represent these 5 sequences by a representative single 
temporal sequence projected in a subspace obtained by the principal component 
analysis (PCA) of the feature space. Using the PCA technique, they obtained five 
Eigen Vectors and five Eigen values for each gesture. They concluded that by using 
only 3 Eigen values, more than 99 % of the information carried out by the original 
sequence could be retained. They projected those curves on a 3D space correspond-
ing to the principal subspace associated to the gesture of highest dimensionality. 
Figure 2.22 shows the five curves of the five gestures which are easily distinguish-
able. This is due to the fact that by projecting the five fingertip sequences that 
characterize the gesture, in a common 3D subspace, temporal variations are omitted 

Fig. 2.20   The flow diagram 
of the hand tracking system 
based on Fourier descriptors 
and Hidden Markov Models. 
(Courtesy of Chen et al. [29])
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Fig. 2.22   Projection on the common 3D principal subspace of the five temporal sequences that 
characterize five gestures. (Courtesy of [30])

 

Fig. 2.21   Dynamic disparity information associated to the raising of the finger tips while keeping 
the wrist fixed on the table and the corresponding time evolutions of disparity information at the 
finger tips which characterizes the hand movement. (Courtesy of [30])
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which facilitates establishing relationships about depth variations on the finger-tips 
during hand movement.

In 2005, Premaratne et  al. [29] developed hand posture recognition scheme 
which provided 100 % accuracy for selected 10 gestures. These gestures were used 
to control consumer electronics control devices such as televisions and DVD play-
ers. The approach used moment invariant features to uniquely represent hand ges-
tures and an elaborate skin segmentation and morphological filtering mechanism to 
remove background and noisy regions. Figure 2.23 denotes the command mapping 
to hand postures and developed hardware interface which used a computer parallel 
port to communicate the recognized gestures to control various switches to perform 
different functions. The approach was invariant to gesture size (scale) and rotation 
and lighting variations and the skin segmentation was very robust against many 
extreme skin colours.

The classification stage of many hand gesture recognition system use a single 
classification stage. Such classification stages do provide strong classification when 
the selected features are unique and stand apart from other gestures. However, as it 
turns out, human gestures especially when using sign language (a detailed discus-
sion is on Chap. 6), gestures vary incrementally in shape from one gesture to the 
other. This type of scenario can be better served with a classifier with multiples 
stages where approximate initial classification is further classified using more de-
tails at a later stage.

Bing and Ejima proposed a multi-stage classifier for hand gesture recognition in 
2006 [30]. Their hand detector was based upon a tree structure of boosted cascaded 
of weak classifiers. The head of the tree forms the general hand detector and its sole 
purpose was to find all possible hand hypotheses in the image. Successful hypothe-
ses were then passed onto the branches of the tree where specific cascades designed 
only to detect hands of a specific shape are used to determine the exact pose of the 
hand in the image. To build shape specific detectors the data set must be broken up 
or clustered into similar shapes that are for a specific shape. These clusters were 
expected to contain sufficient variations for shapes to allow the classifier to general-
ize the process. They used an approach from their previous research to perform an 
intelligent selection of training images for training data [31]. The framework of tree 
of hand detector is shown in Fig. 2.24.

Fig. 2.23   Hardware interface ( left) Mapping of commands to gestures ( right)
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In order to detect hands in an image, an exhaustive detection across all pos-
sible position and scales were performed using a heuristic coarse-to-fine strategy 
to speed up this process. This approach was needed as the majority of the positions 
and scales would not contain hands. The structure of the detector cascades resulted 
in many parameterizations that would be rejected in the first few layers of the top 
strong classifier, which required only a very small amount of computation. The re-
sults obtained for a set of 36 different gestures of American Sign Language showed 
a 99.5 % correct recognition rate. These results demonstrated that multilevel classi-
fier could boost the classification accuracy in hand gesture recognition.

Out of many features that researchers have exploited, skeletonization does not 
offer the robustness that some researchers claim [32, 33]. The reason being that it 
is impossible to automatically make skeletons as shown in Fig. 2.25 as Berci and 
Szolgay claim due to inherent noise that always result in unusual branching in skel-
etonization [34].

As mentioned previously, arguably the best gesture recognition can be offered 
by a camera system with depth information. This is quite evident from the work 
published by Appenrodt et  al. [35]. Since stereo cameras could also suffer from 
occlusions, they used a multiple stereo camera setup with interesting results as 
shown in Fig. 2.26.

Fig. 2.24   The framework of a tree of hand detectors. (Courtesy of [30])
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Their work offers a rare insight into the self-occlusion problem encountered by 
many researchers. In Fig. 2.27, a front view stereo camera still misses a finger due 
to self occlusion. Appenrodt et al. generated a hand model to describe the gestures 
accurately in order to avoid the self-occlusion problem. They used color informa-
tion as well as depth information for detecting the hand of the user. Based on these 
3D information of the scene, a representative point cloud of the hand was computed 
which is shown in blue points. They used an Iterative Closest Point (ICP) algorithm 
to fit the hand model (red) into the point cloud (Fig. 2.28). Thereby, the change of 
angle from each joint was calculated for the best correlation between model and 
illustration. Hence, by analyzing the model in each time step ( t) allows the track-
ing of fingertips’ local motion in video sequences. In addition, the global motion 
(translation) of the hand was calculated by tracking the palm.

Since the single camera system suffered from self-occlusion, they developed a 
multi stereo camera system to combine these information from different viewpoints. 
They obtained very encouraging results that did not suffer from self-occlusion as 
shown in Fig. 2.28.

Fig. 2.26   Multi stereo camera system. (Courtesy of [35])

 

Fig. 2.25   Hand gesture and 
it skeleton. (Courtesy of [32])
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Hand gesture recognition systems have come a long way from its humble be-
ginnings form wired gloves with few mechanical switches to very sophisticated 
ergonomically designed gloves with human comfort in mind. The basic resistance 
switches today have paved way for accelerometers which will offer more than 27 
DOF with 3D coordinates of every finger. Their use has deviated from initial sign 
language to movie making to sophisticated control gear.

The development of the computer vision based gesture recognition will have 
to go a long way in realizing what has been achieved by glove based systems. No 
single no prominent strategy in camera setup to feature extraction to classification 
has been established as the research indicates different trends in myriad of ways. 
Yet, a powerful application such as sign language stands to challenges the brightest 
minds to develop the best of approaches in the above areas for a cohesive solution.

Fig. 2.28   Fingertip detection without self-occlusion using a multi camera system. (Courtesy of 
[35])

 

Fig. 2.27   Single camera system misses a finger in fingertip detection (on right). (Courtesy of [35])
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Computer vision is aimed at simulating the human visual system in order to ex-
tract useful information for machines to make decisions. A visual camera is usually 
used for this purpose which detects brightness, colour, texture and dimensions of 
an object in focus. When a camera captures scenery, it contains both ‘wanted’ as 
well as ‘unwanted’ information. If the camera is focussed on a person’s hand look-
ing for a possible gesture, then the ‘unwanted’ objects in the scenery would be 
the background which may contain the person’s body, clothing, other people, pets, 
walls, windows, curtains or any other equipment. Since the system is developed to 
respond to gestures, the system would try to extract only the ‘wanted’ information. 
However, as the system would not have the level of intelligence as a human, it relies 
on ‘clues’ to extract only the ‘wanted’ objects.

Recognizing the ‘wanted’ information poses many challenges in computer vi-
sion. In the case of hand gesture, how a machine would identify a hand with vari-
ous gestures that it could produce with different looking skin tones from around 
the world is difficult problem. This problem is even more compounded when hand 
gestures are captured in varying lighting conditions as the same hand would look 
different under different lighting conditions. Yet, the amount of knowledge that has 
been gathered in the past few decades will offer potential solutions to sift ‘wanted’ 
information from ‘unwanted’ clutter. This chapter will discuss many concepts of 
skin segmentation, morphological filtering, noise removal, and depth measure-
ments of objects in order to identify the ‘wanted’ information reliably in the context 
of hand gesture recognition.

The next section will detail the approach that a machine would take to look for 
human hand called ‘skin segmentation’. Once an object resembling human skin is 
detected, the system would expect to extract further information from this skin-tone 
region. However, due to poor lighting and other imperfections in the camera sen-
sor, the extracted skin looking region may turn out to be ‘noisy’ resembling rough 
edges and missing parts in a skin region. These imperfections would be removed 
using a process called morphological filtering as would be discussed later. Finally, 
recent developments in the camera technology that derives depth information to-
gether with visual information provides opportunities to remove unwanted areas 
in an image using depth information would be discussed at the end of this chapter.
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3.1 � Skin Segmentation

Skin segmentation is the process of looking for skin-like regions or skin tone in a 
visual image. The purpose of skin segmentation lies in the applications of computer 
vision such as people detection and tracking, face detection and tracking and gesture 
recognition and tracking. Once detected, this information will lead to applications 
in door access control, crowd counting, robotic control and human computer inter-
action, removing pornographic content using internet filters and many other video 
applications. There have been other instances of applications in automatic video 
annotations where newscasters were detected using skin color present in face and 
hand regions [1] and in image retrieval from image archives. There are many similar 
applications where background is controlled or unlikely to contain skin color tones, 
skin color detection is used to detect human faces and hands in face recognition in 
controlled environments [2].

Human skin is relatively easy to detect in controlled environments. However, 
detection in uncontrolled settings such as in consumer digital photographs is gen-
erally difficult. The appearance of skin in an image depends on illumination, ge-
ometry and color when the image was captured [3]. The humans are known to be 
adept at recognizing color of objects in different illumination conditions known as 
color constancy. This is however, is not trivial for a machine to achieve with our 
present level of understanding of imaging. Algorithms need to be robust enough to 
deal with variations in lighting or illumination, color resolution, and imaging noise. 
There are also other issues where skin-tone colors are found in wood, leather, cer-
tain clothing, hair, sand, paints, etc. These materials cause the classifiers to record 
false positives when looking for skin-tones.

3.1.1 � The Problem of Skin Detection

Skin detection problem is recognized as a classification problem in many com-
puter vision problems. In many common approaches, skin tones belonging to many 
ethnicities around the world under different lighting conditions are used to build 
databases to develop algorithms to classify them effectively. As would be discussed 
in the following sections, it has been found that the standard RGB color space is not 
the optimum color space for skin detection. Researchers have used experimental 
data to conclude that different color spaces have varying capabilities at extracting 
features or learning parameters to have better performance when extracting infor-
mation to classify skin tones. As shown in Fig. 3.1, it is logical to select a color 
space where skin tones are represented more compactly. In this graph, Asian, Afri-
can and Caucasian skin colors in R and G color spaces occupy different regions (sub 
images (a), (b) and (c)). However, these apparent different skin colors are confined 
to smaller area where they cluster together in UV, CbCr regions. This fact highlights 
why UV (from YUV color space) or CbCr (from YCbCr color space) is better than 
RGB color space in detecting skin tones.
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Forsyth and Fleck [4] have reasoned why human skin color has limited range of 
hues despite the appearance of different skin tones from different parts of the world. 
The skin tone of any ethnicity is simply formed by combination of blood which is 
red and melanin which is brown. Therefore, despite the appearance, human skin 
color clusters in a small area in any color space. Researchers have experimented 
with different color spaces in order to find a color space which is invariant to il-
lumination conditions [3].

Fig. 3.1   Skin color tones do differ dramatically with ethnicity from different parts of the world 
when compared in RGB color space but is more stable in CBCR, CIE Lab and UV spaces. (Courtesy 
of [3])
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There are two prominent approaches to skin segmentation practiced by research-
ers in this discipline; pixel based and region based. Pixel-based method classifies 
each pixel as skin or non-skin individually, independently from its neighbors. Meth-
ods utilizing color falls into this category. The region based method tries to take 
the spatial arrangement of skin pixels into account during the detection stage to en-
hance the performance. Region-based methods rely on additional knowledge such 
as texture of the color being investigated.

Skin color segmentation can be defined as the process of discrimination between 
skin and non-skin pixels. However, ambient light, shadows and the non-uniformity 
of imaging sensors in different cameras produce different tones that would result in 
different skin tones for the same person at different times. This makes it important 
that skin color determination is carried out in an appropriate color space where il-
lumination or lighting conditions does not affect the decision making. Furthermore, 
due to variety of different skin colors from different parts of the world, it would be 
intriguing to see whether skin segmentation could be effectively carried at all using 
machine vision. The following section on color spaces will answer these questions.

3.1.2 � Appropriate Color Space for Skin Segmentation

RGB is the most prominent additive color space consisting of Red (R), Green (G) 
and Blue (B) channels. These channels are highly correlated and contain luminance 
or brightness information along with the chrominance value. However, due to the 
presence of luminance information in each channel, any color observed does not 
linearly correspond to human perception. In other words, due to presence of lumi-
nance, two slightly different colors (R, G, B combined) with different luminance 
may appear to be the same. As was shown in Fig. 3.1, RGB color space skin color 
for different ethnicities would spread so widely that its use in skin segmentation in 
the presence of other objects would be questionable.

There are other classes of color spaces in existence because of Television trans-
mission. The YUV contains Y luminance and U and V chrominance components. 
Unlike RGB, Y contains the entire luminance component making U and V inde-
pendent or invariant to illumination. YIQ is a similar color space which is used in 
NTSC Television format. YCbCr carries similar information to that of YUV and is 
used in JPEG based image compression standard. Figure 3.1 shows the benefit of 
using these color spaces opposed to RGB as they provide compact clusters invariant 
to ethnic background that would facilitate simpler classification approach [5–9].

Perceptual color spaces which have been developed the way how artists describe 
color, and its properties have also been used for skin segmentation research. Color 
spaces such as HSI, HSV and HSL are commonly used as they are much closer to 
human perception than the television broadcast related color spaces. Hue (H) has 
been described as the color and Saturation (S) which describes how ‘pure’ the color 
and brightness (I, V or L). HSV can be mapped from RGB using nonlinear mapping. 
Similar to YUV approach, H and S values are used for skin segmentation where 
intensity or the brightness value is disregarded to remove the sensitivity of the il-
lumination on skin segmentation results [5, 9].
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Such complexities can only be overcome if an approach can be devised where 
skin segmentation is invariant to most of these variables yet resulting in an ac-
ceptable discriminatory power of skin vs non-skin regions in an image. The an-
swer lies in some color spaces other than the most common RGB. Red, Green and 
Blue (RGB) color space is the most common color space used to represent images. 
RGB is an additive color space with Red, Green and Blue components carrying 
highly correlated information. John and Rehg [10] and Brand and Mason [11] have 
demonstrated that skin segmentation is possible in RGB space. However, there is 
overwhelming evidence that suggests RGB color space is not effective for skin seg-
mentation for variety of skin color from different parts of the world. Researchers had 
proposed using normalized RGB to obtain chromaticity information to classify skin 
pixels effectively. However, normalized RGB is plagued by uneven illumination 
[12–15]. The skin segmentation thresholds for RGB are given by Kovac et al. [16]:

For uniform daylight illumination:

R > 95, G > 40, B > 20

Max{R, G, B} min{R, G, B} < 15

R G > 15, R > G, R > B

−
−

Flashlight or daylight lateral illumination:

R > 220,  G > 210,  B > 170

R - G 15,  B < R,   B < G.≤

3.1.2.1 � Normalized RGB

There have been efforts to remove discrepancies observed when different color 
combinations with varying intensity appearing similar in RGB space. One such 
suggestions is normalized color space given by following expressions:

, ,
R G B

r g b
R G B R G B R G B

= = =
+ + + + + +

�

(3.1)

Here r = 1 − g − b due to normalization. Hence, determining any two normalized col-
ors will completely define the color space. Gomez and Morales used a constructive 
induction approach to determine the skin map [17, 18]. Using the normalized RGB 
values they determined that the following thresholds resulted in best skin segmenta-
tion performance:

2 2( ) ( )

r r b r g
and

g r g b r g b
1.185, 0.107 0.112⋅ ⋅

> > >
+ + + +
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3.1.2.2 � YCbCr, YUV and YIQ

Due to the linear nature of transformation between RGB and YCbCr, YCbCr is often 
used in people surveillance and skin color segmentation [19–22]. The YCbCr values 
are less computationally intensive to achieve compared to the HSV values and are 
computed as follows:
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The Y, U, V and YIQ values are similarly calculated from RGB using a linear conversions:
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As shown if Fig. 3.2, a hand gesture looks different in different color spaces. Yet, 
YCbCr offers the ability to separate skin tone from non-skin regions as shown in 
Fig. 3.3.

YCbCr thresholds for skin segmentation are:

b r77 C 127 and 133 C 173.≤ ≤ ≤ ≤

3.1.2.3 � HSV, HIS, HSL—Hue, Saturation and Intensity (Value, Lightness)

Researchers have devised HSV (Hue Saturation and Value) and YCbCr color space 
to separate luminance and chrominance information. This separation of brightness 
information from chrominance leads to reduction in uneven illumination [23]. The 
HSV values are derived using the following expressions using RGB components:

2

(( ) ( ))

( ) ( )( )

1
R G R B

2H arccos
R G R B G B

− + −
=

− + − −

�
(3.5)
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min( , , )R G B
S 1 3

R G B
= −

+ +
�

(3.6)

( ).
1
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3
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�

(3.7)

Tsekeridou and Pitas [18, 24], have obtained thresholds for skin segmentation using 
the following thresholds:

;  

; 

.

V 40

0.2 S 0.6

0 H 25 or 335 H 360° ° ° °

≥
< <

< < < <

Fig. 3.2   Hand gesture in RGB and YCbCr color spaces

 

Fig. 3.3   Correlation between Cr and Cb for Skin Patch and Non-Skin patch pixels
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Starting from a training data set composed of skin color samples, Garcia and Tiziri-
tas computed the color histogram in HSV color space, and estimated the shape of 
the skin color cluster [18, 25]. They found a set of planes by successive adjust-
ments depending on segmentation results, developing the thresholds shown be-
low which define six bounding planes found in the HSV color space case, where 

:H 180 180∈ −  
� �

;

( )

( )

( ( ) )

( ).

V 40

H 0.4V 75

10 S H 0.1V 110

if H 0 S 0.08 100 V H 0.5V

if H 0 S 0.5H 35

≥
≤ − +
≤ ≤ − − +

≥ ≤ − +
< ≤ +

Hue-saturation based color spaces stems from the humans desire to numerically 
specify the notions of tint, saturation and tone. Hue represents the dominant color 
(as in dominant wavelength) whereas saturation defines the ‘colorfulness’ of an area 
with respect to its brightness [26]. The amount of light or luminance, historically 
measured in lux, has lead to the notions of ‘intensity’, ‘lightness’ or ‘value’. The 
user is directed to the following references for deeper notions of color spaces in skin 
segmentation [27–31].

There are direct relationships among the brightness and the chrominance values 
which attempt to conceal the chrominance information. In 1999, Fleck et al. de-
veloped an alternative way of hue and saturation computation using log opponent 
values to reduce the dependence of chrominance on the illumination levels [32].

The polar coordinate system of Hue-Saturation spaces, as shown in Eq. 3.5, re-
sults in a cyclic form. This is inconvenient color space for parametric skin color 
models that need tight cluster of skin colors for best performance. A different repre-
sentation of Hue-saturation using Cartesian coordinates can be used [19, 33]:

cos , sinX S H Y S H= =

HSL and HSV are the two most common cylindrical-coordinate representations of 
points in an RGB color model. The two representations rearrange the geometry of 
RGB in an attempt to be more intuitive and perceptually relevant than the cartesian 
(cube) representation. Developed in the 1970s for computer graphics applications, 
HSL and HSV are used today in color pickers, in image editing software, and less 
commonly in image analysis and computer vision [34]. The relationship between 
RGB and HSL, and HSV are as follows:

max( , , )

min( , , )

M R G B

m R G B

C M m

=
=
= −

�

(3.8)
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HSL

0, if  C = 0

S = C
, otherwise
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(3.13)

3.1.2.4 � TSL—Tint, Saturation and Lightness

A normalized chrominance-luminance TSL space is a transformation of the normal-
ized RGB into more intuitive values, close to hue and saturation in their meaning [19].
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where r′ = r − 1/3, g′ = g − 1/3 and r, g are defined as in Eq. 3.1 [19]. Terrillon et al. 
[35] have compared nine different color spaces for skin modelling with a unimodal 
Gaussian joint probability density functions (only chrominance components of the 
color spaces were used). They argue that normalized TSL space is superior to other 
color spaces for this task.

3.1.2.5 � CIELAB Color Space

CIELAB color space has been devised to be perceptually uniform color space. Ac-
cording to Poynton et al., perceptual uniformity refers to “Digital image representa-
tion is perceptually uniform if a small perturbation of a component value—such as 
the digital code value used to represent red, green, blue, or luminance—produces a 
change in light output at a display that is approximately equally perceptible across 
the range of that value” [36]. Hence uniform color spaces were defined in such way 
that all the colors are arranged by the perceptual difference of the colors. However, 
the perceptual uniformity in these color spaces is obtained at the expense of heavy 
computational transformations. As shown in Eqs. 3.15, 3.16 and 3.17, the computa-
tion of the luminance (L) and the chroma ( a, b) is obtained through a non-linear 
mapping of the XYZ coordinates [37]. CIE (Commission International d’Eclairage) 
specifies three: CIE*XYZ, CIE*Lab, and CIE*Luv. In CIE*Lab or CIELab, the 
three components represent luma or luminance (or illumination) component and ab 
represent the chroma or color information [38]. The relationship between RGB, and 
XYZ and a, b components are:

 

X 0.4125 0.3576 0.1804 R
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The threshold values for skin segmentation under CIE LAB are: [39]
amax = 14, amin = 2, bmax = 18, bmin = 0.7. Figure 3.4 depicts the results of skin seg-

mentation under different color spaces.
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The goal of skin segmentation is the rapid decision making of skin vs non-skin 
regions. This can be accomplished by a set of rules which would define valid re-
gions for skin in different color spaces. In the previous sections, for each color 
space, skin color thresholds were presented that were developed using extensive 
research over the years.

Pixel Based Skin Classification Using Non-parametric Skin Modelling  The 
features used in skin classification are the values from color spaces. The problem 
then reduces to identifying a test pixel falls into the compact boundary or outside. 
Brand and Mason [40] constructed a simple one-dimensional skin classifier which 
would asses if the ratio between R and G channels falls in between particular upper 
and a lower bound. There are other approaches where the skin color region in a two 
dimensional color space (U, V or Cb, Cr, etc.) is modelled using an elliptical bound-
ary model [41]. The model parameters are estimated with the help of a large skin 
patch database.

There are other classification strategies using Bayesian probabilistic ap-
proaches using the knowledge of statistics. The classification relies on finding the 
P( skin|color) which is the probability of any color pixel being skin. This infor-
mation is almost impossible to be determined given that any color space having 
extremely high number of colors. However, by rewriting this expression using the 
following way simplifies the problem:

( | ) ( )
( | ) .

( | ) ( ) ( | ) ( )

P color skin P skin
P skin color

P color skin P skin P color nonskin P nonskin
=

+

Since finding information of P(color|skin) can be achieved using information 
gathered by recording human skin color from every part of the globe. Also the 
denominator signifies the total probability of observing color which does not af-
fect the classification as it is a constant. Therefore the problem reduces to finding 
P( skin|color) which can be estimated using histograms [13, 20, 28, 42–44], mixture 
of Gaussian models [30, 45] to approximate probability density functions.

Fig. 3.4   Example results of skin detection using static skin filters in different color spaces. Black 
shows non-skin. (Courtesy of [39])
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3.1.2.6 � Region Based Skin Segmentation

Scientists overwhelmingly agree that for effective skin segmentation, it is natural to 
treat skin or non-skin as regions instead of individual pixels [45]. This would reduce 
the amount of noise that is present when isolated skin-tone ‘patches’ are erroneously 
classified as skin. Some of the early work on region based skin segmentation was 
reported by Yang and Ahuja on Gaussian mixture model for skin classification op-
posed to the predominantly simple thresholding or a single Gaussian distribution to 
characterize the properties of skin color [45]. They used multiscale segmentations to 
find elliptical regions for face detection. Hence, their model is biased toward ellipti-
cal objects. Kruppa et al. proposed a simple generative skin patch model combining 
shape and color information [46]. Their model was parametric and represented the 
spatial arrangement of skin pixels as compact elliptical regions. Those parameters 
were estimated by maximizing the mutual information between the model-generat-
ed skin pixel distribution and the distribution of skin color as observed in the image.

As shown in Fig. 3.5, histograms can be developed for different color spaces 
using variety of skin tones representing variety of human races from the world for 
an effective classifier [47]. Such knowledge can then be used effectively for skin 
segmentation as shown in Fig. 3.6 [47].

Poudel et al. proposed a segmentation technique based on the notion of super-
pixel [48–50], to group similar color pixels together. Each superpixel was classified 
as skin or non-skin by aggregating pixel-based evidence obtained using a histogram 
based Bayesian classifier similar to [11].

The result was further improved with Conditional Random Field (CRF), which 
operate over superpixels instead of pixels. Even though the segmentation cost is 
an overhead over the pixel-based approach, it greatly reduces the processing cost 
further down the line, such as smoothing with CRF. Furthermore, aggregation of 
pixels into regions helps to reduce local redundancy and the probability of merging 

Fig. 3.5   Cumulative histograms of the training skin color pixels in different chrominance spaces: 
normalized r-g, T-S, H-S, CIE-ab, I-Q, Cb-Cr [47]
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unrelated pixels [51]. Since superpixels preserve the boundary of the objects, it 
helps to achieve very accurate object segmentations [52]. Their method not only 
outperformed the current state-of-the-art pixel-based skin color detection meth-
ods but also extracted larger skin regions while still keeping the false-positive rate 
lower, providing semantically more meaningful results. This could in turn benefit 
higher-level vision tasks, such as face or hand detection.

3.2 � Morphological Filtering

Computer vision relies on identifying shapes and structures in image acquisition. 
As was discussed in the section of skin segmentation, once a shape is isolated as a 
binary image with numerous imperfections, morphological filtering is commonly 
used to remove imperfections in shapes to understand the image content. In par-
ticular, the binary regions produced by simple thresholding are distorted by noise 
and texture. Morphological image processing pursues the goals of removing these 
imperfections by accounting for the form and structure of the image.

Morphological filtering is a broad set of non-linear image processing opera-
tions that can be used to process images based on shapes. These operations apply 
a structuring element of different shapes to an input image. The output image usu-
ally retains its original size. The structural element denotes the size of the window 
that would operate on a neighbourhood of a pixel to create the output. The size and 
shape of the neighbourhood can be chosen to construct a morphological operation 
that is sensitive to specific shape(s) in the input image.

Before the detailed theory of morphological filtering is discussed, it would be 
useful to see an example of a computer vision application in the context of computer 
human interaction to ascertain the usefulness of this process. Figure 3.7 shows that 
under good lighting conditions, the skin segmented hand gesture contain few noise 
patches. When the lighting deteriorates, the resulting thresholded image contains 
more noise patches as shown in Fig. 3.7 (right bottom). In order for computer vision 

Fig. 3.6   An example of image segmentation. (a) The original image, (b) the result after pre-pro-
cessing, (c) the result of the original FCM, (d) the result of the improved FCM. (Courtesy of [47])
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system to be effective, the skin segmented extracted gesture should be solid white 
for further processing. Also, the noise spots shown in Fig. 3.7 (left bottom and right 
bottom) should be removed. The only operation that facilitates this requirement is 
morphological filtering as would be discussed next.

3.2.1 � Basic Operations; Erosion and Dilation

Dilation and erosion are considered to be the most basic morphological operations. 
Dilation adds pixels to the boundaries of objects in an image, while erosion removes 
pixels on object boundaries. The size of the structuring element (SE) determines the 
number of pixels added or removed from the objects in an image. In dilation and 
erosion, the state of any given pixel in the output image is determined by applying a 
rule to the corresponding pixel and its neighbors in the input image [53, 54]. There 
are set rules that define the process either as dilation or erosion. The morphologi-
cal filtering process is mostly binary in nature however; these operations can also 
be used on gray scale images. These operations can be applied on gray scale im-
ages when their light transfer functions are unknown and therefore their absolute 
pixel values are of no or minor interest. In binary operation, the outcome is either 
1 (which is the highest intensity value) or 0 (which is lowest intensity possible). 
In dilation, the value of the output pixel is the maximum value of all the pixels in 

Fig. 3.7   The above images show that under poor illumination, skin segmentation results in mul-
tiple undesired artefacts. Even the well-lit images produce undesirable regions as shown in images 
of left
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the input pixel’s neighborhood. In a binary image, if any of the pixels is set to the 
value 1, the output pixel is set to 1. The erosion rule states that the value of the out-
put pixel is the minimum value of all the pixels in the input pixel’s neighborhood. 
In a binary image, if any of the pixels is set to 0, the output pixel is also set to 0. 
Figure 3.8 shows the operation of a structuring element of size 3 × 3 on a binary 
image of size 15 × 15. The outcome of this is shown in the right hand size matrix of 
Fig. 3.8. The ‘red’ broken line marks the boundary of the valid signal after the op-
eration as outside of this region is considered invalid due to the size of the structur-
ing element. Figure 3.9 shows the outcome using a 3 × 3 structural element. As can 
be seen, this leaves skin tone regions intact. Hence the size of the structural element 
is very important. The size of the structural element depends on the size of discon-
nected or noisy artefacts that remains after skin segmentation.

Figure 3.10 shows that the outcome of any morphological filtering is sensitive to 
the size of the structuring element as an inappropriate size would simply result in a 
more complicated image that a computer vision system is unable to utilize. Fairly 
large structural elements erode the information contained in the useful object such 
as skin segmented hand gesture. Only close observation of the objects to be pre-
served and removed would justify the size of the structural element.

3.2.1.1 � Mathematical Definition of Morphological Filtering—Erosion  
and Dilation

Mathematically, erosion is defined for an Image I by a structural element S as fol-
lows:

{ }II S I S I= ⊆

Where SI refers to S translated with I.

Fig. 3.8   Binary image of size 15 × 15 is operated on with a structuring element which performs 
‘erosion’ and the result is shown on the right. Only a 13 × 13 sized area contain the valid signal 
after erosion marked with red broken line
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A complementary operation to that of erosion is dilation. It is defined simply as 
the erosion of the complement of a set. If Ic denotes the complement of I, then the 
dilation of a set I by a set S is denoted by I S I Sc c⊕ = ( ) . This helps us to easily 
understand dilation in terms of erosion. Figure 3.11 shows the effect of dilation on 
a structure using a 3 × 3 structural element.

Figure 3.12 shows the outcome of ‘filling’ when dilating an eroded image. How-
ever, this process outline that dilation with larger structural elements will not neces-
sarily fill image gaps. Morphological operations such as erosion and dilation can 
be performed on gray scale images as shown in Fig. 3.13 and 3.14. In Fig. 3.13, the 
result of erosion using a structural element of size 6 × 6 square results in disfiguring 
the letters and darkening the image. On the contrary, dilation result in similar disfig-
urement of lettering yet, lightening the image as shown in Fig. 3.14.

Processing Pixels at Image Borders (Padding Behavior)  In morphological filter-
ing, origin of the structuring element is centred over the pixel of interest in the input 
image. For pixels at the edge of an image, parts of the neighborhood is defined by 
the amount that structuring element can extend beyond the border of the image.

Fig. 3.9   Result of erosion using a 3 × 3 structural element

 

Fig. 3.10   Erosion of a noisy hand gesture using a structural element of size 7 × 7. Here the result 
shows large square holes in the resulting image signalling that the size of the structuring element 
is not appropriate for this operation
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To process border pixels, the morphological functions assign a value to these 
undefined pixels as if the functions had padded the image with additional rows and 
columns. The value of these padding pixels varies for dilation and erosion opera-
tions. Pixels beyond the image border are assigned the minimum value afforded by 

Fig. 3.11   Results of dilation using a 3 × 3 element. See that the vertical line has completely disap-
peared as its width was less than the width of the structural element

 

Fig. 3.12   Dilation of an eroded image with a structural element of size 5 × 5 ( left) and 7 × 7 ( right)

 

Fig. 3.13   Erosion of a gray scale image by a 6 × 6 structural element. Original ( left), eroded 
( right). The image content is much darker after erosion
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the data type. For binary images, these pixels are assumed to be set to 1. For gray 
scale images, the maximum value for uint8 images is 255. For dilation of binary im-
ages, these pixels (padding pixels) are assumed to be set to 0 whereas for gray scale 
images, the minimum value for uint8 images is 0.

3.2.2 � Opening and Closing

Erosion and dilation are used in many other morphological filtering to achieve dif-
ferent outcomes for computer vision applications. Hand gesture recognition in its 
binary representation usually result in many holes and noisy unconnected artefacts. 
These areas need to be filled up producing solid gestures while removing the arte-
facts without affecting the gesture.

Opening can be described using more fundamental operations. Opening is so 
called because it can open up a gap between objects connected by a thin bridge of 
pixels. In this case, the dilation and erosion should be performed with a structuring 
element that has been rotated by 180°. Typically, the structural elements are sym-
metrical, so that the rotated and initial versions of it do not differ. Any regions that 
have survived the erosion are restored to their original size by the dilation. All pixels 
which can be covered by the SE with the SE being entirely within the foreground 
region will be preserved. All foreground pixels which cannot be reached by the 
structuring element without lapping over the edge of the foreground object will be 
eroded away. Opening is idempotent which refers to the fact that repeated applica-
tion has no further effects.

Closing is the operation of filling holes in the regions while keeping the initial 
region sizes. In other words, closing (opening) of a binary image can be performed 
by taking the complement of that image, opening (closing) with the structuring ele-
ment, and taking the complement of the result. The formal mathematical definitions 
of opening and closing are defined next.

Opening  Opening is performed by erosion  followed by dilation resulting in elimi-
nating protrusions and smoothing contours. Both of these operations are attempted 

Fig. 3.14   Dilation of grayscale image by a 6 × 6 structural element. The image is lighter than 
before after dilation. Original ( left) and the dilated image ( right)
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using the same structural element. The mathematical symbol of opening is ‘° ’ and 
the definition opening using erosion and dilation is given by:

I S I S S = ⊕( )

Opening is known as a filtering mechanism to remove clutter to enhance image 
intelligibility especially for computer vision. As shown in Fig. 3.15, using a specific 
type of structuring element with specific size, the long thin objects are removed 
from the image. This would be advantageous for removing clutter for medical di-
agnosis or counting certain type of objects removing unnecessary ones. The effect 
of the choice of the structuring element size is illustrated in Fig. 3.16. A SE of size 
3 × 9 will result in leaving vertical bars intact and the 9 × 3 will remove the vertical 
bars leaving only the horizontal ones.

Fig. 3.15   Opening with a 10 × 10 square structuring element

 

Fig. 3.16   Opening the image on the left with a 3 × 9 structuring element (result shown in the 
middle), opening with 9 × 3 structuring element ( right)
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Closing  Closing is performed using dilation followed by erosion resulting in 
smoothing contours and fusing narrow breaks and long thin gulfs. This eliminates 
small holes and fills gaps in contours. As in opening, same structural element is 
used for both dilation and erosion. It would be interesting to understand the closing 
process as a structural element operates on the host image. For the initial dilation, 
the SE slides around outside each foreground region. All background pixels which 
can be covered by the SE with the SE being entirely within the background region 
will be preserved. All background pixels which cannot be reached by the structur-
ing element without lapping over the edge of the foreground object will be turned 
into foreground. This scenario is illustrated in Fig. 3.17 when operated on by a 3 × 3 
square structuring element. Opening is also known to idempotent as Opening. The 
symbol of closing is ‘ • ’ and is defined using dilation and erosion as follows:

• ( ) .I S I S= ⊕ 

The morphological operations described so far can be compared with each other 
based on their effect on the host image as shown in Fig. 3.18. Hand gesture recogni-
tion research relies heavily on these fundamental operations when using computer 
vision to register gestures. This chapter will further discuss other morphological 
operations such as hit and miss transform, thickening, thinning followed by skel-
etonization as they are commonly used in hand gesture recognition research.

Fig. 3.17   Closing a 16 × 16 image with a 3 × 3 square structuring element. The figure on the left 
shows an image as matrix with ‘1’ associated with white and ‘0’ associated with black. The opera-
tions are performed on the host image in the middle with the results shown on the right

 

Fig. 3.18   Comparison of different processes of fundamental morphological filtering with an illus-
tration of their use on a binary image, courtesy of [55]
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3.2.3 � Structuring Element (SE)

A structuring element is a matrix consisting of only 0’s and 1’s that can have any ar-
bitrary shape and size. The pixels with values of 1 define the neighborhood. One di-
mensional or two dimensional structuring elements are typically much smaller than 
the image being processed. The center pixel of the structuring element is known 
as the origin which identifies the pixel being processed. The pixels in the structur-
ing element containing 1’s define the neighborhood of the structuring element. 3D 
structuring elements use 0’s and 1’s to define the extent of the structuring element 
in the x- and y- axes with z signifying height values to define the third dimension. 
The operation of morphological filtering on binary images can be better understood 
by considering compound operations like opening and closing as filters. Their re-
semblance to filters of shape, opening with a disc shaped structuring element which 
smooths corners from the inside and closing with a disc results in smoothing corners 
from the outside. They also can filter out any image details that are smaller in size 
than the structuring element (e.g. opening is filtering the binary image at a scale 
defined by the size of the structuring element). Only those portions of the image that 
fit the structuring element are passed by the filter; smaller structures are blocked 
and excluded from the output image. The size of the structuring element is most 
important to eliminate noisy details but not to damage objects of interest.

The structuring elements do not have much restriction apart from the fact that 
they should not increase the energy of the resulting process. Any shape and size can 
be selected for structuring element. However, it would be advantageous to select a 
shape that would easily achieve the purported purpose in the morphological pro-
cess. Some of the different shapes used are shown in Fig. 3.19.

3.2.4 � Hit-and-miss Transform

Hit-and-miss Transform is used to look for particular patterns of foreground and 
background pixels for very simple object recognition. It is well-known that all oth-
er morphological operations can be derived from it [57–59]. The transform oper-
ates by assessing whether the foreground and background pixels in the structuring 

Fig. 3.19   Variety of structuring elements; disc, Square, irregular and asymmetric, very large struc-
turing element and a cross. The darkened squares contain zero
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element exactly matches the foreground and background pixels in the image. If they 
match, then the pixel underneath the origin of the structuring element is set to the 
foreground color. The transform consists of 0’s and 1’s with usually a 1 at the origin. 
The transform matrix could also contain ‘don’t care’ values which refers to either 
‘0’ or ‘1’ which are not going to affect the outcome of the result significantly. An 
image can be operated on by more than one structural element one after the other. 
Figure 3.20 shows a binary image operated on by two structuring elements shown 
in the middle and the result on the right. Figure 3.21 shows how four miss-and-hit 
transforms can be used for corner detection on a binary image. In this, each trans-
form operate on the input image and the results are ‘OR’ed using logical processing 
to arrive at the final corner detection.

Fig. 3.20   Binary image developed in Fig. 3.17 operated on by two transforms to achieve the result 
shown on right

 

Fig. 3.21   Corner detection using hit-and-miss transform. The four transforms are shown on the 
top row with ‘x’ marking ‘don’t care’ states. Bottom images show the original image transforming 
to corner detection where only the corner pixels remain
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3.2.5 � Thinning

Morphological thinning is used to remove selected foreground pixels from binary 
images after edge detection where lines are often thicker than one pixel in width. 
Thinning will result in lines only one pixel wide. Hit-and-miss Transform can be 
used to perform thinning operation. In this approach, the effectiveness of thinning is 
determined by the structuring element [60, 61]. The mathematical definition of the 
thinning is given by the following relationship when using hit-and-miss transform:

(  by ) ( , )Thin I S I HitandMiss I S= −

Where logical subtraction is defined by A − B = A∩ NOT B. The thinning of a binary 
image is shown in Fig. 3.22.

3.2.6 � Thickening

Thickening is a morphological operation that is used to grow selected regions of 
foreground pixels in binary images similar to dilation or closing. It has several ap-
plications, including determining the approximate convex hull of a shape, and de-
termining the skeleton by zone of influence [57–61]. Thickening is normally only 
applied to binary images, and it produces another binary image as output [58]. The 
definition of the Thickening can be given by the following relationship using Hit-
and-Miss Transform:

Thicken I S I HitandMiss I S( ) ( , ). by = ∪

Thus the thickened image consists of the original image and any additional fore-
ground pixels switched on by the hit-and-miss transform. Figure 3.23 shows the 
application of Thickening on a binary image.

Fig. 3.22   Thinning of a binary image. The image on the left shows the pixel arrangement where 
some regions are 4 pixels wide. The sections with 1 pixel width remain unchanged
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As was depicted in Fig. 3.23, the shape of the original object is somewhat ob-
scured after thickening. However, this may not always be the case if the shapes are 
adequately located far apart and the SE is of specific size as shown in Fig. 3.24.

3.2.7 � Skeletonization

Skeletonization is the process for reducing foreground regions in a binary image to 
a skeletal remnant that largely preserves the extent and connectivity of the original 
region. This in essence throws away most of the original foreground pixels. The 
skeleton is useful because it provides a simple and compact representation of a 
shape that preserves many of the topological and size characteristics of the original 
shape. This results in providing an approximate length of a shape by considering 
just the end points of the skeleton and finding the maximally separated pair of end 

Fig. 3.23   Thickening of one pixel thick object (on the left). The result is shown on the right

 

Fig. 3.24   Some objects retains shape if they are located adequately apart during the transformation
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points on the skeleton. Similarly, this will also lead to distinguishing many quali-
tatively different shapes from one another on the basis of how many ‘triple points’ 
there are (i.e. points where at least three branches of the skeleton meet).

Using the previous definition of erosion, skeletonization can be defined as the 
process where an object is eroded multiple times with ever decreasing size of struc-
tural element as follows:

0

( , )
K

k k
k

Skeleton I S I S
=

=




This process is illustrated in Fig. 3.25. Skeletonization is often used in text scan-
ning to prune the thick edges so that optical character recognition and hand written 
recognition can be implemented in machines.

As with thinning, slight irregularities in a boundary will lead to spurious spurs in 
the final image which may interfere with recognition processes based on the topo-
logical properties of the skeleton. Figure 3.26 clearly illustrates this. Despurring or 
pruning can be carried out to remove spurs of less than a certain length but this is 
not always effective since small perturbations in the boundary of an image can lead 
to large spurs in the skeleton.

Skeletonization can result in a remarkable gesture identity if any gesture captured 
by camera can be turned into an accurate model. However, as was seen Fig. 3.26, 
skeletonization can result in much more complicated unintelligible realizations 
which offer no value for hand gesture recognition. However, recently, there have 
been few reported cases of research which were based on skeletonization of hand 
gestures for gesture recognition.

Ionescu and Coquin reported a hand gesture recognition method based on the 
2D skeleton representation of the hand [61]. They represented each gesture with a 
hand skeleton and this skeleton was compared with a skeleton in a database for a 
match. They used Baddeley’s distance [62], as a measure of dissimilarities between 
model parameters. Even though the results were promising yet, they suffered from 

Fig. 3.25   Skeletonization 
is the process of continu-
ously eroding of a structure 
(object) with ever decreasing 
structural element until it can 
be carried no further

 



56 3  Pre-processing

occlusion and was limited to very few hand gestures. The directions of the camera 
were unconventional as it captured images from side which was unnatural for com-
puter human interface as shown in Fig. 3.27.

Reddy et al. proposed an approach for calculating local orientation histograms of 
skeleton of the hand by using distance transformation techniques [63]. They relied 
on the local histograms as features due to their invariance to translation, rotation 
and scaling. Skeleton was computed for each and every hand posture in the entire 
hand motion and superimposed on a single image called as Dynamic Signature of 
the particular gesture type. Then the gesture was recognized by matching the image 
signature (features of local orientation) against the entries in the gesture alphabet. 
They used Image Euclidean distance measure as the metric to determine image 
similarities.

There are compelling reasons for using skeleton of the hand for gesture rec-
ognition. Skeletons provide compact representation of an object and preserve the 
topology of the object. Skeleton is robust against translation rotation and scaling 

Fig. 3.27   Skeleton extraction: (a) hand region (binary image), (b) chamfer distance image ( white 
corresponds to the greatest distance), (c) the skeleton obtained after connecting the centers of 
maximal discs, and (d) the skeleton obtained after spurious hole filling, pruning, and beautifying 
the previous skeleton. (Courtesy of [61])

 

Fig. 3.26   Skeletonization in hand gesture recognition can sometimes lead to unforseen scenarios 
where even a slight imperfection on a binarized gesture can result in completely unintelligible 
results
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[64]. Skeleton is also extracted by using several methods such as chamfer distance 
transform [65], and morphological thinning [66] (Fig. 3.28).

Wu et  al. in 2012 presented research using the skeleton of hand using depth 
information for hand gesture recognition [64]. They presented a method of recog-
nizing hand gestures in the form of point clouds recorded by Kinect sensor. Ini-
tially, through Laplacian-based contraction and further processing, they extracted 
skeleton points from point clouds of hands. Then a novel partition-based descriptor 
and correspondence algorithm was applied to classify these skeletons and therefore 
to recognize gestures. In the process of recognition, the issue of scale variance and 
rotation variance were solved. They used 3D models downloaded from Princeton 
3D Model Search Engine to be standard gestures, then record gestures using Kinect 
sensor. The recognition accuracy for 12 gestures was about 85 % on average. They 
finally verified their claims using performance analysis where the results proved 
both its accuracy and robustness. They demonstrated that skeleton-based method of 
recognition has great potential for further exploration. Figure 3.29 shows the stages 
of gesture skeletonization and their 12 gestures in Fig. 3.30.

3.3 � Gesture Extraction Using Color and Depth 
Information

One of the major challenges in gesture recognition is to reliably capture the gesture 
alone from the clutter of the background. This is a non-trivial task as it has been 
shown over the years [68–74]. As was discussed in the previous section of skin 
segmentation, skin detection tries to separate the gesture from the background. 
However, this problem is compounded when the background contains skin-tone 
regions. Since the cameras are essentially 2D devices unlike the human eye, there 
is no information a camera can supply to separate hand gesture from another per-
son in the background. However, if a stereo vision or another setup that detects 

Fig. 3.28   Hand gesture skeletons for gesture recognition. (Courtesy of [63])
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depth can be used, the complexity of the problem unravels as depth to the objects 
becomes available.

Yet, this section will discuss why this depth information alone is not reliable 
for background-foreground separation based on research carried out over the past 
15 years. Very recently, there has been a glimmer of hope due to new breed of in-

Fig. 3.30   Twelve cloud gestures used by Wu et al. (Courtesy of [67])

 

Fig. 3.29   Key points achieved from Laplacian-based contraction and index-based compaction. 
(Courtesy of [64])
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expensive consumer grade cameras which are increasingly being used in an effort 
to retrieve depth information. Some of these devices are Kinect from Microsoft an 
Asus Xtion (both are manufactured by the same Taiwanese company with similar 
capabilities). Instead of stereo vision setup, these camera relies on infradred struc-
tured lighting projection and image capture through both infrared and color camera. 
The technology behind these cameras differs from the traditional depth camera; 
stereo vision. The novel technology is based on structured lighting which a well-
understood phenomenon that is used in stereoscopy [75, 76]. The distortion pattern 
of the projected infrared structured light pattern is observed by the infrared camera 
to detect the depth to the objects and this information is fused with color image 
information so that every pixel has a depth parameter. Previously, non-stereoscopy 
systems relied on Time of Flight (TOF) cameras which have been confined to high 
end research due to their prohibitive cost. Currently, the next generation of Kinect 
camera is going to be released at the end of 2013 and is equipped with TOF tech-
nology opposed to Infrared light projection and the switch has been due to some of 
the limitations especially in resolution of infrared sensors compared to the CMOS 
imaging sensor.

Figure 3.31 depicts the Kinect camera with its onboard infrared projector, in-
frared receiver and color CMOS camera. The CMOS and the Infrared sensor both 
have a resolution of 640 × 480 at 30 fps. However, its depth perception is confined 
to 320 × 240. This results in many visual pixels not having proper depth informa-
tion leading to edge anomalies in depth-color view. The Asus Xtion also has the 
same resolution in its sensors which is shown in Fig. 3.32. However, their physical 
appearance differ due to the Kinect having panning capability where as Xtion is 
simply has a front facing configuration.

Recently, there has been increased interest in applications of computer vision 
to traffic monitoring on highways to security surveillance in restricted areas. One 
of the preliminary tasks in such applications is to extract the foreground or ob-
jects from the background. Many early works relied on background subtraction 
which would simply look for the image difference before and after objects have 

Fig. 3.31   Kinect Camera 
developed for Microsoft 
Xbox

 

Fig. 3.32   Asus Xtion camera 
which has identical imaging 
capabilities to that of Kinect 
but with a personal computer 
compatible USB interface
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been observed. As it turns out, same image sensor would produce slightly different 
picture with incrementally small color variations and noise when imaging an object 
few seconds apart. This problem is also compounded when natural lighting changes 
in day and temperature differences due to wind at night. Hence, simple subtraction 
of two images will not result in the foreground being revealed. It would contain un-
desirable sections of the background that would lead to false positives if decisions 
are made immediately without further elaborate processing. Such discrepancies in 
imaging sensors and technologies have called for more advanced hardware that 
would tackle some of the issues mentioned above.

Swiss high tech company Mesa Imaging had developed a TOF camera which 
dominated the market for many years for commercial imaging equipment that pro-
vided basic hardware as shown in Fig. 3.33. As shown in Fig. 3.34, TOF camera 
technology stands out from stereoscopy and laser scanning technology. Laser scan-
ning technology has never been used for human surveillance as it is objectionable 
as a safe mode of information gathering due to high intensity lasers being used that 

Fig. 3.33   Swiss Ranger 4000 by Mesa Imaging

 Fig. 3.34   TOF camera uses only one camera and needs a lesser distance from the camera to the 
object as shown on the left. Stereoscopy and laser scanners need more camera-object distance to 
be effective
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would cause eye damage. Stereoscopy devices need extensive special arrangement 
which is not suitable for the above applications. TOF technology stands out from 
these technologies however, they offer limited resolution opposed to the massive 
visual resolution offered by modern camera sensors. Therefore, the alignment of 
depth information with their visual counterpart usually results in more error prone 
low resolution scenario.

In 2009, ZCam, a company which developed TOF technology to develop a 
camera gesture interface to use human gestures to engage with gaming activities 
was taken over by Microsoft. It is rumoured that ZCam technology has enabled 
the Microsoft to develop a more advanced Kinect to use TOF camera technology 
at an extremely low cost compared to what has been commercially available from 
vendors such as Mesa Imaging. Kinect II released in the second half of 2013 is 
shown in Fig. 3.35. This is a very positive move for gaming enthusiasts as well as 
researchers in computer vision as Microsoft has a tendency to develop technol-
ogy for mass market at reasonable costs. Its depth perception will increase from 
current 320 × 240 to 512 × 424 pixels which would be very valuable for emerging 
applications.

3.3.1 � Image Registration

Image registration is the process of aligning two-dimensional images to a different 
three-dimensional space. In the case of a 3D camera, the registration process aligns 
the depth and colour streams together so that operations on either stream can then 
be related to the other stream. When the distance between the two perspectives of 
each camera (IR and Colour) is known, an approximation between pixels in each 
frame is determined. That is, if an object is closer to the camera (as known by the 
Depth component), the offset of that pixel to a pixel in the colour image array is 
larger than an object further away. There are numerous techniques for completing 
this operation, as listed below.

3.3.1.1 � Edge/Key-Point Detection

A major option for image registration is the selection of key points, edges, surfaces 
or objects, then transferring those into another reference point. There are a number 

Fig. 3.35   Kinect II with its 
TOF technology
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of methods for segmenting images into various objects which differ in complexity 
and accuracy [77]. Some methods prefer to isolate the different objects by locating 
edges or distinct rapid changes in the image [78]. Other methods search for continu-
ous regions of consistent surfaces and segment within that section [79]. For greater 
accuracy, both methods can be combined for a hybrid-style algorithm. This method 
of key-point identification is found in ORB [80] and BRISK [81]. Another consid-
eration of key-point locating involves searching for corners of objects in a scene, as 
these represent the orientation and boundary of an object, as covered by Rosten’s 
work on image mapping [82]. All three options are available as part of the OpenCV 
computer vision library [83].

While often considered in the process of stitching together separate two-dimen-
sional images to infer depth information of the scene, this method can also be used 
with a depth stream. The intention has been to improve the accuracy of the registra-
tion between an object in the colour stream and the comparative depth stream [84]. 
The key-point referencing method used was comparable to the results produced 
by the PrimeSense method coordinated by the camera. Some of the capabilities of 
Kinect II combined with BerkelTools offer new mode of gaming environment as 
shown in Fig. 3.36.

3.3.2 � Stereo Triangulation for Depth Estimation—Passive Stereo 
Vision

Stereo vision is the concept of determining the lengths and sizes of objects in 3D 
space as done by humans and many other animals. It is a process which has been 
inspired by natural world where most of the fauna having two eyes. Mimicking 
such a system, engineers use two cameras which are few centimetres apart to create 
two slightly different views of the same scene (or object(s)). As shown in Fig. 3.37, 
in the ideal case of epipolar geometry which describes the mechanism of stereo 
vision, the dot in the diagram produces A1 and A2 in two camera views. However, 

Fig. 3.36   Kinect markerless motion capture produced by BerkelTools
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due to many imperfections in this system such as camera focussing issues, instead 
of the exact intersection of the two blue lines where the dot is, only measurements 
of A’1, A’2 are mostly available and used for triangulation. If the focal lengths and 
the camera and the distance between cameras are known (these are well-known for 
any stereo setup) the distance of the camera viewing plane to the dot (object) can 
be estimated using basic algebra. However, since ordinary images have complex 
scenery opposed to well-defined points, many other factors come into play reducing 
the applicability of simple stereovision in many imaging application. Figure 3.38 
shows an image pair used in stereovision based robotic navigation attempt. These 
two images, even though are almost identical have been captured by a stereo camera 
pair with a slight change in point of view. Unlike Fig. 3.37 (triangulation diagram), 
the scenery has many points of interest. This issue now leads to identifying corre-
spondence between each point, seen on the left camera with that of the right camera, 

Fig. 3.37   Stereo vision disparity as seen by two cameras

 

Fig. 3.38   Stereo disparity and correspondence. The green line connects the features identified in 
the left camera with the matching feature on the right
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known as the correspondence problem. The most prominent approach to find the 
correspondence relies on correlation between identical rows and constraint known 
as disparity that regulates mismatches [85–88].

Stereo vision often fails when used in featureless or textureless surroundings 
such as snow or highly repetitive patterns or uniform surroundings. Furthermore, if 
the forward looking cameras would not find any nearby imaging surfaces, it would 
also fail. Due to these limitations, stereovision along is not used for navigation 
especially in outdoor surroundings. However, stereovision does offer viable solu-
tions for computer human interaction which usually takes place in indoors. Yet, 
the amount of processing power needed to solve the correspondence problem has 
dissuaded the commercial applications as seen by the investments of Microsoft on 
alternative technology that would be discussed next.

3.3.3 � Active Stereo Vision-Coded Structured Light

Active stereo vision refers to the set up where instead of two cameras are setup to 
acquire images, a light pattern projector replaces one camera as shown in Fig. 3.39. 
In structured light imaging, a predefined light pattern is projected onto an object 
and simultaneously observed by a camera. The appearance of the light pattern in 
a certain region of the camera image varies with the camera-object distance. This 
effect is utilized to generate a distance image of the acquired scene. The predefined 
light patterns can be generated using many approaches as would be discussed in the 
next section. Some setups may use two cameras or multiple cameras to reduce the 
likelihood of occlusion by the object being imaged. Since this light pattern is visible 
to the human eye, such stereo systems are objectionable when used in public places 
such as airports for 3D face recognition or other types of surveillance [76].

In coded structured light, a light pattern is coded so that correspondences be-
tween image points and points of the projected pattern can be easily found. There-
fore, coded structured light is considered to one of the most reliable ways for re-

Fig. 3.39   Depth measure-
ment using structured lighting 
with a single camera and a 
projector
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covering the surface of objects [89]. Once the code pattern on the object is captured 
and decoded, the decoded points can be triangulated for 3D coordinates to recover 
the structure.

There are three prominent approaches for light pattern coding in practice. Time-
multiplexing which is commonly used, is based on temporal coding. In this ap-
proach, a set of patterns are successively projected on the surface being imaged and 
captured at the same time. The codeword for any pixel is the result of multiplexing 
of the sequence of projected patterns on to that pixel. The codeword generation can 
be realized using, binary codes, n-ary codes, gray code combined with phase shift-
ing and using hybrid techniques which are combination of time-multiplexing and 
neighbourhood strategies [90–93]. Time-multiplexing results in dense 3D points 
and high accuracy compared to other approaches. It is also suitable for objects with 
color as binary or n-ary codes are resilient against color objects. However, due to its 
reliance on multiple projections, the approach is limited to static objects.

The second techniques for light pattern coding are the approach based on spatial 
codification. The techniques used in this category generate a unique global pattern. 
The codeword for a single pixel can be determined by observing the pattern for 
its neighbors [94]. However, occlusions or non-neutral colors can lead to errors as 
not all neighborhood pixel patterns can be reliably retrieved. Some of these spa-
tial neighbourhood strategies include De Bruiin sequences, M-arrays and strategies 
based on non-formal codification [95–98]. The technique is applicable to dynamic 
objects. Figure 3.40 shows a De Bruijn series coding pattern and how it is used for 
3D depth measurements.

The third technique in light pattern generation is direct codification. In this 
approach, each pixel gets its own color (color intensity) to represent the pattern 
[101–106]. However, the observed color from any pixel does not solely depend 
on the projected color. It also depends on the color of the surface. Since different 
color objects reacts to colors differently, this strategy is only suitable for objects 
with neutral color object or objects with pale colors [94]. Some implementations 

Fig. 3.40   125 slits encoded with a De Bruijn sequence of 8 colors and window size of 3 slits ( left), 
courtesy of [99]. De Bruijn series spatial codification pattern (shown on right) [100]
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of this direct codification relies on capturing many reference frames with change 
of colors. Therefore this is not generally used for dynamic scenes.

Even though objectionable to the human user, structured light based stereo vi-
sion can be very effective for 3D scanning in indoors. Many researchers have used 
different types of grid patterns and coded color schemes to determine the depth of 
the objects using the observed distortion due to object depth and shape of the pre-
defined pattern. Such color schemes and code patterns as shown in Fig. 3.41 can 
help in reducing the correspondence problem if more than two cameras are used. 
However, since the light diffracts much more than a laser beam, the resolution from 
visible light based stereo vision is limited.

3.3.4 � Infrared Structured Light for Active Stereo Vision

Recently, researchers have developed invisible infrared lighting patterns or struc-
tured light to obtain depth information without any public backlash. This has re-
sulted in the successful Microsoft Kinect using infrared structured light patterns 
to develop low cost, yet, effective gaming apparatus. The light pattern used in Ki-
nect is known as a speckle pattern which resembles speckle noise. However, it is a 
well structured pattern, projected using an infrared laser through a plastic material 
which houses the pattern. The distortion of this pattern is compared with the origi-
nal speckle pattern to determine the depth of the objects. One of the problems of 
this approach which is also common to the visible structured light is the shadows 
created by occlusion of objects. In addition to the shadows, the depth-images con-
tain noise due to limited resolution of the IR camera. Since the vision camera is of 
much higher resolution, a single infrared point of the captured pattern may not be 

Fig. 3.41   M-arry represented with an array of coloured dots ( left), courtesy of Morano et al. [107]. 
M-array proposed by Vuylsteke et al. represented with shape primitives [100]
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assigned to a single pixel. Therefore the position must be interpolated by the portion 
of luminosity of the two adjacent pixels. This interpolation is sensitive to external 
infrared radiation such as direct sun light. For many devices such as Kinect, increas-
ing distance from the camera leads to poor resolution and errors due to misalign-
ment of infrared pixels with CMOS pixels. There are other errors due to offset of 
the CMOS and the Infrared receiver. There are methods for calibrating the camera 
to modify the image, such that the depth map from the infrared camera and CMOS 
input are aligned [108–110]. The scene reconstruction then follows a process used 
in 3D game design known as texturing. The model generated from the depth map 
data is “painted” with a texture, in this case, the video input from the CMOS camera 
as shown in Figs. 3.42 and 3.43. This can be completed in real-time through the use 
of modern graphics processors.

Kinect uses an infrared speckle as shown in Fig. 3.44. The known pattern is com-
pared with its offset when the pattern falls on a surface and distorted. This disparity 
measure results in triangulation to reveal the depth map. In Kincet, the color visual 
image sensor has much higher pixel density than its infrared sensor. This results in 
false depth map that is not really an issue in Kinects applications of gaming. How-
ever, since it is difficult to improve the resolution of the depth map using infrared 
speckle patterns, Microsoft has resorted to TOF camera technology for their upcom-
ing Kinect II as was discussed before.

Fig. 3.42   Color Camera 
view with depth information 
fused using Kinect

 

Fig. 3.43   Depth information 
is easy to ascertain in a gray-
scale image fused with depth 
information using kinect
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3.3.5 � Time of Flight (TOF) Camera for Depth Information

The advantage of TOF compared to triangulation methods in passive or active ste-
reo vision is that the whole system is very compact where the illumination (pattern 
projector) is placed just next to the camera lens, whereas the other systems need a 
certain minimum base line. In contrast to laser scanning systems, no moving parts 
are present in the system.

The working principle of the TOF camera can be understood as using extremely 
short or narrow light pulses to illuminate a target (any object in its flying path) and 
record the return of the pulse on every pixel on the camera sensor with its time of 
arrival. This is done extremely precisely so that even 1 cm depth differences of any 
part of the object being scanned can be differentiated. The pulse width of the il-
lumination determines the maximum range the camera can handle. In case of pulse 
width of 50 ns, the scanning range is restricted to 7.5 m. These short times show that 
the illumination unit is a critical part of the system. These short pulses can currently 
be generated with special LEDs or lasers.

When infrared structured light is used in the presence of background light, the 
CMOS camera sensor receives an additional part of the signal. This results in dis-
turbing the distance measurement. In order to eliminate the background contribu-
tion of the signal, the whole measurement can be performed a second time with the 
infrared illumination switched off. If the objects moves and are further away than 
the distance range, the measurements result in error. Here, a second measurement 
with the control signals delayed by an additional pulse width helps to suppress such 
objects. Other systems work with a sinusoidally modulated light source instead of 
the pulse source.

As mentioned previously in this chapter, the ZCam’s time-of-flight camera sys-
tem features a near-infrared (NIR) pulse illumination component as well as an im-
age sensor with a fast gating mechanism. Based on the known speed of light, ZCam 
coordinates the timing of NIR pulse wave emissions from the illuminator with the 

Fig. 3.44   Speckle pattern 
used in Kinect. (Courtesy of 
[111])
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gating of the image sensor so that the signal reflected from within a desired depth 
range is captured exclusively. The amount of pulse signal collected for each pixel 
corresponds to where within the depth range the pulse was reflected from, and can 
thus be used to calculate the distance to a corresponding point on the captured sub-
ject [112, 113].

Due to the fast timing required for light-based time-of-flight, the ZCam uses 
custom hardware for illumination and gating. The illuminator is a series of NIR 
laser diodes around the lens barrel, switched by special high-speed driver circuits 
that produce pulses with a rise time and fall time of less than 1 ns [113]. The time-
of-flight camera is optically matched with a corresponding video camera, allowing 
the RGB video and range imaging to integrate together.

This chapter methodically developed the required knowledge for preprocessing 
that is vital in understanding object shapes. When undesirable noise and artefacts 
are present, morphological filtering based processing can restore objects so that 
they can be understood by computer vision. With the use of depth information, 
cluttered backgrounds can be removed to reveal the foreground which typically 
contains the hand gestures for human computer intearaction.
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Chapter 4
Feature Extraction

An image is worth 1,000 words. Yet, a machine to describe a picture or a color im-
age is not trivial. Of course, some measurements can easily be estimated such as 
different colors, their intensities, size and dimensions of certain objects if the object 
can be specified. Yet, the most difficult aspect is to make the decisions as to what 
constitute an object. In a scene consisting of hand gesture or gestures and a cluttered 
background, difficulty lies in interpreting these items. Perhaps, the hand gesture 
recognition offers some help compared to other problems as skin detection can be 
used to define a hand as was discussed under Pre-processing in Chap. 3. Yet, even 
when a hand is detected and isolated, what configuration the hand shows is again a 
difficult question to address.

Feature extraction attempts to extract certain measureable inputs that can be used 
to classify a section of a signal. If the isolated section of an image contains what the 
humans interpret as a hand sign with a ‘thumbs up’ gesture, then it is important to 
extract information that would make this gesture unique compared to other possible 
gestures. The success of any classification relies on the ability to develop unique 
and robust features. As would be detailed in Chap. 6 on Sign Languages, even the 
same user would not be able to precisely perform the same gesture again. That is to 
say any gesture has certain variability and the certain degree of uniqueness among 
other gestures. Humans have evolved in a more subtle way to remember and under-
stand this variability and uniqueness. To develop machine capabilities to interpret 
this information from an image is not trivial. Therefore a robust feature or set of 
features should uniquely describe the gesture in order to achieve reliable recogni-
tion. In other words, different gestures should result in different good discriminable 
features. Furthermore, shift and rotation invariant features lead to a better recogni-
tion of hand gestures even if the hand gesture is captured from a different angle.

This chapter contains few sections on different approaches to extract features 
that would make successful classification avoiding false positives. It would contain 
orientation histogram based feature extraction, the highly successful moment In-
variant feature extraction; Principal Component Analysis based feature extraction, 
other feature extraction methodologies based on color and few other feature extrac-
tion strategies that results in successful gesture classification.

P. Premaratne, Human Computer Interaction Using Hand Gestures, 
Cognitive Science and Technology, DOI 10.1007/978-981-4585-69-9_4, 
© Springer Science+Business Media Singapore 2014
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Before the discussion starts on successful features for better classification, it 
would be versatile to describe the attributes of a good feature. In the context of hand 
gesture recognition, good features are:

1.	 Compact set of data representing a unique gesture
2.	 Sufficient separation of feature clusters. Variety of distance measures such as 

Euclidean, Mahalanobis, etc. can be used to measure the distance between one 
gesture cluster and the other gesture clusters. The inter-cluster difference should 
be sufficient so that statistical variation of same gesture by different users at dif-
ferent times should not confuse the gesture classification.

3.	 The features should cluster well for different users with different hand sizes and 
different skin colors and gesture orientations (the features should be invariant)

4.	 The features obtainable in realtime

4.1 � Fourier Descriptors (FD) 

Fourier descriptors have been the first features used to describe shapes in image 
processing and computer vision [1–7]. They have been used for fingerprint recogni-
tion as way back as in 1972 due to its simplicity in describing contours which are 
invariant to scale, shift and rotation [2]. Due to these attributes, they are equally 
suitable for describing hand gestures.

Figure 4.1 outlines a closed contour that can be described effectively by Fourier 
Descriptor. To describe point X on the curve as shown above using the arc length s 
from the origin O, a relationship has to be established using the angle that is formed 
when two tangents from O and X meets as shown above. Then this point is uniquely 
described by the angular variation ( )tΦ such that:

( ) ( )  2 / .wht t t t se e Lr π= Φ − =Φ

In order to introduce the property of scale invariance, the length of the arc is normal-
ized such that entire contour spans an angle of 2 π . This function is real, continu-
ous, and periodical with a period 2 π and hence can be described by a Fourier series:

4  Feature Extraction

Fig. 4.1   Description of a 
point X with respect to origin 
O using Fourier descriptor
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The set of modules of the coefficients ak is called Fourier descriptors which can 
be used to describe various shapes such as leaves, finger prints and human hand 
postures.

Researchers have used extensions to basic Fourier descriptors to analyse shapes 
with increasing complexity. Lin and Hwang [8] showed that an alternative repre-
sentation of the Fourier series is possible using elliptic Fourier features. In their ap-
proach, a shape was interpreted as a specific composition of feature ellipses having 
fixed axis lengths and fixed relative positions and orientations. It was shown that 
a shape can be represented by a set of ellipses which were rotation and translation 
invariant. Each ellipse also contained invariant major and minor axis lengths and 
each pair of ellipses had a specific position and orientation. Lin and Jungthirapanich 
[9] further developed the 2D elliptic Fourier descriptor to a 3D descriptor. Harding 
and Ellis developed the concept further with to show that using the FD on a set of 
trajectory data, it would be possible to recognize a range of pointing gestures that is 
invariant to natural variations due to the single individual or a ‘normal’ population. 
The 2D spatial data of a sequence of hand centroids was obtained using a single 
camera, but had the potential to be extended to 3D spatial data.

4.1.1 � Elliptic Fourier Descriptors

As shown in Fig. 4.1, a point on a contour can be described by a coordinate pair 
which can be represented by a complex number z( k) = x( k) + jy ( k), so that the dis-
crete Fourier transform of z( k) is [10]:

21
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For u = 0, 1,.. N − 1.
The obtained a( u) coefficients describe the contour. In order to attain translation 

invariance of this feature, the DC component of the Fourier series given by a(0) 
removed from the sequence and the rest of the components are scaled by a(1) so that 
the feature incorporates scale invariance [10]. The origin of the sequence is encoded 
into the phase of a(u). The consequence of origin selection is illustrated in Fig. 4.2 
as it would change the orientation of the contour. An ellipse can be modeled as a 
positive and negative sequence of differing amplitudes. If the phase shift affecting 
both sequences is θ the orientation angle, then the sequence is:

( ) ( )  j j
pos negA e and A eϕ θ ϕ θ+ + − +
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The orientation angle, θ can be found by taking the average of the positive and 
negative sequence phase. The direction and shape of the ellipse depends upon the 
magnitude of Apos or Aneg. The relative size of Apos and Aneg affects direction of revo-
lution of the ellipses.

The representation of closed contours based on elliptical basis functions is de-
scribed in detail by Lin and Hwang [8]. They mathematically demonstrated that a 
closed contour can be described by its Fourier descriptor feature matrices. A shape 
can be viewed geometrically as the locus generated by properly moving the feature 
ellipses.

Harding and Ellis [10], developed hand tracking method based on the work of 
Lin and Hwang. As shown in Eq. 1, the complex frequency domain data generated 
by the Fourier descriptor technique is generated by a discrete Fourier Transform 
algorithm. The number of harmonics generated was equal to the number of samples, 
N. The sample lengths were all normalized to the same length (64) by a multirate 
process. They used sixty four samples to encode a typical gesture that was complet-
ed within two seconds, at a sample rate of 30 frames per second, and additionally 
aided the speed of FFT implementation. Figure 4.3 shows ‘elliptic corkscrews’ and 
the overall trajectory for a gesture- To Left Should and Return.

Conseil et al. [11] developed a Fourier descriptor based method to represent hand 
gestures in an attempt to compare the performance accuracy of Fourier descriptor to 
Hu Moment based (this is discussed in Sect. 4.3.1) approaches. They used Triesch 
hand posture database and defined their own gesture vocabulary, with 11 gestures, 
and performed the acquisition of a large number of images, with 18 persons, and 
approximately 1,000 images per gesture per person [12].

They claimed that the tests were performed on a more realistic database, with 
various hand configurations realized by non-expert users. The learning was done 
with manually selected images of an expert user, with nearly 500 images per ges-
ture. In the tests, they used 6 Fourier descriptors and initially validated the learning 
stage by running classification on the learning images, and obtained recognition 
rates of 98.11 % for Hu moments and 99.96 % for Fourier descriptors. Then im-
ages of the other users were classified using this learning data, with approximately 
1,000 images per gesture for each user. They obtained a total of 86.22 % for Fourier 

4  Feature Extraction

Fig. 4.2   Different starting points due to different orientations. (Courtesy of [8])
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descriptors versus 71.08 % for Hu moments. They also observed that FD outper-
formed Hu moments in terms of discrimination between visually close gestures. 
Figure 4.4 shows that the low frequency coefficients contain information on the 
general form of the shape and the high frequency coefficients contain information 
on the finer details of the shape.

One of the earliest works of hand gesture recognition using gesture feature ex-
traction was attempted by Utsumi et al. in 1995 [18]. They proposed very simple 
feature extraction method that relied on centre of gravity of the hand and the finger 
locations based on Fourier descriptors. However, they used multiple cameras and 
tracked 3D position, posture, and shapes of human hands from multiple viewpoint 
images. This reduced self-occlusion and hand-hand occlusion by employing multi-
ple-viewpoint and viewpoint selection mechanism. Each hand position was tracked 
with a Kalman filter and the motion vectors were updated with image features in se-
lected images that did not include hand-hand occlusion. In their approach, 3D hand 
postures were estimated with a small number of reliable image features using COG 
and fingertip positions. These features were extracted based on distance transforma-
tion, and were found to be robust against changes in hand shape and self-occlusion. 
Finally, a “best view” image was selected for each hand for shape recognition. The 
shape recognition process was based on Fourier descriptors. The outline of their 
approach is depicted in Fig. 4.5.

4.1 � Fourier Descriptors (FD)�

Fig. 4.3   Left: 3D, Right: 2D, view of the first 4 ‘elliptic corkscrews [8]’,‘.’ and overall trajectory 
(‘-’) of gesture ‘To left shoulder and return’. (Courtesy of [10])
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4.1.2 � Modified Fourier Descriptors

Licsár and Szirányi applied a boundary-based Fourier descriptors for feature ex-
traction based on widely used for shape description method used for content-based 
image retrieval systems [14, 15]. The extracted features were classified using neural 
networks classification algorithms [16, 17] resulting in about 91 % recognition rate 
for 6 gestures. In their method, the gesture contours were classified by the nearest 
neighbor rule and the distance metric based on the Modified Fourier Descriptors 
(MFD) [15]. This metric is invariant to the rotation, transition, reflection and scal-
ing of shapes. The strategy requires that the examined shape should be defined by 

4  Feature Extraction

Fig. 4.5   COG Detection. (Courtesy of [13])

 

Fig. 4.4   Example of reconstruction with FD, as a function of the cut-off frequency, with an initial 
contour sampled at 64 points. (Courtesy of [12])
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a feature vector, which is periodic, to expand it into Fourier series. The approach 
generated a feature sequence between the two wrist points, as shown in Fig. 4.6, 
along the shape boundary leading to more unambiguous features. This is due to the 
fact that the shape contours of the palm when showing only the index or the thumb 
finger is very similar to each other, while the contour between wrist points are dis-
tinctively different. The defined boundary sequence was constructed as a complex 
sequence of the x and y coordinates of the boundary points. These boundary points 
were then used to calculate the discrete Fourier transform (DFT) of this complex 
sequence. They further used the magnitude values of the DFT coefficients to retain 
invariance to rotation and extended the MFD method to obtain symmetric distance 
computations. They reported that when the trainer and the user were the same, rec-
ognition rates were above 97 % while different users resulted in an accuracy around 
86 %.

4.2 � Contour Description using 1D Sequence

Fourier descriptors always had a strong appeal as an excellent descriptor of the 
shape boundary or contour with invariance for translation, scale, rotation and re-
flection or mirror image offered by MFD techniques. One of the drawbacks in the 
Fourier descriptor is that the non-smooth contours result in very poor description 
of the shape resulting in classification error. Even though many researchers will-
ingly state this in their research, this is indeed the reason why many others devi-
ated from the very promising Fourier descriptors. Malima et al. in 2006 reported a 
new development inspired by Fourier descriptors to recognize hand gestures [18]. 
Their approach had limited focus and was not intended to develop a highly accurate 

Fig. 4.6   Gesture vocabulary and segmentation result. (Courtesy of [14])
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system as their gesture recognition was used to control a robot arm. Nevertheless, 
the approach had many positive developments.

As shown in Fig.  4.7, the initial step in extracting features was to select the 
region of importance. This is achieved by drawing a circle whose radius is 0.7 of 
the fartherest distance from the Centre of Gravity (COG). Such a circle is likely to 
intersect all the fingers active in a particular gesture as demonstrated in Fig. 4.7. 
Once the skin segmentation is performed and the image is binarized, the 1D signal 
or the feature vector that describes the gesture is obtained by tracking the circle 
constructed in the previous step. As conceivable, the uninterrupted ‘white’ portions 
of this signal correspond to the fingers or the wrist. The total transitions of zeros 
to one can be counted to indicate the signal. By subtracting one from this number 
removes the transition due to the wrist. Estimating the number of fingers leads to 
the recognition of the gesture. This process is shown in Fig. 4.8.

This algorithm simply counts the number of active fingers without any regard 
to which particular fingers are active. Different combination of active fingers may 
result in the same configuration. A user may potentially use any finger combination 
for ‘on’ or ‘off’ state to activate robotic commands which limits its use as a solid 

Fig. 4.8   Circle overlapping the hand ( left), binary image ( middle) and the zero-to-one transitions 
[18]

 

Fig. 4.7   Original image ( left) with circle overlapped and the skin segmented binary image ( right) 
with the circle with COG as the center. (Courtesy of [18])
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hand gesture recognition approach. This algorithm is scale invariant as any size of 
hand or image of a hand will result in the same 1D signal. It is also rotation invari-
ant, since the orientation of the hand does not hinder the algorithm from recognizing 
the gesture. In addition, the position of hand is also not an issue leading to transla-
tion invariance.

Fourier descriptor-based methods predominantly use edge contours as the source 
of features. Hasan and Misra proposed an approach where the edge map of gestures 
were remapped to 25 × 25 blocks with each block comprising the output of the edge 
map due to 5 × 5 pixels. The edge detection is achieved by convolving the binary 
image with a Laplacian Mask. Figure 4.9 shows the set of hand gestures they were 
using with skin segmented edge maps shown in Fig. 4.10. These edge maps were 
then normalized as shown in Fig. 4.11 and mapped to a 25 × 25 block feature map 
representation as shown on Fig. 4.11 (right most). This represents a hand gesture 
feature vector of size 625 (25 × 25) and the pixel value of the 25 × 25 block is deter-
mined by the following calculation:

B pixel valueineach block= ×∑ 5 5 .

4.2 � Contour Description using 1D Sequence�

Fig. 4.11   Normalization operation and features calculation via dividing the gesture edge map with 
remapping. (Courtesy of [19])

 

Fig. 4.10   Edges of the gestures. (Courtesy of [19])

 

Fig. 4.9   Set of gestures used by Hasan and Misra [19]
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Their primary objective was to establish a system which could identify specific hu-
man gestures and utilize these gestures to control machines in a natural way. They 
used HSV (Hue, Saturation and Value) color model for segmentation and identified 
a feature vector of 25 × 25 after remapping of edges as discussed earlier. Their ex-
periment showed that more that 65 % of these features were zero values which leads 
to minimum storage requirements and the recognition rate achieved surpassed 91 % 
using 36 training gestures and 24 different testing gestures. Their classification re-
sults are shown in Fig. 4.12 different gestures.

Li [20] attempted feature extraction techniques that were similar to Hasan and 
Misra, to classify hand gestures for robot control. It was called Fuzzy C-Means 
clustering technique however, the feature extraction stage remain very basic. In 
this approach, the segmented hand shape was converted into a feature vector. Their 
system used the approach designed by Wachs and Kartoun [21]. In this approach, a 
feature vector of the image with 13 parameters was created where the first feature is 
the aspect ratio of the hand’s bounding box. The other 12 features were the values 
representing a coarse discretization of the image, where each grid cell is the mean 
gray level in the 3 by 4 block partition of the input image. The mean values of each 
cell represented the average brightness of those pixels in the image. Figure 4.13 
illustrates typical user gestures, their binary representation after skin segmentation 
and the block mean gray scale values and the resultant feature vector on the third 
bottom row.

Initial research carried out prior to year 2000 focussed on less image process-
ing tasks compared to what is attempted today. The major reasons behind this were 
the amount of computing power available on ordinary desktop computers to the 
resolution and the accuracy of cameras and the maturity of the developmental tools 
and programming languages available at that time. Obtaining the hand outline for 
human computer interaction was first proposed by Segan and Kumar [22]. In their 
effort, the outline of the hand is extracted using an edge tracking algorithm. The 
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Fig. 4.12   Recognition accuracy for each gesture. (Courtesy of [19])
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system was capable of recognizing both hand postures and gestures which was a 
remarkable feat at that time. In this approach, the local features were represented by 
the local extrema of the outline; peaks and valleys. The peaks are found at the finger 
tips, whereas the valleys are rather found in the regions where two integers join the 
palm of the hand. This is shown in Fig. 4.14.

Segan and Kumar restricted their system to identify one of four possible gesture 
classes: Point, Reach, Click, and Ground, shown in Fig. 4.15. Point and Reach are 
static gestures, while Click is a dynamic gesture that involves quick bending of the 
index finger. The Ground class includes all gestures other than the remaining three, 
as well as an empty image.

An image that belongs to the Point class, was further analyzed to compute the 
position and orientation of the pointing finger in the image plane, that is a three 
degrees of freedom (3DOF) pose ( x; y; ). The classification method consisted of 
two stages: an initial classification based on analysis of local features, and final 
classification involving a finite state machine.

Extracting the hand outline of the connected regions was extracted by comparing 
the input image with a previously acquired background image. After extracting the 
regions, the boundary of each region was represented as a list of pixel positions in a 

Fig. 4.13   Hand gestures in HSV space ( top row), their binary representation after skin segmenta-
tion ( middle row) and a gesture and its gray scale block feature vector ( bottom row). (Courtesy 
of [20])
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clockwise order. A heuristic screening of the regions based on perimeter length led 
to the identification of a hand.

The boundary of the region selected as a possible “hand” is further analyzed to 
extract local features. At each point the k-curvature measure at each point. The k-
curvature is the angle C( i) between two vectors [P ( i − k); P ( i)] and [P ( i); P ( i + k)], 
where k is a constant. The points along the boundary where the curvature reached 
a local extremum, that is the “local features”, were then identified. Some of these 
local features were labelled “peaks” or “valleys”. Peaks were defined as having a 
positive curvature above Pthr and the ‘Valleys’ were defined as having a negative 
curvature less than Vthr [22].

Fig. 4.15   Four possible 
gesture classes outlined by 
Segan and Kuma. (Courtesy 
of [22])

 

Fig. 4.14   Peaks ( circles) 
and valleys ( squares) used in 
initial gesture classification. 
(Courtesy of [22])
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One advantage of such features is the quick exclusion of inappropriate gestures 
using the number of peaks and valleys as indicators. One of the disadvantages was 
that this simplistic approach limited the available gestures to a minimum of four.

4.2.1 � Contour Description using Curvature Scale Space Features

In a race to develop ideal features that would separate hand gestures apart and brings 
each gesture by different users closer, Chang et al. presented a novel feature extrac-
tion approach based on Curvature Scale Space (CSS) for translation, scale, and rota-
tion invariant recognition of hand postures [23]. Initially, the CSS images were used 
to represent the shapes of boundary contours of hand postures followed by extrac-
tion of multiple sets of CSS features to overcome the problem of deep concavities 
in contours of hand postures [23]. These CSS images can then be classified using 
techniques such as nearest neighbour classification to establish matchings between 
multiple sets of input CSS features and the stored CSS features for hand postures. 
Chang et al. produced results to show the proposed approach was able to extract 
multiple sets of CSS features from input images with good recognition accuracy.

Mokhtarian and Mackworth [24, 25] first proposed the object contour-based 
shape descriptor based on the CSS image of the contour [23]. The CSS descriptor 
provides translation, scale and rotation invariant features of curves.

The curvature κ of a planar curve is defined as the derivative of the tangent angle 
φ with respect to the arc length s, as shown in Fig. 4.16 [23]. The curvature κ is 
written as follows [23–25]:

d

ds

ϕκ =

and Letting  { ( ),  ( ) [0,1]}T x u y u u= ∈ where T is the planar curve and u is the nor-
malize arc length parameter.

Curvature κ can be expressed in terms of u and σ, standard deviation as
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Fig. 4.16   The curvature of 
a planar curve. (Courtesy of 
[23])
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Where
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The function defined implicitly by ( , ) 0uκ σ =   is the CSS image of T [23–25].
In Chang et al.’s approach as outlined in Fig. 4.17, when an image is captured 

with a potential hand gesture, its contours are extracted using edge detection. It is 
important to have a continuous contour for the next steps to be successful. Then the 
contour is successively low-pass filtered with a kernel. For 201, 534, 640, 724 and 
731 iterations, the curvature of the curves determine the CSS image. This process is 
illustrated in Fig. 4.18. With each passing of low-pass filter, the contour smoothens 
as expected reducing the curvature in many regions.

A good set of features would be expected to be stable when a unique hand ges-
ture is made. Unfortunately, CSS is somewhat unstable with subtle gesture changes 
as seen in Fig. 4.19. Figure 4.19a and 4.19c denote the same hand posture 4.19b and 
4.19d show the respective CSS images of Fig. 4.19a and 4.19c. The locations of the 
largest peaks which are related to finger directions are unstable in the CSS images.

Fig. 4.17   Curvature scale 
space feature extraction and 
gesture matching. (Courtesy 
of [23])
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As shown in Fig. 4.19, the locations of the maximal peaks in the CSS image 
approximately correspond to the deep concavities in original hand posture contour 
corresponding to five fingers [23]. Chang et al. extracted multiple sets of CSS fea-
tures in order to overcome the above instability. They improved their recognition 
ability by confining their hand posture library to 6 as shown in Fig.  4.20. They 
reported a recognition rate of 98.3 %.

4.3 � Features from Karhunen Loeve (K-L) Transform

K-L Transform is well-known for its ability compact data. It is known as the ideal 
transform for data compression. This ability is very useful in shape description as 
the shape can be described with minimum number of coefficients opposed to oth-
er approaches. The K-L transformation is also known as the principal component 
transformation, the eigenvector transformation or the Hotelling transformation. The 
advantages are that it eliminates the correlated data, reduces dimension keeping 
average square error minimum and provides good clustering characteristics. It es-
tablishes a new co-ordinate system whose origin will be at the centre of the object 

Fig. 4.18   a shows the input hand posture. b is the contour of the hand posture. c to g show the 
resulting contours of the hand pose contour iteratively low-pass filtered by performing a convo-
lution with the (0.25, 0.5, 0.25) kernel for 201, 534, 640, 724 and 731 iterations, respectively. h 
shows the resulting CSS image. (Courtesy of [23])
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and the axis of the new co-ordinate system will be parallel to the directions of the 
Eigen vectors. It is often used to remove random noise.

Singha and Das recently proposed a technique for hand gesture recognition 
based on K-L transform [26]. Their system composition is shown in Fig. 4.21 for 
feature extraction. When they extracted binary hand image after skin segmentation 
and successive cropping, Canny edge detection was used for edge extraction which 
is then used for K-L feature extraction. K-L provides a mechanism to extract unique 
features for each gesture which are independent of human hand size and light illu-
mination which are uncorrelated with minimum entropy. As in the use of compres-
sion, K-L transform provides the best representation of a unique feature vector that 

Fig. 4.20   Hand posture 
library used by Chang et al. 
(Courtesy of [23])

 

Fig. 4.19   a and c are the same hand postures. b and d are the CSS images of a and c, respectively 
and shows that the locations of the largest peaks are unstable in the CSS images. (Courtesy of [23])
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can be classified for gesture detection. Figure 4.22 shows hand gesture image along 
with the Eigen vectors obtained using K-L Transform. They managed to develop 
the system to recognize 10 different hand gestures with a recognition rate of 96 %.

4.4 � Features Described by Histograms

Histogram of Oriented Gradients (HOG) is a feature descriptor used in computer vi-
sion and image processing for the purpose of object detection. The technique counts 
occurrences of gradient orientation in localized portions of an image. This method 
is similar to that of edge orientation histograms, scale-invariant feature transform 
descriptors, and shape contexts, but differs as it is computed on a dense grid of uni-
formly spaced cells and uses overlapping local contrast normalization for improved 
accuracy.

Dalal and Triggs were the researchers who first described Histogram of Oriented 
Gradient descriptors in 2005 [27]. In this work they focused their algorithm on the 
problem of pedestrian detection in static images, although since then they expanded 
their tests to include human detection in film and video, as well as to a variety 
of common animals and vehicles in static imagery. Figure 4.23 shows the use of 
histogram of oriented gradient descriptor used in human detection as described by 
Suard et al. [28]. Figure 4.24 shows the histograms with different bin resolution of 
the region shown in a square of Fig. 4.24. What is observed here is that gradient 
orientation around an edge should be more significant than the one of a point in a 
nearly uniform region. It also highlights that the larger the number of bins, the more 
detailed the histogram is.

In the context of object recognition, the use of edge orientation histogram has 
gained significant popularity [29–32]. However, the concept of dense and local his-
tograms of oriented gradients (HOG) is a method introduced by Dalal et al. [27]. 
The aim of such a method was to describe an image by a set of local histograms. 
These histograms count occurrences of gradient orientation in a local part of the 
image [28].

Freeman and Roth were the pioneering researchers to test whether the use of his-
togram of local orientation would be useful as a feature in hand gesture recognition 

Fig. 4.21   K-L transform 
based feature extraction 
based on [23]
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Fig. 4.23   The gradient computation of an image. ( left) is the original image, ( middle) shows the 
direction of the gradient, ( right) depicts the original image according to the gradient norm [28]

 

Fig. 4.22   Features extracted for gesture ‘UP’ and ‘DOWN’ and their Eigen vector plots ( Right). 
(Courtesy of [26])
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[33]. They developed a training set that contained up to 15 histograms with their 
local orientation of various gestures. In their test phase, they compared another 
histogram of another gesture as shown in Figs. 4.25 and 4.26. The vector in the 
training database that was closest to the test vector was selected as the gesture was 
made. Even though their system was restricted to few gestures in today’s standards, 
there goal was to develop a fast and a robust system that could be implemented on 
a desktop (in 1994) with invariability to moderate illumination changes. The selec-
tion of orientation histogram as a feature vector to represent hand gestures offered 
robustness to lighting changes and translational invariance of the hand position. 
Furthermore, the histogram can be calculated very quickly.

In 2004, Zhou et al. proposed a static hand gesture recognition system based on 
local orientation histogram features [34]. In general, orientation histograms cannot 
be directly applied to hand gestures as the hand does not provide sufficient texture 

Fig. 4.25   Top row: Up down and right gestures and their orientation histograms shown on the 
bottom row. (Courtesy of [33])

 

Fig. 4.24   This figure shows the histograms of gradient orientation for ( left) 4 bins, ( middle) 8 
bins ( right) 16 bins [28]
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[35]. Since orientation histograms show the frequency of edges aligned in a cer-
tain angle, there might not be enough information available inside the hand area 
in order to uniquely describe a hand gesture. According to [33], the main problem 
that might arise is that hand gestures which look different to a human being, might 
have almost identical orientation histograms. Similar looking hand gestures due 
simply to rotation yield very different orientation histograms. However, in [34], 
it is found that the boundary of the hand shape contains enough information to 
uniquely describe the feature of a specific gesture. Therefore, the idea of local 
orientation histograms consists of creating overlapping subwindows, containing at 
least one pixel which lies inside the hand shape. For each of these subwindows, an 
orientation histogram is created, which is then added to the feature vector. Beside 
the local orientation histograms, subwindow positions are also added to the fea-
ture vector. These positions are measured relative to the median value of all pixel 
positions that were determined to be in the hand region. Clearly, the advantage of 
this technique lies in the improved robustness since using relative positions allow 
in-plane translations.

Misra et  al. proposed a hand gesture recognition system that employed the 
techniques developed for pedestrian detection to recognize a small vocabulary of 
7 hand gestures using Histogram of Oriented Gradients as the descriptors [36]. 
They claimed to use Partial Least Square (PLS) as a ‘class aware’ method of 
dimensionality reduction which performs better than Principle Component Analy-
sis (PCA) and preserved significant discriminative information in the lower di-
mensions. Three sets of databases consisting of training as well as testing image 
sets with varying degree of positional variation were developed to analyse the 

Fig. 4.26   Another instance of information similar to the ones shown in Fig. 4.25. The orientation 
histograms in this figure highlights that the gestures may be slightly different in each instance but 
their trajectory is unique to the gesture. (Courtesy of [33])

 



954.4 � Features Described by Histograms�

importance of using multi-level HOG features for robust human hand gesture rec-
ognition. They demonstrated that using only low level HOG features were not 
adequate for high detection rate. They attained marginal degree of accuracy of 
detection of human hand gestures and the performance degraded due to the trad-
eoffs between the accuracy and positional variation of the hand. This was also due 
to the fact that simple brute-force implementation that they relied on using the 
k-nearest neighbor search algorithm to classify gestures was not effective. Their 
vocabulary of gestures were confined to only seven hand gestures as they were 
simply evaluating the feasibility of HOG descriptors and PLS reduction for hu-
man hand gesture recognition.

Many techniques exist that uses features derived from edge and gradient based 
descriptors for hand gesture recognition [37, 38]. Cluttered backgrounds with mul-
tiple users and skin-tone regions have hampered hand gesture recognition using 
such features as gradient based descriptors are only useful in simple uncluttered 
backgrounds. Dalal and Triggs [27] have demonstrated that for robust visual object 
recognition, Histogram of Gradients (HOG) descriptors can outperform many other 
gradient-based feature sets. The HOG descriptors are obtained using different block 
sizes on the same image and the blocks are contrast normalized to remove the il-
lumination variance. These descriptors are then concatenated to realize the final 
image descriptors. The HOG features are computed several times for each block in 
the image, resulting in multiple contributions to the final descriptor, with each cell 
being normalized with respect to a different block [27].

The HOG based method by Misra et al. uses the edge and gradient based tech-
niques developed for human detection for the problem of hand sign recognition. 
Similar features have been reported by other research [27, 37, and 38]. Some have 
used an array of moving spots [39], to recognize hand gestures, [40] presented a 
glove free solution to this problem.

The dimensionality of the final descriptors increases due to redundancy which 
needs to be curtailed for classical machine learning algorithms such as the k-nearest 
neighbor search algorithms to be discussed in the next chapter. Misra et al. used 
Partial Least Square regression technique for dimensionality reduction as it models 
relations between a set of observations by means of latent variables, and is aware 
of the classes into which the observations are classified [41]. They demonstrated 
that their PLS outperforms PCA in terms of classification of the training data into 
various hand gestures. They further demonstrated that PLS as the preferred method 
of dimensionality reduction. PLS is known to have a lower execution time than 
PCA which saves time in the learning phase [42]. HOG descriptors characterize 
the articulated gestures by the distributions of local intensity gradients. The feature 
extraction begins with the gradient computation for all the pixels of the image, with 
the largest of the gradient of three channels chosen as the gradient of the pixel. Each 
‘cell’ in the image has a histogram which is constructed using the directions and the 
magnitudes of pixel gradients in the cell. The features are accumulated over a block 
and are then normalized.
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4.5 � Zernike Moments

Zernike polynomials are a sequence of polynomials developed by a Nobel laureate 
mathematician Frits Zernike in 1934 [43]. These sequences are orthogonal on the 
unit disk and play an important role in beam optics. Zernike moments have been 
used in image construction as shown in Fig. 4.27.

Moments have been used in image processing and classification type problems 
since Hu introduced them in his groundbreaking publication on moment invari-
ants [44]. In 1962, Hu mathematically demonstrated that geometric moments can 
be made to be translation and scale invariant. Since then more powerful moment 
techniques have been developed. A notable example is Teague’s work on Zernike 
Moments (ZM) as a pioneer to use the Zernike polynomials (ZP) as basis functions 
for the moments [45]. ZM’s have been used in a multitude of applications with great 
success and some with 99 % classification accuracy [46].

Fig. 4.27   Image reconstruction with Zernike moments. Starting with (b), image is reconstructed 
gradually using higher Zernike moments
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The use of ZP’s as a basis function is theoretically beneficial because they are 
orthogonal polynomials which allows for maximum separation of data points, giv-
en that it reduces information redundancy between the moments. Their orthogonal 
properties make them simpler to use during the reconstruction process as well. Fur-
thermore, the magnitude of ZM’s is rotationally invariant, which is crucial for cer-
tain image processing applications, such as classifying shapes that are not aligned.

4.5.1 � Hu Moment Invariants

Hu demonstrated the utility of moment invariants through a simple pattern recogni-
tion experiment. The first two moment invariants were used to represent several 
known digitized patterns in a two-dimensional feature space [47]. An unknown 
pattern could be classified by computing its first two moment values and finding 
the minimum Euclidean distance between the unknown and the set of well-known 
pattern representations in feature space. If the minimum distance was not within a 
specified threshold, the unknown pattern was considered to be of a new class, given 
an identity, and added to the known patterns. A similar experiment was performed 
using a set of twenty-six capital letters as input patterns. When plotted in two-
dimensional space, all the points representing each of the characters were distinct. 
It was observed, however, that some characters that were very different in image 
shape were close to each other in feature space. In addition, slight variations in the 
input images of the same character resulted in varying feature values that in turn 
lead to overlapping of closely spaced classes. Hu concluded that increased image 
resolution and a larger feature space would improve object distinction [47].

Moment invariants algorithm has been known as one of the most effective meth-
ods to extract descriptive feature for object recognition applications. The algorithm 
has been widely applied in classification of aircrafts, ships, ground targets, etc 
[48–56]. Essentially, the algorithm derives a number of self-characteristic properties 
from a binary image of an object. These properties are invariant to rotation, scale 
and translation. Let f( i, j) be a point of a digital image of size M × N (i = 1,2, …, M 
and j = 1,2, …, N). The two dimensional moments and central moments of order 
( p + q) of f( i, j), are defined as:
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From the second order and third order moments, a set of seven moment invariants 
are derived as follows [44]:
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4.5.1.1 � Example of Invariant Properties of Hu Moments

Figure 4.28 shows images containing letter ‘A’, rotated and scaled, translated and 
noisy versions of letter ‘A’ and Fig. 4.29 shows letter ‘L’. Their respective moment 
invariants calculated using the moment invariants are shown in Tables 4.1 and 4.2. 
It is obvious from Table 4.1 that the algorithm produces the same result for the first 
three orientations of letter ‘A’ despite the different transformations applied upon 
them. There is only one value, i.e. Φ1 displays a small discrepancy of 5.7 % due 
to the difference in scale. The other values of the three figures are effectively the 
same for Φ2, Φ3, Φ4, Φ5, Φ6 and Φ7. The last letter, however, reveals the drawback 
of the algorithm: it is susceptible to noise. Specifically, the added noisy spot in the 
letter has changed the entire moment invariants set. This drawback suggests that 
moment invariants can only be applied on noise-free images in order to achieve 
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Fig. 4.28   Letter ‘A’ in different orientations

 

Fig. 4.29   Letter ‘L’ in different orientations

 

Table 4.1   Moment invariants of the different orientations of letter ‘A’
A1 A2 A3 A4

Φ1 0.2165 0.2165 0.204 0.25153
Φ2 0.001936 0.001936 0.001936 0.002161
Φ3 3.69 × 10−5 3.69 × 10−5 3.69 × 10−5 0.004549
Φ4 1.64 × 10−5 1.64 × 10−5 1.64 × 10−5 0.002358
Φ5 − 4.03 × 10−10 − 4.03 × 10−10 − 4.03 × 10−10 7.59 × 10−6

Φ6 7.21 × 10−7 7.21 × 10−7 7.21 × 10−7 7.11 × 10−5

Φ7 0 0 0 1.43 × 10−6

Table 4.2   Moment invariants of the different orientations of letter ‘L’
L1 L2 L3

Φ1 0.34028 0.31944 0.31944
Φ2 0.043403 0.043403 0.043403
Φ3 0.023148 0.023148 0.023148
Φ4 0.002572 0.002572 0.002572
Φ5 − 5.56 × 10−6 − 5.56 × 10−6 − 5.56 × 10−6

Φ6 − 0.00015 − 0.00015 − 0.00015
Φ7 1.91 × 10−5 1.91 × 10−5 1.91 × 10−5
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the best results. Since the algorithm is firmly effective against transformations, a 
simple classifier can exploit these moment invariants values to differentiate as well 
as recognise the letter ‘A’ from other letters, such as the letter ‘L’.

4.5.1.2 � Application of Moment Invariants in Hand Gesture Recognition

The example in the previous section proved that moment invariants can be used 
for object recognition applications since it is rigidly invariant to scale, rotation and 
translation. The following account summarizes the advantages of moment invari-
ants algorithm for gesture classification.

For each specific gesture, moment invariants always give a specific set of values. 
These values can be used to classify the gesture from a sample set. The set of chosen 
gestures have a set of unique moments.

•	 Moment invariants are invariant to translation, scaling and rotation. Therefore, 
the user can issue commands disregarding orientation of the hand.

•	 The algorithm is susceptible to noise. Most of this noise, however, is filtered at 
the gesture normalisation stage.

•	 The algorithm is moderately easy to implement and requires only an insignifi-
cant computational effort from the CPU. Feature extraction, as a result, can be 
progressed rapidly and efficiently.

•	 The first four moments, Φ1, Φ2, Φ3, and Φ4 are adequate to represent a gesture 
uniquely and hence result in a simple feature vector with only four values.

In 2005, the author successfully used moment invariants for classifying hand ges-
tures to control consumer electronics with extremely high accuracy. This was partly 
due to the fact that selection of specific ten gestures resulted in a distinctive set of 
gestures which achieved good classification scores with Hu moments. The system 
was classified using a Neural Network approach [57]. Table 4.3 highlights the rec-
ognition accuracy for different hand gestures.

Table 4.3   Some hand gestures and their corresponding classification scores
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Feature extraction plays the most prominent role in any classification problem. 
Hand gesture recognition is no exception. Over the years, researchers have use d 
basic Fourier descriptor to exotic versions of Fourier descriptors such as Elliptic 
Fourier descriptors to modified Fourier descriptors to remove the limitations of fea-
ture extractions. Yet, poor results in classification further drove them to HOG to KL 
transform in an effort to robustly classify gestures. The authors personal involve-
ment in developing a feature extraction method based on Hu moments improved 
the classification of hand postures significantly that resulted in a pioneering gesture 
controlled interface for home entertainment.
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Hand gestures recognition goals can only be fulfilled when gesture isolation is cou-
pled with an effective feature extraction followed by highly efficient classification. 
In the context of machine vision, feature extraction and classification can be jointly 
called pattern recognition in which, previous known patterns are matched with a 
query gesture.

In hand gesture recognition, separating any input gesture into a pre-assigned 
class suggest that the classification problem is a multiclass classification. For any 
effort in classification to be effective, the feature extraction should have generated 
adequate conditions such that the classes cluster far apart from each other. There 
are two prominent ways of solving the classification problem: linear and nonlinear. 
Linear classification approach involving more than two classes is known as a multi-
class linear classification which would be discussed in detail in this chapter.

It is quite difficult to identify any classification problem as linear or non-linear 
without observing the feature data. As an example, moment invariant features usu-
ally leads to non-linear classification as the features would visibly not cluster as 
separable. If some gestures are removed, it is always feasible to find a linear clas-
sifier that separates gestures. When assessing the features’ likelihood of belonging 
to different clusters in classification, it is imperative to use metrics to ascertain the 
affinity of data to clusters. Given that many features are multi-dimensional in hand 
gesture recognition, simple thresholding will not be effective. Fortunately, there is a 
large number of metrics that handle multi-dimensional data offering different types 
of distance metrics that will also be visited in this chapter. This will be followed by 
an in-depth view of both linear and nonlinear techniques in classification especially 
related to hand gesture recognition.

One important aspect in classification is to concisely represent extracted fea-
tures. This is due to the fact that features extracted usually contain correlation which 
is not possible to foresee. There are many methodologies out there that decouple 
this redundant information and represent the feature data more elegantly. This can 
be achieved by decorrelating data using Eigen vectors and Karhunen Loeve Trans-
form which are used in Support Vector Machines (SVM) or Principal Component 
Analysis (PCA). 
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In image processing, there is evidence of a long history in classification. Some of 
these classification approaches are related to classifying remote sensing data where 
images obtained by satellites or high-altitude aircrafts classifying data as vegeta-
tion, built-up areas or as waters. In hand gesture recognition, however, the gesture is 
fairly well-defined. The variability lies in size, the skin color, and lighting variation, 
movement of the hand and the other body movements. Therefore, even though the 
hand gesture is well-defined, the user may offer gestures which are quite similar 
to other gestures or some of the other variablities will result in capturing a hand 
gesture looking similar to a different gesture. This undoubtedly led to complica-
tions and limits the number of gestures a system can recognize with an acceptable 
accuracy.

Since all classification methods make use of one or multiple distance metrics 
for declaring class affinity, in depth knowledge of the leading distance metrics will 
enhance the understanding of the new researchers. Next few sections will describe 
most of the known distance metrics which are commonly associated with hand ges-
ture recognition.

5.1 � Distance Metrics

Classification is the process of finding a data point of set of data points to an-
other set of cluster representative data points. Since the affinity can be thought 
of as a distance in multi-dimensional space, measurement of these distances has 
a prominent role in any type of classification. There are many different notions 
of distance measure based on the context of the problem from biological cell 
growth to tornado prediction. Some of the prominent and widely used metrics are 
described next.

5.1.1 � Euclidean Distance

Historically, Euclidean distance which was famously conceived by Euclidean 
provides the best direct measure between two points in multiple dimensions. The 
original distance was calculated using the Pythagorean triads [1, 2]. Consider two 
vectors with n-dimension; V1(a1, a2, a3, a4,… an), V2(b1, b2, b3, b4,… bn). There Eu-
clidean distance is measured as:

2 2 2 2 2
1 1 2 2 3 3 4 4( ) ( ) ( ) ( ) ( )Euclid n nD a b a b a b a b a b= − + − + − + − +…+ −

and is the simplest form of distance measures used by a vast number of applications.
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5.1.2 � Manhattan Distance

This metric is also known as the City Block Distance assumes that in going from 
one vector to the other, it is only possible to travel directly along grid lines avoid-
ing diagonal moves as illustrated in Fig. 5.1. Therefore the Manhattan distance is 
given by:

Manhattan 1 1 2 2 3 3 4 4 n nD a b a b a b a b a b= − + − + − + − +…+ −

5.1.3 � Chebyshev Distance

Concieved by Pafnuty Chebyshev, Chebyshev distance (or Tchebychev distance), 
Maximum metric is a metric defined on a vector space where the distance between 
two vectors is the greatest of their differences along any coordinate dimension 
[3, 4]. It is also known as chessboard distance, since in the game of chess, the mini-
mum number of moves needed by a king to go from one square on a chessboard 
to another equals the Chebyshev distance between the centers of the squares. If the 
squares have side length one, as represented in 2-D spatial coordinates with axes 
aligned to the edges of the board [5].

Fig. 5.1   Two dimensional 
view of Manhattan distance. 
Green line shows Euclidean 
distance where as Red, Blue 
and Yellow all show different 
Manhattan distance of the 
same value

 



108 5  Effective Hand Gesture Classification Approaches

The metric is defined as:

1 1 2 2 3 3 4 4max( ,  ,  ,  ,  )Chebyshev n nD a b a b a b a b a b= − − − − … −

Figure 5.2 illustrates the Chessboard Distance, the metric assumes that moves can 
be made on the pixel grid as a ‘King’ making moves in chess, i.e. a diagonal move 
counts the same as a horizontal move.

5.1.4 � Minkowski Distance

The Minkowski distance is a superset metric or a metric that can describe Euclidean, 
Manhattan and Chebyshev metrics as special cases. The definition is given by the 
following expression for a two vectors with dimension of n:

D a b a b a b a b a bMinkowski

p p p p n n p P
= − + − + − + − + + −( )1 1 2 2 3 3 4 4

1

…

Minkowski distance reduces to Euclidean distance when p = 2 and Manhattan dis-
tance when p = 1. It also reduces to Chebyshev distance when p reaches infinity as 
a limiting case described by:

D a b a bChebyshev

n

i
i i p i i

i

n p p

= − = −








= →∞

=
∑max lim

1
1

1

Fig. 5.2   The Chebyshev 
distance between two spaces 
on a chess board gives 
the minimum number of 
moves a king requires to 
move between them. This 
is because a king can move 
diagonally, so that the jumps 
to cover the smaller distance 
parallel to a rank or column 
is effectively absorbed into 
the jumps covering the larger. 
Above are the Chebyshev 
distances of each square from 
the square f6
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It is interesting to notice that the Manhattan and Chebyshev metrics can be comput-
ed faster than the Euclidean metric so that applications relying on speed can make 
use of Chebyshev when the accuracy is not critically important.

5.1.5 � Mahalanobis Distance

The Mahalanobis distance is a descriptive statistic that provides a relative measure 
of a data point’s distance (residual) from a common point. It is a unitless measure 
introduced by P. C. Mahalanobis in 1936 [6]. The Mahalanobis distance is used to 
identify and gauge similarity of an unknown sample set to a known one. It differs 
from Euclidean distance in that it takes into account the correlations of the data set 
and is scale-invariant. The distance measure is given by:

D CMahalanobis
T= − −−( ) ( ).a b a b1

Where Covariance Matrix of a and b defined by

C
a b

n
i i

i

n

=
− −

−=
∑ ( )( )a b

11

The foundation of Mahalanobis measure can be understood by considering a clas-
sification problem. If given a point in n-dimensional space where its class affinity 
is in question, one would first estimate the average of the centre of mass of some 
given sample points whose class affinity is known. In determining the class affinity, 
the first logical step would be to the average or center of mass of the sample points. 
Intuitively, the closer the point in question is to this center of mass, the more likely 
it is to belong to the set.

However, it is important to know if the set is spread out over a large range 
or a small range. This would decide whether a given distance from the center is 
noteworthy or not. The simplistic approach is to estimate the standard deviation 
of the distances of the sample points from the center of mass. If the distance 
between the test point and the center of mass is less than one standard deviation, 
then it can be concluded that it is highly probable that the test point belongs to 
the set. The further away it is, the more likely that the test point should not be 
classified as belonging to the set. This intuitive approach can be made quantita-
tive by defining the normalized distance between the test point and the set. This 
can be used in the normal distribution to derive the probability of the test point 
belonging to the set.

The drawback of the above approach was that it was assumed that the sample 
points are distributed about the center of mass in a spherical manner. Were the dis-
tribution to be decidedly non-spherical, for instance ellipsoidal, then the probability 
of the test point belonging to the set would depend not only on the distance from the 
center of mass, but also on the direction. In those directions where the ellipsoid has 
a short axis the test point must be closer, while in those where the axis is long the 
test point can be further away from the center.
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Founding this on a mathematical basis, the ellipsoid that best represents the 
set’s probability distribution can be estimated by building the covariance matrix 
of the samples. The Mahalanobis distance is simply the distance of the test point 
from the center of mass divided by the width of the ellipsoid in the direction of 
the test point.

In order to use the Mahalanobis distance to classify a test point as belonging to 
one of n classes, the covariance matrix has to be estimated for each class, usually 
based on samples known to belong to each class. This would be followed by com-
puting the Mahalanobis distance from the test sample to each class. The minimum 
Mahalanobis distance would indicate the class affinity of the test sample.

As described in Chap. 4, the most important step in hand gesture recognition is 
the ability to capture unique features representing a unique gesture yet with enough 
robustness such that other users may offer the gesture with some variability. The 
system should be able to resolve the difference among different gestures yet be 
able to capture the common traits of the unique gesture offered by the same user at 
different times and the gestures offered by different users with different skin colors 
under different lighting conditions. Armed with the knowledge of various metrics 
for assessing the effectiveness of classification approaches, the next sections of this 
chapter will present in-depth discussion on linear and nonlinear classifications al-
gorithms for developing a better insight for effective classification in hand gestures 
recognition.

5.2 � Linear vs Nonlinear Classification Approaches

Shape classification problem in computer vision is known to be a more difficult 
problem than any other classification problem as the features which are extracted 
from shapes sometimes can result in very high dimensions. Humans are capable of 
visualizing up to three dimensions at a time however; very high dimensions usu-
ally leave the human user without any insight into high dimensionality of the clas-
sification problem. As shown in the example of Fig. 5.3, the red straight broken 
line can separate two data types with some error. The data encircled with the red 
broken circle will be misclassified. However, if this error is acceptable, the system 
can make use of a simple linear classifier. The common approach to classification 
problem is to start with some linear approaches and classify the data. If such clas-
sification results in error, then it can be assumed that the problem needs a non-linear 
classification approach to lower misclassification.

There are other instances where noise in the data (features) simply complicates 
the classification problem. Considering a simple hypothetical scenario of two lin-
early separable classes with added noise; it might be that a particular training set is 
not linearly separable due to the noise, but that no nonlinear classifier can generalize 
better than a linear one (e.g. one could simulate data such that a linear shift was the 
true underlying difference between the classes). If a system that is trained to classify 
with linear classifier fails to separate one class from the rest, then the system needs 
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to be non-linear in order to solve the problem. Alternatively, non-cross-validated 
measures that balance accuracy and complexity such as Bayesian model evidence 
could be used. When moving onto a non-linear solution, the improvement in ac-
curacy should justify the use of a more complicated model that would also result in 
non-realtime classification especially in hand gesture recognition [7–14]. Figure 5.4 
(left) indicates certain data distribution where linear classification whereas (right) 
indicates that a nonlinear approach is more suitable.

5.2.1 � Linear Classifiers

Classification is the pivotal step in computer vision where a machine interprets the 
final outcome of any shape recognition. In applications such as face recognition, 

Fig. 5.3   Red straight line 
indicates a linear bound-
ary that can separate two 
classes with some errors. If 
this linear classifier is used, 
data in the circle will be 
misclassified

 

Fig. 5.4   Different data distribution requires different classification approaches [7]
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emotion detection or gesture recognition, the hurdle that limits success of any clas-
sification is the high dimensionality associated with large number of features need-
ed to be extracted for improved classification. In order to handle data effectively 
and efficiently, its dimensionality needs to be reduced. Dimensionality reduction 
does not simply result in low dimensionality but leads to efficient, meaningful rep-
resentation of reduced dimensionality. These lower dimensions now contain mini-
mum number of features needed to represent the observed properties of the data. 
Dimension reduction techniques facilitate classification and compression of high-
dimensional data. Principal Component Analysis (PCA) and Linear Discriminant 
Analysis (LDA) are very powerful techniques for dimension reduction and feature 
extraction. Many applications use these techniques for recognition purposes espe-
cially in face recognition where LDA plays a very important roll but its performance 
get effected if there are less number of observation as compare to the dimensionality 
of the given samples [15]. PCA is being used so that LDA performance will not get 
degraded due to small sample size problem. As many recognition systems use PCA 
(Principal components analysis) [16, 17, 18]. PCA is an effective method which 
can reduce the dimensionality of the data and can effectively extract the required 
information of the image. It provides data which has no redundancy as Gabor filter 
wavelet are not orthogonal wavelets. In case of image processing the complexity 
of grouping the images can be reduced. As among other dimension reduction meth-
ods, PCA is the fastest algorithm which will reduce the time complexity [19]. PCA 
also has good performance for a small data set. Linear discriminant analysis (LDA) 
and the related Fisher’s linear discriminant are methods used in statistics, pattern 
recognition and machine learning to find a linear combination of features which 
characterizes or separates two or more classes of objects or events. The resulting 
combination may be used as a linear classifier or, more commonly, for dimensional-
ity reduction before the final classification stage. LDA maps data from one dimen-
sion to another dimensional space wither the between class scatter is maximized 
while minimizing within class scatter as shown in Fig. 5.5.

Fig. 5.5   LDA helps to classify data by maximizing the between class scatter and minimizing 
within class scatter when mapped to a different dimension
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LDA is also closely related to principal component analysis (PCA) and factor 
analysis in that they both look for linear combinations of variables which best ex-
plain the data [13]. LDA explicitly attempts to model the difference between the 
classes of data. PCA on the other hand does not take into account any difference in 
class, and factor analysis builds the feature combinations based on differences rather 
than similarities. Discriminant analysis is also different from factor analysis in that 
it is not an interdependence technique where a distinction between independent vari-
ables and dependent variables (also called criterion variables) must be made prior to 
classification. LDA is a parametric method based on unimodal Gaussian likelihoods. 
If LDA is used on distributions which are significantly non-Gaussian, the LDA pro-
jections may not preserve complex structure in the data needed for classification. 
Therefore, it is imperative that the user develops adequate knowledge about the fea-
ture distribution before any classification. This does not discourage a user from at-
tempting to classify data using LDA involved approaches. In case the classification 
results are poor, non-Gaussian distributions may hold keys for its demise.

LDA’s use ’can be better appreciated by looking at its performance in face recog-
nition. In computerized face recognition, each face is represented by a large number 
of pixel values. Linear discriminant analysis is primarily used here to reduce the 
number of features to a more manageable number before classification. Each of 
the new dimensions is a linear combination of pixel values, which form a tem-
plate. The linear combinations obtained using Fisher’s linear discriminant are called 
Fisher faces, while those obtained using the related principal component analysis 
are called Eigenfaces. The ability for LDA to outperform PCA is shown in Fig. 5.6 
for a multi-class problem.

If the number of classes is more than two, then a natural extension of Fisher 
Linear discriminant exists using multiple discriminant analysis [20]. As in two-class 
case, the projection is from high dimensional space to a low dimensional space and 
the transformation suggested still maximize the ratio of intra-class scatter to the 
inter-class scatter [8]. But unlike the two-class case, the maximization should be 
done among several competing classes.

Fig. 5.6   From the 3D scatter plots it is clear that LDA outperforms PCA in terms of class discrimi-
nation, courtesy of [13]
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5.2.1.1 � Fisher’s Discriminant for Multiple Classes

Linear Discriminant Analysis, or simply LDA, is a well-known classification tech-
nique that has been used successfully in many statistical pattern recognition prob-
lems as was stated earlier. It was developed by Ronald Fisher, who was a professor 
of statistics at University College London, and is sometimes called Fisher Discrimi-
nant Analysis (FDA). The primary purpose of LDA is to separate samples of distinct 
groups by transforming the data to a different space that is optimal for distinguish-
ing between the classes. In case of multiple classes, FDA can be extended to find a 
subspace which appears to contain all of the class variability. Assuming that each 
of C classes has mean μi and the same covariance ∑ and the number of features is 
greater than the number of classes. Then the between class variability can be de-
fined by the sample covariance of the class means such that

1

1
( )( )

C T
i iib C =

= − −∑ ∑ µ µ µ µ

Where μ is the means of the class means and class mean is defined as follows:
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the corresponding Eigenvalue. If b
−∑ ∑1  is diagonalizable, the variability between 

features will be contained in the subspace spanned by the Eigenvectors correspond-
ing to the C-1largest Eigenvalues. These eigenvectors are primarily used in feature 
reduction, as in PCA. The eigenvectors corresponding to the smaller Eigenvalues 
will tend to be very sensitive to the exact choice of training data, and it is often 
necessary to use regularization.

In practice, the class means and covariances are not known but can be estimated 
from the training set. Either the maximum likelihood estimate or the maximum a 
posteriori estimate may be used in place of the exact value in the above equations. 
Although the estimates of the covariance may be considered optimal in some sense, 
this does not mean that the resulting discriminant obtained by substituting these val-
ues is optimal in any sense, even if the assumption of normally distributed classes 
is correct.

Another complication in applying LDA and Fisher’s discriminant to real data 
occurs when the number of observations of each sample does not exceed the number 
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of samples [13]. In this case, the covariance estimates do not have full rank, and so 
cannot be inverted. There are a number of ways to deal with this. One is to use a 
pseudo inverse instead of the usual matrix inverse in the above formulae. However, 
better numeric stability may be achieved by first projecting the problem onto the 
subspace spanned by [21].

5.2.1.2 � Multiclass Perceptron Classifier

In machine learning, the perceptron is an algorithm for supervised classification 
of an input into one of several possible non-binary outputs. It is known as a type 
of linear classifier as the classification algorithm makes its predictions based on a 
linear predictor function combining a set of weights with the feature vector describ-
ing a given input using the delta rule. The learning algorithm for perceptrons is an 
online algorithm, in that it processes elements in the training set one at a time. The 
perceptron algorithm was conceived in 1957 Frank Rosenblatt [22].

Even though, it was conceived as a two-class linear classifier, it has been ex-
tended to multiclass classification. Perceptron can be considered as the simplest ex-
ample of Neural Network which would be discussed under nonlinear classification. 
The perceptron defines a hyperplane that split the representation space into two 
parts when handling two classes. Figure 5.7 shows a typical two-class problem with 
clear separation between classes and Fig.  5.8 shows the perceptron input-output 
relationship including all its intermediary functions.

Figure 5.9 depicts the online algorithm for two class-case where misclassifica-
tions are corrected continuously resulting in better classification results and Fig. 5.9 
shows a commonly used activation function in perceptron classifier (Fig. 5.10).

Fig. 5.7   A simple two class 
problem with clear class 
separation

 

Fig. 5.8   Perceptron input/
output relationship with 
weights, thresholds and acti-
vation functions
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In multiclass perceptron algorithm, the classification starts with zero weights. 
Then each training vector is used one at a time and output is evaluated as follows:
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If the output generates the correct classification, no adaptations of weights are car-
ried out. However, if the classification is wrong, the score of the wrong weights are 
adjusted as follows:

w w f xy y= − ( ).

The weights of the correct answer are increased such that:

w w f xy y* * ( ).= +

Fig. 5.9   Rosenblatt perceptron algorithm for two class classification [22]

 

Fig. 5.10   A typical acti-
vation function: hyper-
bolic tangent function 
given by the expression 
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The perceptron learning algorithm does not terminate if the learning set is not lin-
early separable. If the vectors are not linearly separable learning will never reach 
a point where all vectors are classified properly. The most famous example of the 
perceptron’s inability to solve problems with linearly nonseparable vectors is the 
Boolean exclusive-OR problem. The solution spaces of decision boundaries for all 
binary functions and learning behaviors are studied in the reference [23].

In the context of artificial neural networks, a perceptron is an artificial neuron 
using the Heaviside step function as the activation function. The perceptron algo-
rithm is also termed the single-layer perceptron, to distinguish it from a multilayer 
perceptron, which is a misnomer for a more complicated neural network. As a 
linear classifier, the single-layer perceptron is the simplest feedforward neural 
network.

5.2.1.3 � Linear Support Vector Machine (SVM)

Linear support vector machines are supervised learning models with associated 
learning algorithms that analyze data and recognize patterns, used for classification 
and regression analysis. The basic SVM takes a set of input data and predicts, for 
each given input, which of two possible classes forms the output, making it a non-
probabilistic binary linear classifier [24]. Given a set of training examples as shown 
in Fig.  5.11, each marked as belonging to one of two classes; an SVM training 
algorithm builds a model that assigns new examples into one category or the other. 
An SVM model is a representation of the examples as points in space, mapped so 
that the examples of the separate categories are divided by a clear gap that is as wide 
as possible. New examples are then mapped into that same space and predicted to 
belong to a category based on which side of the gap they fall on.SVM are based on 
statistical learning theory and have the aim of determining the location of decision 
boundaries that produce the optimal separation of classes [25].

As shown in Fig. 5.11 and 5.12, SVMs maximize the margin around the sepa-
rating hyperplane. The decision function is fully specified by a subset of training 
samples, the support vectors. SVM has been found attractive by researchers as it is 
known as a quadratic programming problem with application found in hand gesture 
recognition [26–32], and text classification methods [33–37]. These applications 

Fig. 5.11   When two classes 
can be separated using 
multiple decision boundaries, 
SVM determines the separa-
tion boundary in the most 
efficient way
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are mainly feasible due to SVM’s natural ability to handle large dimensional data 
with high accuracy and high flexibility with sparse representation of the solution 
using support vectors. They are also capable of making future predictions quickly 
without the need for probability estimates of data. Hence, they are also known as 
hard classifiers separated by Hyperplanes.

If the problem being investigated is separable and linear in two dimensions, a 
straight line can be found as discussed above. However, for higher dimensions, 
hyperplances need to be found by linear programming such as perceptrons. They 
can be expressed as straight lines given by ax + by = c. Support vectors are the ele-
ments of the training set that would change the position of the dividing hyper plane 
if removed. Support vectors are also the critical elements of the training set and the 
problem of finding the optimal hyper plane is an optimization problem and can be 
solved by optimization techniques (use Lagrange multipliers to get into a form that 
can be solved analytically).

In the case of a two-class pattern recognition problem in which the classes are lin-
early separable, the SVM selects from among the infinite number of linear decision 
boundaries the one that minimizes the generalization error. Thus, the selected decision 
boundary will be one that leaves the greatest margin between the two classes, where 
margin is defined as the sum of the distances to the hyperplane from the closest points 
of the two classes [38–54]. This problem of maximizing the margin can be solved using 
standard Quadratic Programming (QP) optimization techniques. The data points that 
are closest to the hyperplane are used to measure the margin; hence these data points are 
termed ‘support vectors’. Consequently, the number of support vectors is small [25].

If the two classes are not linearly separable, the SVM tries to find the hyperplane 
that maximizes the margin while, at the same time, minimizing a quantity propor-
tional to the number of misclassification errors. The trade-off between margin and 
misclassification error is controlled by a user-defined constant [38]. SVM can also 
be extended to handle non-linear decision surfaces.

SVM were initially designed for binary (two-class) problems. When dealing 
with multiple classes, an appropriate multi-class method is needed. Vapnik in 1995 
suggested comparing one class with the others taken together [25]. This strategy 
generates n classifiers, where n is the number of classes. The final output is the class 
that corresponds to the SVM with the largest margin, as defined above. For multi-

Fig. 5.12   Maximizing the 
separation between classes 
using support vectors [33]
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class problems one has to determine n-hyperplanes. Thus, this method requires the 
solution of n QP optimization problems, each of which separates one class from the 
remaining classes. This strategy can be described as ‘one against the rest’.

A second approach is to combine several classifiers (‘one against one’) to per-
form pair-wise comparisons between all n classes [55]. Thus, all possible two-class 
classifiers are evaluated from the training set of n classes, each classifier being 
trained on only two out of n classes, giving a total of n( n-1)/2 classifiers. Applying 
each classifier to the test data vectors gives one vote to the winning class. The data 
is assigned the label of the class with most votes. The results of a recent analysis of 
multi-class strategies are provided by Hsu and Lin [56].

SVM for Multiclass Classification  Multiclass SVM aims to assign labels to 
instances by using support vector machines, where the labels are drawn from a 
finite set of several elements. The dominant approach for doing so is to reduce the 
single multiclass problem into multiple binary classification problems. Originally, 
SVMs were developed for binary classification. However, applications of binary 
classification are very limited especially in remote sensing land cover classification 
where most of the classification problems involve more than two classes. A number 
of methods to generate multiclass SVMs from binary SVMs have been proposed by 
researchers and is still a continuing research topic.

Instead of creating many binary classifiers to determine the class labels, this 
method attempts to directly solve a multiclass problem [48, 57, 58]. This is achieved 
by modifying the binary class objective function and adding a constraint to it for 
every class. The modified objective function allows simultaneous computation of 
multiclass classification and is given by [59] as shown next:
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Where yi ∈ {1,…, M} are the multiclass labels of the data vectors and r ∈ 

{1,…, M}/yi are multiclass labelling excluding yi [25].
Lee et al. and Schölkopf and Smola showed that the results from this method and 

the one-against-the-rest are similar [57–59]. However, in this approach, the optimi-
zation algorithm has to consider all the support vectors at the same time. Therefore, 
it may be able to handle massive data sets but the memory requirement and thus, 
the computational time requirements may be very high. To summarize, it may be 
said that the choice of a multiclass method depends on the problem in hand. A user 
should consider the accuracy requirement, the computational time, the resources 
available and the nature of the problem. For example, the multiclass objective func-
tion approach may not be suitable for a problem that contains a large number of 
training samples and classes due to the requirement of large memory and extremely 
long computational time.
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5.2.2 � NonLinear Classifiers

When class clusters cannot be separated effectively by a straight line, the problem 
becomes a nonlinear classification problem. This is illustrated in Fig. 5.13.

In some nonlinear classification approaches such as SVM (nonlinear SVM), 
nonlinear feature space is mapped to a linear space before classification. This is 
popularly known as the ‘Kernal Trick’. Figure 5.14 shows that the ‘red’ dots can 
be separated from ‘green’ squares easily when the data is mapped into a different 
dimension using a single threshold.There are other techniques such as Artificial 
Neural Networks (ANN) where no such transformation is required. As would be 
discussed in details in this chapter, ANN has been shown to be very effective in 
classifying known objects or hand gestures when effective features are extracted 
and adequately trained with sample data. Hidden Markov Models (HMM) have 
been increasingly being used in hand gesture recognition for its ability to describe 
postures and gestures as incremental steps which is not possible with many other 
classification approaches. K Nearest Neighbor method has also been extremely 
popular as a general nonlinear classification approach when ample amount of sam-
ple data or feature data are available. However, this is also plagued by its tendency 
to result in long processing time when large amount of sample data is available.

Fig. 5.13   Nonlinear classi-
fiers have nonlinear and pos-
sibly discontinuous decision 
boundaries [77]

 

Fig. 5.14   Projecting data that 
is not linearly separable into 
a higher dimensional space 
can make it linearly separable 
[60]
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5.2.2.1 � Non Linear SVM

The approach in nonlinear SVM is to map nonseparable data onto higher dimen-
sions so that they are linearly separable as shown in Fig. 5.15. As depicted here, the 
red data cannot be effectively separated from the blue data in dimension x. When 
this data mapped to a higher dimension such that x x x{ , }2 , a linear separator can 
be found now to classify the data as shown on the bottom of the Fig 5.16. As would 
be obvious, such mapping could be extremely costly if the mapping for instance 
results in a quadratic space x x x x x x x xD 1

2 2
2

2
1 2 1 3, ,… …{ }. This leads to additional 

features and to inefficiency. The problem can be avoided by using Kernels approach 
which is extensively discussed in [62].

In many practical cases, it is not quite obvious as to what transform would result 
in a linear separable problem. SVM is a supervised learning method which is also 
a linear classifier that maximizes the distance between the decision lines. The main 
advantage of SVM is that it can use kernels for non-linear data transformation to 
cluster data into more separable ones in a new feature space as shown in Fig. 5.17. 
The main principle behind using SVM is to divide the given data into two distinct 
categories and then to get hyper-plane to separate the given classes.

Fig. 5.15   Nonlinear Clas-
sification problem that can 
be attempted by nonlinear 
SVM [61]

 

Fig. 5.16   Data can be mapped to a higher dimension for easy separation using SVM [59]
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Mathematically the well-known ‘kernel trick’ which brings a nonlinear problem 
to a linear one with ease can be describe as follows. Kernel-methods first preprocess 
the data by a certain non-linear mapping Φ and then apply the same linear algorithm 
as before but in the image space of Φ . (cf. Fig. 5.17 for an illustration). More for-
mally the following mapping :  N εΦ →  is performed.

x xΦ( )

to the data x xM1,… ∈ℵ and consider our algorithms in ε  instead of χ . The sample 
is preprocessed as

{ }1 1( ( ), ), , ( ( ), ) (   y) .M
M Mx y x y εΦ … Φ ⊆ ×

In certain applications, there would be sufficient knowledge about problem in hand 
such that an appropriate Φ  can be designed [63, 64]. The mapping should be simple 
enough so that ε  will not be overly high dimensional leading to a feasible mapping. 
Similar notions are attempted in (single hidden layer) neural networks [65], radial 
basis networks [66] or Boosting algorithms [67], where the input data are mapped 
to some representation given by the hidden layer, the RBF bumps or the hypotheses 
space, respectively [68]. One of the key advantages of kernel-methods is that a suit-
ably chosen Φ results in an algorithm that has powerful nonlinearities but is still 
very intuitive and retains most of the favorable properties of its linear input space 
version.

Besides being useful tools for the computation of dot-products in high- or in-
finite-dimensional spaces, kernels possess some additional properties that make 
them an interesting choice in algorithms. It was shown [69] that using a particular 
positive definite kernel correspond to an implicit choice of a regularization opera-
tor. For translation-invariant kernels, the regularization properties can be expressed 
conveniently in Fourier space in terms of the frequencies [70, 71]. For example, 
Gaussian kernels correspond to a general smoothness assumption in all kth order de-
rivatives [70]. Alternatively, using the property of correspondence, kernels match-
ing a certain prior about the frequency content of the data can be constructed so as 

Fig. 5.17   Three different views on the same two class separation problem. a A linear separation 
of the input points is not possible without errors. Even allowing misclassification of one data point 
results in a small margin. b A better separation is provided by a non-linear surface in the input 
space. c This non-linear surface corresponds to a linear surface in a feature space. Data points are 
mapped from input space to feature space by the function Φ  induced by the kernel function k [59]
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to reflect the known prior problem knowledge. Another particularly useful feature 
of kernel functions is that they are simply not restricted to kernels that operate on 
vectorial data, (e.g. Nχ =  ). In principle, it is also possible to define positive ker-
nels for e.g. strings or graphs, i.e. making it possible to embed discrete objects into 
a metric space and apply metric-based algorithms (e.g. [63, 72, 73]). Furthermore, 
many algorithms can be formulated using so called conditionally positive definite 
kernels [70, 74] which are a superclass of the positive definite kernels. They can be 
interpreted as generalized nonlinear dissimilarity measures as opposed mere scalar 
products and are also applicable in kernel PCA. More information on nonlinear 
SVM and Kernel methods can be found in the following [75–82].

A hand gesture recognition techniques using SVM is proposed by Rahman and 
Afrin [83] in which they use features extracted from the skin segmented hand pos-
tures. The hand postures are Radon transformed and Biorthogonal Transform coef-
ficients were used for multiclass SVM classification. In this usage of SVM, they 
find the optimal separating hyper plane such that error for unseen patterns is mini-
mized. They used classification for 10 gestures denoting the letters from the alpha-
bet, A, B, C, D, G, H, I, L, V, and Y. They had moderate success for their approach 
which can be summarized using the Fig. 5.18.

Chen et  al. [84] reported a 3 camera angle image capture system that used 3 
SVM classifiers for each angle that voted and fused the classification results. Their 

Fig. 5.18   SVM based hand 
gesture recognition, courtesy 
of Rahman et al. [83]
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system was very sophisticated yet lacked proper feature extraction. They used a 
grayscale histogram equalized images and used a binary classification in the train-
ing phase with radial basis functions set as kernel functions. The reported perfor-
mance accuracy was limited to be around 80 % with large misclassification in some 
gesture classes.

5.2.2.2 � Nearest Neighbor Classification

K-nearest neighbors (KNN) is a classification (or regression) algorithm that in order 
to determine the classification of a point, group affiliations of the nearest neigh-
bors are considered. It is a non-parametric method for classifying objects based 
on closest training examples in the feature space. It is also known as a supervised 
classification technique as the membership of the other class members (points) is 
known. KNN is a type of instance-based learning, or lazy learning where the func-
tion is only approximated locally and all computation is deferred until classifica-
tion. Many early work in pattern recognition relied on k-nearest neighbor algorithm 
as it is one of the simplest classification algorithms. In this classification, an object 
is classified by a majority vote of its neighbors, with the object being assigned to the 
class most common amongst its k nearest neighbors ( k is a positive integer, typically 
small). If k = 1, then the object is simply assigned to the class of that single nearest 
neighbor as shown in Fig. 5.19 [85]. Many early work on hand gesture recognition 
relied on KNN as it was highly effective inductive inference method for noisy train-
ing data and complex target functions. The target function or data points for a whole 
space may be described as a combination of less complex local approximations. The 
learning process is a simple and straight forward even though the classification is 
time consuming. Large number of data points could result in extremely high dimen-
sions known as curse of dimensionality.

Fig. 5.19   KNN Algorithm. Two classes shown in red circles and blue squares on the top diagram. 
For a given query point q (shown in *), assign the class of the nearest neighbor. Compute the k 
nearest neighbors and assign the class by majority vote [86]
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It can be useful to weight the contributions of the neighbors, so that the nearer 
neighbors contribute more to the average than the more distant ones. Usually, each 
neighbor is given a weight of 1/d, where d is the distance to the neighbor. This 
scheme is a generalization of linear interpolation [86]. The neighbors are taken from 
a set of objects for which the correct classification or membership is known. This 
can be thought of as the training set for the algorithm, though no explicit training 
step is required. The k-nearest neighbor algorithm is sensitive to the local structure 
of the data [86]. Nearest neighbor rules in effect implicitly compute the decision 
boundary. It is also possible to compute the decision boundary explicitly, and to do 
so efficiently, so that the computational complexity is a function of the boundary 
complexity [87].

Algorithm  The KNN algorithm can be better understood by following how the 
classification is carried out in Fig. 5.20. The test object shown in green circle should 
be classified either to the first class of dark blue squares, light blue squares or to the 
third class of red triangles. If k = 3 (solid line circle) it is assigned to the third class 
because there are 2 triangles and only 1 dark blue square inside the inner circle. If 
k = 5 (dashed line circle) it is assigned to the first class (3 dark blue squares vs. 2 
triangles inside the outer circle).

The training examples are vectors in a multidimensional feature space, each with 
a class label. The training phase of the algorithm consists only of storing the feature 
vectors and class labels of the training samples.

In the classification phase, k is a user-defined constant, and an unlabeled vector 
(a query or test point) is classified by assigning the label which is most frequent 
among the k training samples nearest to that query point. A commonly used distance 
metric for continuous variables is Euclidean distance which can be calculated using 
the following expression of Euclidean distance minimization:
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For discrete variables, such as for text classification, another metric can be used, 
such as the overlap metric (or Hamming distance). Often, the classification accu-

Fig. 5.20   KNN example 
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racy of KNN can be improved significantly if the distance metric is learned with 
specialized algorithms such as Large Margin Nearest Neighbor or Neighborhood 
components analysis.

One of the major drawbacks in KNN is its inability to handle uneven class distri-
bution of data. If one class tends to have more data than another class, the “majority 
voting” results in poor or misclassification. Samples of a more frequent class tend to 
dominate the prediction of the new sample, because they tend to be common among 
the k nearest neighbors due to their large number [87]. One way to overcome this 
problem is to weight the classification, taking into account the distance from the test 
point to each of its k nearest neighbors as was mentioned before. The class of each 
of the k nearest points is multiplied by a weight proportional to the inverse of the 
distance from that point to the test point as was mentioned before. K- means nearest 
neighbor can handle some of these drawbacks.

5.2.2.3 � K-Means Nearest Neighbor Classification

K-means is a clustering algorithm that tries to partition a set of points into K clus-
ters such that each point belongs to the cluster with the nearest mean, serving as a 
prototype of the cluster as shown in Fig. 5.21. It is an unsupervised classification 
technique unlike the KNN as the points have no external classification.

Given a set of observations (x1, x2, …, xn), where each observation is a d-di-
mensional real vector, k-means clustering aims to partition the n observations into 
k sets ( k ≤ n) S = {S1, S2, …, Sk} so as to minimize the within-cluster sum of squares 
(WCSS):
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Fig. 5.21   K-means nearest 
neighbor representation, 
courtesy of [88]
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Where μi is the mean of points in Si.
Since the clusters are not labeled, this technique is not commonly used in hand 

gesture recognition. However, KNN problem can be extended to incorporate clus-
ter mean instead of the k neighbors which would not require the distance to all the 
points in a classification field. Yet, it is up to individual researcher to report the 
success of such an approach.

Usage of k-Nearest Neighbor in Hand Gesture Recognition  There have been 
few attempts to use KNN as a classification means for hand gesture recognition. 
Some of these attempts used KNN in combination of probabilistic approaches. The 
main trend for using KNN is its simplicity and the intuitive sense over other tech-
niques. However, when the feature vector had multiple dimensions and the cluster-
ing in each domain was not distinctive, the researchers resorted to other methods. 
However, data or feature decorrelation techniques such as Vector Quantization can 
be used to regenerate clusters in higher dimensional space so that KNN can be more 
successful as a pattern classification technique.

Ziaie et  al. reported a classification scheme based on naïve Bayes classifier 
based on KNN with distance weighting for static hand gesture recognition [89, 90]. 
They reported a performance of 93 % accuracy for limited hand postures which 
were used in a human-robot dialog system. One of the major drawbacks of the KNN 
technique is the system is required to calculate the vector distance of the test gesture 
to all other neighbors in the system in order to select the k nearest neighbors. When 
a system has far more training data than another system, this results in unaccept-
able amount of computing time. This has resulted in discouraging many researchers 
from using KNN in pattern classification.

Vafadar and Berhad [91] reported a hand gesture recognition system based on 
spatio-temporal volume analysis technique in which hand contour extraction over 
time represented gesture paths for dynamic gesture recognition. In their approach, 
they used three types of classification methods: KNN, learning Vector Quantization 
Neural Network and back propagation neural networks. The reported that they had 
better recognition rate 96.6–99.6 % with a k value of 2 (two nearest neighbor). Kol-
lorz et al. described a hand gesture recognition technique based on depth informa-
tion from a Time of Flight camera [92]. The hand size information was extracted 
and projected on to x-y plane. The x-y data and the depth information were used in 
a KNN classification approach with 94 % accuracy for 12 gestures from 34 persons 
and a classification time of 30 ms.

5.2.2.4 � Multi Layer Neural Networks

Artificial Neural Network or simply Neural Network as they are commonly known, 
models the behavior of neurons found in all animal life. These models effectively 
represent some of the fundamental attributes of neurons such as memory and out-
puts due one or many inputs exceeding pre-assigned thresholds. Scientists have used 
this notion to mimic the fundamental behavior of neurons using building blocks 
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of mathematical functions with highly promising results. Today, there are myriad 
of scientific evidence to suggest that most non-linear classification problems have 
been attempted with Neural Networks. What has attracted the most interest in neu-
ral networks is the ability to memorize experience which is not available with many 
other classification approaches.

The artificial neural network refers to layers of inter connections between 
multiple inputs and multiple outputs. As shown in Fig.  5.22, many or one input 
may result in an output that would be used for many classification problems. The 
network nodes have the ability to remember their experience as a fundamental attri-
bute of neurons due the weight each node is associated with. There are connections 
between input and output and some architectures have feedback and feed-forward 
from different layers. Each node executes a metric on incoming input to determine 
whether the input level exceeds a threshold to pass the communication of the signal 
to the next level. As it happens with human beings, for instance, some individuals 
may develop higher threshold for pain in which case their reaction to a level of pain 
will be different to a person experiencing the same level of pain.

It would be interesting to learn the historical developments of neural networks 
and their use in engineering problems. The first step toward artificial neural net-
works came in 1943 when Warren McCulloch, a neurophysiologist, and a young 
mathematician, Walter Pitts, wrote a paper on how neurons might work. They 
modeled a simple neural network with electrical circuits. Reinforcing this concept 
of neurons and how they work was a book written by Donald Hebb and the The 
Organization of Behavior was written in 1949 which pointed out that neural path-
ways are strengthened each time that they are used [93]. As computers advanced 
into their infancy of the 1950s, it became possible to begin to model the rudiments 
of these theories concerning human thought. Nathanial Rochester from the IBM 
research laboratories led the first effort to simulate a neural network. That first 
attempt failed however, their later attempts succeeded.

φ

φ

φ

φ

Fig. 5.22   Structure of the neural network classifier (conception perspective)

 



1295.2 � Linear vs Nonlinear Classification Approaches�

In 1956 the Dartmouth Summer Research Project on Artificial Intelli-
gence provided a boost to both artificial intelligence and neural networks. One of 
the outcomes of this process was to stimulate research in both the intelligent side, 
AI, as it is known throughout the industry, and in the much lower level neural pro-
cessing part of the brain [93]. In the years following the Dartmouth Project, John 
von Neumann suggested imitating simple neuron functions by using telegraph re-
lays or vacuum tubes. Similarly, Frank Rosenblatt, a neuro-biologist of Cornell, 
began work on the Perceptron. He was intrigued with the operation of the eye of a 
fly as local level processing takes place in an eye of a fly which helps the fly to flee 
threatened. The Perceptron, which resulted from this research, was built in hard-
ware and is the oldest neural network still in use today. A single-layer perceptron 
was found to be useful in classifying a continuous-valued set of inputs into one of 
two classes. The perceptron computes a weighted sum of the inputs, subtracts a 
threshold, and passes one of two possible values out as the result. Unfortunately, the 
perceptron was limited and was proven as such during the “disillusioned years” in 
Marvin Minsky and Seymour Papert’s 1969 book Perceptrons [93].

In 1959, Bernard Widrow and Marcian Hoff of Stanford developed models they 
called ADALINE and MADALINE. These models were named for their use of 
Multiple ADAptive LINear Elements. MADALINE was the first neural network to 
be applied to a real world problem. It was an adaptive filter which eliminates echoes 
on phone lines which is still found commercial use. Unfortunately, these earlier suc-
cesses caused unsubstantiated expectations on neural networks, particularly in light 
of the limitation in the electronics available then. These fears, combined with un-
fulfilled, outrageous claims, caused respected voices to critique the neural network 
research which resulted in funding cuts to neural network based research.

This period of stunted growth lasted through 1981. In 1982 several events caused 
a renewed interest in neural networks especially when John Hopfield of University 
of California Technology presented a paper to the national Academy of Sciences. 
Hopfield’s approach was not to simply model brains but to create useful devices. 
With clarity and mathematical analysis, he showed how such networks could work 
and what they could do [93].

Pattern recognition is a powerful technique for harnessing information present in 
data for recognition purposes. Neural networks learn to recognize the patterns which 
exist in data sets. Neural network based system is developed through learning rather 
than programming. Programming needs a profound understanding of mechanisms 
when a system is developed through modeling. However, many pattern recogni-
tion problems are overly difficult to model as the pattern recognition problem can 
be thought of as in its infancy. Neural networks present the opportunity to classify 
data without in-depth knowledge of the pattern classification problem or accurate 
system modeling. Neural networks learn patterns that exist in data in a way which is 
still a mystery to the science and are also flexible in a changing environment. Rule 
based systems or programmed systems are limited to specific problems for which 
they were designed and when conditions change, they are no longer applicable. One 
of the disadvantageous of neural networks is that learning time or network training 
typically requires a long time when more training data is available. They are also 
adept at building informative models where more conventional approaches fail.
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Even though their ability to model complex interactions a mystery, neural net-
works can easily model data which is too difficult to model with traditional ap-
proaches such as inferential statistics or programming logic. Performance of neural 
networks is typically outperforms classical statistical modeling. They also have the 
ability to build models that are more reflective of the structure of the data in signifi-
cantly less time.

An ANN is typically defined by three types of parameters:

1.	 The interconnection pattern between different layers of neurons
2.	 The learning process for updating the weights of the interconnections
3.	 The activation function that converts a neuron’s weighted input to its output 

activation.
Figure 5.23 shows a diagram neural network which can be used to describe the 
mathematical relationship of input and output. Neuron’s network function or the 
output f( x) can be mathematically described using the following expression:

( )( ) ( )i ii
f x K w g x= ∑

Here, wi’s are the weights of synapses gi’s are the output function of previous layer 
and K is known as the activation function. There are few activation functions or 
transfer functions commonly use such as hyperbolic tangent functions that was de-
scribed in the 5.2.1.2.

Learning Paradigms  There are three major learning paradigms in neural network 
learning corresponding to a particular abstract learning task. These are supervised 
learning, unsupervised learning and reinforcement learning.

Supervised Learning  It can be stated that the neural networks enjoy the popularity 
that it enjoys today due to the ability to learn under supervision. In supervised learn-
ing, the system has ample pre-classified data for with corresponding inputs. The 
system uses the input and generates output and compare with the expected output. If 
the system output differs from the expected output, then the error is fed back to the 
system to adjust the weights until the outputs totally agree with the expected output 

Fig. 5.23   Input, hidden lay-
ers and output relationships 
of a neural network
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which is known as training. This feeding error backwards through the network is 
known as back-propagation. Both the Multi-Layer Perceptron and the Radial Basis 
Function are supervised learning techniques. The Multi-Layer Perceptron uses 
the back-propagation while the Radial Basis Function is a feed-forward approach 
which trains on a single pass of the data.

Some systems may need many training cycles to adequately train the system 
so that system output matches exactly with the expected outputs. Different weight 
adjustment mechanisms are employed to optimize the weights so that the weights 
converge to their optimum values quickly [94–98].

Unsupervised Learning  Unsupervised learning is used when the output is not 
expected to classify data but to group ‘similar looking’ entities together. The pri-
mary unsupervised technique is the Kohonen network which is used in cluster anal-
ysis. The advantage of the neural network for this type of analysis is that it requires 
no initial assumptions about what constitutes a group or how many groups there 
are. The system starts with a clean slate or no prior knowledge and is not biased 
about which factors should be most important [99–103]. Tasks that fall within the 
paradigm of unsupervised learning are in general estimation problems; the applica-
tions include clustering, the estimation of statistical distributions, compression and 
filtering.

Reinforcement Learning  Reinforcement learning is learning by interacting with 
an environment where input is not explicitly given as in supervised or unsupervised 
learning. The input is generated by the system by observation. The system learns 
from the consequences of its actions, rather than from being explicitly taught and 
it selects its actions on basis of its past experiences (exploitation) and also by new 
choices (exploration), which is essentially trial and error learning. The aim is to dis-
cover a policy for selecting actions that minimizes some measure of a long-term cost 
when correct decisions are rewarded and incorrect ones are penalized [104–115].

Advantages of Neural Computing  Neural networks are increasingly applied in 
many types of classification problems in divergent fields such as crop classification, 
predicting weather patterns to cell abnormalities in mammograms. The prominent 
reason for such applications is that to use neural networks for classification, no 
knowledge of underlying reasons are required as mentioned in previous sections. 
For instance, if wind speed, humidity, angle of the sun rays are determined to be 
prominent factors affecting the temperature of the air, then a neural network can be 
easily setup to predict air temperature using recorded data for training. The math-
ematical relationship among the above four factors and how they affect the tem-
perature is not required to be established to predict the temperature. If the system 
is able to predict the temperature fairly accurately (if no other factors are affecting 
the temperature significantly), then temperature can be predicted by simply mea-
suring other data without ever establishing their relationship. This example clearly 
illustrates how useful neural networks are and the reasons for their wide use in 
classification in diverse fields. It also highlights the potential knowledge vacuum in 
using neural network. The key limitation of using neural networks is its inability to 
explain the model and their relationship in a useful way.
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Learning Algorithms  Training a neural network model refers to adjusting weights 
to memorize the experience using training inputs to predict the training outputs. 
These weights are modified using different models that minimize a cost function 
to optimize the weights quickly. This approach usually uses gradient descent type 
algorithm. Expectation-maximization, non-parametric methods and particle swarm 
optimization [116], Evolutionary methods [117], gene expression programming 
[118], simulated annealing [119] are some commonly used methods for training 
neural networks.

As was mentioned in the previous section, neural networks are increasingly 
found in classification approaches due to their ability to be used as an arbitrary 
function approximation mechanism that ‘learns’ from observed data. However, a 
thorough understanding of the underlying theory is required to develop a robust 
neural network that is not overly complex and optimize its weights or training rap-
idly. The utility of artificial neural network models lies in the fact that they can be 
used to infer a function from observations. This is particularly useful in applications 
where the complexity of the data or task makes the design of such a function by 
hand impractical. Some of their usage is highlighted below:

•	 Function approximation, or regression analysis, including time series prediction, 
fitness approximation and modeling.

•	 Classification, including pattern and sequence recognition, novelty detection and 
sequential decision making.

•	 Data processing, including filtering, clustering, blind source separation and com-
pression.

•	 Robotics, including directing manipulators, prosthesis.
•	 Control, including Computer numerical control

Application areas of neural networks include system identification and control 
(vehicle control, process control, natural resources management), quantum chem-
istry [120], game-playing and decision making (backgammon, chess, poker), pat-
tern recognition (radar systems, face identification, object recognition), sequence 
recognition (gesture, speech, handwritten text recognition), medical diagnosis, fi-
nancial applications (automated trading systems), data mining (or knowledge dis-
covery in databases), visualization and e-mail spam filtering.

Artificial neural networks have also been used to diagnose several can-
cers. A NN-based hybrid lung cancer detection system named HLND improves the 
accuracy of diagnosis and the speed of lung cancer radiology [121]. These networks 
have also been used to diagnose prostate cancer. The diagnoses can be used to make 
specific models taken from a large group of patients compared to information of 
one given patient. The models do not depend on assumptions about correlations 
of different variables. Colorectal cancer has also been predicted using the neural 
networks and are known to predict the outcome for a patient with colorectal cancer 
with a higher accuracy than many clinical methods [122].

Some of the important criteria that should be exercised in developing a robust 
neural network classification system are:
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1.	 Selecting an appropriate model: The application and the data (number of input 
parameters and output parameters) will determine this. Selecting complex mod-
els will take extremely long time to train and may never be optimized.

2.	 Learning algorithm: There are numerous trade-offs between learning algorithms. 
Almost any algorithm will work well with the correct hyper parameters for train-
ing on a particular fixed data set. However selecting and tuning an algorithm for 
training on unseen data requires a significant amount of experimentation.

3.	 System robustness: If the model, cost function and learning algorithm are 
selected appropriately the resulting neural network can be extremely robust.

Neural Network Classification for Hand Gesture Recognition  In 2005, Prema-
ratne et  al. proposed a neural network based hand gesture recognition approach 
where invariant moments of binarized gesture images were used with extremely 
high accuracy for limited set of gestures [123]. The proposed neural network is a 
backpropagation network as shown in Fig. 5.24. In this particular network, the input 
vectors (the sample set of hand gestures) and the target vectors (the corresponding 
commands set) were used to train the network until it can approximate a function 
between the input and the output. There were a number of neuron layers between 
the input and the output. Each layer contains a number of nodes whose properties 
were characterized by a weight matrix W, a bias vector b and a transfer function f. 
Some popular transfer functions or activation functions used for testing were Log-
Sigmoid transfer function, Tan-Sigmoid transfer function and linear transfer func-
tion [94].

In this design, there were only three layers due to the limited number of hand 
gestures to be classified. More complex network could possibly be designed and 
implemented, but it was not practical and necessary for this particular project. The 
first layer, i.e. the hidden layer 1, contained four nodes and it used the tansig transfer 
function. The second layer, i.e. the hidden layer 2, contained three nodes which used 
the purelin transfer function. This implied that the network could have had more 
hidden layers, but it was not necessary and practical for this particular project. The 

Fig. 5.24   Structure of the neural network classifier (implementation perspective)
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last layer, i.e. the output layer, consisted of ten nodes and it used the logsig transfer 
function. Each of the above activation functions encompassed different properties 
and is illustrated in Fig. 5.25.

Purelin activation function is given by f x x( ) = , and the tansig is given by 
f x

e x
( ) =

+
−−

2

1
12  whereas logsig is expressed as f x

e x
( ) =

+ −

1

1
.

The input was the set of moment invariant values derived from the sample set 
of hand gestures. The output was the target set of commands corresponding to each 
gesture. Some recent work on hand gesture recognition using neural networks can 
be found here [124–127].

5.2.2.5 � HMM for Hand Gesture Classification

Hidden Markov Model (HMM) is a collection of finite states connected by tran-
sitions [128]. Each state is characterized by two sets of probabilities: a transi-
tion probability and either a discrete output probability distribution or continuous 
output probability density function which given the state, defines the condition 
probability of emitting each output symbol from a finite alphabet or a continuous 
random vector [129].

The use of Hidden Markov Model for hand gesture recognition stems from 
HMM’s ability to successfully modeling speech recognition. The similarities 
between speech and gesture suggest that techniques effective for one problem 
may be effective for the other as well [129]. Hand gestures, like spoken language, 
vary according to the person, location or background, time, gender, age and social 
factors. There is common ground between speech and gestures which are known 
to have syntactic rules [128]. Since gesture is an expressive motion, it is natural 
to describe such a motion through sequential model [130].

HMMs can be used for object classification when given several models, it is 
possible to determine the model which will produce a given sequence of observa-
tions with the highest probability [131]. Thus, if for each class there is a model 
with the states, transitions and probabilities set appropriately, the Viterbi algorithm 
can be used to calculate the model that most probably resulted in the sequence of 
observations [132]. It is easy to see how this can be extended to a weak temporal 

Fig. 5.25   Neural network activation (transfer) functions
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classification system where a single model is constructed for each class, and given 
an unlabelled instance; the probability that that sequence of output symbols was 
generated by each HMM is calculated. The model with the highest probability is 
identifies as the predicted class [131].

However, it is not a trivial task to select the correct model and appropriate 
states and transitions. Knowledge in the problem domain and experience would 
play a significant role in succeeding with the application. Trial and error methods 
would identify the number of states and transitions when developing an efficient 
system.

The concept behind the use of HMM for gesture recognition is to use multi-di-
mensional HMM representing the parameters obtained from the training data using 
the chosen model. The trained models represent the most likely human performance 
and are used to evaluate the new incoming gestures. In using a HMM to classify 
in coming dynamic hand gestures, the first important step would be to develop a 
set of hand gestures which are distinct in terms of feature extraction. The HMM 
will use any type of parameters of features in classifying however, the success of 
the approach depends on the best choice of parameters or features. Therefore it is 
essential that the selection of the parameters of features are unique with properties 
such as rotation, scale, translation and illumination invariance as was outlined in the 
previous chapter on Feature Extraction. Such feature extraction step naturally to be 
preceded by preprocessing as already discussed in a previous chapter for the best 
classification results. Then these highly efficient features can be used to describe 
each gesture in terms of a multi-dimensional HMM. In other words, each gesture 
would have its own HMM with N distinct hidden states and r dimensional M dis-
tinct observable symbols. An HMM is characterized by a transition matrix A and r 
discrete output distribution matrices. Figure 5.26 shows a hand gesture recognition 
systems based on HMM.

Training the HMMs through training data is paramount to adjust the parameters 
in such as way that they can maximize the likelihood of known gestures for the giv-
en training data. The Baum-Welch [133] algorithm is commonly used to iteratively 
re-estimate model parameters to achieve the local maximum. Once the training is 
completed, any incoming dynamic gesture can be classified. The Forward-Back-
ward algorithm or the Viterbi algorithm [132] can be used to classify both static and 
dynamic hand gestures.

Yang et  al. [134] describes a dynamic gesture recognition method using state 
based spotting algorithm to split continuous gestures. Features using in the system 
include hand position, velocity, size and shape. They developed a data aligning al-
gorithm to align feature vector sequences for training. Then a HMM is trained alone 
for each gesture with promising accurate recognition.

Chen et al. [135] used Fourier Descriptors (FD) (of dimension 10) to repre-
sent hand gesture boundary. When normalized, FDs are invariant to gesture size, 
rotation and translation. In their attempt to use HMM to recognize gestures, they 
used three parameters: the initial state probability vector, the state transition prob-
ability matrix and the observable symbol probability matrix. Since a dynamic 
gesture has more transitions, the likelihood of dynamic gesture being classified 
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right is far higher than a single static gesture. To model various gesture expres-
sions, they trained different HMMs to model different hand gestures. In order to 
remove redundancy in any gesture sequences, they applied vector quantization as 
preprocessing. They used a M-level VQ (referred to as a codebook with size M) 
to partition all k-dimensional training feature vectors into M clusters, whose cen-
troid is the k-dimensional vector. They designed a technique where there would 
be a quantization error between the VQ and training data vector for each feature. 
The error decreases as the size of the codebook increases due to the availability 
of more training data.

Liu and Lovell [136] described a technique where they estimated a rotation angle 
of the hand direction after skin segmented hand region, and described a hand ‘blob’ 
using a ellipse model. They applied k-means Vector Quantization approach to de-
termine the features using a HMM. In their quest to classify hand gestures using 
HMM, they made number of important conclusions:

Fig. 5.26   A Typical HMM classification for dynamic hand gesture recognition, reproduced [129]
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1.	 Baum Welch is the traditional algorithm for HMM learning, while Viterbi path 
accounting is the new method (VPC). VPC performed steadily in comparison 
with Baum Welch, and is demonstrated to be a reliable method [136].

2.	 Model Structure variation. Structure doesn’t greatly affect the recognition ratio. 
For Baum Welch, Left-Right is a slightly better than full connection, while in 
Viterbi path accounting, Full connection has a slightly higher correct ratio [136].

3.	 The number of states doesn’t affect the correct ratio significantly. The effect on 
Baum Welch is greater than on Viterbi path accounting [136].

They reported an accuracy rate of 90 % for 26 gestures. Their algorithm is denoted 
in Fig. 5.27 as a flowchart.

Classification completes the final link in associating hand gestures with their 
pre-assigned meanings in the context of hand gesture recognition. Yet, for any 
classification to be effective, feature extraction should provide the fundamental traits 
of any gesture by variety of users with many variables including, skin color, lighting 
condition, rotation and scale variations. This chapter discussed many techniques com-
monly used in linear and nonlinear classification while establishing there mathemati-
cal relationships providing in-depth insight into the problem of gesture recognition.
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Sign languages have been there since the start of the humanity and would have 
been the first means of communication among the primitive humans. Before people 
communicated with a vocabulary and using sounds, it is fair to assume that they 
communicated with various gestures using hand, face, mouth and body movements. 
However, today, the sign language is predominantly associated with disabilities 
from congenital to accidents. Most of the users are either hearing impaired or mute. 
There is also a subgroup of whom are children of such hearing impaired people 
whose senses are not affected but do use sign language because of the community 
needs in which they live.

Since the world population has surpassed 7 billion and the widespread use of 
technology, more and more work is done to advance the age-old sign languages 
which have developed from multitude of cultural backgrounds. Due to the advance-
ment of societies and its welfare systems, more and more resources are allocated 
for the benefit of the disabled and their educational needs. Sign languages have seen 
the formal recognition of their use and are now making inroads to the new fields of 
usage such as in medicine so that disabled people will also benefit from the modern 
developments in the society.

Today the focus has shifted again from the mundane use of sign language to 
the more advanced human machine interaction. This would in effect advance the 
interactions that disabled people would have with technology as well as make sign 
languages easily understandable by ordinary users. The technology can also pave 
way for automatic translation to other languages in other parts of the world making 
a silent communication revolution for the disability. Yet, the challenges are enor-
mous and the different approaches taken by researchers around the world have shed 
light on difficulties ahead as well as the progress made so far. This chapter would 
discuss various approaches the researchers including the author have attempted to 
decipher from Australian sign language as well as a broad account of research car-
ried out on American Sign Language. The readers are encouraged to visit research 
performed by others on other sign languages in the world and some references are 
listed for their benefit.

Sign languages, like the spoken languages, emerge and evolve naturally within 
hearing-impaired and mute communities. Within each country or region, wherever 
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such communities exist, sign languages develop, independently from the spoken 
language of the region. Each sign language has its own grammar and rules, with a 
common property that they are all visually perceived.

6.1 � Australian Sign Language-Historical Perspective  
of Auslan

Sign languages in any part of the world have their inception in natural need to com-
municate especially for children with their parents. Auslan has its roots in British 
Sign Language (BSL) and Irish Sign Language (ISL) and is known to have been 
used in early 1800s in large residential schools for the deaf in Australia [1]. ISL was 
brought to Australia by Irish nuns who established the first school for Catholic deaf 
children in 1875 [1, 2]. The Irish one-handed alphabet and a tradition of Irish-based 
signs was kept alive well into the middle of the twentieth century through private 
Catholic schools that used many Irish signs and one-handed finger spelling, while 
public schools used Auslan signs (originally BSL) and two-handed finger spelling. 
Separate education systems aside, the two communities mixed freely, with British 
based signing being undoubtedly the dominant linguistic influence [1, 2].

Schools dedicated for deaf children were first established in Australia in the mid-
nineteenth century. The Sydney school for the deaf was established in 1860 by 
Thomas Pattison. He had his education from the Edinburgh Deaf and Dumb Institu-
tion. At the same time another deaf person, Frederick Rose founded the Melbourne 
School for Deaf who had is formal education at Old Kent Road School in London 
[1, 2].

Even though Auslan is an offshoot of both BSL and ISL, it has developed some 
distinct gestures since its inception in Australia in the nineteenth century. New signs 
developed in the Australian deaf community, particularly in the residential schools 
for deaf children because signers may have had little contact with deaf communities 
in other parts of the country [1, 2].

6.1.1 � Finger Spelling

A number of signs in modern Auslan clearly have their origins in ISL (and through 
ISL to the French and European signing tradition). Also as a consequence of this 
mixing and exposure to Irish-based signing, the one-handed alphabet (including 
its modern American form) does not feel quite so ‘alien’ to Auslan signers as one 
might expect. Initialized signs based on one-handed finger spelling have been and 
continue to be accepted by this linguistic community, even though finger spelling is 
regularly produced using the two-handed alphabet [2]. Auslan similar to every other 
sign language can represent numerals for signers. Numbers 0–9 can be made with 
simple postures as shown in Fig. 6.1 while larger numbers need dynamic gestures 
as shown in Fig. 6.1 (right).
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6.1.2 � Auslan Evolution

Today Auslan seems to be undergoing a period of rapid change. The enormous 
expansion of sign language interpreter services, especially in the area of secondary 
and tertiary education and in the delivery of governmental, legal and medical ser-
vices, has put great demands on the language by both interpreters and deaf people 
themselves. These developments have produced three main responses: (i) attempts 
to standardize usage, (ii) the development of new signs to meet new needs, (iii) the 
borrowing of signs from other sign languages, particularly from American Sign 
Language (ASL) [1, 3].

Most members of the deaf community have a personal and political preference 
for drawing on the internal resources of Auslan to expand and develop its vocabu-
lary. However, some Auslan signers either do not object to ASL borrowings (some-
times they do not even realize that some signs are borrowed from ASL) or are 
actually willing borrowers (new signs are adopted because they are sometimes seen 
as more prestigious). The fact that ASL signers also have English as the language 
of the wider community, as do Auslan signers, may encourage this process. Many 
borrowed ASL signs are technical and deal with vocabulary used in education and 
in written English. Nevertheless, many Auslan signers reject any attempts to intro-
duce borrowed ASL signs when a perfectly good and adequate Auslan sign already 
exists [1, 3].

Figure  6.2 depicts a chart containing Auslan alphabet. This alphabet is used 
when difficult or confusing words are pronounced including pronouncing names of 
people. Similar to number between 0 and 9, the alphabet can be thought of as a col-
lection of hand postures opposed to hand gestures where the machine interpretation 
would be simple. Figure 6.3 shows two words being described by Auslan. These 
images merely show the key frames of words ‘stomach’ and ‘hands’ omitting many 

Fig. 6.1   Numerals of zero to nine and how numerals above 10 are calculated using a gesture 
sequence. (Courtesy of [1])
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frames of a video sequence. This suggest that most of the Auslan words are hand 
gestures and need dynamic gesture recognition which is in its infancy today despite 
a continuous research activity of more than two decades.

6.2 � American Sign Language

American Sign Language (ASL) is the predominant sign language of hearing-
impaired and mute communities in the United States and English-speaking parts 
of Canada. Christian missionary activities over a century have spread dialects of 

Fig. 6.2   Finger spelling alphabet of Auslan. [4]

 

Fig. 6.3   Most of the words in Auslan are hand gestures opposed to postures. Key image frames of 
words ‘stomach’ ( left) and ‘hands’ ( right)
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ASL and ASL-based creoles to many countries around the world, including much 
of West Africa and parts of Southeast Asia [5–7]. ASL is also widely learned as a 
second language, serving as a unifying language to bring many sign languages in 
the world together and is closely related to French Sign Language (FSL). It has been 
proposed that ASL is a Creole language, although ASL shows features atypical of 
Creole languages, such as agglutinative morphology [8].

Similar to the origin of Auslan, ASL originated in the early nineteenth century 
in the American School for the Deaf (ASD) in Hartford, Connecticut. Today it is 
estimated that there are approximately 250,000–500,000 persons using it including 
non-disabled children of hearing impaired and mute persons.

ASL is a language completely separate and distinct from English. It contains all 
the fundamental features of language such as its own rules for pronunciation, word 
order, and complex grammar. While every language has ways of signaling differ-
ent functions, such as asking a question rather than making a statement, languages 
differ in how this is expressed. For example, English speakers ask a question by 
raising the pitch of their voice whereas an ASL users ask a question by raising their 
eyebrows, widening their eyes, and tilting their bodies forward [9–27].

Just as with other languages, specific ways of expressing ideas in ASL vary as 
much as ASL users do. In addition to individual differences in expression, ASL has 
regional accents and dialects. Just as certain English words are spoken differently in 
different parts of the country, ASL has regional variations in the rhythm of signing, 
form, and pronunciation. Ethnicity and age are a few more factors that affect ASL 
usage and contribute to its variety [12–20].

ASL signs have a number of phonemic components, including movement of the 
face and torso as well as the hands. ASL is not a form of pantomime, but iconicity 
does play a larger role in ASL than in spoken languages. Words derived from Eng-
lish are often borrowed through finger-spelling, although ASL grammar is unrelated 
to that of English [19, 24]. ASL has verbal agreement and aspectual marking, and 
has a productive system of forming agglutinative classifiers. Many linguists believe 
ASL to be a subject-verb-object (SVO) language, but there are several alternative 
proposals to account for ASL word order [24]. Figure 6.4 depicts the ASL alphabet 
where certain letters such as ‘J’ and ‘Z’ are dynamic gestures.

6.2.1 � Historical Development of ASL

ASL today is considered a very structured language. However, prior to the birth in 
its present form, sign language had been used by various communities in the United 
States [15]. In the United States and an other parts of the world, hearing families 
with hearing-impaired or mute children have historically employed hand signs as a 
way of communicating sophisticated information unlike the gestures used by non-
disabled people in spoken conversations [15]. As early as 1541 at first contact by 
Francisco Vásquez de Coronado, there were reports that the Red Indians had devel-
oped a sign language to communicate between tribes of different languages [26]. 
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Martha’s Vineyard Sign Language (MVSL), is known to be the first sign language 
used by settlers in the USA due to their predisposal to genetic deafness due to inter-
marriages [15]. MVSL was used even by hearing residents whenever a deaf person 
was present [15].

American Sign Language has its origins in the American School for the Deaf 
(ASD), founded in Hartford, Connecticut in 1817 [15]. Originally, it was known as 
‘The American Asylum’ located at Hartford. It was formally known as ‘The Educa-
tion and Instruction of The Deaf and Dumb’; the school was founded by the Yale 
graduate and divinity student Thomas Hopkins Gallaudet [29, 30]. Gallaudet was 
known to be inspired by his success in demonstrating the learning abilities of a 
young deaf girl he helped. He traveled to Europe in order to learn deaf pedagogy 
from European institutions [30] which he adopted in ASD in the USA in 1817 [30].

Due to the congenital nature of the hearing impaired in Martha’ Vineyard, the ma-
jority of the students enrolled in the ASD for the first 70 years came from Martha’s 
Vineyard. Since their early exposure to MVSL, they brought that knowledge to the 
ASD [6]. There were other students who brought their knowledge of home signs 
to ARD [6]. The first teacher as ASD was Laurent Clerc who taught using French 
Sign Language (FSL), which itself had developed in the Parisian school for the deaf 
established in 1755 [15]. The culmination of knowledge from MVSL, home signs 
and European practice resulted in a new sign language known as ASL [15].

Fig. 6.4   ASL finger spelling 
alphabet. [28]
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Due to the success of ASD in addressing and formalizing sign language norms, 
more schools for hearing-impaired sprang up across the USA [15]. These schools 
contributed to the growth of ASL by using it and spreading it across the USA [15]. 
Societies such as the National Association of the Deaf and the National Fraternal 
Society of the Deaf held national conventions that attracted signers from across the 
country [6]. This all contributed to ASL’s wide use over a large geographical area 
such as the USA and Canada initially and later to the western parts of Africa [6].

Until the early part of 1950, the predominant method in hearing-impaired educa-
tion was known to be ‘oralism’ in which acquiring oral language comprehension and 
production was emphasized over sign languages [14]. Up to that point, Linguists 
in the USA did not consider sign language to be a genuine language, but merely 
an accessory to convey certain oral communication [14]. The formal acceptance 
and legitimacy for sign language was achieved due to the untiring work of Stokoe, 
who arrived from Gallaudet University in France in 1955 [23]. He spearheaded the 
movement coupled with US civil rights movement of the 1960s, Stokoe argued for 
manualism, the use of sign language in deaf education [14, 20]. Stokoe noted that 
sign language shares the important features that oral languages have as a means of 
communication, and even devised a writing system for ASL [14]. His contribution 
lead to a revolution in both deaf education and linguistics and also created opportu-
nities for the ‘mute’ who could now rely on sign language instead of ‘oralism’ [14]. 
Figure 6.5 shows the ASL alphabet sometimes signed using two hands.

6.3 � Machine Recognition of Sign Language using 
Computer Vision

The research on hand gesture recognition has two main categories such as static 
gesture (hand posture) recognition and gesture recognition (dynamic hand move-
ment). The posture recognition refers to an isolated single hand pose or hand con-
figuration and the gesture recognition or dynamic gesture recognition uses a variety 
of static gestures and hand movements sometimes accompanied by body or facial 
movements. In a continuous gesture (dynamic), there are many hand poses that 
changes in communicating a gesture as the gesture used in letter ‘z’ in ASL as 
shown in Fig. 6.6. In hand gesture controlled environments, the problem can be con-
sidered as a gesture spotting problem, where the task is to differentiate the meaning-
ful gestures of the user from the unrelated ones. In sign language recognition, the 
continuous recognition problem includes the co-articulation problem. The preced-
ing sign affects the succeeding one, which complicates the recognition task as the 
transitions between the signs should be explicitly modeled and incorporated to the 
recognition system. Moreover, language models are used to be able to perform on 
large-vocabulary databases.

Human Computer Interaction is geared towards seamless human machine 
integration without the need for LCDs, Keyboards or Gloves. Systems have al-
ready been developed to react to limited hand gestures especially in gaming and 
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in consumer electronics control. Yet, it is a monumental task in bridging the well-
developed sign languages in different parts of the world with a machine to interpret 
the meaning. One reason is the sheer extent of the vocabulary used in sign language 
and the sequence of gestures needed to communicate different words and phrases. 
Auslan the Australian Sign Language is comprised of numbers, finger spelling for 

Fig. 6.5   Two handed 
alphabet
 

Fig. 6.6   Gesture sequence 
for letter J and Z
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words-used-in-common practice and a medical dictionary. There are 7,415 words 
listed in Auslan website. This research article tries to implement recognition of nu-
merals using a computer using the static hand gesture recognition system developed 
for consumer electronics control at the University of Wollongong in Australia [31–
33]. The experimental results indicated that the numbers, zero to nine can be accu-
rately recognized with occasional errors in few gestures. The system can be further 
enhanced to include larger numerals using a dynamic gesture recognition system.

One of the first attempts to interpret sign languages using a machine is reported 
by Kawai and Tamura [34] who developed a system which can recognize 20 Japa-
nese hand gestures. This was the first instance of using image processing techniques 
to recognize a sign language. They detected the motion of the hands in realtime 
by comparing a grey scale intensity of two consecutive image frames. They used 
temporal intensity changes, hand location tracking and classification of each sign 
using stop positions, simple shapes of trajectory and hand shape at each stop posi-
tion. Few years prior to this development in 1984, they demonstrated a system that 
interpreted speech into computer generated hand gestures for machine interaction 
with deaf and mute [35, 36].

Heap and Samaria used deformable active shape models called ‘smart snakes’ 
developed by [37] for hand tracking [38]. Their research clearly shows how their 
tracking algorithm work but their disclosure on gesture recognition was very much 
limited. Figure 6.7 shows ‘smart snakes’ approach for hand gesture recognition.

Fig. 6.7   Motion patterns 
of the sign language system 
proposed by [38]
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In 1995, Starner and Pentland published their research on dynamic gesture rec-
ognition and classification based on colored gloves and Hidden Makov Model clas-
sifier [39]. Their research highlighted that the finer details (pixel clarity) of gestures 
were not required and simple coarse outline along with their trajectory obtained 
using camera tracking color glove was sufficient to interpret gestures. They used 
395 simple sentences as training set and separate 99 simple sentences for testing 
in which recorded a recognition accuracy of 92 % with a limited 40 hand postures.

Grobel and Assan reported that vision based system using HMM was able to 
recognize 262 isolated hand signs (non sentences) from Netherland sign language 
with an accuracy of 94 % [40, 41]. They used both hands with cotton gloves. One 
hand which was the dominant hand making the signs used five colored fingers, 
separate colors for palm and another for back of the dominant hand whereas the 
non-dominant hand had a different color glove.

Vogler and Metasas of University of Pennsylvania devised both static gesture 
and dynamic gesture recognition system for ASL based on HMM and 3D motion 
analysis [42, 43]. They used a 3D image-based shape and motion tracking of a hu-
man’s arm using deformable models. The output of these models consists of the 
three dimensional motion parameters of the subject’s arms which can be used for 
recognizing ASL gestures. They argued that since the arm movements indicated the 
hand motion, their article did not include the use of hand signals.

Imagawa et al. argued that for accurate sign language recognition, both global 
and local information should be recognized [44]. Since the hand or arm movement 
conveys global information such as the hand and arm location and the path, static 
information such as the configuration of the hand and fingers should be combined 
with the information conveyed by the hand and arm movement. Their system first 
interprets the appropriate word from a dictionary using global features and then nar-
rows word down to one by using detected local features. They recorded accuracy 
around 94 % which was a significant achievement given that they relied on very low 
resolution images.

Even though, many hand gestures need dynamic tracking for meaningful inter-
pretation, posture estimation results in very discrete recognition as discussed in the 
previous section of Auslan recognition. Isaacs and Foo developed a similar hand 
pose recognition system that relied on wavelet decomposition for feature extraction 
and neural networks for classification [45]. They developed the system to represent 
around 2,000 sign language sentences and phrases using a set of eighty words. A 
subset of their eighty words is shown in Fig. 6.8. One of the main limiting factors 
of their system was to remove the gestures that required facial gestures, since such 
signs represented a more complex problem.

Fig. 6.8   A subset of eighty words that can represent 2,000 words or phrases in ASL. [45]
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Isaacs and Foo successfully decomposed all static ASL alphabet images into two 
set of feature vectors with different dimensions in order to develop more insight 
into the classification problem. The first approach produced feature vectors by nor-
malizing the energy and entropy measures of the resultant approximation matrix 
after two-level Daubechies 4 decomposition. Another set of feature vectors were 
obtained using decomposing each image to its lowest decomposition level of the 
particular wavelet used. The second set of feature vectors had an added advantage 
of longer length which represented a higher dimensional space that allowed for 
more variability when a large ASL vocabulary was incorporated. The ASL recogni-
tion system developed in this project had the ability to distinguish the reduced vo-
cabulary set feature vectors from each other and from non-words. For classification 
purposes, neural networks were used.

The classification system that was used had a two layer feed-forward neural 
network that recognized the 24 static letters in the American Sign Language (ASL) 
alphabet using still input images. Both wavelet- based decomposition methods dis-
cussed above were used for classification. The first produced an 8-element real-
valued feature vector and the second 18-element feature vector. Each set of feature 
vectors were used to train a feed-forward neural network using Levenberg-Mar-
quardt training. The system was capable of recognizing instances of static ASL fin-
ger spelling with 99.9 % accuracy with an SNR as low as 2.

In 2012, Cooper et al. presented one of the most sophisticated sign language rec-
ognition system based on Kinect [46]. It consisted of several approaches to sub-unit 
based Sign Language Recognition (SLR). Their approach deviated from traditional 
classification of gesture to recognizing large lexicons of signs such as citation-form 
and dictionary look-up. Sub-unit based SLR uses a two stage recognition system 
where sign linguistic sub-units are identified followed by combining of sub-units to 
create a sign level classifier. The conceptual framework of their approach is shown 
in Fig. 6.9.

The concept of using sub-units for SLR was first reported by Kim and Wal-
dron, whom were among the first adopters. They worked on a limited vocabulary of 
13–16 signs using data gloves to get accurate input information [47, 46]. Using the 
work of Stokoe [48] as a base, and their previous work in telecommunications [49], 
they noted the need to break signs into their component sub-units for efficiency 
[46]. They continued this throughout the remainder of their work, where they used 
phonemic recognition modules for hand shape, orientation, position and movement 
recognition [50, 46]. They made note of the dependency of position, orientation 
and motion on one another and removed the motion aspect allowing the other sub-
units to compensate (on a small vocabulary, a dynamic representation of position is 
equivalent to motion) [51, 46].

The sub-unit based approach relies in the early work of Vogler and Metaxas [52] 
who borrowed heavily from the studies of sign language by Liddell and Johnson 
[53], splitting signs into motion and pause sections [46]. Their later work [54], used 
parallel HMMs on both hand shape and motion sub-units, similar to those proposed 
by the linguist Stokoe [48, 46]. Kadir et  al. [55] took this further by combining 
head, hand and torso positions, as well as hand shape, to create a system based on 
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hard coded sub-unit classifiers that could be trained on as little as a single example 
[46]. Alternative methods looked at data driven approaches to defining sub-units. 
Yin et al. [56] used an accelerometer glove to gather information about a sign, they 
then applied discriminative feature extraction and ‘similar state tying’ algorithms, 
to decide sub-unit level segmentation of the data [46]. Kong and Ranganath [57] 
and Han et al. [58] developed automatic segmentation of sign motion into sub-units, 
using discontinuities in the trajectory and acceleration to indicate where segments 
begin and end [46]. These were then clustered into a code book of possible exem-
plar trajectories using either Dynamic Time Warping (DTW) distance measures at-
tempted by Han et al. or Principal Component Analysis (PCA) approach by Kong 
and Ranganath [46].

Appearance based sub-units learns a subset of each type of sub-unit using Ada-
Boost from hand labeled data. Not all types of sub-units can be detected using the 

Fig. 6.9   Overview of the 3 types of sub-units extracted and the 2 different sign level classifiers 
used. (Courtesy of [46])
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same type of classifier. For Location sub-units, there needs to be correlation be-
tween where the motion is happening and where the person is; to this end spatial 
grid features centered on the face of the signer are employed. For Motion sub-units, 
the salient information indicates the type of motion occurring, often regardless of its 
position, orientation or size. Salient information is extracted using moment features 
and Binary Patterns (BPs) and additive classifiers based on their changes over time. 
This process is shown in Fig.  6.10. Hand-Arrangement sub-units look at where 
the hands are in relation to each other when both hands are used for signing as 
shown in Fig. 6.11. This is achieved using the same moment features as for Motion 
but over a single frame, as there is no temporal information required. All of these 
sub-unit level classifiers are learnt using AdaBoost [59]. The features used in this 
section require segmentation of the hands and knowledge of where the face is. The 
Viola Jones face detector [60] is used to locate the face. Skin segmentation could 
be used to segment the hands, but since sub-unit labels are required this work uses 
the data set from the work of Kadir et al. [55] for which there is an in-house set of 

Fig. 6.10   Grid features for two stage classification. ( left) shows an example of the grid produced 
from the face dimensions while ( middle) and ( right) show grid features chosen by boosting for two 
of the 18 Location sub-units. The highlighted box shows the face location and the first and second 
features chosen, are shown in black and grey respectively. (Courtesy of [46])

 

Fig. 6.11   Motions detected from tracking. (Courtesy of [46])
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sub-unit labels for a portion of the data. Cooper et al. created this data set using a 
gloved signer and as such a color segmentation algorithm is used in place of skin 
segmentation.

Cooper et al.’s method can be described as the most comprehensive effort to date 
for gesture recognition based on vision which combined many aspects of successful 
approaches over two decades. It described a combined gesture classification system 
using facial and bi-hand gestures known as linguistic sub-units were attempted by 
the best available vision technology available with Microsoft Kinect. They pre-
sented three types of sub-units for consideration; those learnt from appearance data 
as well as those inferred from both 2D and 3D tracking data. These sub-units were 
then combined using a sign level classifier which used a Markov Models to encode 
the temporal changes between sub-units and a Sequential Pattern Boosting to apply 
discriminative feature selection at the same time as encoding temporal information. 
This resulted in a more robust to noise and performed well in signer independent 
tests, improving results from the 54 % achieved by the Markov Chains to 76 %.

6.3.1 � Machine Recognition of Auslan

Currently the Auslan website list 7,415 words in its data base. Looking at this fig-
ure, it would be almost impossible for a machine to see the subtle variation from 
one word to the other [1–4]. With our experience in Hand Gesture Recognition 
systems for over 7 years, interpreting sign language can be meaningfully attempted 
only for numerals [61]. Applying hand gesture recognition techniques developed 
for consumer electronics control will be sufficient to accurately decipher hand ges-
tures used for numerals between 0 and 9. Tens, hundreds, thousands may still need 
a dynamic hand gesture recognition developed by the authors [62–65]. Overall, this 
research will discuss attempt to recognize numerals from 0 to 9 and will ascertain 
their accuracy.

The moment invariants algorithm has been recognized as one of the most effec-
tive methods to extract descriptive feature for object recognition applications and 
has been widely applied in classification of subjects such as aircrafts, ships, and 
ground targets [66, 67]. Essentially, the algorithm derives a number of self-charac-
teristic properties from a binary image of an object. These properties are invariant 
to rotation, scale and translation.

The above four features have achieved accurate gesture recognition for a limited 
number of gestures in our previous research [62–65]. These moment invariants can 
be used to train a Support Vector Machine (SVM) approach or Neural Network for 
Classification.

We developed a database containing 10 images for each gesture and used fea-
tures extracted using moment invariants for classification. Only the first four mo-
ments were used as features similar to our approach in static gesture recognition 
system [4–6]. The classification was carried out using Neural Network similar to 
our previous approach for gesture classification as shown in Fig. 6.12 which shows 
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the classification scores for the 10 numerals. The results indicate that this approach 
does have some strength in accurately interpreting 6 gestures and 4 gestures might 
misclassify 5–15 % occasionally. Looking at these figures, we conclude that it 
would almost be an impossible task to decipher sign language using machine learn-
ing. Current approaches into gesture recognition and face recognition will never be 
suitable for accurate interpretation of sign language as it already has 7,415 different 
words and phrases.

Why does many vision based classification systems have low accuracy?  There 
are few obvious reasons behind the failure of many vision based classification sys-
tem to interpret sign languages over the years [40]. Some of the more prominent 
ones can be listed as follows:

1.	 Signs vary in time and space. Even if a sign is repeated by the same user, slight 
changes of speed and position of hands will occur.

2.	 Lack of depth information complicates the problem
3.	 Some fingers are occluded behind hand or arms
4.	 The enormity of the number of gestures available and their similarity to many 

others and the users inability to sign them as in (1) above makes the machines 
unreliable with the present feature extraction and classification approaches.

Fig. 6.12   Classification scores for numerals from zero to nine
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6.4 � Glove Based Sign Language Recognition

Even with advancements of computer vision, glove based sign language recognition 
offers the widest vocabulary and the best possible recognition accuracy. This is not 
alarming given that all vision based systems suffer from occlusion to misclassifica-
tion due to vast number of signs which are so subtle to understand even for highly 
trained humans. Glove based systems that could measure every bend of fingers 
and the location of hand in 3D can accurately detect both global features and local 
features that distinguish words. However, no recent such system has been reported 
with very high accuracy as researchers are more focused on vision based systems 
due to advancements in depth cameras and the flexibility and naturalness offered by 
vision based systems.

One of the first more advances system to convert gesture to speech was dem-
onstrated by Fels and Hinton [68] who used a VPL Data-Glove in 1992 to convert 
hand gestures to speech via DECtalk speech synthesizer. Their Glove-Talk vocabu-
lary consisted of 66 root words, each with up to six different endings. The total size 
of the vocabulary was 203 words. Their GloveTalk system is shown in Fig. 6.13. 
Most of these hand shapes represent ASL alphabet. They also utilized orientation 

Fig. 6.13   GloveTalk System. [68]
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differences in the hand shapes for semantically opposite words such as ‘come’ and 
‘go’ which have a 180 degree orientation difference as shown in Fig. 6.14. Here 
‘come’ is performed with palm up and ‘go’ with palm down. Various ending of 
words were formed by different directions of the hand movement.

They demonstrated that the system was capable of fairly rapid intelligible speech 
with only 1 % incorrect spoken words and about 5 % of attempts resulting in no 
words being spoken due to failure to detect the gesture or failure to accurately iden-
tify the root word. The system classification was based on neural network clas-
sifier with five feedforward neural networks with one hidden layer. The system 
was trained with backpropagation. Many limitations in the data glove halted further 
progress in accuracy or the expansion of the vocabulary.

Liang and Ouhyoung also used the DataGlove to develop a Taiwanese sign 
language recognition based on HMM and integrated statistical approach used in 
computational linguistics [69]. They utilized specific cues used in Taiwanese Sign 
Language in order to develop the system. There are 51 fundamental postures in 
Taiwanese Sign Language [69]. Most gestures mainly contain only one posture, for 
example, ‘I’, ‘you’, ‘who’, etc., while gestures with multiple postures are also used, 
such as, ‘originally’, ‘father’, ‘mother’, ‘thank’ and ‘good-bye’.

To determine end points in a sequence of gesture input, discontinuities are de-
tected for segmentation. The discontinuity detection is done by time-varying pa-
rameter (TVP) detection as shown in Fig. 6.15. Whenever the number of TVPs of 

Fig. 6.14   Example of GloveTalk Language. [68]

 

Fig. 6.15   The number of TVPs of a gesture input stream varies along the time axis. [69]
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the hand flexion begins to reduce to below a threshold, the motion of posturing is 
thought to be quasi-stationary, and its corresponding frame of data is attempted to 
be recognized. A filter is used to tolerate the jittering of sensed data. They argued 
that a gesture input stream can be likened to repeated patterns of the following 
states: transition and posture holding as shown if Fig. 6.15. On detecting the begin-
ning of posture holding, the system extracted features, including position, orienta-
tion, and posture, while tracking the motion trajectory. The motion trajectory was 
observed until the beginning of the next transition. This allowed the system to use 
all four parameters le to perform a higher level gesture match, which is depicted in 
Fig. 6.16.

This system intended to recognize large set of vocabularies in a sign language 
by recognizing constructive postures and context information. They had a 250 word 
vocabulary. Their system could classify 51 static gestures in 6 orientations. They 
reported that a user dependent system classifying in real-time with an accuracy of 
80 %.

One of the major difficulties in accurate recognition of hand gestures is due 
to the enormity of the sign language vocabulary. Many feature extraction based 
methods rely on searching for matches with these large vocabulary databases for 
query matches. Fang et al. developed a hierarchical decision tree based method that 
drastically reduced this searching time increasing the efficiency of the classifica-
tion system [70]. This method simplifies the complexity of gestures using ‘divide 
and conquer’ approach. A dynamic gesture is a sequence of many postures that is 
issued in a temporal fashion. Once few initial postures are identified, many hand 
gestures can be ruled out as not probable as every gesture has basic starting pos-

Fig. 6.16   Block diagram of posture-based continuous gesture recognition. (Courtesy of [69])
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tures. Hand shapes are one of the primitives of sign language and reflect the infor-
mation of hand configuration. They are known to very stable and can be used to 
distinguish most signs. In the Chinese sign language dictionary, there are 75 basic 
hand shapes extracted by the sign language expert [70]. The orientation of the hand 
can be described in terms of two orthogonal directions—the facing of the palm, and 
the direction to which the hand is pointing. If we consider only six possible direc-
tions (up, down, left, right, towards the signer, away from the signer), then there 
are 15 different orientations used in Chinese sign language (CSL). The position of 
the hand is usually partitioned in terms of the signer’s hand relative to the defined 
three parts of his body: head, chest and below chest. In each part, the position can be 
further subdivided into body’s left, right and middle. In total, there are 12 positions 
defined in CSL according to the hand with respect to the body part [70]. Motion dif-
fers from the other features in that it is inherently temporal in nature. It is difficult 
to enumerate the complete range of possible categories used within CSL, as many 
signs involve unique tracing motions which indicate the shape of an object. Fang 
et al. defined 13 most commonly used motions for simplicity.

Their hierarchical classification was further helped by certain unique charac-
teristics of Chinese sign language. In the Chinese sign language dictionary, one-
handed signs are always performed by right hand except for one sign “luo ma ni ya” 
by left hand [70]. The difference between one-handed sign and two-handed sign is 
whether signer’s left hand performs the action. In the one-handed sign performance, 
signer’s left hand usually puts on the left knee and remains motionless. However, in 
the two-handed sign, left hand may either stay a fixed posture or perform a move-
ment trajectory. The position and orientation information of left hand plays a domi-
nant part in determining one-or two- handed signs.

As was described in Chap.  5 under classification, HMM can be effectively 
used for classifying sequences as shown in Fig. 6.17. Fang et al. reported that their 
system used a sign language vocabulary of 5,113 with both single hand and two-
handed gestures with a accuracy of almost 95 %. The approach also provided 11 
fold increase in speed and can be considered as a very robust system for its large 
vocabulary.

Fig. 6.17   The hierarchical 
decision tree for sign lan-
guage recognition. [70]
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In 2011, Oz and Leu developed an American Sign Language (ASL) recognition 
system based on Cyberglove™ sensor glove and artificial neural networks (ANNs) 
to translate ASL words into English [71]. They used the Cyberglove™ in conjunc-
tion with Flock of Birds® 3-D motion tracker to extract gesture features. The data 
related to finger joint angles obtained from strain gauges in the sensory glove de-
fined the hand shape, while the data from the tracker described the trajectory of 
hand movements. The data from these devices were processed by a velocity net-
work with noise reduction and feature extraction followed by a word recognition 
network. Global and local feature extracted for each ASL word were used as feature 
vectors in a neural network classifier for recognition.

Figure 6.18 shows the overall structure of the proposed system which consists 
of sensory glove and the Flock of Birds motion tracker as shown in Fig. 6.19. The 
data stream from these devices is received and segmented by a data collection pro-
gram. The gesture features extracted from the raw data are then sent to a decoder of 
the recognition system. The final outcome of the system is to produce voice of the 
recognized ASL words with a speech synthesizer.

The system relies on identifying the words correctly in terms of their durations 
of signing from the measured signals. In this case, distinguishing words requires 
additional calculations due to noise and missed movements. A filter is used for noise 
reduction, and a velocity network is used to determine whether the sign is an ASL 
word or not. Figure 6.20 shows an example of the hand velocity profile during a 
typical signing movement [71].

Fig. 6.18   The ASL to English conversion system. (Courtesy of [71])
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During this movement, the hand velocity can increase or decrease momentarily 
due to momentary starting or stopping of the hand. Hence, the use of a threshold 
value of velocity might not give a good solution for classification of hand move-
ments. The ideal output for the velocity graph shown in Fig. 6.20 should be 1 from 
the time the sudden change in velocity is first seen until the time the velocity graph 
shows a series of low velocities. Hence, the hand velocity is filtered and then input 
to the velocity neural network. The velocity neural network used in their approach 
was a three-stage network with two input neurons, ten hidden layer neurons, and 
two output neurons. The target vectors were created manually by observing the 
velocity graphs for different, randomly-selected signs. Twenty training samples of 
different signs were found to be Sufficient to achieve the desired accuracy. The 

Fig. 6.19   Cyberglove™ and Flock of Birds® 3-D motion tracker. (Courtesy of [71])

 

Fig. 6.20   Velocity network performance for sign BELL. [71]
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network was trained using the Levenberg–Marquardt algorithm. A hyperbolic tan-
gent sigmoid function was used in both layers.

Their goal was to continuously recognize ASL signs using the glove and devel-
oped system in real time. They trained the ANN model for 50 ASL words with a 
different number of samples for every word and the classification results achieved 
90 % accuracy which demonstrated that their used successfully for isolated word 
recognition. They also concluded that some gestures in ASL required that both the 
right and left hands be manipulated simultaneously by applying the proposed model 
but with two data gloves and more motion trackers.

Today, ASL and many sign languages around the world see continuously being 
interpreted using either vision (with and without markers) or glove based systems as 
new technology develops. This trend will continue until it results in a highly reliable 
system in which, the mute and deaf would feel more natural to express their feelings 
like their able counterparts.
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Chapter 7
Future Trends in Hand Gesture Recognition

In 2005, the author developed a comprehensive hand gesture recognition system 
that was capable of controlling many consumer electronics control devices. The 
publicity around this development was echoed in 2007 after the publication of this 
research in IET Computer Vision journal [1]. The media frenzy that was gener-
ated around the world due to this invention was unprecedented. He was contacted 
by Microsoft Australia, Logitech USA and NDA the world’s largest settop box 
manufacturer to discuss future trends emanating from the development. Six months 
later, Samsung patented similar technology for their mobile phones. By 2009, 
Toshiba and Samsung developed digital Television with a built-in hand gesture in-
terface. In 2013, there were 20 consumer electronics devices with gesture control 
were added to the gadgets world.

Today, hand gesture interfaces are common place in variety of consumer elec-
tronics devices. It is no longer have to be speculated what the future would stand. 
It is already here and the future trends are certain. Figure  7.1 shows a recent 
development of a company acquisition by Google to control their Gmail and You-
tube with more gesture friendly interfaces.

Following LG and TCL, Hisense, the world’s fifth largest smart TV brand 
manufacturer, adopted Hillcrest Labs’ Freespace technology for hand gesture 
recognition. The model that they developed has in-air pointing, gesture control and 
motion control via a remote control for it smart Televisions and set-top boxes as 
shown in Fig. 7.2 [3].

Recently, Google has been investing heavily on futuristic technology such as 
driverless cars and all types of robots. Keeping up with this trend, they recently 
applied for a patent that uses hand motion to control the car itself. Its proposed 
system relies on both a ceiling-mounted depth camera and a laser scanner to trig-
ger actions based on an occupant’s hand positions and movements. Swipe near the 
window will move the car forward while pointing to the radio and you’ll turn the 
volume up [4]. Figure 7.3 highlights this futuristic trend envisioned by google.

At IDF, one of the largest technological exhibitions in Beijing in 2013, Intel 
promoted a development platform aimed at Creative Interactive Gesture Cam-
era for a perceptual computing by way of voice recognition, gesture control and 
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face recognition. They made complementary SDK for realizing gesture and voice 
control when using the Creative interactive camera. Intel has been offering develop-
ers a Creative Interactive Gesture Camera for $ 149 to promote the growth of future 
proof user interfaces. The camera consists of a time-of-flight depth camera is very 
similar to Microsoft Kinect II that was discussed in Chap. 3. However, the main 
difference being that the new camera is designed for a closer proximity and can 
therefore also pick up the movement of each finger as shown in Fig. 7.4 [5].

At the start of 2013, Samsung launched their latest smart television that was 
capable of hand tracking and function control as shown in their promotion in 
Fig. 7.5. It also supported voice control and face recognition showing the future 
trends in user interfaces [6].

Hand gesture recognition will continue to grow in consumer electronics control 
arena for the foreseeable future as it is the only user interface that provides larger 
vocabulary of control features without the mismatch of a keyboard in a living room. 
Yet, as was highlighted in Chaps. 3, 4, 5, and 6, true potential of hand gesture rec-
ognition only can be realized when system is developed with multiple cameras and 
depth measurements that would be able to identify gestures as a human does. The 

Fig. 7.1   Gesture control startup Flutter acquired by Google, could make Gmail Motion a reality, 
courtesy of [2]

 

Fig. 7.2   Hisense smart 
television with in-air point 
and gesture control
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Fig. 7.3   Patented car interface by Google using hand gestures. [4]

 

Fig. 7.4   Creative interactive 
gesture camera
 

Fig. 7.5   Samsung smart tele-
vision with face recognition 
and hand-tracking
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research will take many more decades to reach such maturity yet, it will herald a 
milestone in man-machine interface.
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